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Preface

These proceedings contain the papers that were presented at the 13th International
Conference on Language and Automata Theory and Applications (LATA 2019), held
in Saint Petersburg, Russia, during March 26–29, 2019.

The scope of LATA is rather broad, including: algebraic language theory, algo-
rithms for semi-structured data mining, algorithms on automata and words, automata
and logic, automata for system analysis and program verification, automata networks,
automatic structures, codes, combinatorics on words, computational complexity, con-
currency and Petri nets, data and image compression, descriptional complexity, foun-
dations of finite state technology, foundations of XML, grammars (Chomsky hierarchy,
contextual, unification, categorial, etc.), grammatical inference and algorithmic learn-
ing, graphs and graph transformation, language varieties and semigroups,
language-based cryptography, mathematical and logical foundations of programming
methodologies, parallel and regulated rewriting, parsing, patterns, power series, string
processing algorithms, symbolic dynamics, term rewriting, transducers, trees, tree
languages and tree automata, and weighted automata.

LATA 2019 received 98 submissions. Every paper was reviewed by three Pro-
gramme Committee members. There were also some external experts consulted. After a
thorough and lively discussion phase, the committee decided to accept 31 papers
(which represents a competitive acceptance rate of about 32%). The conference pro-
gram included five invited talks as well.

The excellent facilities provided by the EasyChair conference management system
allowed us to deal with the submissions successfully and handle the preparation
of these proceedings in time.

We would like to thank all invited speakers and authors for their contributions, the
Program Committee and the external reviewers for their cooperation, and Springer for
its very professional publishing work.

January 2019 Carlos Martín-Vide
Alexander Okhotin

Dana Shapira
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Searching and Indexing Compressed Text

Paweł Gawrychowski

Institute of Computer Science, University of Wrocław, Wrocław, Poland
gawry@cs.uni.wroc.pl

Abstract. Two basic problems considered in algorithms on strings are pattern
matching and text indexing. An instance of the pattern matching problem
comprises two strings, usually called the pattern and the text, and the goal is to
locate an occurrence of the former in the latter. In the more general text indexing
problem we wish to preprocess a long text for multiple queries with (probably
short) patterns. Efficient solutions to both problems have been already designed
in the 1970s, and by now we know several linear-time pattern matching algo-
rithms as well as linear-space indexes answering queries in linear (or almost
linear) time that are simple enough to be taught in a basic algorithms course.
However, with the ever-increasing amount of data being generated and stored, it
is not clear if the seemingly optimal linear complexity is actually good enough.
This is because linear in the length of the pattern or the text might be larger than
the size of its description, for example when we are working with strings over a
small alphabet and are able to store multiple characters in a single machine
word. The difference might be even more dramatic if we store the data in a
compressed form. For some compression schemes, such as the Lempel-Ziv
family of compression algorithms, it may as well be the case that the length
of the original string is exponential in the size of its compressed representation.
In such a case, we would like to design a solution running in time and space
proportional to the size of the compressed representation, or at least close to it.
This brings the question of developing compressed pattern matching algorithms
and designing compressed text indexes.

I will survey the landscape of searching and indexing compressed text,
focusing on the Lempel-Ziv family of compression algorithms and the related
grammar-based compression. For compressed pattern matching, I will mostly
assume that only the text is compressed, but will also briefly describe the recent
progress on the more general case of fully compressed pattern matching, where
both the text and the pattern are compressed, and on the approximate version
of the problem, in which we seek fragments of the text within small Hamming or
edit distance to the pattern. For compressed text indexing, I will discuss the
known trade-offs between the size of the structure and the query time and
highlight the remaining open questions.



Pattern Discovery in Biological Sequences

Esko Ukkonen

Department of Computer Science, University of Helsinki,
P. O. Box 68 (Gustaf Hällströmin katu 2b), 00014 Helsinki, Finland

esko.ukkonen@helsinki.fi

Abstract. Sequence motifs are patterns of symbols that have recurrent occur-
rences in biological sequences such as DNA and are presumed to have bio-
logical function. Modeling and identification of regulatory DNA motifs such as
the binding sites of so-called transcription factors (TFs) is in the core of the
attempts to understand gene regulation and functioning of the genome as a
whole. Transcription factors are proteins that may bind to DNA, close to tran-
scription start site of a gene. Binding activates or inhibits the transcription
machinery (expression) of the associated gene. As the regulated gene may itself
be a transcription factor, such pairwise regulatory relation between genes
induces a genome-wide network model for gene regulation.

The possible binding sites of a transcription factor T are short DNA seg-
ments (DNA words). Different sites of T are close variants of an underlying
consensus word specific to T. As for most transcription factors an accurate
biophysical modeling of this variation is currently infeasible, simplified com-
binatorial and probabilistic models of binding motifs are used. The parameters
of the models are learned from training DNA sequences that contain plenty of
instances of the motif but their exact location within the sequences may not be
known a priori.

Applying concepts of formal languages and automata, motifs are modeled
with words in generalized alphabets and with other regular-expression-like
structures representing the language of possible words of the motif. Such motifs
can be extracted from training data using string processing algorithms that find
repetitions in sequences.

On probabilistic side, sequence motifs can be modeled with inhomogeneous
Markov chains of order 0 or higher and also with more general Markov models.
Markov chains of order 0, usually called Position Weight Matrices (PWMs) and
visualized with so–called sequence logos, is the motif class commonly used in
motif databases. PWM assumes that the motif positions are independent. For
some TFs this is too weak, and then Markov models of order higher than 0
capable of representing dependencies between two or more positions suit better.
Given training DNA sequences that contain occurrences of motif instances
proportionally to the target distribution, machine learning methods can estimate
the distribution by learning a probabilistic model that fits best the data.

The talk surveys representations and corresponding discovery algorithms for
transcription factor binding motifs. We will discuss suffix-tree based methods
for discovery of combinatorial models as well as expectation maximization
(EM) algorithm based learning of probabilistic models. We consider basic
motifs for single factors (monomers) as well as composite motifs for pairs of
factors (dimers) and for chains of factors. Such chains model regulatory modules

http://orcid.org/0000-0002-5978-1505


that are built of clusters of several factors making together a regulatory complex.
Regulatory modules can be discovered from alignments of genomes of related
species. Alignment-based method is possible as regulatory modules are con-
served in evolution.
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Modern Aspects of Complexity Within
Formal Languages

Henning Fernau(B)

Fachbereich 4 – Abteilung Informatikwissenschaften, CIRT, Universität Trier,
54286 Trier, Germany
fernau@uni-trier.de

Abstract. We give a survey on some recent developments and achieve-
ments of modern complexity-theoretic investigations of questions in For-
mal Languages (FL). We will put a certain focus on multivariate com-
plexity analysis, because this seems to be particularly suited for questions
concerning typical questions in FL.

Keywords: String problems · Finite automata ·
Context-free grammars · Multivariate analysis ·
Fixed-parameter tractability · Fine-grained complexity

1 Introduction

Formal Languages and Complexity Theory have a long (common) history. Both
fields can be seen as two of the major backbones of Theoretical Computer Sci-
ence. Both fields are often taught together in undergraduate courses, mostly
obligatory in Computer Science curricula. This is also testified by looking at
classical textbooks like [50]. Yet, modern developments in complexity and algo-
rithmics are barely mirrored in Formal Languages. We want to argue in this
paper that this is a fact that need to be changed.

We will work through six case studies to explain several findings in recent
years. We will also expose a number of open problems in each of these cases.
This should motivate researchers working in Formal Languages to look deeper
into recent developments in Complexity Theory, but also researchers more ori-
ented towards these modern aspects of Complexity Theory to look into (possibly
apparently rather old) problems in Formal Languages to see if they could offer
solutions or at least new approaches to these problems.

In most cases, the problems we discuss in the area of Formal Languages
can be easily understood with the already mentioned background knowledge
each computer scientists gets already during the corresponding bachelor courses.
Therefore, we will only fix notations but assume that no further explanations
are necessary. By way of contrast, we will spend some more time explaining
at least some ideas of the concepts discussed nowadays in Complexity Theory
and Algorithms, so that readers with a background rooted in Formal Languages
c© Springer Nature Switzerland AG 2019
C. Martín-Vide et al. (Eds.): LATA 2019, LNCS 11417, pp. 3–30, 2019.
https://doi.org/10.1007/978-3-030-13435-8_1
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4 H. Fernau

could easily follow this introductory exposition. In any case, we want to make
clear why these modern approaches are particularly suited for attacking decision
problems in Formal Languages.

2 Some Modern Concepts of Complexity Theory

As most of our case studies deal with multivariate analysis, let us first delve into
the general scheme behind this idea. This is intimately linked to the basic ideas
of Parameterized Complexity, which could be paraphrased as follows. If we can
show that some decision problem is computationally complicated, which is typi-
cally formalized by proving that it is NP-hard or PSPACE-hard, what can we do
about it then, assuming that we still like to solve it with the help of computers?
More traditionally, help was expected from approximation algorithms or, more
practically, from heuristics, and in fact the proof of computational hardness often
gave a sort of excuse of using these rules of thumb called heuristics. However,
in particular using heuristics with no success guarantees is not very satisfying
from a more theoretical perspective at least. What can be done about such a
situation?

It is exactly here where Parameterized Complexity and also the more prac-
tical side of it, namely Parameterized Algorithms, steps in. The basic idea is
to not merely look at the bitstring length as the only source of information
that an instance of a computational problem might give as defining or measur-
ing its complexity, but to also look at other aspects of the instance, formalized
in terms of a so-called parameter. What happens if they are always small in
the concrete instances that practitioners look at? Does this still mean that the
problem is computationally hard? Or can we possibly solve these practically rel-
evant instances efficiently, although the problem is NP-hard when considering all
possible instances? Interestingly, one of the most successful approaches within
Parameterized Algorithms can be viewed as an analysis of natural heuristics,
which means, in more formal terms, the use of reduction rules to provide means
to (repeatedly) move from an instance to an equivalent instance of smaller size.

What could these parameter be? Let us look at various examples.

– The most classical NP-hard problem is arguably Satisfiability, or SAT for
short. Given a Boolean formula ϕ in conjunctive normal form (CNF), decide
if ϕ is satisfiable. A possibly natural choice of a parameter could be a bound k
on the number of literals that may appear in clauses. When fixing this upper-
bound to k, we arrive at problems like k-SAT. This parameter choice is not
that helpful, because it is well-known that even 3-SAT remains NP-hard, and
in fact there are quite a number of much more restricted variants of SAT
that cannot be solved in polynomial time, assuming that P does not equal
NP, see [57,61,93] for several such restrictions. Only 2-SAT is still solvable in
polynomial time.

– Looking back at the proof of the theorem of Cook, phrased in (nowadays)
non-standard terminology in [21], one can argue that the more basic NP-
complete problem is in fact the following one, which can be considered as a
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problem arising in the field of Formal Languages: Given a nondeterministic
Turing machine M , an input string x and an integer k, does M halt within k
steps accepting x? Now, if k is fixed to a small constant, this problem looks
more amenable than the previous one. More precisely, let us focus on one-
tape machines for now. Assume that we have � symbols in the work alphabet
of M and assume that M has t states. Then at each time step, being in a
specific state, upon reading a symbol, M has at most 3�t choices to continue
its computation, the factor three entering because of the different choices
for moves. Moreover, after k steps, at most O(tk�k) many configurations are
possible, simply because at most k tape cells could have been visited within k
steps, and also the current state and head position has to be memorized. The
difference to Turing machines with a dedicated read-only input tape is not of
importance here. It can be easily checked if an accepting configuration can
be reached from the initial configuration within the directed graph implicitly
given by the configuration and the reachability relation. Instead of writing �
and t, we can also consider the size of M , with reasonable ways to measure
this; the size of the state transition table should be always encaptured here,
and this also bounds the number of choices. So, we might write the running
time of this algorithm like O(|M |k), which is polynomial when k is really
fixed, but if k is considered as part of the input, this algorithm is clearly
exponential. Similar considerations are valid for multi-tape nondeterministic
Turing machines. For future reference, let us call these problems Short NTM

Acceptance (when referring to single tapes) and Short Multi-Tape NTM

Acceptance.
– Recall that a hypergraph can be specified as G = (V,E) with E ⊆ 2V .

Elements of V are called vertices, while elements of E are called (hyper-)edges.
In different terminology, V is the ground-set or universe, and E is a set system.
C ⊆ V is called a hitting set if e∩C �= ∅ for all e ∈ E. In the decision problem
Hitting Set, we are given a hypergraph G = (V,E) and an integer k, and
the question is if one can find a hitting set of cardinality at most k for G.
This question is well-known to be NP-hard. There is a simple relation to SAT:
One can view the hyperedges as clauses. Now, a hitting set corresponds to the
set of variables set to true. It is also evident why we need the bound k here:
setting all variables to true corresponds to selecting V as a hitting set, and
this is clearly a satisfying assignment, because none of the clauses contains
any negation. This relation also motivates to study d-Hitting Set, where d
upper-bounds the number of vertices in each hyperedge. In contrast to SAT,
this restriction looks quite promising, considering the following algorithm: As
long as there are hyperedges in G and as long as the integer k is positive, do
the following: pick such a hyperedge e and branch according to the at most
d possibilities for hitting e. In each case, delete all hyperedges from G that
contain e, decrement k and continue. If and only if this loop is ever exited
with E = ∅, the original instance was a YES-instance. As at most dk many
possibilities are tested, the running time of this algorithm can be estimated as
O(dkp(|G|), where p is some polynomial and |G| gives the size of the original
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input. Without this additional accounting of d, it is not clear how to solve
this problem better than O(|G|k).

– Observe that hypergraph instances of 2-Hitting Set can be also viewed as
undirected simple graphs, because loops (i.e., singletons in the set of hyper-
edges) can be easily removed, as the constituent elements must be put into
the hitting set. 2-Hitting Set is also known as Vertex Cover. Then, an
alternative parameterization might be kd = |V | − k. This problem is also
known as Independent Set, and it can be rephrased as asking for a set
I of kd many vertices such that no edge contains two vertices from I. Such
a set is also known as an independent set. A related question asks, given a
graph G and an integer �, if there is a clique of size � in G, i.e., a set K of �
vertices such that each pair of vertices from K is adjacent. All these decision
problems are also known to be NP-complete.

With these problems from different fields in mind, it might make sense to
consider a decision problem P equipped with a computable parameterization
function κ that maps instances to integers. Two ways in which algorithms can
behave nicely on instances x might be considered. (a) There is an algorithm
that solves instances x of P in time O(|x|κ(x)). (b) There is an algorithm that
solves instances x of P in time O(|x|df(κ(x))) for some constant degree d and
some (computable) function f . Both definitions imply that P can be solved in
polynomial time, when restricted to instances whose parameter is smaller than
some constant c. Yet, possibility (b) means that, assuming d to be reasonably
small and f not behaving too badly, then P can be solved not only for instances
where the parameter κ(x) is bounded by a constant but it may grow moderately,
i.e., this is a far more desirable property. (Parameterized) problems (P, κ) that
satisfy (a) are also said to belong to XP, while if (P, κ) satisfies (b), it belongs
to FPT (fixed parameter tractable).

Let us look at our example problems again.

– Let κ1 map a Boolean formula ϕ to the number of variables that occur in ϕ.
Then, (SAT, κ1) is in FPT, because there are only 2κ1(ϕ) many assignments
one has to check to see if ϕ is satisfiable. Let κ2 map a Boolean formula ϕ in
CNF to the maximum number of literals appearing in any clause of ϕ. Then,
unless P equals NP, (SAT, κ2) does not belong to XP.

– For an instance I = (M,x, k) of Short NTM Acceptance, let κ3(I) = k.
As argued above, (Short NTM Acceptance, κ3) belongs to XP. However, it
seems to be hard to put it in FPT. If we consider the size of M as an additional
parameter, i.e., κ4(I) = |M | + k, then we have also seen that (Short NTM

Acceptance, κ4) belongs to FPT. Similar considerations hold true for the
multi-tape case. Possibly more interestingly, our considerations show that
also with the parameterization κ5 that adds k and the size of the overall
alphabet, we end up in FPT. A reader knowledgeable about the early days
of Descriptional Complexity (within FL) might ponder for a moment if there
might be a possibility to put (Short NTM Acceptance, κ3) into FPT by
resorting to a theorem of Shannon [84] that states that Turing machines with
an arbitrary number of working tape symbols can be simulated by Turing
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machines with binary tapes. However, this idea is problematic at least for
two reasons: (a) the simulating machine (with binary working tape) needs a
considerable amount of time for the simulation, this way changing the upper-
bound k on the number of steps; (b) in Shannon’s simulation, the order of
magnitude of the product of alphabet size and number of states stays the
same. In combination, both effects counter-act this idea.

– Let us study various parameterizations for Hitting Set. Let G = (V,E) with
E ⊆ 2V and k form an instance and define κ6 : (G, k) �→ k, κ7 : (G, k) �→ |V |,
κ8 : (G, k) �→ |E| and κ9 : (G, k) �→ max{|e| : e ∈ E}. As

(
n
k

) ∈ O(nk),
in roughly O(|V |k) steps, the instance (G, k) can be solved by testing all
k-element subsets if they form a hitting set, putting (Hitting Set, κ6) in
XP. With the same idea, (Hitting Set, κ7) is in FPT. By using dynamic
programming as explained in [30,41], also (Hitting Set, κ8) is in FPT. Due
to the NP-hardness of Vertex Cover, if (Hitting Set, κ9) is in XP, then
P equals NP. When combining parameters, κ10 := κ6 + κ9, we conclude with
the reasoning given above that (Hitting Set, κ10) is in FPT. This is quite
instructive, because it shows that even combining relatively weak parameters,
one can obtain relatively nice algorithmic results. More details, also for special
cases, can be found in [30–32,99].

– Reconsider κ6 : (G, k) �→ k for Vertex Cover. Then, by the equiva-
lence to 2-Hitting Set, (Vertex Cover, κ6) belongs to FPT. However,
reparameterizing by κ11 : (G, k) �→ |V | − k, we only know membership in
XP for (Vertex Cover, κ11). Recall that this is equivalent to considering
(Independent Set, κ6). By moving over from G to the graph complement
G, with (V,E) = (V,

(
V
2

) \ E), one understands that also (Clique, κ6) has
the same complexity status as (Vertex Cover, κ11).

So far, we introduced the classes FPT and XP of parameterized problems.
Clearly, FPT ⊆ XP. As often in Complexity Theory, it is unknown if this inclusion
is strict, but it is generally assumed that this is the case. Moreover, we have
seen examples of parameterized problems that are not in XP, assuming that
P is not equal to NP. In order to have a more refined picture of the world of
parameterized problems, it is a good idea to define appropriate reductions. It
should be clear what properties such a many-one FPTreduction relating problem
(P, κ) to (P ′, κ′) should satisfy: (a) it should translate an instance I of P to an
instance I ′ of P ′ within time f(κ(I))|I|O(1) for some computable function f ;
(b) it should preserve the parameterization in the sense there is a function g
such that κ′(I ′) ≤ g(κ(I)); (c) I is a YES-instance of P if and only if I ′ is a
YES-instance of P ′. Such a notion allows us to define further complexity classes,
based on the idea of being interreducibility with respect to FPT reductions, or
FPT-equivalent. Observe that the classes FPT and XP studied so far are closed
under FPT reductions. Let W[1] be the class of parameterized problems that are
FPT-equivalent to (Short NTM Acceptance, κ3), and let W[2] be the class of
parameterized problems that are FPT-equivalent to (Short Multitape NTM

Acceptance, κ3). In fact, there is a whole (presumably infinite) hierarchy of
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complexity classes captured in the following inclusion chain:

FPT ⊆ W[1] ⊆ W[2] ⊆ · · · ⊆ XP.

Looking back at our examples, it is known that (Independent Set, κ6) and
(Clique, κ6) are complete for W[1], while (Hitting Set, κ6) is complete for
W[2]. As we will see in the following sections, many natural parameterizations of
computational problems stemming from Formal Languages lead to W[1]-hardness
results. If we still want to employ the idea of getting FPT algorithms, we need
to find different, often multiple parameterizations. This approach is also called
mutlivariate analysis. We refer to [12,28,71] for further discussions. At this point,
we only recall that we also used this idea when looking at (Hitting Set, κ10).

There is a nice characterization of FPT based on the idea of the existence of a
polynomial-time many-one reduction termed kernelization that maps instances
I of (P, κ) to instances I ′, also of (P, κ), satisfying |I ′| ≤ f(κ(I)) for some com-
putable function f , where |I| yields the size of instances I in the classical sense.1
I ′ is also called the kernel of I. The existence of kernelizations is often shown by
providing a collection of so-called reduction rules that should be applied exhaus-
tively in order to produce the kernel. As an example, the two reduction rules
together provide a kernelization for (Vertex Cover, κ6). (a) Delete vertices of
degree zero, or, more formally, ((V,E), k) �→ ((V \ {v | v /∈ ⋃

e∈E e}), k), and (b)
(G, k) �→ (G−v, k−1) if there is some v ∈ V (G) with more than k neighbors. In
fact, it is not hard to see that the resulting kernels (G′, k′) even satisfy a polyno-
mial bound on the size of G′ (with some reasonable size measure) with respect
to κ6(G′, k′) = k′. We also say that (Vertex Cover, κ6) admits a polynomial
kernel.

With this notion at hand, the question is if one can always produce kernels of
polynomial size for parameterized problems in FPT. This is not the case unless
the polynomial-time hierarchy collapses to the third level, which is considered
to be unlikely. For instance, under this condition, it can be shown that both
(Hitting Set, κ7) and (Hitting Set, κ8) and hence also (SAT, κ1) have no
polynomial-size kernels.

Another venue that one could follow is refining the questions about optimality
of existing algorithms further beyond the question if the decision problem at
hand belongs to P or if it is NP-hard. This line of research is nowadays captured
under the umbrella of Fine-Grained Complexity.

For instance, as discussed, there is a trivial algorithm to solve a SAT instance
by testing all assignments. Neglecting polynomial factors, as standard by the
very definition of FPT, we can also state that SAT instances on n variables can
be solved in time O∗(2n), where the O∗-notation was invented just to suppress
polynomial factors. Now, one can ask if there is any algorithm that solves SAT
instances in time O∗((2− ε)n) for any ε > 0. No such algorithm is known today.

1 In the literature, is often required that |I ′| + κ(I ′) ≤ f(κ(I)), but this is equivalent
to the present requirement, because the parameterization can be computed from I ′,
i.e., κ(I ′) is also bounded by a function in κ(I) if |I ′| is.
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The hypothesis that no such algorithm exists is also called Strong Exponential-
Time Hypothesis, or SETH for short. A weaker assumption is to believe that there
is no function f(n) ∈ o(n) such that SAT, or in this case equivalently also 3-SAT,
can be solved in time O∗(2f(n)). This hypothesis is also known as Exponential-
Time Hypothesis, or ETH for short.2 The outcome of the famous sparsification
lemma is sometimes good to know: Under ETH, there is also no O∗(2o(n))-time
algorithm for 3-SAT on instances that have O(n) many clauses. For instance, it
is known that under ETH, no 2o(n) algorithm exists for solving Hitting Set

on instances with n vertices. We also refer to [22]. Further consequences of this
approach to the (non-)existence of certain types of FPT algorithms are also dis-
cussed in the survey paper [62]. For instance, while there are quite a number of
algorithms that solve (Vertex Cover, κ6) in time O∗(2O(κ6(G))), under ETH
there is no algorithm for doing this in time O∗(2o(κ6(G))). It should be clear
that for obtaining such results, another form of reduction is needed. We do
not explain any details here, but just observe that many well-known reductions
suffice for showing some basic ETH-based results. For instance, the typical text-
book reductions for showing NP-hardness of Vertex Cover start from 3-SAT
and then introduce gadgets with two or three vertices for variables or clauses,
respectively. Hence, by the outcome of the sparsification lemma, under ETH
there is no O∗(2o(|V |))-time algorithm for computing a minimum vertex cover
for G = (V,E). However, not all lower bounds of this type that one assumes to
hold can be shown to be rooted in ETH. For instance, the Set Cover Conjec-
ture claims (using the vocabulary of this paper) that (Hitting Set, κ7) cannot
be solved in time O∗(2o(κ7(G))). As discussed in [22], it is not clear how this
(plausible) conjecture relates to ETH.

Finally, one might wonder how to attack XP-problems, trying to understand
how the parameter(s) influence the running time. For instance, consider the
problem of finding a clique of size k in a graph with n vertices. Using brute-force,
this problem can be solved in time O∗(

(
n
k

)
) = O(nk+c) for some small constant

c. Nešetřil and Poljak showed in [66] that this can be improved to O(nkω/3+c),
where ω is the exponent such that n×n matrices can be multiplied in time O(nω).
The underlying idea is that triangles can be found by multiplying adjacency
matrices. Nowadays, it is believed that this is indeed the correct bound for
detecting k-cliques. The hypothesis that no better algorithms are possible than
those intimately linked to matrix multiplication is known as k-Clique Conjecture.
This is one of the various examples of conjectures within the realm of polynomial-
time algorithms on which several hardness assertions are based. In this context,
it is also worth mentioning that there is a common belief that ω > 2; this also
links to interesting combinatorial conjectures as exhibited in [5]. We will re-
encounter this conjecture in our last case study. Virginia Vassilevska Williams
wrote several surveys on Fine-Grained Complexity, the most recent published one
being [104].3 When dealing with distinguishing problems within P, also adapted

2 The definitions in [52] are a bit different, but this can be neglected in the current
discussion.

3 A new survey is announced to appear in [85].
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notions of reductions have to be introduced. For the sake of space and because
this is not that central to this paper, we are not going to present them here but
refer to the mentioned survey papers. Also due to the nature of these reductions,
in this part of the complexity world, polylogarithmic factors in the running time
are often ignored, leading to notations like Õ(n2) for denoting quadratic running
times up to terms like (log(n))3. Vassilevska Williams put the central question
of Fine-Grained Complexity as follows in the survey to appear in [85]: For each
of the problems of interest with textbook running time O(t(n)) and nothing much
better known, is there a barrier to obtaining an O(t(n)1−ε) time algorithm for
ε > 0? Notice this formulation ignores polylogarithmic factors. Also, SETH
perfectly fits into this line of questions.

Many more details can be found in the textbooks that have appeared in
the meantime in the context of Parameterized Complexity, often also capturing
aspects of ETH and also of SETH. We refer to [23–25,40,42,70].

In the following, we present six case studies, focusing on typical effects that
show up when dealing with computational problems in Formal Languages. We
start with a problem dealing with strings only, continuing with problems involv-
ing grammars and automata. There are some common themes throughout all
these studies, for instance, the (sometimes surprising) role played by the size of
the alphabet concerning the complexity status of the problems. Another recur-
ring theme is that rather simple algorithms can be shown to be optimal.

3 First Case Study: String-to-String Correction S2S

The edit distance is a measure introduced to tell the distance between two strings
S, T ∈ Σ∗, where S is the source string and T is the target string, by counting
the number of elementary edit operations that are necessary to turn S into T .
The complexity of this problem depends on the permitted operations. Let O be
the set of permitted operations, O ⊆ {C,D, I,S}, with:

C Change: replace/substitute a letter
D Delete a letter
I Insert a letter
S Swap: transpose neighboring letters

For each O, define the problem O-String-to-String Correction, or O-S2S
for short, with input Σ, S, T ∈ Σ∗, k ∈ N, to be the following question: Is it
possible to turn S into T with a sequence of at most k operations from O?

Wagner [97] obtained a by now classical dichotomy result that can be stated
as follows.4

Theorem 1. Consider O ⊆ {C,D, I,S}.
– If O ∈ {{S,D}, {S, I}}, then O-S2S is NP-complete.
4 The result was phrased in different terminology back in 1975. Wagner actually proved

stronger results in the sense that weights on the operations are permitted.
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– If O /∈ {{S,D}, {S, I}}, then O-S2S is solvable in polynomial time.

Note: {S,D}-S2S is equivalent to {S, I}-S2S.
How is this dichotomy result obtained? What is the source of NP-hardness?

Conversely, how do the algorithms work? Here, dynamic programming is the key,
and the corresponding algorithms (or variants thereof) have made their way into
textbooks on algorithms.

Let us first study the NP-hard variant, focusing on {S,D}-S2S. What are
natural parameters of an instance I defined by Σ, S, T ∈ Σ∗, k ∈ N? From the
viewpoint of now traditional parameterized complexity, κ1(I) = k is a first pick.
This has been considered in [3]. Its main result can be stated as follows.

Theorem 2. {S,D}-S2S with parameter κ1(Σ, S, T ∈ Σ∗, k) = k is in FPT.
More precisely, an instance I = (Σ, S, T ∈ Σ∗, k) can be solved in time
O(ϕk(|S|) log(|Σ|)), where ϕ < 1.62 is the golden ratio number.

In addition, a polynomial kernel was obtained in [101]. One of the important
observations is that we can assume to always execute k1 = |S| − |T | deletions
prior to swaps. Moreover, the at most k − k1 swaps can be described by one
position in the string. Hence, k is upper-bounded by a function in |S| and we
can use the previously mentioned algorithm to prove:

Proposition 3. {S,D}-S2S with parameter κ2(Σ,S, T, k) = |S| is in FPT.

With quite a similar reasoning, one can obtain the next result.

Proposition 4. {S,D}-S2S with parameter κ3(Σ,S, T, k) = |T | is in FPT.

The previous two results seem to be a bit boring, because |S| and |T | appear
to be the natural choice to describe the overall size of the input. Also, these
string lengths would be rather big in practice, while one could assume k to be
rather small if one compares strings that are somehow similar to each other.

There is one last choice of a parameter that one might tend to overlook
when first being confronted with this problem, namely, the size of the alphabet
over which the strings S and T are formed. Yet, studying the proof of NP-
hardness of Wagner, one is led to the conclusion that |Σ| is crucial for this proof,
which simply does not work if |Σ| is bounded, for instance, if we consider binary
alphabets only. This might look a bit surprising, as it might be hard to imagine
that the alphabet size itself could carry such an importance, given the fact
that the alphabet carries no visible or obvious structure. Yet, the consideration
of the alphabet size will be a recurring theme in this paper, and we will see
various situations where this is in fact a crucial parameter. This problem was
first resolved in [36] for binary alphabets, showing the following result.

Proposition 5. {S,D}-S2S on binary alphabets can be solved in cubic time.
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This was soon superseded by a more general result by Meister [64], showing
that indeed the size of the alphabet was the crucial source of hardness for this
problem. This was later improved by Barbay and Pérez-Lantero [10] concerning
the dependence of the degree of the polynomial describing the running time on
the alphabet size parameter.

Theorem 6. {S,D}-S2S with parameter κ4(Σ,S, T, k) = |Σ| is in XP. More
precisely, it can be solved in time O(|S||Σ|+1).

Still, this result is likely only practical only for very small alphabet sizes.
Also, it is still open if one can put the problem in FPT. From a more practical
perspective, as the parameters k and Σ are rather unrelated and also because the
algorithmic approaches leading to Theorems 2 and 6 are quite different, it would
be interesting to see if one can combine both ideas to produce an algorithm
that is really useful for instances with a small alphabet size and a moderate
number of permitted edit operations. Of course, this should be also checked by
computational experiments that seem to be lacking so far.

It would also be interesting to study further parameters for this problem. In
[10], several such suggestions have been considered. For instance, Barbay and
Pérez-Lantero [10] have shown the following consequence for their algorithm.
This relates to the number of deletions (|T | − |S|) already studied above.

Proposition 7. {S,D}-S2S with parameter κ5(Σ,S, T, k) = |Σ|+(|T |− |S|) is
in FPT. More precisely, it can be solved in time O∗((|T | − |S|)|Σ|).

Let us also discuss some fine-grained complexity results for {C,D, I}-S2S.
This problem is also known as computing the edit distance (in a more restricted
sense) or as computing the Levenshtein-distance between two strings. The
already mentioned textbook algorithms, often based on [98], take quadratic
time. Whether or not these are optimal was actually a question already investi-
gated 40 years ago. In those days, however, lower bound results were dependent
on particular models of computation, while more modern approaches to lower
bounds are independent of such a choice. For instance, Wong and Chandra [106]
showed a quadratic lower bound assuming that only equality tests of single
symbols are permitted as the basic operation of comparison. Masek and Pater-
son [63] managed to shave off a logarithmic factor by making some clever use
of matrix multiplication tricks. Yet, whether essentially better algorithms are
possible remained an open question up to recently. Backurs and Indyk [8] finally
proved that assuming SETH, no O(n2−ε)-time algorithm can be expected for
any ε > 0. Interestingly enough, their proof was working only for alphabet sizes
at least seven. This result has then been improved by Bringmann and Künne-
mann [14] to binary alphabets. Let us summarized these results in the following
statement.

Theorem 8. {S,D, I}-S2S can be solved in quadratic time. Assuming SETH,
no O(|S|2−ε)-time algorithm exists even on binary alphabets, for any ε > 0.



Modern Aspects of Complexity Within Formal Languages 13

Suggestions for Further Studies. (a) Does {S,D}-S2S with parameteriza-
tion κ4(Σ,S, T, k) = |Σ| belong to FPT, or is it hard or even complete for
some level of the W-hierarchy? (b) Assuming that {S,D}-S2S with parameter
κ4(Σ,S, T, k) = |Σ| belongs to FPT, is it possible to give, e.g., SETH-based lower
bounds for showing that existing algorithms are (close to) optimal? (c) Assuming
that existing algorithms for {S,D}-S2S with parameter κ4(Σ,S, T, k) = |Σ| are
optimal, it might make sense to study FPT-approaches even for fixed alphabets,
because the running times that are obtainable at present are impractical for,
say, the ASCII alphabet, not to speak about Unicode. (D) We are not aware of
any studies concerning the polynomial-time approximability of the minimization
problem related to {S,D}-S2S.

4 Second Case Study: Grammar-Based Compression

One of the main ideas behind data compression algorithms is to use regularities
found in an input to find representations that are much smaller than the original
data. Although data compression algorithms usually come with their own special
data structures, there are some common schemes to be found in the algorithms
of Lempel, Ziv, Storer, Szymanski and Welch from 1970s and 1980s [90,103,
108] that easily generalize to the idea to use context-free grammars producing
singleton languages for data compression purposes. Such context-free grammars
are also called straight-line programs in the literature. Another perspective on
this question is offered by Grammatical Inference, a perspective that can be
traced back to the work of Nevill-Manning and Witten [67–69] and Kieffer and
Yang [55]. We refer to [86] for quite a number of other papers that link to
Grammatical Inference and applications thereof.

This leads us to consider the following decision problem, called Grammar-

Based Compression, or GBC for short: Given a word w over some alphabet Σ
and an integer k, decide if there exists a context-free grammar G of size at most k
such that L(G) = {w}.

In a sense, this question is still ill-posed, because we did not explain how to
measure the size of a grammar. In fact, there are several natural ways to do this.
The main results that we are citing in the following do not really depend on the
choice. Hence, we follow the common definition that the size of a context-free
grammar G is computed by summing up the lengths of all right-hand sides of
rules of G.

Based on reductions due to Storer [89], Charikar et al. [19] showed the fol-
lowing complexity result.

Theorem 9. GBC is NP-complete (on unbounded terminal alphabets).

Although occasionally there were claims in the literature that such a hardness
result would be also true for bounded alphabet sizes (see [7]), this question was
in fact open until recently. In the journal version of [17], the authors showed the
following result.
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Theorem 10. GBC is NP-complete (on terminal alphabets of size at least 17).

Let us now again study this problem with a multivariate analysis. With
grammars, we have some natural choices of parameters, given as input I an
alphabet Σ, a word w ∈ Σ∗ and an integer k: κ1(I) = Σ, κ2(I) = |w|,
κ3(I) = k. Observe that we can assume (after some straightforward reductions)
that κ1(I) ≤ κ3(I) ≤ κ2(I). This indicates that κ1 is the most challenging
parameterization, while finding FPT-results should be easiest for κ2. We now
look at these parameters in the chosen order. Our intuition on the strength of
the parameters will be certified.

From Theorem 10, we can conclude:

Corollary 11. GBC with parameterization κ1 is not in XP, unless P = NP.

Theorem 12 [17]. GBC with parameterization κ2 belongs to FPT. More pre-
cisely, instance I = (Σ,w, k) can be solved in time O∗(3κ2(I)).

We now demonstrate that such an FPT-result also holds for κ3.

Theorem 13. GBC with parameterization κ3 belongs to FPT.

Proof. A context-free grammar G = (N,Σ,R, S) generating a singleton is called
an F -grammar if F = {u ∈ Σ+ | ∃A ∈ N : A ⇒∗ u}. As exhibited in [17], a
related Independent Dominating Set problem can be used to compute, for
a given finite set F with w ∈ F , the smallest F -grammar that generates {w} in
polynomial time. For each F with F ⊆ Σ+,

∑
u∈F |u| ≤ κ3(Σ,w, k) = k we can

find the smallest F -grammar for w in polynomial time. As |Σ| ≤ k, only f(k)
many sets F have to be considered. �

In [17], the idea of a multivariate analysis has been taken further by con-
sidering further properties of the grammars we are looking for. For instance, is
there a shortest grammar for w that uses ≤ r rules? The paper shows that this
question is NP-hard. Considering r as a parameter, this problem is in XP and
W[1]-hard.

There are also some studies on the approximability of the related minimiza-
tion problem Min-GBC, see [7,17,19,51,59,81]. We now summarize the main
results in this direction. Notice the strange role that the size of the alphabet
plays again.

Theorem 14. If m∗(w) denotes the size of the smallest context-free grammar
for string w, then Min-GBC can be approximated in polynomial time up to a
factor of O

(
log

(
|w|

m∗(w)

))
. Conversely, there is no polynomial-time algorithm

achieving an approximation ratio better than 8569
8568 unless P = NP (unbounded

terminal alphabets). Furthermore, if there would be a polynomial-time constant-
factor approximation algorithm for Min-GBC on binary alphabets, there would
be also some polynomial-time constant-factor approximation algorithm for Min-

GBC on unbounded alphabets. Min-GBC is APX-hard on bounded terminal
alphabets.
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Charikar et al. [19] also proved an interesting connection to a long standing
open problem on approximating so-called addition chains. This approach might
be interesting from a Fine-Grained Complexity perspective.

Suggestions for Further Studies. (A) The most natural complexity task is to
further reduce the size of the terminal alphabet in Theorem 10. More specifically:
Is GBC still NP-hard for binary terminal alphabets? From a practical point of
view, i.e., when applying this technique to compressing data files, this is crucial
to know. (B) Is there a polynomial-time constant-factor approximation algorithm
for the smallest grammar problem? (C) Storer and Szymanski [89,90] studied
macro schemes that can be viewed as extensions of context-free grammars. No
multivariate analysis of the related NP-hard compression problems has been
undertaken so far. Notice that recent experimental studies [60] show the potential
of these ideas. (D) We also mention generalizations of GBC to finite languages
described by context-free grammars (and use them to encode specific words)
as proposed in [86] which have not yet been studied from a more theoretical
perspective.

5 Third Case Study: Synchronizing Words

A word x ∈ Σ∗ is called synchronizing for a deterministic finite automaton A,
or DFA for short, with A = (S,Σ, δ, s0, F ) if there is a state sf , such that for
all states s, δ∗(s, x) = sf . An automaton is called synchronizable if it possesses
a synchronizing word. It is known that A is synchronizable iff for every pair
(s, s′) of states, there exists a word xs,s′ such that δ∗(s, xs,s′) = δ∗(s′, xs,s′).
This notion relates to the best known open combinatorial problem in Formal
Languages, namely Černý’s Conjecture: Any synchronizable DFA with t states
has a synchronizing word of length ≤ (t − 1)2. We are not going to give further
details on this famous combinatorial problem, but only refer to the original
paper by Černý [18], to two survey articles [82,95] that also describe a couple of
applications, to one very recent paper [92] that describes the best upper bound
of (85059t3+90024t2+196504t−10648)/511104 on the length of a synchronizing
word for a t-state synchronizable DFA.

Rather, we will now turn to the related decision problem Synchronizing

Words, or DFA-SW for short. The input consists of a DFA A and an integer k.
The question is if there is a synchronizing word w for A with |w| ≤ k. In [26],
Eppstein has shown the following complexity result:

Theorem 15. DFA-SW is NP-complete.

How could a multivariate analysis of this problem look like? Natural param-
eterizations of an instance I = (A, k) with A = (S,Σ, δ, s0, F ) include: κ1(I) =
|Σ|, κ2(I) = |S|, and κ3(I) = k. Clearly, one could also study combined param-
eters, like κ4(I) = |I| + k. Also, notice that κ5(I) = |δ| corresponds to |SΣ×S |,
which would therefore be again a combined parameter. We are going to report
on results from [33,96].
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Theorem 16. DFA-SW with parameterization κ1(I) = |Σ| does not belong to
XP, unless P = NP.

In fact, the reduction from [26] can be used to show the previous results, as
it shows NP-hardness for binary input alphabets.

Theorem 17. DFA-SW with parameterization κ2(I) = |S| lies in FPT. More
precisely, it can be solved in time O∗(2κ2(I)). Yet, it does not admit polynomial
kernels unless the polynomial-time hierarchy collapses to the third level.

The FPT-algorithm is actually quite simple. It is based on the well-known
subset construction, reducing the problem to a path-finding problem in an expo-
nentially large graph. Yet, this algorithm is close to optimal in the following
sense.

Proposition 18. Assuming ETH, DFA-SW is not solvable in time
O∗(2o(κ2(I))).

This result can be easily obtained by re-analyzing the reduction leading to
Theorem 17.

Theorem 19. DFA-SW with parameterization κ3(I) = |k| is W[2]-hard.

We provide a sketch of this hardness result in Fig. 1, also to give an example
of a parameterized reduction from Hitting Set introduced above. Observe that
now the size of the input alphabet of the resulting DFA is unbounded, as it is the
vertex set of the given hypergraph. Recently, Montoya and Nolasco [65] showed
that (even) for planar automata, DFA-SW with parameterization κ3(I) = |k|
is complete for the parameterized space complexity class NWL that embraces
the whole W-hierarchy. Also, strong inapproximability results are known for the
corresponding minimization problem; see [43].

e1 e2 e3 · · · em

sf

x /∈ e1

x ∈ e1

x /∈ e2

x ∈ e2

x /∈ e3

x ∈ e3

x /∈ em

x ∈ em

x ∈ V

(V, E) has a hit-
ting set of size ≤ k
⇐⇒
A has a synchro-
nizing word of
length ≤ k.

Caveat: Σ = V .

E = {e1, . . . , em}

Fig. 1. An example showing how an FPT reduction works.
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For the combined parameterization κ4, we can state:

Theorem 20. DFA-SW with parameterization κ4(I) = |Σ| + k lies in FPT.
More precisely, it can be solved in time O∗(|Σ|k). Yet, it does not admit poly-
nomial kernels unless the polynomial-time hierarchy collapses to the third level.
Moreover, there is no O∗((|Σ| − ε)k)-time algorithm, unless SETH fails.

Suggestions for Further Studies. (A) Although the proof sketch in
Fig. 1 indicates that DFA-SW remains NP-hard for rather restricted forms of
automata, it might be interesting to study classes of subregular languages regard-
ing the question if DFA-SW might become simpler when restricted to these
classes. (B) There are quite a number of notions similar to synchronizing words
that have been introduced over the years, also due to the practical motivation of
this notion, see [82]. No systematic study of computational complexity aspects
has been undertaken for all these notions. (C) In view of the FPT result concern-
ing parameterization κ2, the number of states, the parameterization κ5 might
not look that interesting. Yet, as κ2 does not allow for polynomial kernels, this
question could be of interest for the variation κ′

5(I) = |S| + |Σ|.

6 Fourth Case Study: Consistency Problem for DFAs

The problem DFA-Consistency takes as input analphabet Σ, two disjoint
finite sets of words X+,X− ⊆ Σ∗, and some integer t. The question is if there is
a DFA A with ≤ t states that is consistent with X+,X−, i.e., L(A) ⊇ X+ and
L(A) ∩ X− = ∅. This problem arises in various contexts, for instance, also in
connection with Grammatical Inference; see [47]. Its classical complexity status
was settled four decades ago.

Theorem 21 [6,44]. DFA-Consistency is NP-complete.

Let us explore the possible natural choices for parameterizations for instance
I = (Σ,X+,X+, t). We could look at κ1(I) = |Σ|, κ2 = |X+ ∪ X−|, κ3(I) =
max{|w| | w ∈ X+ ∪ X−}, κ4(I) = t, and there are quite a number of further
ways to parameterize with respect to the sets X+ and X−. The NP-hardness
results (with different constructions) extend to situations when κ1(I) = 2 or
when κ3(I) = 2 or when κ4(I) = 2. This immediately entails the following
results.

Theorem 22. DFA-Consistency with parameterization κ1(I) = |Σ| does not
belong to XP, unless P = NP.

Theorem 23. DFA-Consistency with parameterization κ3(I) = max{|w| |
w ∈ X+ ∪ X−} does not belong to XP, unless P = NP.

Theorem 24. DFA-Consistency with parameterization κ4(I) = t does not
belong to XP, unless P = NP.
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Intuitively, this last result might appear most surprising, because there are
only four ways how a letter can act with respect to two states. The literature sit-
uation was also a bit weird for some time. The result was mentioned in Sect. 1.2
of [75], as well as in [47], referring to an unpublished work of Angluin. However,
no proof was given in these two references. Therefore, in the process of writ-
ing [33], we contacted Angluin, also to see how our solution compared to hers.
We were quite impressed to receceive an email from Angluin within a couple of
days, sending us a scanned copy of her proof, dating back to August 2nd, 1988.
An NP-hardness proof can now be found in [33].

Interestingly, it is open if DFA-Consistency is NP-hard for any constant
value of κ2(I). In the sense of multivariate analysis, we should continue to look
into combined parameters. Let κi,j for 1 ≤ i < j ≤ 4 the parameterization given
by κi,j(I) = κi(I) + κj(I).

It was shown in [33] that DFA-Consistency is NP-hard even for 3-state
DFAs with word lengths at most two in X+ ∪ X−. This implies:

Theorem 25. DFA-Consistency with parameterization κ3,4(I) does not
belong to XP, unless P = NP.

Conversely, by a trivial algorithm one can show the following (positive) result.
The ETH hardness follows from a construction in [33].

Theorem 26. DFA-Consistency with parameterization κ1,4(I) = |Σ| +
t belongs to FPT, namely in time O∗(t|Σ|t). Assuming ETH, there is no
O∗(to(|Σ|t))-time algorithm for DFA-Consistency.

The remaining parameter combinations seem to be open. Only one three-
parameter combination was found in [33] that admitted a further FPT-result,
combining κ2, κ3 and κ4.

Suggestions for Further Studies. (A) Quite a number of parameter com-
binations are still open regarding their complexity status. Also, there are more
parameters that could be related to X+ and X−. One potentially interesting sce-
nario (pondering practical applications) would be to see what happens if there
are much less negative than positive samples. (B) It might be an idea to look
into classes of subregular languages and find some that allow for efficient con-
sistency checks. (C) There are related questions that have not yet been studied
from a multivariate perspective, for instance, what about Regular Expression

Consistency?

7 Fifth Case Study: Lower Bounds for Universality

Possibly, the reader would have expected that we focus on problems like DFA

Intersection Emptiness and similar problems traditionally studied (with
respect to their complexity) in textbooks on Formal Languages. This will be
partially rectified in this section. We will mainly concentrate on Universality,
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which is the following problem. Given a finite automaton A with input alphabet
Σ, is L(A) = Σ∗? Clearly, this makes only sense for nondeterministic automata,
as the problem can be solved in linear time for DFAs. Natural parameters are
the number t of states of A and the size of Σ. |Σ| plays again an important role.
Notice that the problem is PSPACE-complete in general, but co-NP-complete for
unary input alphabets; see [56,87,88] and possibly more explicit in [34]. Natural
parameterizations are κ1(A) = |Σ| and κ2(A) = |S|, where A = (S,Σ, δ, s0, F )
is an NFA. By the classical hardness results, we see:

Proposition 27. Universality. parameterized by κ1, is not in XP, unless P =
NP.

Conversely, by the classical subset construction to produce a DFA, followed
by final state complementation and a simple emptiness check, one sees:

Proposition 28. Universality. parameterized by κ2, belongs to FPT.

We are now going to study complexity aspects under the ETH perspective.

Theorem 29 [34]. Unless ETH fails, there is no O∗(2o(t1/3)) -time algorithm
for deciding Universality on t-state NFAs with unary inputs.

There is a slight gap to the known upper bound by Chrobak [20] who showed:

Theorem 30. Universality on t-state NFAs with unary inputs can be solved
in time 2Θ((t log t)1/2).

For larger alphabets, the situation looks a bit different for Universality.

Theorem 31 [34]. Unless ETH fails, there is no O∗(2o(t)) -time algorithm for
deciding Universality on t-state NFAs with binary inputs, or larger alphabets.

The results is obtained by a parsimonous reduction from 3-Colorability.
This is the correct bound, because the power-set construction gives that Uni-

versality on t-state NFAs can be solved in time O∗(2t).
Also to overcome the fact that Universality is PSPACE-complete, a length-

bounded variant has been introduced. LB-Universality: Given NFA A and
length bound �, does A accept all words up to length �? This length bound puts
the problem into NP. In fact, it is NP-complete. From a multivariate perspective,
this introduces a natural third parameter, κ3(A, �) = �.

Theorem 32. LB-Universality, parameterized by κ3, is W[2]-hard.

As there is no formal proof of this result in the literature, we provide an
explicit construction. In fact, it is quite similar to the construction illustrated in
Fig. 1 which the reader might want to consult.

Proof. We show how to solve any instance G = (V,E) and k of Hitting Set,
parameterized by the size k of the solution, with the help of an instance of LB-

Universality, parameterized by κ3. Set Σ = V , S = {s0, sf}∪E. Let s0 be the
initial and E∪{s0} be the set of final states. We include the following transitions
in the transition relation.
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– (s0, a, e) for any a ∈ Σ and any e ∈ E;
– (e, a, e) for any e ∈ E and a /∈ e;
– (e, a, sf ) for any e ∈ E and a ∈ e;
– (sf , a, sf ) for any a ∈ Σ.

Furthermore, we set � = k + 1. Now, we claim that there is a hitting set of
size at most k in G if and only if there is a word of length at most k + 1 that is
not accepted by the constructed automaton. Namely, the only way not to accept
a word by the automaton would be a word ending in sf irrespectively what state
e ∈ E was entered inbetween. This shows that the encoded set of vertices of the
hypergraph indeed hits all hyperedges. �

Membership in W[2] is unknown. As the parameterized complexity results for
the other two parameters transfer, we get a rather diverse picture of what could
happen in a multivariate analysis. As parameters κ1 and κ3 yield intractability
results, the following (straightforward) result is interesting for the combined
parameter κ1 + κ3.

Proposition 33. LB-Universality can be solved in time O∗(|Σ|�).
Namely, just enumerate and test all strings up to length �. This has been

complemented by the following result that proves conditional optimality of this
simple algorithm.

Theorem 34 [34]. There is no algorithm that solves LB-Universality in time
O∗ (

(|Σ| − ε)�
)
for any ε > 0, unless SETH fails.

Let us finally discuss the issue of kernelization for this problem. The size of
an instance is vastly dominated by the size of the transition table. Measured in
terms of number of states and input alphabet size, this size can be as large as
O(2|Σ||S|2). Is there any hope to bring this down to a size only polynomial in |S|, a
result that would complement Proposition 28? Interestingly, this question seems
to be open, while it is possible to show the non-existence of polynomial kernels
for the length-bounded variation. We can even show this result for the combined
parameter κ2 + κ3.

Theorem 35. LB-Universality, parameterized by κ2 + κ3, does not admit
polynomial kernels, unless the polynomial-time hierarchy collapses to the third
level.

Proof. It is known that under the stated complexity assumptions, Hitting Set,
parameterized by the number of hyperedges plus an upper-bound k on the size
of the solution, does not admit polynomial kernels; see [23]. Now, assume that
LB-Universality, parameterized by κ2 + κ3, would have a kernelization algo-
rithm A that produces polynomial kernels. Now, start with an instance (G, k) of
Hitting Set, where G = (V,E), and first translate it to an equivalent instance
(A, �) of LB-Universality, using the construction from Theorem 32. Observe
that κ2(A, �) = |E| and κ3(A, �) = k + 1. Next, run algorithm A, yielding an
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instance (A′, �′) of size polynomial in κ2(A, �) + κ3(A, �) and hence polynomial
in |E|+ k. Finally, observe that as LB-Universality is in NP, while Hitting

Set is NP-hard, there is a polynomial-time transformation of (A′, �′) into an
equivalent instance (G′, k′) of Hitting Set. Clearly, also (G′, k′) would be of
polynomial size, measured in |E| + k, which contradicts the non-existence of
polynomial kernels. �

Let us mention one further exploit of the construction of Theorem 32.

Theorem 36. Under the Set Cover Conjecture, there is no O∗(2o(κ2(A)))-time
algorithm for solving instances A of Universality.

Suggestions for Further Studies. (A) For the simple FPT-results for this
(and similar) automata problems, polynomial kernel questions have barely been
studied. This is also true for all the related classical automata problems. (B)
There are slight but noticeable gaps between lower and upper bounds on running
times (assuming ETH). More gaps can be found in related automata problems,
as discussed in [34]. Is it possible to close these gaps, possibly using hypotheses
different from ETH? (C) Unlike this section might suggest, most work has been
put into studying automata intersection problems (among the classical algo-
rithmic questions about finite automata); see [34,73,91,100,102]. Relatively few
efforts have been put into related questions or into other automata models; we
only mention here [37,38] and the references given in these papers.

8 Sixth Case Study: Parsing Theory

Coming from FL theory courses, where the Chomsky hierarchy is often taught
with indicating a certain relevance to areas like Compiler Construction or also to
(Computational) Linguistics, one might get disappointed when actually encoun-
tering these two mentioned areas. In the former case, the regular languages seem
to be relevant and also some parts of the context-free languages, but not much
more. In the second case, the situation is even more disillusioning: there, formal
language classes more expressive than context-free but being not much more
complex with respect to parsing are most interesting.

Even the typical parsing algorithms like CYK or Earley’s mostly taught at
FL undergraduate courses are not really relevant, as their cubic complexity is
too much for typical applications in Compiler Construction. Rather, one resorts
to deterministic context-free languages, also because they allow for giving unam-
biguous interpretations in the sense of unique parse trees. But is really necessary
to spend cubic time for parsing context-free languages?

In a positive (algorithmic) sense, this question was answered already by
Valiant [94] in a paper entitled Parsing (general context-free recognition) in time
O(nω). Here, n is the length of the string to be parsed, and ω is the exponent
of multiplying two square matrices. At the time of that paper, this was still
Strassen’s multiplication, i.e., ω ≈ 2.81. If we want to use this method in a
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practical algorithm, this might be still a method of choice. Yet, in theory, ω has
improved to 2.3727, as shown by Vassilevska Williams in [105]. Whether it can
be further improved or not, as well as relations to other problems, is discussed
in a recent FOCS paper of Alman and Vassilevska Williams [4]. Alternatives
to Valiant’s original algorithm are discussed in [45,80]. Actually, Rytter called
Valiant’s algorithm probably the most interesting algorithm related to formal lan-
guages. This is a good reason to study it further here.

A natural question in our context is: Can we parse context-free grammars
faster than multiplying matrices? This question was first addressed in a paper
of Lee [58] with the title Fast context-free parsing requires fast Boolean matrix
multiplication. The drawback of the underlying construction is that this is only
true for grammars whose size grows with n6, where n is the length of the string to
be parsed. This is not a very realistic scenario. Abboud, Backurs, and Vassilevska
Williams have fixed this issue in [1]. This fine-grained reduction works for a
specific CF grammar, so that the previous dependence between grammar size
and string length no longer holds. To get an idea how these results look like on
a more technical level, we cite the following theorem.

Theorem 37. There is context-free grammar Gfix of constant size such that if
we can determine if a string of length n belongs to L(Gfix) in T (n) time, then
k-Clique on n-vertex graphs can be solved in O(T (nk/3+1)) time, for any k ≥ 3.

Hence, under the mentioned k-Clique Conjecture, context-free parsing cannot
be faster than O(nω).

We remark that there are extensions of context-free grammars, like Boolean
grammars [72], that admit parsers like Valiant’s; therefore, the lower bounds
transfer to them immediately. For several related problems in computational
biology, we refer to [13,74,107].

We are now reporting on one more problem directly related to parsing,
namely to parsing tree-adjoining grammars. Notice that these are quite impor-
tant for computational linguistics. We are not going to give a detailed introduc-
tion into tree-adjoining grammars, but rather refer to the textbook [54] that cov-
ers this and similar mechanisms from a linguistic yet mathematically profound
perspective. Tree-adjoining grammars extend context-free ones in a way that
allows for representing several linguistically relevant features beyond context-
free languages. They yield one of the basic examples for mildly context-sensitive
languages. The parsing is still possible in polynomial time, more precisely, the
textbook algorithm will be in O(n6), where n is the length of the string to be
parsed. Yet, Rajasekaran and Yooseph’s parser [76,77] runs in O(n2ω). While
this solved a previously well-known open problem in Computational Linguistics,
it is interesting that a negative result pre-dated this algorithmic one. Satta [83]
showed a reverse relation, actually inspiring Lee’s work. But, not surprisingly,
it comes with a similar drawback: This lower-bound is only true for grammars
whose size grows with n6. Bringmann and Wellnitz [15] have improved this result
as follows.
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Theorem 38. There is a tree-adjoining grammar Gfix of constant size such
that if we can decide in time T (n) whether a given string of length n can be
generated from Gfix, then 6k-Clique can be solved in time O(T (nk+1 log n)),
for any fixed k ≥ 1.

A consequence would be: An O(n2ω−ε)-algorithm for TAL recognition would
prove that 6k-Clique can be solved in time Õ(n(2ω−ε)(k+1)) ⊆ O(n(ω/3−δ)6k),
contradicting the k-Clique Conjecture.

Suggestions for Further Studies. (A) Tree-adjoining grammars (TAGs) have
been quite popular in Computational Linguistics in the 1990s, but this has
calmed down a bit due to various shortcomings, both regarding parsing com-
plexity (as discussed above) and the expressiveness of this formalism. Possibly,
Formal Languages could help in the second issue by coming up with grammatical
mechanisms that are more powerful than TAGs but do not need more compu-
tational resources for parsing. For instance, can the ideas underlying Boolean
grammars be extended towards TAGs? (B) The whole topic of parsing has been
a bit neglected in the Formal Language community. This is something that should
change, in the best interest of the FL community. Whoever likes to start work-
ing in this direction should not overlook the rich annotated bibliography with
nearly 2000 entries by Grune and Jacobs [46], available at https://dickgrune.
com/Books/PTAPG_2nd_Edition/Additional.html. (C) Since four decades, it
is open if EDT0L systems can be parsed in polynomial time [79, Page 315].
Weakening this question, one could also ask [29] if there is some O∗(f(|N |))-
time algorithm for parsing, where N is the set of nonterminal symbols.

9 Conclusions

With this survey, we could only highlight some of the many results that have
been obtained in the meantime regarding multivariate analysis, but also regard-
ing fine-grained complexity results. Yet, there are some common themes, as
the role of the alphabet size, or also the richness of natural parameter choices.
Another typical observation is that often simple parameterized algorithms can-
not be improved under certain complexity assumptions. All this gives these prob-
lem a flavor different from, say, graph problems.

We preferred to focus on six problems, rather than trying to discuss all of
them. Yet, in these conclusions, we are going to mention at least some further
papers.

For instance, there is a vast body of literature on string problems. In fact,
string problems were among the first ones where a true multivariate analysis
was undertaken (without naming it such); see [27]. For a survey on these types
of analyses for string problems, we refer to [16]. String problems have been also
further investigated from the viewpoint of fine-grained complexity; see [2].

The related area of pattern matching would have also deserved a closer look.
Let us suggest [35,39] and the literature cited therein for further reading. To the

https://dickgrune.com/Books/PTAPG_2nd_Edition/Additional.html
https://dickgrune.com/Books/PTAPG_2nd_Edition/Additional.html
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readers otherwise more interested in graph-theoretic problems, it might be inter-
esting to learn that the parameter treewidth well-known from graph algorithms
has been also introduced in the context of patterns in [78].

String problems have also tight connections to several problems arising in
computational biology. We refrain from giving any further references here, as
this would finally surpass any reasonable length of the list of citations, but it
should be clear that there are scores of papers on the parameterized and also on
the fine-grained complexity of such problems.

In the context of stochastic automata, the Viterbi algorithm is central; its
optimality is considered in [9].

Finally, let us discuss possible connections to Descriptional Complexity (with-
in FL). One question of this sort is about smallest representations (within certain
formalisms). One such example is also grammar-based compression, another one
the minimization of automata or expressions, see [11,53]. Further on, one could
consider questions as Given an automaton, is there an equivalent representation
with certain additional restrictions? which are typical for this area, but have not
yet been considered from a multivariate or fine-grained angle. We only refer to
two survey papers of Holzer and Kutrib [48,49].
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Abstract. This paper connects three concepts in computer science,
zero-knowledge proofs, causal reasoning, and bisimulation, to show that
interaction is more powerful than observation. Observation is the use of
input data plus, possibly, tractable computation, in such a way that the
observer has no effect on the source of the data. Interaction is obser-
vation plus action that affects the source of the data. Observation lets
the data “speak for itself” and is objective, whereas interaction is first-
person and subjective. Zero-knowledge proofs are a strategy for building
confidence in some fact while acquiring no additional information other
than that the fact is likely to be true. They fall short of absolute cer-
tainty and they require interaction. This paper shows that absolutely
certainty for such scenarios can be modeled by a bisimulation relation.
Causal reasoning has also been shown to require subjective involvement.
It is not possible by observation alone, and like zero-knowledge proofs,
requires first-person involvement and interaction. This paper shows that
bisimulation relations can reveal flaws in causal reasoning.

Keywords: Zero-knowledge proof · Causal reasoning · Bisimulation ·
Randomized controlled trials

1 Interaction vs. Observation

A number of researchers have argued that interaction is more powerful than
observation [1,4,10,16,18]. What I mean by “observation” here is the use of
input data plus, possibly, tractable computation. What I mean by “interaction”
is observation plus action that affects the input data. Interaction combines obser-
vation with action in a closed feedback loop.

In this paper, which is largely an extract from my forthcoming book [8],
I will connect three Turing-Award-winning concepts that I believe have never
before been connected in this way. Specifically, I will connect zero-knowledge
proofs (Goldwasser and Micali, 2012 Turing Award), bisimulation (Milner, 1991
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Turing Award), and causal reasoning (Pearl, 2011 Turing Award) with each
other and with the notion that interaction is more powerful than observation.
I will assume in this paper that the reader is familiar with the oldest of these
concepts, bisimulation, but I assume no prior knowledge of the two newer ones.
For a gentle introduction to bisimulation, see [7], Chap. 14. I will also boldly (and
perhaps foolishly) relate these concepts to a treacherous quagmire in philosophy,
the notion of free will.

Interaction as a tool is closely related to the concept of feedback, which has
a long history. In the 1920s, at Bell Labs, Harold Black found that negative
feedback could compensate for the deficiencies in amplifiers of the day [3]. His
feedback circuits push on their environment, measure the extent to which its
reaction deviates from the desired reaction, and adjust the pushing to get closer
to a desired objective.

Wiener, during World War II, also used feedback for the automatic aiming
and firing of anti-aircraft guns. Wiener coined the term “cybernetics” for the
conjunction of physical processes, computation that governs the actions of those
physical processes, and communication between the parts [19]. He derived the
term from the Greek word for helmsman, governor, pilot, or rudder.

Feedback, which is used in many engineered systems today, is a tight inter-
action between a system and its environment. Turing-Church computation can
be used as building blocks, for example to calculate adjustments, but fundamen-
tally, they are just components in a bigger picture. Interactive systems go well
beyond what Turing-Church computation alone can accomplish.

To make a connection with the concept of free will, I will rely on current
trends in psychology, specifically the thesis of embodied cognition, where the
mind “simply does not exist as something decoupled from the body and the
environment in which it resides” [17, p. 7]. The mind does not just interact
with its environment, but rather the mind is an interaction of the brain with
its environment. A cognitive being is not an observer of its environment, but
rather a collection of feedback loops that include the body and its environment,
an interactive system.

Zero Knowledge Proofs

Zero-knowledge proofs were first developed by Goldwasser and Micali [5,6]. They
were a first instance of a more general idea, interactive proofs, which bring ran-
domness and interaction together. An interactive proof, developed independently
by Babai [2], can be thought of as a game with two players, a prover (named
Merlin by Babai) and a verifier (named Arthur by Babai). The verifier, Arthur,
has limited ability to compute. Specifically, Arthur is assumed to be able to
perform only computations that can be completed in a reasonable amount of
time on a modern sequential computer. The prover, Merlin, is allowed to per-
form more difficult computations, but I will not make use of that feature in this
paper.

Zero-knowledge proofs are easy to understand using a story developed by
Quisquater and Guillou [14]. Assume that Merlin knows something important,
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like a password, and wants to prove to Arthur that he knows this. Merlin is a
very private person, so while he wants to convince Arthur that he knows the
password, he does not want Arthur to be able to convincingly tell anyone else
that he knows the password. His objective is only to convince Arthur and give
him exactly zero additional information. Note that Merlin’s objective cannot be
accomplished by simply telling Arthur the password because then Arthur will
then also know the password.

In this story, there is an oddly shaped cave (see Fig. 1), where the entrance
tunnel forks into two tunnels labeled A and B. Both tunnels are dead ends,
but there is door connecting the two ends. The door can only be opened with a
password that only Merlin knows.

One way that Merlin could prove to Arthur that he knows the password is
to enter the cave together with Arthur, and while Arthur waits at the mouth
of the cave, go down tunnel A and come back out through tunnel B. Arthur
will be convinced that Merlin knows the password, and Arthur will not himself
know the password. But if Arthur surreptitiously records the event with a video
camera, then Arthur would be able to convince anyone else that Merlin knows the
password. This makes the information that Merlin knows the password available
to a third-person observer. The goal is that the information be available only to
the first-person interactor, Arthur.

So, instead, Arthur waits outside the cave while Merlin goes in and picks one
of the tunnels to go down. Suppose he picks tunnel B and goes as far as the
door. Then Arthur comes into the cave as far as the fork and randomly calls out
either A or B. He cannot see which tunnel Merlin went down. If he calls A, then
Merlin has to use his password, open the door, and come out through tunnel
A. Arthur is not yet sure that Merlin knows the password, but he can conclude
that it is equally likely that he knows it as that he doesn’t know it.

Arthur and Merlin then repeat the experiment. If Merlin successfully comes
out of the tunnel that Arthur identifies a second time, then Arthur can conclude
that the probability that he knows the password is now 3/4. It would have

password
required

A

B

Merlin

Arthur

Fig. 1. Ali Baba’s cave, illustrating zero-knowledge proofs.
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required quite a bit of luck for him to not have to use the password twice in
a row. Repeating the experiment again will raise the probability to 7/8. After
10 repeats, the likelihood that he didn’t need the password drops to about 1 in
1000. By repeating the experiment, Merlin can convince Arthur to any level he
demands short of absolute certainty.

Unlike the previous experiment, where Merlin just went in one tunnel and
came out the other, this new experiment does not give Arthur the power to con-
vince a third party, say Sarah, that Merlin knows the password. Arthur could
videotape the whole experiment, but Sarah is a savvy third party, and she sus-
pects that Arthur and Merlin colluded and agreed ahead of time on the sequence
of A’s and B’s that Arthur would call out. Only Arthur and Merlin can know
whether collusion occurred. So Sarah is not convinced that Merlin knows the
password the way Arthur is convinced. Merlin retains plausible deniability, and
only Arthur knows for sure (almost for sure) that Merlin knows the password.

There are several fascinating aspects to this story. First, for Merlin to prove
to Arthur that he knows the password while not giving Arthur the power to
pass on that knowledge, interaction is required. If Arthur simply watches Merlin,
observing but not interacting, then anything Merlin does to convince Arthur that
he knows the password gives Arthur the power to pass on that knowledge, for
example by making a video. He can then convince Sarah that Merlin knows the
password by simply showing her the video. But by interacting, Merlin is able to
convince Arthur and only Arthur. No third party observer will be convinced. You
have to actively participate to be convinced. Interaction is more powerful than
observation, but for interaction to work, you have to be a first-person participant
in the interaction. This is what interaction means! Arthur’s first-person action,
choosing A or B at random, is necessarily subjective. Only he knows that no
collusion was involved.

Another fascinating aspect of this story is the role of uncertainty. Using this
scheme, it is not possible to give Arthur absolute certainty without giving Arthur
more than Merlin wants to. The residual uncertainty that Arthur retains can be
made as small as we like, but it cannot be reduced to zero, at least not by this
technique.

A third fascinating aspect is the role of randomness. Arthur has to know
that the sequence of A’s and B’s that he calls out are not knowable to Merlin
(with high probability), but that fact has to be hidden from anyone else. Arthur
could choose A or B each time using his free will, if he has free will. Actually, all
that is required is that Arthur believe that he has free will and believes that he
has chosen randomly between A and B. Given this belief, he will be convinced
that with high probability Merlin knows the password. It makes no difference
whether the choice is made by Arthur’s conscious mind or by some unconscious
mechanism in his brain.

Suppose that Arthur chooses instead to rely on an external source of random-
ness rather than some internal free will. He could, for example, flip a coin each
time to choose between A and B. But this could result in leaking information
because now he could videotape the coin flipping, and the resulting video would
convince Sarah and any other third party as much as it convinces Arthur. It will
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be evident to any observer that Arthur is not colluding with Merlin. Observers
could easily imagine themselves flipping the coin, so Arthur is just a proxy for
their own first-person interaction. I will later leverage this strategy to explain
why randomized controlled trials work to determine causal relationships. But
for the goal of preserving Merlin’s privacy, Arthur has to generate the choices
between A and B in a hidden way, and by hiding this, he gives up the ability to
convince any third party.

Even Arthur’s knowledge, however, is not certainty. Some background
assumptions are needed. Arthur has to believe in his free will, and dismiss ideas
like that Merlin is somehow manipulating his subconscious brain to make col-
luding choices. Ultimately, a little bit of trust is required to get past all the
conspiracy theories. Once we open the door to trust, we have to admit that a
third person may decide to trust Arthur and assume that he is not colluding
with Merlin, in which case, despite Merlin’s wishes, his secret will be out.

Merlin and Arthur Bisimulate

Merlin and Arthur’s interaction in Fig. 1 can be modeled using automata, as
shown in Fig. 2. The model for Arthur is shown at the top. It shows that Arthur
enters the cave in the first time instant, then nondeterministically calls out A
or B, ending in one of two possible states, endA or endB. The second model
shows Merlin under the assumption that he does not know the password. He
also enters the cave in the first instant, but nondeterministically goes to one of
two locations, insideA or insideB. Once he is one of these locations, he has no
choice but to come out the same way he went in.

The third model in the figure shows Merlin under the assumption that he
does know the password. One way to understand the difference between the
second and third models is that, in the second, the decision about which tunnel
to exit from is made earlier than in the third model. To make the decision later,
in the second reaction of the state machine, Merlin needs to know the password.
To make it earlier, in the first reaction, there is no need to know the password.

Here is where I will boldly make a connection with the concept of free will.
Arthur has to make one decision, which tunnel to call out, A or B. Merlin has
to make two decisions, which tunnel to enter, and which to exit. If Merlin does
not know the password, the first decision determines the second, and, once the
first decision is made, Merlin has no free will to make the second. On the other
hand, if Merlin does know the password, then the second decision remains free,
and Merlin is free to exit from the tunnel called out by Arthur. Here, “knowing
the password” is a proxy for an ability to exercise the choice to pass through
the door. If Merlin does not know the password, there is no such choice, and the
tunnel by which he exits has been preordained. This lack of free will illustrates
the incompatibilist interpretation in philosophy, where free will is incompatible
with determinism. On the other hand, Arthur’s free will in choosing to call out A
or B illustrates the compatibilist interpretation, where it doesn’t really matter
whether the resolution of alternatives is predetermined or not. If Arthur’s brain
internally uses a deterministic pseudo-random sequence generator, the outcome
is the same as long as he believes the choice was free.
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Fig. 2. Automata models of Arthur and Merlin, with and without the password.

Given the many trajectories that the game can follow, we can ask why one
trajectory occurs over another, how the determination of a trajectory is made,
or when the determination between alternatives is made. If, for example, the
determination between alternative trajectories is made early, then according to
the incompatibilist interpretation, later in the game, there is no free will. If on
the other hand, the determination between alternative trajectories is made as
late as possible, say, just before the selection of alternatives has any effect on
anything else, then there remains at least a possibility of free will. In any case,
the questions of how and why a determination is made can only really make
sense after we answer the question of when.

How can we determine whether the selection between alternatives is made
early or late? I will leverage insights first exposed by Robin Milner, who
showed how to compare automata using simulation and bisimulation relations.
In automata theory, a passive observer of a system cannot tell whether selection
is made early or late. In order to be able to tell, an observer must interact with
the system. It is not sufficient to just observe the system. Interaction is required
to determine whether there is free will, and first-person interaction yields more
than observation. This theory, in fact, helps to explain why first-person interac-
tion is so different from third-person observation. It may even help us understand
what we mean by “first person.”
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Fig. 3. Automata model Merlin where he guesses the password.

Notice that all three automata in Fig. 2 are language equivalent. Each is capa-
ble of producing the output A or B and nothing more. But language equivalence
is not enough. Milner’s notion of simulation captures the difference between Mer-
lin (without password) and Merlin (with password). Specifically, Merlin (with
password) simulates Arthur, but Merlin (without password) does not. Merlin is
unable to make some of the moves that Arthur may demand.

The fact that Arthur simulates Merlin is what makes it possible for Arthur to
collude with Merlin. Arthur can match the decisions Merlin has already made.
Equivalently, Merlin can anticipate whether Arthur will call out A or B. If Merlin
does know the password, then Merlin is bisimilar to Arthur. They can perfectly
match each other’s moves regardless of who moves first at each time instant. No
collusion is needed.

Simulation relations, however, are not quite enough. Suppose instead that
Merlin does not know the password but rather guesses it each time he needs it.
This can be represented by the automaton in Fig. 3. Here, if Merlin correctly
guesses the password, he is able to fool Arthur no matter how many times they
perform the experiment. This gives Merlin’s automaton the ability to simulate
Arthur’s automaton. So Merlin (with guessing) simulates Arthur, and Arthur
simulates Merlin (with guessing). But Merlin (with guessing) is still not funda-
mentally equivalent to Arthur. The possibility of guessing incorrectly remains.

A bit of history may be helpful here. In the 1970s, Milner had introduced the
idea of simulation relations between automata. In 1980, David Park found a gap
in Milner’s prior notion of simulation. He noticed that even if two automata sim-
ulate each other, they can nevertheless exhibit significant differences in behavior
when they interact. Milner’s prior notion of simulation was unable to distinguish
Merlin (with password) from Merlin (with guessing).

Milner and Park together came up with a stronger notion of modeling that
they decided to call “bisimulation” [9,11]. Milner then fully developed and popu-
larized the idea.1 He showed that the difference between Merlin (with password)

1 Sangiorgi gives a nice overview of the historical development of this idea [15]. He
notes that essentially the same concept of bisimulation had also been developed in
the fields of philosophical logic and set theory.
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and Merlin (with guessing) becomes evident only if the two automata inter-
act with one another. It is not enough to just observe each other, as he had
done previously with his simulation relations. Interaction is more powerful than
observation.

How is bisimulation about interaction whereas simulation is only about obser-
vation? To construct a simulation relation, the automaton being simulated moves
first in each round, and the automaton doing the simulating must match the
move. To construct a bisimulation relation, in each turn, either automaton can
move first and the other automaton has to be able to match the move. The ability
in the game to alternate which automaton moves first makes this fundamentally
an interactive game rather than a one-way observation.

It is easy to verify that there is no bisimulation relation between Merlin
(with guessing) and Arthur, nor between Merlin (with guessing) and Merlin
(with password). The lack of a bisimulation relation reveals the mismatch. But
there is a subtlety. To know that there is no bisimulation relation, we need to
know the structure of the automata. If we know that Merlin’s automaton has the
structure shown in Fig. 3, then we know that he does not know the password,
even if the possibility of a lucky guess remains.

This subtlety lends insight into why zero-knowledge proofs do not yield
certainty. Arthur is never absolutely certain that Merlin knows the password,
though by repeating the trial, be can reach any level of certainty he desires
short of absolute certainty. If Arthur were instead given the bisimulation rela-
tion, he would have a proof that Merlin knows the password. No uncertainty
would remain. But constructing that proof requires knowing the structure of
Merlin’s automaton, or equivalently, knowing that Merlin knows the password.

What really does bisimulation mean in this case? The two automata, Arthur
and Merlin (with password), have different structure, but they are fundamen-
tally indistinguishable. Arthur’s automaton represents what he demands from
someone who knows the password. Merlin’s automaton represents the capabil-
ities he acquires by knowing the password. The fact that these two automata
are bisimilar shows conclusively what Arthur is able to conclude with repeated
experiments, that Merlin knows the password. Hence, the repeated experiments
may provide evidence of bisimilarity that does not require knowing the detailed
structure of the automata. Such evidence will only be provided if the repeated
experiments are fair in the sense that all of the possible nondeterministic tran-
sitions occur in at least some of the trials (or infinitely often in an infinite
experiment).

Causal Reasoning

Pearl has argued that interacting with a system enables drawing conclusions
about causal relationships between pieces of that system, conclusions that are
much harder to defend without interaction [12,13]. Specifically, consider the clas-
sic problem of determining whether administering an experimental drug causes
a patient’s condition to improve. The gold standard for making such a deter-
mination is a double-blind randomized controlled trial (RCT), where a subset
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of patients from a population is chosen at random to receive the drug, and the
other patients in the trial receive a placebo. “Double blind” means that neither
the medical staff administering the drug nor the patients know whether they
are using the real drug or a placebo. “Randomized” means that the selection
of patients to receive treatment is not causally affected by anything other than
chance.

Why does an RCT work so well? Pearl explains this using causal diagrams,
which represent the ability one variable in a system has to cause perturbations
in another. Consider the causal diagram on the left in Fig. 4. The solid arrows
represent an assumed causal relationship between a “confounding factor” and
both the treatment and health of the patient. For example, suppose that some
treatment, when made available to a population, is more likely to be taken by
males than by females, and males are also more likely to recover than females.
In this case, a statistician will tell you that it is necessary to control for the sex
of the patient. Otherwise, you may derive erroneous conclusions from the data.
But the challenge, in many practical cases, is that the confounding factors are
not known or data about them are not available.

Consider instead the scenario in the center of Fig. 4. Suppose for example
that the “colliding factor” is whether a patient ends up in the hospital. Taking
the treatment, because of side effects, may cause the patient to end up in the
hospital. Poor health, where the treatment has been ineffective, could also result
in the patient ending up in the hospital. In this case, it would be a statistical error
to control for whether the patient ends up in the hospital. An effective treatment
could be rejected because, among patients that end up in the hospital, whether
they got the treatment and whether their health improved could be uncorrelated,
and also among patients who do not end up in the hospital, while in the general
population, there is a correlation between patients who receive treatment and
those whose health improves.

confounding
factor

treatment health?

confounding
factor

treatment health?

intervention
colliding
factor

treatment health?

Fig. 4. A causal diagram on the left guiding the evaluation of a treatment’s effectiveness
that requires controlling for a confounder on the left and not controlling for collider in
the center. On the right, intervention removes the effect of a confounder.

At the right of Fig. 4 is a causal diagram representing an intervention, a form
of interaction that Pearl calls a “do operator.” The intervention in a randomized
controlled trial (RCT) breaks any causal dependencies on whether the treatment
is taken by forcing the treatment to be taken or not taken according to a ran-
dom outcome. This removes the need to control for any other factors, known or
unknown.
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Fig. 5. Randomized controlled trial model and model of a flawed trial.

The intervention is analogous to Arthur’s calling out of A or B to specify the
tunnel from which Merlin should exit. But there is an interesting twist here. The
purpose of a randomized controlled trial is to broadcast the information that a
drug works or does not work, whereas in the Merlin-Arthur scenario, the goal is
to ensure that the information that Merlin knows the password (analogous to the
drug works or does not work) is not available to a third party observer. Recall
that if Arthur visibly flips a coin, as opposed to using free will, to determine
whether to call out A or B, then the information that Merlin knows the password
becomes available to a third party observer. Analogous, in an RCT, the decision
of whether to administer the drug or a placebo should be made by a verifiably
random choice, not secretly by someone’s free will, in order for the outcome of
the trial to be trusted by an outside observer.

A properly constructed RCT can be represented by the automaton at the
top of Fig. 5. The important feature of this automaton is the determination of
whether the patient lives or dies is made after the determination of whether to
administer a placebo or the real drug. In an incorrectly constructed trial, shown
at the bottom of the figure, it is possible for a patient who is doomed to die
will get assigned a placebo and one that is destined to live will be given the
real drug. An unscrupulous researcher could, for example, assign the real drug
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to younger and healthier patients and the placebo to older and sicker patients,
thereby skewing the results of the trial.

The two automata in Fig. 5 simulate each other, but they are not bisimilar.
These automata say nothing about the probabilities of outcomes. They only
express possibilities. Hence, it is still possible to construct an invalid trial that
is bisimilar to the top automaton. For example, adding transitions from takingA
to dead and not takingB to living would make the lower automaton bisimilar to
the upper one, but the trial could still be skewed. But any automaton that is
not bisimilar to the upper one will surely be invalid.

Humanity Requires Interaction

Interacting components can observe and be observed and can affect and be
affected. Such interaction can accomplish things that are not possible with obser-
vation alone. The implications of this are profound. It reinforces Milner’s obser-
vation that machines that look identical to an observer are not identical if you
can interact with them. It reinforces Goldwasser and Micali’s observation that
interaction can do things that are not possible without interaction. It reinforces
Pearl’s observation that reasoning about causality requires interaction. It also
reinforces the hypothesis of embodied cognition from psychology. If our sense of
self depends on bidirectional interaction, the kind of dialog of Milner’s model,
where either party can observe or be observed, then our sense of self cannot be
separated from our social interactions. Our minds cannot exist as an observer
of the universe alone. And indeed, our interaction with the world around us has
this bidirectional character. Sometimes we react to stimulus in ways that affect
those around us, and sometimes we produce stimulus and watch the reactions of
those around us. Such dialog seems to be an essential part of being human and
may even form the foundations for language and even thought.

Moreover, such dialog has deep roots in physics. Quantum physics has taught
us that no observation of a physical system is possible without disrupting the sys-
tem in some way. In fact, quantum physics has real problems with any attempt
to separate the observer from the observed. The observed automaton necessarily
observes the observer. Passive observation in the form of unidirectional simula-
tion is impossible in our natural universe. This suggests that simulation relations
alone are not a reasonable model of modeling (a “metamodel,” if you will permit
me). Bisimulation is a better choice.

In an objectivist approach to science, we are often taught to let the data
“speak for itself,” to avoid subjective bias, where our actions may affect the data.
I have collected in this paper several powerful arguments that being so objective
has serious limitations. Subjectivity, first-person involvement, and interaction
with the sources of data are sometimes essential.
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Abstract. In 1918, Heinz Prüfer discovered a fascinating relationship
between labelled trees with n vertices and words of length n−2 over the
alphabet {1, 2, . . . , n}. Since the discovery of the Prüfer code for trees,
the interplay between words and graphs has repeatedly been explored
and exploited in both directions. In the present paper, we review some
of the many results in this area and discuss a number of open problems
related to this topic.

1 Introduction

In the beginning was the word. Graphs have appeared much later. Since then,
these two notions frequently interact and cooperate. Graphs help reveal structure
in words and (not necessarily formal) languages (see e.g. [34]). Words are used
to represent graphs, which became a important issue with the advent of the
computer era. We discuss this issue in Sect. 3 of the paper. Section 2 is devoted
to the interplay between words and graphs around the notion of well-quasi-
ordering. In the rest of the present section, we introduce basic terminology and
notation used in the paper.

A binary relation is a quasi-order (also known as pre-order) if it is reflexive
and transitive. A set of pairwise comparable elements in a quasi-ordered set is
called a chain and a set of pairwise incomparable elements is called an antichain.
A quasi-ordered set is well-quasi-ordered if it contains neither infinite strictly
decreasing chains, nor infinite antichains.

Given a finite set B (an alphabet), we denote by B∗ the set of all words
over B. For a word α ∈ B∗, |α| stands for the length of α and αj for the j-
th letter of α. A factor of a word α is a contiguous subword of α. The factor
containment relation is a quasi-order, but not a well-quasi-order, since it contains
infinite antichains, for instance, {101, 1001, 10001, . . .}. A language is factorial
if it is closed under taking factors. It is well-known (and not difficult to see)
that a factorial language L can be uniquely characterized by a set of minimal
forbidden words, also known as the antidictionary of L, i.e. the set of minimal
(with respect to the factor containment relation) words that do not belong to L.

All graphs in this paper are undirected, without loops and multiple edges.
A graph G is an induced subgraph of H if G can be obtained from H by vertex
deletions. The induced subgraph relation is a quasi-order, but not a well-quasi-
order, since the cycles Ck, k ≥ 3, constitute an infinite antichain. A class X
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of graphs, also known as a graph property, is hereditary if it is closed under
taking induced subgraphs. Clearly, if X is hereditary, then it can be uniquely
characterized by a set M of minimal forbidden induced subgraphs, in which case
we say that graphs in X are M -free. The speed of X is the number of n-vertex
labelled graphs in X, studied as a function of n.

2 Words, Graphs and Well-quasi-ordering

Well-quasi-ordering (WQO) is a highly desirable property and frequently discov-
ered concept in mathematics and theoretical computer science [19,26]. A simple
but powerful tool for proving well-quasi-orderability is the celebrated Higman’s
Lemma, which can be stated as follows. Let M be a set with a quasi-order ≤.
We extend ≤ from M to M∗ as follows: a1 . . . am ≤ b1 . . . bn if and only if there
is an order-preserving injection f : {a1, . . . , am} → {b1, . . . , bn} with ai ≤ f(ai)
for each i = 1, . . . , m. Higman’s Lemma states the following.

Lemma 1. ([21]) If (M,≤) is a WQO, then (M∗,≤) is a WQO.

Kruskal [25] extended this result to the set of finite trees partially ordered under
homeomorphic embedding. In other words, Kruskal’s tree theorem restricted to
paths becomes Higman’s lemma. Later, Robertson and Seymour [31] generalized
Kruskal’s tree theorem to the set of all graphs partially ordered under the minor
relation. However, the induced subgraph relation is not a well-quasi-order. Other
examples of important relations that are not well-quasi-orders are pattern con-
tainment relation on permutations [35], embeddability relation on tournaments
[16], minor ordering of matroids [22], factor containment relation on words [27].
On the other hand, each of these relations may become a well-quasi-order under
some additional restrictions. Below we present some examples and discuss a
number of open problems related to this topic.

2.1 An Introductory Example

A word can be interpreted as a graph in various ways. Consider, for instance, a
binary word α = α1 . . . αn, and let us associate with this word a graph Gα with
vertices v1, . . . , vn+1 such that for each i = 2, . . . , n+1, vertex vi is adjacent to the
vertices v1, . . . , vi−1 if αi = 1 and vi is not adjacent to the vertices v1, . . . , vi−1

if αi = 0. In other words, Gα can be constructed from a single vertex recursively
applying one of the following two operations: adding a dominating vertex (i.e. a
vertex adjacent to every other vertex in the graph) or adding an isolated vertex.
The graphs that can be constructed by means of these two operations are known
in the literature as threshold graphs.

Obviously, not every graph is threshold. For instance, none of the following
graphs is threshold, since none of them contains a dominating or isolated vertex:
the path on 4 vertices P4, the cycle on 4 vertices C4 and the complement of C4,
denoted C4. Moreover, no graph containing P4, C4 or C4 as an induced subgraph
is threshold, i.e. threshold graphs are (P4, C4, C4)-free. The inverse inclusion also
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is true, which leads to the following conclusion: a graph is threshold if and only
if it is (P4, C4, C4)-free.

Let us note that the original definition of threshold graphs differs from both
characterizations presented in the two previous paragraphs. The notion of thresh-
old graphs was introduced in [17] and was inspired by the notion of threshold
Boolean function. Since its original introduction, the notion of threshold graphs
gave rise to a vast literature on the topic, including the book [28].

The relationship between binary words and threshold graphs described ear-
lier is a bijection and it provides an easy way for counting unlabelled threshold
graphs (observe that counting unlabelled graphs is generally a more difficult task
than counting labelled graphs). This relationship also shows, with the help of
Higman’s Lemma, that the class of threshold graphs is well-quasi-ordered under
the induced subgraph relation. The same conclusion can be derived from two
other seemingly unrelated results, which we discuss in the next section.

2.2 Geometric Grid Classes of Permutations and Letter Graphs

Any collection of n points on the plane, with no two on a common vertical or
horizontal line, uniquely defines a permutation π of n elements. This can be
done, for instance, by labeling the points from 1 to n from bottom to top and
then recording the labels reading left to right (see Fig. 1 for an illustration). By
deleting any point, we obtain a permutation π′ of n − 1 elements, in which case
we say that π contains π′ as a pattern.

The notion of a pattern defines a partial order on the set of permutations
known as the pattern containment relation. A pattern class of permutations, or
simply a permutation class, is any set of permutations which is downward closed
under the pattern containment relation.

The pattern containment relation is not a well-quasi-order, since it contains
infinite antichains [35]. However, under certain restrictions, this relation may
become a well-quasi-order. To give an example, let us introduce the notion of
monotone grid classes of permutations.

Let M be an s × t matrix with entries in {0,±1}. An M -gridding of a per-
mutation π represented by a collection of points on the plane is a partition of
the plane into s × t cells by means of vertical and horizontal lines so that the
cell in column i and row j of the partition is empty if M(i, j) = 0, contains the
elements of π in an increasing order if M(i, j) = +1, and contains the elements
of π in a decreasing order if M(i, j) = −1. Figure 1 represents two M -griddings

of the permutation 351624 with M =
(

+1 −1
0 +1

)
and M =

(
+1 −1
−1 +1

)
. The grid

class of M consists of all permutations which admit an M -gridding and is known
as a monotone grid class.

The restriction to monotone grid classes is a strong restriction, but it is not
strong enough to guarantee well-quasi-ordering. To describe more restrictions, we
define the cell graph of M as follows: the vertices of this graph are the non-zero
entries of M , in which two vertices are adjacent if and only if the corresponding
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entries share a row or a column and there are no non-zero entries between them
in this row or column.
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�
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�
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�
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��
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Fig. 1. Two griddings of the permutation 351624.

Theorem 1. ([38]) For a 0/±1 matrix M , the grid class of M is well-quasi-
ordered under the pattern containment relation if and only if the cell graph of
M is a forest, i.e. a graph without cycles.

Cycles in cell graphs can give rise to infinite antichains of permutations.
However, if we require the elements of each cell in a monotone grid class to
belong to a diagonal of the respective cell (see the gridding on the left of Fig. 1),
then infinite antichains “magically” disappear and the class becomes well-quasi-
ordered. This is known as geometric gridding, a notion introduced in [2]. The
authors of [2] characterized geometric grid classes of permutations in various
ways, of which we quote the following two results.

Theorem 2. ([2]) Every geometrically griddable class of permutations is well-
quasi-ordered and is in bijection with a regular language.

Now we move from words to graphs and define the notion of letter graphs
introduced in [29]. Let Σ be a finite alphabet and let P ⊆ Σ2 be a set of ordered
pairs of symbols from Σ, known as a decoder. With each word w = w1w2 · · · wn

over Σ we associate a graph G(P, w), called the letter graph of w, by defining
the vertex set of this graph to be {1, 2, . . . , n} with i being adjacent to j > i if
and only if the ordered pair (wi, wj) belongs to P.

It is not difficult to see that every graph G is a letter graph in a sufficiently
large alphabet with an appropriate decoder P. The minimum � such that G is
a letter graph in an alphabet of � letters is the lettericity of G. A graph is a
k-letter graph if its lettericity is at most k.

With the help of Higman’s Lemma it is not difficult to conclude that for each
fixed value of k, the set of all k-letter graphs is well-quasi-ordered by the induced
subgraph relation, which was formally proved in [29].

The notion of letter graphs was introduced 11 years earlier than the notion
of geometric grid classes of permutations, and nothing in the definitions of these
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two notions suggests any connection between them. However, there is intrigu-
ing relationship between these notions revealed recently in [3]. To describe this
relationship, we define the permutation graph Gπ of a permutation π on the set
{1, 2, . . . , n} to be the graph with vertex set {1, 2, . . . , n} in which two vertices
i and j are adjacent if and only if (i − j)(π(i) − π(j)) < 0.

Theorem 3. ([3]) Let X be a class of permutations and GX the corresponding
class of permutation graphs. If X is a geometrically griddable class, then GX is
a class of k-letter graphs for a finite value of k.

This theorem suggests the idea that geometrically griddable classes of per-
mutations and letter graphs are two languages describing the same concept in
the universe of permutations and permutation graphs, respectively. However,
the inverse of Theorem 3 remains an open problem, which we state below as a
conjecture.

Conjecture 1. Let X be a class of permutations and GX the corresponding class
of permutation graphs. If GX is a class of k-letter graphs for a finite value of k,
then X is a geometrically griddable class.

To support this conjecture, we return to the notion of threshold graphs intro-
duced in Sect. 2.1 and observe that every threshold graph is a 2-letter graph.
Indeed, consider the alphabet Σ = {0, 1} and the decoder P = {(1, 1), (1, 0)},
and let w = w1w2 · · · wn be any binary word. In the graph G(P, w), if wi = 1,
then i is adjacent to every vertex j > i (since both pairs (1, 1) and (1, 0) belong
to P), and if wi = 0 then i is not adjacent to any vertex j > i (since neither (0, 0)
nor (0, 1) belong to P). Therefore, G(P, w) is a threshold graph. Notice that this
representation is similar but not identical to the correspondence between graphs
and words described in Sect. 2.1.

On the other hand, the geometric grid class of M =
(−1 +1

+1 −1

)
, also known as

the X-class, consists of permutations that avoid the following four permutations
as patterns: 2143, 3412, 2413, 3142 (see e.g. [18]). The permutation graphs of
the first two of these permutations are, respectively, C4 and C4, while the last
two permutations both represent a P4. Since a graph is threshold if and only if
it is (P4, C4, C4)-free, we conclude that the permutations graphs corresponding
to the X-class are precisely the threshold graphs.

2.3 Deciding WQO

Deciding whether a permutation class is well-quasi-ordered is a difficult ques-
tion. Decidability of this question for classes defined by finitely many forbidden
permutations was stated as an open problem in [15]. Similar questions have
been studied for the induced subgraph relation on graphs [24], the embeddabil-
ity relation on tournaments [16], the minor ordering of matroids [22]. However,
the decidability of this problem has been shown only for one or two forbidden
elements (graphs, permutations, tournaments, matroids).
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A breakthrough result in this area was recently obtained in [9], where decid-
ability was proved for factorial languages. The solution is based on the analysis of
the structure of an automaton describing the input language. The authors of [9]
also discuss an alternative approach, which suggests a possible way to approach
the same problem for graphs and permutations. This approach is based on the
notion of a periodic infinite antichain. Speaking informally, an infinite antichain
of words is called periodic of period p if each element of this set becomes a fac-
tor of some infinite periodic word of period p after dropping some prefix and
suffix. For instance, the set {101, 1001, 10001, . . .} is a periodic infinite antichain
of period 1. The following theorem was proved in [9].

Theorem 4. ([9]) Let D = {α1, α2, . . . , αk} be a finite set of pairwise incompa-
rable words and X be the factorial language with the antidictionary D. Then X
is well-quasi-ordered by the factor containment relation if and only if it contains
no periodic infinite antichains of period at most |α1| + |α2| + . . . + |αk| + 1.

To apply the idea of periodic infinite antichains to graphs, we modify the
notion of letter graphs by distinguishing between consecutive and nonconsecutive
vertices corresponding to a word w = w1w2 · · · wn. For nonconsecutive vertices
i < j the definition remains the same: i and j are adjacent if and only if (wi, wj) ∈
P. For consecutive vertices, we change the definition to the opposite: i and i+1
are adjacent if and only if (wi, wi+1) �∈ P. Let us denote the graph obtained in
this way from a word w by G∗(P, w). For instance, if a is a letter of Σ and (a, a) �∈
P, then the word aaaaa defines a path on 5 vertices. With some restrictions,
the induced subgraph relation on graphs defined in this way corresponds to the
factor containment relation on words, i.e. G∗(P, w) is an induced subgraph of
G∗(P, w′) if and only if w is a factor of w′.

The graph G∗(P, w) constructed from a periodic word w is called a periodic
graph. The period of w is called the period of G∗(P, w). To construct periodic
antichains, we break the periodicity on both ends of the graph (word) by inserting
an appropriate prefix and suffix. The following conjecture was proposed in [9]
and was inspired by Theorem4.

Conjecture 2. There is a function f : N → N such that the class X of graphs
defined by a finite collection F of forbidden induced subgraphs is well-quasi-
ordered by the induced subgraph relation if and only if X contains no periodic
infinite antichains of period at most f(t(F )), where t(F ) stands for the total
number of vertices of graphs in F .

To support this conjecture, let us mention the following decidability problem,
which was recently solved in [8]: given a finite collection F of graphs, decide
whether the speed of the class of F -free graphs is above or below the Bell number.
The solution is based on a characterization of minimal classes with speeds above
the Bell number by means of almost periodic words.

Definition 1. A word w is almost periodic if for any factor f of w there is a
constant kf such that any factor of w of size at least kf contains f as a factor.
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A jump to the Bell number for hereditary graph properties was identified in
[12]. This paper distinguishes classes of graphs of two types: the classes where a
certain graph parameter, called in [8] the distinguishing number, is finite and the
classes where this parameter is infinite. For the case where the distinguishing
number is infinite, the paper [12] provides a complete description of minimal
classes above the Bell number, of which there are precisely 13. In the case where
this parameter is finite, the family of minimal classes is infinite and all of them
have been characterized in [8] via the notion of almost periodic words as follows.

Let A be a finite alphabet and P a symmetric decoder, i.e. a decoder con-
taining with each pair (ai, aj) the pair (aj , ai). Also, let w be a word over A
and G∗(P, w) the letter graph of w distinguishing between consecutive and non-
consecutive letters, as defined earlier. Finally, let X∗(P, w) be the class of graphs
containing all induced subgraphs of G∗(P, w).

Theorem 5. ([8]) Let X be a hereditary class of graphs with a finite distinguish-
ing number. Then X is a minimal class of speed above the Bell number if and
only if there exists an infinite almost periodic word w over a finite alphabet and
a symmetric decoder P such that X = X∗(P, w).

In [8], it was shown that for hereditary classes defined by a finite collection F
of minimal forbidden induced subgraphs, the word “almost” can be omitted from
this theorem. Moreover, the period of w in this case is bounded by a function of
t(F ), where t(F ), as before, is the total number of vertices of graphs in F . This
leads to a procedure deciding the Bell number for hereditary graph properties,
as was shown in [8].

Interestingly, the same procedure decides well-quasi-ordering by induced sub-
graphs for classes with a finite distinguishing number, as was recently shown in
[10]. In other words, this result verifies Conjecture 2 for classes with a finite
distinguishing number.

We conclude this section by observing that Theorem5 brings us back from
graphs to words, and it also makes a bridge to the next section, where the speed
of a hereditary graph property is an important issue.

3 Representing Graphs by Words

Representing graphs by words in a finite alphabet, or graph coding, is important
in computer science for representing graphs in computer memory [20,23,37].
Without loss of generality we will assume that our alphabet is binary.

For a class X of graphs, we denote by Xn the set of graphs in X with the
vertex set {1, 2, . . . , n}. Coding of graphs in the class X is a family of bijective
mappings Φ = {φn : n = 1, 2, 3, . . .}, where φn : Xn → {0, 1}∗. A coding Φ is
called asymptotically optimal if1

lim
n→∞

max
G∈Xn

|φn(G)|
log |Xn| = 1.

1 All logarithms are of base 2.
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Every labelled graph G with n vertices can be represented by a binary word
of length

(
n
2

)
, one bit per each pair of vertices, with 1 standing for an edge and

0 for an non-edge. Such a word can be obtained by reading the elements of the
adjacency matrix above the main diagonal. The word obtained by reading these
elements row by row, starting with the first row, is called the canonical code of
G and is denoted φc

n(G).
If no a priori information about the graph is available, then

(
n
2

)
is the min-

imum number of bits needed to represent the graph. However, if we know that
our graph possesses some special properties, then this knowledge may lead to a
shorter representation. For instance,

– if we know that our graph is bipartite, then we do not need to describe
the adjacency of vertices that belong to the same part in its bipartition.
Therefore, we need at most n2/4 bits to describe the graph, the worst case
being a bipartite graph with n/2 vertices in each of its parts.

– if we know that our graph is not an arbitrary bipartite graph but chordal
bipartite, then we can further shorten the code and describe any graph in
this class with at most O(n log2 n) bits [36].

– a further restriction to trees (a proper subclass of chordal bipartite graphs)
enables us to further shorten the code to (n−2) log n bits, which is the length
of binary representation of the Prüfer code for trees [30].

How much can the canonical representation be shortened for graphs with a
property X? For hereditary properties this question can be answered through
the notion of entropy.

3.1 Entropy of Hereditary Properties

In order to represent graphs in a class X, we need at least |Xn| different binary
words. Therefore, in the worst case the length of a binary code of an n-vertex
graph in X cannot be shorter than log |Xn|. Thus, the ratio log |Xn|/(

n
2

)
can

be viewed as the coefficient of compressibility for representing n-vertex graphs
in X. Its limit value, for n → ∞, was called by Alekseev in [4] the entropy
of X. Moreover, in the same paper Alekseev showed that for every hereditary
property X the entropy necessarily exists and in [5] he proved that its value
takes the following form:

lim
n→∞

log |Xn|(
n
2

) = 1 − 1
k(X)

, (1)

where k(X) is a natural number, called the index of X. To define this notion let
us denote by Ei,j the class of graphs whose vertices can be partitioned into at
most i independent sets and j cliques. In particular, E2,0 is the class of bipartite
graphs and E1,1 is the class of split graphs. Then k(X) is the largest k such
that X contains Ei,j with i + j = k. Independently, this result was obtained
by Bollobás and Thomason [13,14] and is known nowadays as the Alekseev-
Bollobás-Thomason Theorem (see e.g. [7]).
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3.2 Coding of Graphs in Classes of High Speed

In [4], Alekseev proposed a universal algorithm which gives an asymptotically
optimal coding for graphs in every hereditary class X of index k > 1, i.e. of
non-zero entropy. Below we present an adapted version of this algorithm.

Let n > 1 be a natural number and let p be a prime number between
	n/

√
log n + 1� and 2	n/

√
log n�. Such a number always exists by the Bertrand-

Chebyshev theorem (see e.g. [1]). Define k = 	n/p�. Then

p ≤ 2n/
√

log n, k ≤
√

log n, n − kp < p. (2)

Let G be an arbitrary graph with n vertices. Denote by Dn the set of all pairs
of vertices of G. We split Dn into two disjoint subsets R1 and R2 as follows: R1

consists of the pairs (a, b) such that a ≤ kp, b ≤ kp and 	(a−1)/p� �= 	(b−1)/p�,
and R2 consists of all the remaining pairs. Let us denote by μ(1) the binary word
consisting of the elements of the canonical code corresponding to the pairs of
R2. This word will be included in the code of G we construct.

Now let us take care of the pairs in R1. For all x, y ∈ {0, 1, . . . , p − 1}, we
define

Qx,y = {pi + 1 + resp(xi + y) i = 0, 1, . . . , k − 1},

where resp(z) is the remainder on dividing z by p. Let us show that every pair
of R1 appears in exactly one set Qx,y. Indeed, if (a, b) ∈ Qx,y (a < b), then

xi1 + y ≡ a ( mod p), xi2 + y ≡ b ( mod p),

where i1 = 	(a − 1)/p�, i2 = 	(b − 1)/p�. Since i1 �= i2 (by definition of R1),
there exists a unique solution of the following system

x(i1 − i2) ≡ a − b ( mod p)
y(i1 − i2) ≡ ai2 − bi1 ( mod p). (3)

Therefore, by coding the graphs Gx,y induced by Qx,y and combining their codes
with the word μ(1) (that describes the pairs in R2) we obtain a complete descrip-
tion of G.

To describe the graphs Gx,y induced by Qx,y we first relabel their vertices
according to

z → 	(z − 1)/p� + 1.

In this way, we obtain p2 graphs G′
x,y, each on the vertex set {1, 2, . . . , k}. Some

of these graphs may coincide. Let m (m ≤ p2) denote the number of pairwise
different graphs in this set and H0,H1, . . . , Hm−1 an (arbitrarily) ordered list of
m pairwise different graphs in this set. In other words, for each graph G′

x,y there
is a unique number i such that G′

x,y = Hi. We denote the binary representation
of this number i by ω(x, y) and the length of this representation by �, i.e. � =
log m�. Also, denote

μ(2) = φc
k(H0)φc

k(H1) . . . φc
k(Hm−1),
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μ(3) = ω(0, 0)ω(0, 1) . . . ω(0, p − 1)ω(1, 0) . . . ω(p − 1, p − 1).

The word μ(2) describes all graphs Hi and the word μ(3) indicates for each
pair x, y the interval in the word μ(2) containing the information about G′

x,y.
Therefore, the words μ(2) and μ(3) completely describe all graphs Gx,y. In order
to separate the word μ(2)μ(3) into μ(2) and μ(3), it suffices to know the number �,
because |μ(2)| = �p2 and the number p is uniquely defined by n. Since m ≤ 2(k2),
the number � can be described by at most

log �� = loglog m�� ≤ log
(

k

2

)
� ≤ log k2� ≤ log log n�

binary bits. Let μ(0) be the binary representation of the number � of length
log log n�, and let

φ∗
n(G) = μ(0)μ(1)μ(2)μ(3), Φ∗ = {φ∗

n n = 2, 3, . . .}.

Theorem 6. [4] Φ∗ is an asymptotically optimal coding for any hereditary class
X with k(X) > 1.

3.3 Representing Graphs in Hereditary Classes of Low Speed

The universal algorithm presented in the previous section is, unfortunately, not
optimal for classes X of index k(X) = 1, also known as unitary classes, since
equation (1) does not provide the asymptotic behavior of log |Xn| in this case.
This is unfortunate, because the family of unitary classes contains a variety of
properties of theoretical or practical importance, such as line graphs, interval
graphs, permutation graphs, threshold graphs, forests, planar graphs and, even
more generally, all proper minor-closed graph classes, all classes of graphs of
bounded vertex degree, of bounded tree- and clique-width, etc.

A systematic study of hereditary properties of low speed was initiated by
Scheinerman and Zito in [32]. In particular, they distinguished the first four lower
layers in the family of unitary classes: constant (classes X with |Xn| = Θ(1)),
polynomial (|Xn| = nΘ(1)), exponential (|Xn| = 2Θ(n)) and factorial (|Xn| =
nΘ(n)). Independently, similar results have been obtained by Alekseev in [6].
Moreover, Alekseev described the set of minimal classes in all the four lower
layers and the asymptotic structure of properties in the first three of them. A
more detailed description of the polynomial and exponential layers was obtained
by Balogh, Bollobás and Weinreich in [11]. However, the factorial layer remains
largely unexplored and the asymptotic structure is known only for properties at
the bottom of this layer, below the Bell numbers [11,12]. On the other hand, the
factorial properties constitute the core of the unitary family, as all the interesting
classes mentioned above (and many others) are factorial.

We conclude the paper with an important conjecture, which deals with rep-
resenting graphs in the factorial classes.

Definition 2. A representation of an n-vertex graph G is said to be implicit
if it assigns to each vertex of G a binary code of length O(log n) so that the
adjacency of two vertices is a function of their codes.
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This notion was introduced in [23], where the authors identified a variety
of graph classes admitting an implicit representation. Clearly, not every class
admits an implicit representation, since a bound on the total length of the code
implies a bound on the number of graphs admitting such a representation. More
precisely, only classes containing 2O(n log n) graphs with n vertices can admit an
implicit representation. This restriction, however, is not sufficient to represent
graphs implicitly. A simple counter-example can be found in [37]. This example
deals with a non-hereditary graph property, which leaves the question of implicit
representation for hereditary classes of speed 2O(n log n) open. These are precisely
the classes with at most factorial speed of growth. It is known that every hered-
itary class with a sub-factorial speed admits an implicit representation [33]. For
hereditary classes with factorial speeds the question of implicit representation
is generally open and is known as the implicit graph representation conjecture
(see e.g. [37]).

Conjecture 3. Any hereditary class of speed nΘ(n) admits an implicit
representation.
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Abstract. We introduce a polynomial-size oracle hierarchy for one-way
finite automata. In it, a problem is in level k (resp., level 0) if itself
or its complement is solved by a polynomial-size nondeterministic finite
automaton with access to an oracle for a problem in level k− 1 (resp., by
a polynomial-size deterministic finite automaton with no oracle access).
This is a generalization of the polynomial-size alternating hierarchy for
one-way finite automata, as previously defined using polynomial-size
alternating finite automata with a bounded number of alternations; and
relies on an original definition of what it means for a nondeterministic
finite automaton to access an oracle, which we carefully justify. We prove
that our hierarchy is strict; that every problem in level k is solved by a
deterministic finite automaton of 2k-fold exponential size; and that level 1
already contains problems beyond the entire alternating hierarchy. We
then identify five restrictions to our oracle-automaton, under which the
oracle hierarchy is proved to coincide with the alternating one, thus pro-
viding an oracle-based characterization for it. We also show that, given all
others, each of these restrictions is necessary for this characterization.

1 Introduction

In 2009, a plan was proposed to develop a size-complexity theory for two-way
finite automata [3] (or “minicomplexity theory” [4]), by analogy to the standard
time-complexity theory for Turing machines. An important part of that plan was
to introduce and study a “polynomial-size hierarchy”, as direct analogue of the
polynomial-time hierarchy, i.e., of the well-studied hierarchy

Σ1P = NP Σ2PP ⊆ (Σ1P∩ Π1P) ⊆⊆
⊆
⊆

(Σ2P ∩Π2P) ⊆⊆
⊆
⊆

· · · ⊆ PH =
⋃

k≥1

ΣkP ,
Π1P = coNP Π2P

where ΣkP (resp., ΠkP) is the class of problems decidable in polynomial time by
alternating Turing machines (atms) which start in an existential (resp., univer-
sal) state and alternate fewer than k times between the existential and universal
mode; and P, NP, coNP have their standard meanings. By direct transposition
to minicomplexity, the following hierarchy was described
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2Σ1 = 2N 2Σ22D ⊆ (2Σ1 ∩ 2Π1) ⊆⊆
⊆
⊆

(2Σ2 ∩ 2Π2) ⊆⊆
⊆
⊆

· · · ⊆ 2H =
⋃

k≥1

2Σk ,
2Π1 2Π2

where 2Σk (resp., 2Πk) is the class of minicomplexity problems decidable by
two-way alternating finite automata (2afas) with polynomially many states, an
existential (resp., universal) start state, and fewer than k alternations; and, as
usual, 2D and 2N are the respective classes for deterministic and nondeteminis-
tic automata (2dfas and 2nfas) with polynomially many states [9]. Soon later,
Geffert proved that this hierarchy is strict above the first level [2].

When it was introduced [7,10], the polynomial-time hierarchy was defined not
by atms, but by nondeterministic Turing machines with oracles (oracle-ntms):
each ΣkP consisted of every problem which is solved by a polynomial-time ntm
with an oracle for a problem in Σk−1P(ΣkP := NPΣk−1P), while Σ0P was P; and
each ΠkP consisted of the complements of problems in ΣkP (ΠkP := coΣkP).
Only later [1], was it proved that this natural “polynomial-time oracle hierarchy”
can also be viewed, as above, as the “polynomial-time alternating hierarchy” that
we get from polynomial-time atms when we bound their number of alternations.

With this in mind, one observes that in minicomplexity, too, the “polynomial-
size hierarchy” above is just the “polynomial-size alternating hierarchy” that we
get from polynomial-size 2afas when we bound their number of alternations. One
then wonders what the “polynomial-size oracle hierarchy” is: What is a natural
definition of it? Does it, too, coincide with its alternating counterpart? [3]

Here, we study the special case where all automata involved are one-way. We
introduce a “one-way polynomial-size oracle hierarchy” as an analogue of the
polynomial-time oracle hierarchy, and compare it with the “one-way polynomial-
size alternating hierarchy” of the classes 1Σk, 1Πk, 1H, defined like 2Σk, 2Πk, 2H
above but for one-way automata (1afas). We quickly find that, contrary to what
is true for polynomial-time Turing machines, our oracle hierarchy is far stronger
than its alternating counterpart: level 1 already contains problems outside the
entire 1H (Theorem 2). So we ask: (i) What is really the power of this new hierar-
chy? and (ii) Are there restrictions under which it matches the alternating one?

For (i), we show that levels 2 and 3 contain even harder problems, beyond the
power of polynomial-size alternating and Boolean finite automata (Theorem2);
that the hierarchy stands strict (Theorem 5); and that every problem in level k
is solved by a 1dfa of 2k-fold exponential size, and thus the full hierarchy lies
within the power of 1dfas of elementary size (Theorem 4). For (ii), we identify
five restrictions to our underlying oracle-automaton model and prove that: under
all five, our hierarchy coincides with the alternating one, thus providing an oracle-
based characterization for it (Theorem 6); and that, in the presence of the other
four, each of these restrictions is necessary for this characterization (Theorem 7).

Prior Work. Just as the polynomial-time oracle hierarchy is based on oracle-
ntms, our hierarchy rests on an analogous model of an “oracle-1nfa”: a nonde-
terministic one-way finite automaton that can query an oracle. This can also be
viewed as a “1nfa reduction” (just as an oracle-ntm can be viewed as a nondeter-
ministic Turing reduction, of the problem solved by the machine to the problem
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solved by the oracle), and is then called many-one, if every computation branch
makes exactly 1 query and then halts with the received answer as its own. Eas-
ily, many-one oracle-1nfas are just one-way nondeterministic finite transducers.

Oracle-1nfas have been studied before. In [8], their many-one restriction is
used in defining oracle hierarchies over the context-free languages. In [11], the
full-fledged variant is used for the same purpose, this time as a restriction of the
stronger model of an oracle-npda (i.e., a one-way nondeterministic pushdown
automaton with an oracle). Our work differs from these studies in three funda-
mental respects. First, we do not study computability on the involved automata
(“Can a problem be solved?”), but complexity (“Can a solvable problem be solved
with few states?”). Second, our hierarchy is not built on context-free problems
but on regular problems that are solved by polynomial-size one-way determin-
istic finite automata. Finally, and most crucially, what the oracle in our model
reads at the moment of query is not just the string x printed on the query tape,
but the string uxv, where u and v the prefix and suffix of the input determined
by the current head position. This makes our oracle-1nfas far more powerful
than the previous variants—and we do justify why this extra power is natural.

2 Preparation

If S is a finite set, then |S| and S are its size and complement. If h ≥ 0, then
[h] := {0, 1, . . . , h − 1}, and [[h]] := {α | α ⊆ [h]}. If k ≥ 0, then expk(h) is the
k-fold exponential function in h: exp0(h)= h, exp1(h) = 2h, exp2(h) = 22

h

, etc.
If Σ is an alphabet, then Σ∗ is all finite strings over it. If z ∈ Σ∗ is a string,

then |z|, zi, and zR are its length, i-th symbol (if 1 ≤ i ≤ |z|), and reverse
z|z| · · · z2z1. If L ⊆ Σ∗ is a set of strings, then LR := {zR | z ∈L} is its reverse.

Problems. A (promise) problem over Σ is a pair L= (L, L̃) of disjoint subsets of
Σ∗. Its positive and negative instances are all w ∈L and all w ∈ L̃. A machine
solves L if it accepts every w ∈ L but no w ∈ L̃. If L̃ =L, then L is a language.

Let h ≥ 1. Over the alphabet [[h]], the problem of set equality is: “Given two
sets α, β, check that they are equal” [4]. Formally, this is the promise problem:

seqh :=
({αβ | α = β}, {αβ | α �= β}) = {αβ | α, β ⊆ [h] | α = β}.

Note that the input is promised to be only 2 symbols, each an entire subset of [h].
Also note our notation {format | condition | test}, where format and condition
specify all instances, and test distinguishes the positive ones.

Over the alphabet [[h]]∪{α̌ | α ⊆ [h]}, where each set α induces two symbols,
α and α̌ (a ticked variant), we define the following extensions of seqh:

∃seqh := { α̌β1β2 · · · βt | t ≥ 0 | (∃i)(α = βi) }
oseqh := { α̌lβ1β2 · · · βtα̌r | t ≥ 0 | (∃i)(∃j)(i < j & βi =αr & βj = αl) }.

We also need the variant of ∃seqh where the sequence β1β2 · · · βt is replaced by
a single symbol, for the collection of all sets appearing in it; and, for each k ≥ 0,
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the equality problem over the k-fold exponential alphabet:

compact ∃seqh := { α̌B | α ⊆ [h] & B ⊆ [[h]] | α ∈ B }
eq[k]h := { ab | a, b ∈ [expk(h)] | a = b }.

The complement and reverse of L = (L, L̃) are the problems ¬L := (L̃, L)
and LR := (LR, L̃R). The conjunctive and disjunctive star of L are the problems:

∧
L := { x1#x2# · · · #xt | t ≥ 0 & (∀i)(xi ∈ L ∪ L̃) | (∀i)(xi ∈ L) }

∨
L := { x1#x2# · · · #xt | t ≥ 0 & (∀i)(xi ∈ L ∪ L̃) | (∃i)(xi ∈ L) } ,

where # is a fresh delimiter. Using these, we build the sequence of problems:

gef[2]h := (∃seqh)R and for all k ≥ 3: gef[k]h :=
∨¬gef[k−1]h (1)

(mimicking Geffert’s witnesses Ek,h from [2]), and then let gef[ω]h := gef[h]h.
Note that each problem above is really a family of problems: seq= (seqh)h≥1,

eq[k] = (eq[k]h)h≥1, etc. To operate on a family L := (Lh)h≥1 means to operate
on its individual components: ¬L := (¬Lh)h≥1, LR := (LR

h)h≥1, etc.

Machines. A one-way alternating finite automaton (1afa) is any sextuple A =
(S,Σ, δ, qs, qa, U), where S is a set of states, Σ is an alphabet, qs, qa ∈ S are the
start and accept states, U ⊆ S and S \U are the universal and existential states,
and δ ⊆ S ×(Σ ∪{�,�})×S ×{s,r} is a transition relation, with �,� /∈ Σ being
the two endmarkers and s,r the head instructions “stay” and“move right”.

An input w ∈Σ∗ is presented to A as �w�. The computation starts in qs on
�. In each step, a next state and head instruction are derived from δ and the
current state and symbol. We never violate �, except if the next state is qa. So,
every computation branch either loops, if it repeats a state on a cell; or hangs,
if it reaches a state and symbol with no tuple in δ; or accepts, if it falls off �.

Formally, a configuration is a pair (q, i)∈ S ×{0, 1, . . . , |w|+2}, representing
A being in q on cell i (hosting �, wi, �, or nothing, if i is respectively 0, from 1
to |w|, |w|+1, or |w|+2). The resulting computation is a tree of configurations,
with root (qs, 0) and each node’s children determined by δ and w. A node (q, i) is
accepting if (q, i) = (qa, |w| + 2); or q ∈U and all children are accepting; or q �∈ U
and at least one child is accepting. If the root is accepting, then A accepts w.

If U = ∅, then A is nondeterministic (1nfa). If moreover δ has at most one
tuple (q, a, . , . ) for all q, a, then A is deterministic (1dfa).

Our 1afas are essentially the two-way alternating finite automata of [5] minus
the ability to reverse. They differ substantially from the 1afas of [1], where
each state-symbol pair maps to a Boolean function. We call those automata
Boolean (1bfas). Clearly, 1afas restrict 1bfas to the two functions and and or.

Complexity. For k ≥ 1, 1Σk is all (families of) problems solvable by (families of)
polynomially-large 1afas with existential start and fewer than k alternations [4]:

1Σk :=

{

(Lh)h≥1

∣
∣
∣
∣
∣

there exist 1afas (Mh)h≥1 and polynomial s
such that every Mh solves Lh with s(h) states, an
existential start state, and fewer than k alternations

}

;
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and similarly for 1Πk (resp., 1A), except that the start is universal (resp., the
alternations are unbounded). If the Mh are 1dfas, 1nfas, or 1bfas, then we get
1D, 1N = 1Σ1 [9], and 1B. Easily: ¬seq∈ 1Σ1; ∃seqR ∈ 1Σ2.

The following inclusions and equalities in the one-way polynomial-size alter-
nating hierarchy are easy to verify (the strictness of the inclusions is from [2,9]):

1Σ1 = 1N 1Σ2 = co1Π21D � (1Σ1 ∩ 1Π1) �
�

⊆
⊆

(1Σ2 ∩ 1Π2) �
�

⊆
⊆

· · · ⊆ 1H ,
1Π1 = co1N 1Π2 = co1Σ2

where 1H :=
⋃

k≥1 1Σk. Note the standard notation coC := {¬L | L ∈ C} for
the complements of problems in C. Similarly, reC := {LR | L ∈ C}. Also, the
classes 2C , expk(C), and eC are defined like C, except now the automata are
larger than in C by an exponential, k-fold exponential, or elementary function.1

The next facts are easy or known ([6, Corollary 1]), except for gef[ω] ∈ 1A\1H
and for (compact ∃seq)R �∈ 1A (which are of independent interest).

Theorem 1. 1H � 1A � 1B = re21D � 21N � 22
1D

and the inclusions’ strictness
is witnessed respectively by gef[ω], (compact ∃seq)R, ¬eq[2], and eq[2].

3 Oracle-1NFAs

Intuitively, an oracle-1nfa is a 1nfa which can pause its computation to ask
an oracle whether an instance of a problem X is positive; receive an answer
yes/no; and resume accordingly. For example, such a device with O(1) states
and an oracle for seqh should be able to implement the following nondetermin-
istic algorithm A for oseqh: “Scan the input α̌lβ1 · · · βtα̌r and guess a βi; ask
whether βi =αr; if no, reject (in this branch); otherwise, resume scanning and
guess a βj ; ask whether βj = αl; if no, reject (in this branch); otherwise, accept.”

In prior work [8,11], an oracle-1nfa N is a 1nfa augmented by a write-
only, one-way query tape. At every step of its usual computation on the input,
N may also append a string to the query tape. Also at every step, N may enter
a query state q where, in a single step: (i) the oracle (for a language X) reads
the string x on the query tape and answers a :=yes/no based on whether x∈ X
or not; (ii) the query tape is reset; and (iii) N resumes its computation from q
based on a. In the end, NX solves a language L if it accepts exactly all w ∈L.

This model is a natural restriction of an oracle-ntm to a single, read-only,
one-way tape, and serves well the purposes of [8,11]. But does it serve well
our purposes? For example, can it implement our earlier algorithm A? Unfor-
tunately, the answer is no. The natural approach starts by scanning the input
α̌lβ1 · · · βtα̌r, guessing a βi, and printing it, as a first step towards preparing the
first query to the oracle (is βi = αr?). To complete this query, however, we must
then print αr, to form the seqh instance βiαr; for this, we must know αr; hence,
we must resume scanning until αr. But, by then, we have consumed the input,
and we cannot implement the rest of A (i.e., guess a βj and ask whether βj = αl).
1 A function is elementary if it is the composition of finitely many arithmetic opera-

tions, exponentials, logarithms, constants, and solutions of algebraic equations.
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We conclude that our oracle-1nfas must be stronger than in [8,11]. We choose
to enhance them as follows: Whenever the machine enters a query state, the
oracle reads not just the current string x on the query tape, but the string uxv,
where u is the prefix of the input w up to (and not including) the current cell i of
the input head, and v the suffix of w from the i-th cell onwards (so that w =uv).

With this modification, A is now easy to implement: “Scan the input, guess a βi,
print � , and enter a query state; at this point, uxv = α̌lβ1 · · · � βi · · · βtα̌r and
the query is whether the set after � equals the right ticked set (βi =αr). If no,
reject. Otherwise, resume scanning, guess a βj , print 	 , and enter a query state;
now uxv = α̌lβ1 · · · 	 βj · · · βtα̌r and the query is whether the set after 	 equals
the left ticked set (βj =αl). If no, then reject; else accept.”

Hence, the enhanced model supports our initial intuition. Note, however, that
we had to modify the oracle. Instead of seqh, it now answers for the “marked”
variant mseq: “Given a string α̌lβ1 · · · ∗βi · · · βtα̌r where ∗ ∈ { � , 	 }, check
that βi = αr, if ∗ = � ; or that βi = αl, if ∗ = 	 .” Still, this only modifies the
formatting of the instance (the sets to compare are not alone, but marked in a
list) and not the essence of the test. Such variations should be tolerated.

Definition 1. An oracle-1nfa is a tuple N = (S,Q,Σ, Γ, δ, qs, qa), where S,Q
are disjoint sets of control and query states; qs, qa ∈ S are the start and accept
states; Σ,Γ are the input and query alphabets; and δ is the transition relation:

δ ⊆ (S ∪ Q) × (Σ ∪ {�,�} ∪ {y,n}) × (S ∪ Q) × {s,r} × Γ ∗

with �,� �∈ Σ being the two endmarkers; y,n �∈ Σ ∪ {�,�} being the two oracle
answers; and s,r being the two head instructions.

For any w ∈ Σ∗ and X= (X, X̃) over Γ , the computation of NX on w starts
in qs with the input tape containing �w�; the input head reading �; every query
tape cell containing the blank symbol � �∈ Γ ; and the query head reading the
leftmost �. In every step, N examines the current state p and action symbol a:

– If p ∈ S, then a∈ Σ ∪ {�,�} is the symbol read by the input head.
– If p ∈ Q, then a=y or n, based on whether uxv ∈ X or uxv ∈ X̃, where

x∈ Γ ∗ is the string on the query tape; and u = w1 · · · wi−1 and v = wi · · · w|w|
are the partition of w by the current head position 1 ≤ i ≤ |w| + 1.

For these p, a and every (p, a, q, d, y)∈ δ, the machine: switches to state q; has its
input head stay, if d = s, or advance, if d =r; and appends y to the query tape.
If p ∈ Q then, before y is appended, the query tape is reset to blank.

If more than one (p, a, . , . , . )∈ δ exist, then N nondeterministically follows
all of them in different branches; if no such (p, a, . , . , . )∈ δ exists, then the
current branch hangs. If the input head ever falls off � (into qa), then the current
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branch accepts; if the input head stays forever on a cell, then the current branch
loops. We say that NX accepts w if at least one of the branches accepts.

We say N respects X on problem L= (L, L̃) if every query uxv asked in
every computation of NX on every w ∈ L ∪ L̃ is an instance of X. If so and
NX accepts w for all w ∈ L but no w ∈ L̃, then NX solves L. Finally, N is
deterministic (oracle-1dfa) if δ has at most 1 tuple (p, a, . , . , . ), for all p, a. ◦

4 The One-Way Polynomial-Size Oracle Hierarchy

We now introduce oracle-based minicomplexity classes, and then the hierarchy.

Definition 2. Let X = (Xh)h≥1 be a family of problems. The class of families
of problems which are “solvable by small 1nfas with access to X” is:

1NX :=
{

(Lh)h≥1

∣
∣
∣
there exist oracle-1nfas (Nh)h≥1 and polynomials s, q
such that every Nh has s(h) states, and NXq(h)

h solves Lh

}
.

If X is arbitrary in a class C of problem families, we write 1NC :=
⋃

X∈C 1NX.
If the Nh are actually deterministic, then we write 1DX and 1DC . ◦
E.g., the earlier implementation of A shows that oseq is in 1Nmseq; and thus
also in 1N1Π1 , since mseq ∈ 1Π1. Now, our hierarchy is built as follows:

Definition 3. The one-way polynomial-size oracle hierarchy is the collection of
classes: 1Δ̂0 = 1Σ̂0 = 1Π̂0 := 1D and, for all k ≥ 0:

1Δ̂k+1 := 1D1Σ̂k , 1Σ̂k+1 := 1N1Σ̂k , 1Π̂k+1 := co1Σ̂k+1.

We also let 1Ĥ :=
⋃

k≥0 1Σ̂k. ◦

Easily, 1D ⊆ 1Δ̂k ⊆ 1Σ̂k, 1Π̂k ⊆ 1Δ̂k+1 ⊆ 1Ĥ for all k; therefore, this is indeed
a hierarchy. So, e.g., our earlier algorithm A implies that oseq∈ 1Σ̂2.

This hierarchy is quite strong: its first, second, and third levels already con-
tain problems which are respectively outside 1H, 1A, and 1B (cf. Theorem 1.)

Theorem 2. gef[ω]∈ 1Δ̂1 and (compact ∃seq)R ∈ 1Δ̂2 and eq[2]∈ 1Δ̂3.

At the same time, the hierarchy is not arbitrarily strong, as we now show.

Lemma 3. If L is solved by NX, where N is an s-state oracle-1nfa and X a
problem solved by an r-state 1dfa, then L is solved by an 1afa with O(sr3) states.

Proof. Let N = (S,Q,Σ, Γ, . , qs, . ). Let D = (R,Γ, . , ps, . , ∅) be a 1dfa for X
with |R| = r. We build a 1afa A for L. On every input w, A simulates NX on w.

To see how A works, fix w and follow one branch of the computation of NX

on w. Using existential states, A can easily simulate N along that branch up to
the time t when N asks the first query. At that point, the input head partitions w
into a prefix u and suffix v, and the query tape contains a string x. To continue
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the simulation, A needs to know the oracle’s answer a, i.e., whether uxv is
in X or X̃ (since N respects X on L, there is no third case), i.e., whether
D accepts uxv. But knowing this at time t is impossible, as A has not seen v yet.

To overcome this problem, A guesses and stores a value ã ∈ {y,n} for a and
then branches universally into: (1) a deterministic branch D(ã), which uses D
to verify that ã is correct; and (2) an alternating tree N(ã), which resumes the
simulation of NX on w assuming ã as the oracle’s answer. This way, A accepts
iff the actual answer a (i.e., the value ã for which (1) accepts) leads the rest of
the simulation to accept. Let us see how each of (1) and (2) is implemented.

(1) To verify ã, the branch D(ã) determines whether D accepts uxv. For
this, it deterministically simulates D from p′ := D(ux) (i.e., D’s state after
reading �ux) on v (which, at time t, is the rest of the input). On �, D(ã) accepts
iff ã = y and the simulation accepted; or ã = n and the simulation rejected.

Of course, this requires knowing p′ at time t. For this, during its computation
on u, A performs two more simulations, parallel to its simulation of N on u:

(i) A simulation D of D on �u (from ps); this way, at time t, A knows
p := D(u).

(ii) A piecemeal simulation D̃ of D from p = D(u) on x, which is advanced
every time the simulation of N on u produces the next piece of x; this way,
at time t, A knows the required state p′, since ps −[�u]→ p −[x]→ p′.

Note, however, that N starts producing x strictly before it finishes reading u; so,
p = D(u) is needed by D̃ before it is produced by D. To overcome this problem,
A implements D̃ as follows: First, it guesses and stores a value p̃ for p; then
simulates D on x from p̃, eventually producing a corresponding value p̃′ for p′

at time t; then, it compares the stored p̃ with the actual p produced by D. If
p̃ �= p, then the guess was wrong, and this branch rejects; otherwise, the guess
was correct, and thus p̃′ is safe to use as p′ =D(ux) at the start of D(ã).

(2) The branch N(ã) works recursively. Using existential states, A simulates N
along a branch of its computation after the first query has been answered by ã
and up to the time when N asks the next query. At that point, it again guesses
a value in {y,n} for the answer and branches universally into a deterministic
branch which verifies the correctness of the guessed answer; and an alternating
tree which resumes the computation assuming that answer. And so on.

Formally, A uses states of two different forms: (ã, p̃; p, p̃′, q) ∈ {y,n}×R3 ×S
and (ã, p) ∈ {y,n} × R. In every state (ã, p̃; p, p̃′, q):

p is the current state of the simulation D of D from ps on w. By advancing D
every time an input symbol is read, A guarantees that p is always D(u), where
u the current prefix of w that has been read.

p̃′ is the current state of the simulation D̃ of D from p̃ (the second component)
on the string x which is produced for the query tape by the simulation of N
between times ti−1 (when the (i − 1)-st query is asked; or the computation
starts, if i = 1) and ti (when the i-th query is asked). By advancing D̃ every
time an infix of x is produced, A guarantees that, at time ti, p̃′ is the state
produced by D when run from p̃ on x. So, if p = p̃ also holds at ti, then p̃′ is
the state D(ux) of D after reading the prefix �ux of the i-th query.
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q is the current state of the simulation N(ã1, . . . , ãi−1) of one branch of N on w
and on the guessed values ã1, . . . , ãi−1 for the answers to all queries so far.

Right after the (i− 1)-st query is answered (or the computation starts, if i = 1),
A is at a state ( . , . ; p, . , q), where p, q the current states of simulations D and N
(if i = 1, this is the start state (y, ps; ps, ps, qs)).

Then, A guesses and stores two values ã∗ ∈ {y,n} and p̃∗ ∈ R, for the answer
to the i-th query and D’s state at the time ti of that query. Then, using states
(ã∗, p̃∗; p, p̃′, q), it continues D (in p) and N (in q) on the incoming input symbols;
and starts D̃ (in p̃′, from p̃′ = p̃∗) on the query symbols produced by N.

At time ti, the input head partitions w into a prefix u and suffix v, and the
query symbols produced by N since ti−1 form a string x. Then A checks whether
p̃∗ = p, i.e., the guess for D(u) was correct. If not, then A rejects (in this branch).
Otherwise, the actual state D(ux) is p̃′ and thus, to check whether ã∗ is correct,
A can simulate D from p̃′ on the suffix v. So, A universally splits into:

– A simulation D(ã∗) which, using states (ã∗, p) (starting with p = p̃′), simu-
lates D from p̃′ on v and accepts iff ã∗ matches D’s final decision.

– A continuation of the simulations D and N from state (ã∗, . ; p, . , q), which
first uses ã∗ as oracle answer to advance N into a state q′ while keeping D in p;
then resumes from ( . , . ; p, . , q′) towards the (i+1)-st query (by guessing new
ã∗, p̃∗, restarting D̃, etc.). If no such query occurs, then D, D̃ are ignored and
the branch accepts iff N(ã1, . . . , ãi−1, ã∗) falls off � into the accept state.

Overall, from the two forms of states, we see A has size 2r3s + 2r = O(sr3). �

Now, by Lemma 3 and 1A ⊆ 21N (Theorem 1), we gradually get the following
upper bounds. In the end, 1dfas of elementary size contain the entire hierarchy.

Theorem 4. (i) 1Σ̂1, 1Π̂1 ⊆ 1A. (iii) For k ≥ 0: 1Σ̂k, 1Π̂k ⊆ exp2k(1D).
(ii) For k ≥ 1: 1Σ̂k ⊆ exp2k−1(1N). (iv) 1Ĥ ⊆ e1D.

Finally, we prove that our hierarchy is strict, in the sense that successive
levels are distinct. We arrive at this gradually, in the next theorem. All parts
are straightforward, except (ii), which generalizes the last part of Theorem2.

Theorem 5. The following statements are true:
(i) For k ≥ 0: 1Σ̂k = 1Σ̂k+1 =⇒ 1Σ̂k = 1Ĥ. (iii) For k ≥ 1: 1Σ̂k � 1Δ̂4k−1.

(ii) For k ≥ 1: eq[k] ∈ 1Δ̂2k−1. (iv) For k ≥ 0: 1Σ̂k � 1Σ̂k+1.

Proof (sketch). The proof of (i) is standard; and (iv) follows from (i) and (iii).
In (iii), the witness is eq[2k], which is in 1Δ̂4k−1, by (ii); but not in 1Σ̂k,

by Theorem 4 (ii) and because eq[2k] �∈ exp2k−1(1N) (by a generalization of
seq �∈ 1N).

For (ii), we first introduce two auxiliary problems, for each k ≥ 0:

– Zk = (Zk,h)h≥1: “Given a string of the form w � ab, where a, b ∈ [expk(h)]
and w contains no � , check that a = b.”
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– Yk = (Yk,h)h≥1: “Given a string of the form w#u#u′#v#v′ where u, u′, v, v′

are strings over [expk(h)] and w contains no #, check that some symbol in u
appears in v′; or some symbol in u′ appears in v.”

We then prove that (a) Yk ∈ 1NZk for k ≥ 0; and (b) eq[k] ∈ 1DYk−1 , for k ≥ 1.
Then, (ii) follows from (a) and (b) with a straightforward induction on k. �

5 A Characterization for the Alternating Hierarchy

We now identify a set of restrictions to our oracle-1nfas from Definition 1, under
which the polynomial-size oracle hierarchy coincides with the alternating one.

Definition 4. An oracle-1nfa is called:

1. many-one: if it makes at most 1 query, and then accepts iff the answer is yes;
2. synchronous: if it prints on the oracle tape only right before asking a query;
3. laconic: if, at every query, the query tape contains at most 1 symbol;
4. omitting : if, at every query with input partition u, v and query tape string x,

the query string omits the prefix u, and is thus only xv;
5. query-deterministic: if, at every query, for every possible prior state-symbol-

move triple, there is at most 1 string that can be printed on the query tape.

If N satisfies all of these restrictions, then it is a weak oracle-1nfa. ◦
Definition 5. The classes (1N)X and (1N)C are defined exactly as the respective
classes in Definition 2, except that now all oracle-1nfas are weak. ◦
Definition 6. The one-way polynomial-size weak-oracle hierarchy consists of
the classes: 1Σ̌0 = 1Π̌0 := 1D and, for all k ≥ 0:

1Σ̌k+1 := (1N)co1Σ̌k and 1Π̌k+1 := co1Σ̌k+1.

We also let 1Ȟ :=
⋃

k≥0 1Σ̌k. ◦
We now prove the promised characterization of the alternating hierarchy.

Theorem 6. For all k ≥ 1: 1Σ̌k = 1Σk and 1Π̌k = 1Πk.

Proof. Since 1Π̌k = co1Σ̌k (by definition) and 1Πk = co1Σk, it is enough to prove
1Σ̌k = 1Σk. We use induction on k. (Always let L= (Lh)h≥1 and X = (Xh)h≥1.)

Base case (k = 1): By definition, 1Σ̌1 = (1N)co1D = (1N)1D and 1Σ1 = 1N.
Obviously (1N)1D ⊇ 1N; so, we just prove (1N)1D ⊆ 1N. Pick any L ∈ (1N)1D.
Then L ∈ (1N)X for some X ∈ 1D. So, every Lh is solved by an s(h)-state weak
oracle-1nfa N with access to an oracle for Xq(h), which is solved by an r(q(h))-
state 1dfa D, for polynomial s, q, r. We build a 1nfa N ′ which simulates NXq(h) .

On input w, N ′ starts simulating some branch of N on w. If N ever enters a
query state q, then this is the only query in the branch and the branch will halt
immediately, accepting iff the answer is yes (since N is many-one), namely iff
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D accepts bv, where b the symbol on the transition into q (since N is synchronous
and laconic) and v the current remaining suffix of w (since N is omitting). So, to
find out this branch’s decision, N ′ just simulates D on bv. Equivalently, N ′ just
simulates D from qb := D(b) on the rest of the input. This is clearly doable using
a copy of the states of D. Overall, N ′ is of size O(s(h) + r(q(h)))= poly(h).

Inductive step (k ≥ 1). Assume 1Σ̌k = 1Σk. We prove that 1Σ̌k+1 = 1Σk+1.
[⊆] Let L∈ 1Σ̌k+1. By Definition 6, the inductive hypothesis, and the known

fact co1Σk = 1Πk, this means L∈ (1N)1Πk , i.e., L ∈ (1N)X for some X ∈ 1Πk.
So, Lh is solved by an s(h)-state weak oracle-1nfa N with access to an ora-
cle for Xq(h), which is solved by an r(q(h))-state 1afa U with universal start
and fewer than k alternations, for polynomial s, q, r. We build a 1afa A which
simulates NXq(h) .

On input w, A existentially simulates some branch of N on w until (if ever)
N is ready to make a transition τ = (p, c, q, d, b) into a query state q. As in the
base case (and since 1–4 in Definition 4 hold), A can then find out the branch’s
decision by running a simulation U of U on bv, where u, v is the current partition
of w. Note that c is the first symbol of v, if d = s; or the last symbol of u, if d =r.

An important difference is that now there is not a unique qb to serve as
starting state for simulating U on the rest of the input. Instead, A must run
U on �b more carefully. For as long as U is within �b, A keeps its input head
on the last cell before executing τ , i.e., the cell containing c; consumes no input
symbols at all; and stores in its state the string �b itself and the current state
and position i ∈ {0, 1} of U within �b. Only when U exits from �b into v, does
A start reading input symbols again, to continue U on the rest of the input.

But how does A store �b? The naive approach, of storing b, works only if the
query alphabet has poly(h) symbols. But this is not guaranteed. So, A works dif-
ferently: it stores the states p, q and direction d of the transition τ = (p, c, q, d, b);
then, from p, q, d (stored) and c (current input symbol), it finds b as the last com-
ponent of the unique (since N is query-deterministic) transition (p, c, q, d, . ).

Overall, A starts existentially, performs fewer than k + 1 alternations (as U
has fewer than k), and uses O(s(h) + s(h)2 · r(q(h)) + r(q(h)))= poly(h) states.

[⊇] Let L∈ 1Σk+1. Then Lh is solved by a 1afa Ah =A= (S,Σ, . , qs, . , U)
with fewer than k+1 alternations, qs �∈U , |S|= poly(h). By [2, Theorem 2.3], we
may assume that S is partitioned into sets Sk+1, Sk, . . . , S1 such that qs ∈Sk+1;
U =Sk ∪ Sk−2 ∪ · · · ; and every alternation switches from a state in Si to a state
in Sj for some i > j. We build a weak oracle-1nfa N and a problem Xh such
that NXh simulates A.

Intuitively, N simulates a branch of A for as long as A stays in Sk+1. If it ever
enters a state q �∈Sk+1, then N prints symbol q and enters query state q (N is
synchronous; laconic; and query-deterministic, as every ( . , . , q, . , y) uniquely
has y = q), to ask (now the query string is qv, where v the current remaining
suffix; so N is omitting) if the computation of A from q on v is accepting, and
accepts iff the answer is yes (N is many-one). This correctly simulates A.

To implement this, we use N = (Sk+1, (S \ Sk+1), Σ, (S \ Sk+1), . , qs, . ) with
oracle Xh := “Given qv ∈ (S \Sk+1)Σ∗, check that the computation of Ah from q
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on v is accepting.” Easily, Xh is solved by a 1afa A′
h which, on input qv, simply

simulates Ah from q on v. This A′
h can be made to start universally, makes

fewer than k alternations, and has at most |S|= poly(h) states. So, X ∈ 1Πk. By
1Πk = co1Σk and the inductive hypothesis, this means X ∈ co1Σ̌k. Overall, Lh is
solved by the weak oracle-1nfa N with |Sk+1|= poly(h) states and an oracle
for Xh. So, L ∈ (1N)X . Since X ∈ co1Σ̌k, we have L∈ (1N)co1Σ̌k = 1Σ̌k+1. �

Finally, we prove that all five restrictions in Definition 4 are necessary for
Theorem 6: lifting any of them results in oracle-1nfas which are strictly stronger
than weak. We say an oracle-1nfa is i-weak if it satisfies Definition 4 except for
restriction i.

Theorem 7. For all i∈ {1, . . . , 5}, there exists j ∈ {1, 2} such that small i-weak
oracle-1nfas accessing 1Πj are strictly stronger than weak ones accessing 1Πj.

Proof (sketch). Small weak oracle-1nfas with access to some 1Πj cannot solve
(compact ∃seq)R—or else the problem would be in 1H, and thus in 1A, contra-
dicting Theorem 1. However, the problem is solved by small 3-weak oracle-1nfas
with access to 1Π2; and by small 5-weak oracle-1nfas with access to 1Π1.

Small weak oracle-1nfas with access to some 1Πj cannot solve ∃seq—or else
the problem would be in 1H, and so in re21D (Theorem 1), so ∃seqR ∈ 21D, which
is false (by a pigeonhole argument, ∃seqR

h needs ≥ 22
h

states on a 1dfa). But
2-weak and 4-weak small oracle-1nfas with access to 1Π1 can solve the problem.

Small weak oracle-1nfas with access to 1Π1 cannot solve seq ∧ (
∧¬seq) =

“Given x#y, where x an instance of seq and y an instance of
∧¬seq, check that

both instances are positive.”—or else the problem is in 1Σ2, which we can prove
is false (by an involved proof of independent interest). However, the problem is
solved by small 1-weak oracle-1nfas with the same access. �

6 Conclusion

We introduced a new oracle-1nfa model, studied the polynomial-size hierarchy
induced by it, and used it to characterize the one-way polynomial-size alternating
hierarchy as a special case. A natural next step is to repeat this study for two-way
automata. Before that, the question 1Σ̂k

?=1Π̂k is still open, for all k ≥ 1. Another
direction is to investigate whether our oracle hierarchy can host analogues of
known theorems about the polynomial-time hierarchy (e.g., BPP ⊆ Σ2P).
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Abstract. Automaton groups are a class of self-similar groups gener-
ated by invertible finite-state transducers [11]. Extending the results of
Nekrashevych and Sidki [12], we describe a useful embedding of abelian
automaton groups into a corresponding algebraic number field, and give
a polynomial time algorithm to compute this embedding. We apply
this technique to study iteration of transductions in abelian automaton
groups. Specifically, properties of this number field lead to a polynomial-
time algorithm for deciding when the orbits of a transduction are a ratio-
nal relation. These algorithms were implemented in the SageMath com-
puter algebra system and are available online [2].

Keywords: Automaton groups · Embedding · Number field · Orbits ·
Rational relation · Classification

1 Introduction

An invertible binary transducer A is a Mealy automaton over the binary alpha-
bet where each state has an invertible output function. The transductions of
A are therefore length-preserving invertible functions on binary strings. These
transductions (along with their inverses) naturally generate a group under com-
position, denoted G(A). Such groups, over a general alphabet, are called automa-
ton groups or self-similar groups; these groups have been studied in great detail,
see [6,11] for extensive studies.

Automaton groups have many interesting properties and are capable of sur-
prising complexity. A number of well-known groups can be generated by fairly
simple transducers, indicating that transducers may be a useful semantic inter-
pretation for many groups. Bartholdi’s recent book review in the Bulletin of the
AMS about the relationship between syntactic and semantic approaches to alge-
bra gives some examples where transducers play such a role [1]. For instance, after
Grigorchuk famously solved the long-open problem of finding a group of inter-
mediate growth, it was realized that his group can be generated by the 5-state
invertible binary transducer. In fact, even 3-state invertible binary transducers

c© Springer Nature Switzerland AG 2019
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generate groups which are exceedingly complicated, see [3] for a classification of
all such automata.

Here, we will be primarily concerned with a simpler class of transducers:
those which generate abelian groups. This situation has been previously studied
in [13,17]. It is known that all abelian automaton groups are either boolean or
free abelian [12], and in the free abelian case, one can show that the underlying
automata have nice structural properties. We will summarize and build upon
these results in Sect. 2.2. A running example in this paper will be the transducer
CC3

2, shown in Fig. 1. This transducer generates a group isomorphic to Z
2 and

is perhaps the simplest nontrivial transducer generating an abelian group [18].
We will make connections between abelian automaton groups and other areas

of algebra that will provide useful insight into their structure and complexity.
A result of Nekrashevych and Sidki shows that these groups admit embeddings
into Z

m where transitions in the transducer correspond to affine maps [12]. In
this paper, we describe a related embedding of abelian automaton groups into
associated algebraic number fields and describe how these may be efficiently
computed.

Properties of this embedding can be used to study computational problems
arising in automaton groups. We demonstrate this by studying the complexity of
iteration of transductions. Given a transduction f ∈ G(A), we write f∗ ⊆ 2∗×2∗

for the transitive closure of f . Note that f∗ is a length-preserving equivalence
relation on 2∗. The complexity of this relation was studied in [18], where it was
shown that a certain class of abelian transductions have rational orbit relations.
We will refer to such transductions as orbit-rational. In [4], the authors study a
related problem in a generalization of autmaton groups. In Proposition 6 they
demonstrate a sequential automatic algebra with an orbit relation which is not
context-free. Our results in this paper in a similar spirit. We give a precise char-
acterization of orbit-rational abelian transducers and a corresponding decision
procedure.

Throughout this paper, we will utilize the theory of free abelian groups, linear
algebra, field theory, and some algebraic number theory. See [7] for the necessary
material on the latter subjects, and [8,16] for background on algebraic number
theory.

q1

q2 q3

1/0

0/1a/a

a/a

Fig. 1. The cycle-cum-chord transducer CC3
2
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2 Background

2.1 Automata and Automaton Groups

A binary transducer is a Mealy automaton of the form A = 〈Q,2, δ, λ〉 where Q
is a finite state set, δ : Q × 2 → Q is the transition function, and λ : Q × 2 → 2
is the output function. Such a machine is invertible if for each state q ∈ Q, the
output function λ(q, ·) is a permutation of 2. A state q is called a toggle state if
λ(q, ·) is the transposition and a copy state otherwise. We define the transduction
of q, q : 2∗ → 2∗ recursively as follows: q(ε) = ε and q(a ·w) = λ(q, a) ·δ(q, a)(w),
where ε denotes the empty string, · denotes concatenation, and a ∈ 2. Note that
invertibility of transductions follows from invertibility of the transition functions.
We let a boldface character, e.g. a denote an element of 2, and a denote the
flipped character. The inverse machine A−1 is computed by simply flipping the

edge labels of A: if p
a/b−−→ q in A then p−1 b/a−−→ q−1 in A−1.

Invertible transducers define a subclass of automaton groups. The group G(A)
is formed by taking all transductions and their inverses under composition. As
described in [18] the group G(A) can be seen as a subgroup of the automorphism
group of the infinite binary tree, denoted Aut(2∗). Clearly any automorphism
f ∈ Aut(2∗) can be written in the form f = (f0, f1)π where π ∈ S2. Here π
describes the action of f on the root, and f0 and f1 are the automorphisms
induced by f on the two subtrees. We call (f0, f1)π the wreath representation
of f ; this name is derived from the fact that Aut(2∗) ∼= Aut(2∗) � S2, where �
denotes the wreath product. Let σ ∈ S2 denote the transposition. A transduction
f is called odd if f = (f0, f1)σ and even otherwise. In the even case, we’ll
write f = (f0, f1). Here f0 and f1 are called the residuals of f , a concept first
introduced by Raney [14]. We call the maps f 	→ fa for a ∈ 2 the residuation
maps. Residuals can be extended to arbitrary length words by fε = f and
fw·a = (fw)a, where w ∈ 2∗ and a ∈ 2. The complete group automaton for A,

denoted C(A), has as its state set G(A) with transitions of the form f
a/b−−→ fa,

where b = fa.

2.2 Abelian Automata

For any automorphism f ∈ G(A), define its gap to be γf = (f0)(f1)−1, so that
f0 = γff1. An easy induction on the wreath product shows the following [13]:

Lemma 1. An automaton group G(A) is abelian if, and only if, all even ele-
ments of G have gap value I, where I denotes the identity automorphism, and
all odd elements have the same gap.

Thus, for abelian groups, we may denote the shared gap value by γA, and when
the underlying automaton is clear from context, we will simply denote the gap
value by γ. It follows that every odd f satisfies f = (γf1, f1)σ and every even f
satisfies f = (f1, f1).

If G(A) is abelian, we will call A an abelian automaton. It should be noted
that Lemma 1 gives an easy decision procedure to determine if a given machine A
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is abelian. Let B be the minimization of the product machine A×A−1, which can
be computed using a partition-refinement algorithm, where the initial partition
is induced by even and odd states. Then A is abelian if and only if the gap of
each even state is collapsed to the identity state in B and if the gap of each odd
state is collapsed to the same state in B.

3 Affine Residuation Parametrization

In this section we will discuss embeddings of abelian automaton groups where
residuation corresponds to an affine map.

3.1 Residuation Pairs

When G(A) ∼= Z
m, elements of the group may be represented as integer vectors

in Z
m. This section will use this interpretation, and explore the linear-algebraic

properties of the residuation maps. Let H ≤ G(A) be the subgroup of even
automorphisms. It’s clear that H is a subgroup of index 2 and that the resid-
uation maps restricted to H are homomorphisms into G(A). Maps of this form
are known as 1/2-endomorphisms and were studied by Nekrashevych and Sidki
in [12]. The authors proved that when G(A) is free abelian, the residuation maps
take the form of an affine map. The following theorem summarizes their results
to this end.

Theorem 2. If G(A) ∼= Z
m, then there exists an isomorphism φ : G(A) → Z

m,
an m × m rational matrix A, and a rational vector r which satisfy

φ(fa) =

{
A · φ(f) if f is even,

A · φ(f) + (−1)a
r if f is odd.

(1)

Also, the matrix A satisfies several interesting properties:

– A is contracting, i.e., its spectral radius is less than 1.
– The characteristic polynomial χ(z) of A is irreducible over Q, and has the

form χ(z) = zm + 1
2g(z), where g(z) ∈ Z[z] is of degree at most m − 1.

We’ll call the pair A, r a residuation pair for A. Then G(A) (and its residu-
ation relations) is completely determined by the image of one state under φ and
a residuation pair.

Example 3. CC3
2 admits the following residuation pair:

A =
( −1 1

−1/2 0

)
, r =

( −1
−3/2

)
, φ(s1) =

(
1
0

)

This parameterization is a useful tool for performing computations in G(A).
Transduction composition becomes vector addition and residuation becomes an
affine map over Z

m. However, the residuation pair is not unique. In fact, the
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matrix A may not be unique even up to GL(m,Z) similarity. A theorem of
Latimer and MacDuffee implies that the GL(m,Z) similarity classes of matrices
with characteristic polynomial χA(z) are in one-to-one correspondence with the
ideal classes of Z[z]/(χA(z)) [9]. Utilizing computer algebra, we can find an
example with multiple similarity classes.

Example 4. The residuation matrices of the automaton CC15
8 have 2 GL(m,Z)

similarity classes.

Furthermore, it is unclear at this point how one may compute a residuation
pair for a general abelian automaton.

3.2 Number Field Embedding

We introduce a parametrization which addresses the above concerns, i.e. it will
be unique for A, and we will give a method to compute it efficiently. We will show
that G(A) can be embedded as an additive subgroup of an algebraic number field
F (A). At this point, it is not clear that F (A) is unique, but this will indeed be
the case, as shown in Theorem 9. In this section, we will use some basic results
from algebraic number theory, see [8,16] for the requisite background.

Suppose A has states q1, . . . , qn. For each state qi, we introduce an unknown

xi, and let R = Q[z, x1, . . . , xn]. For each transition qi
a/b−−→ qj in A, we define

the polynomial pi,j ∈ R as pi,j = zxi − xj + a − b, where we interpret a and b
as integers. Let I be the ideal of R generated by the set of all such polynomials,
and let S be the system of equations defined by I, i.e. by setting each pi,j = 0.

Lemma 5. The polynomial system S has a solution.

Proof. Let A, r be a residuation pair of A and let χ(z) be the characteristic
polynomial of A. Define F = Q(α), where α is any root of χ(z), and let φ :
G(A) → Z

m be the isomorphism from Theorem 2. We will construct a map
ψ : Zm → F such that applying ψ ◦ φ to the states of A yields a solution to S.

Since χ(z) is irreducible, it’s clear that B = {r,Ar, . . . , Am−1r} is a basis
for Q

m. Define ψ : Qm → F on B as ψ(Akr) = αk. Then we have an injective
homomorphism Ψ : G(A) → F , where Ψ = ψ ◦ φ. Now applying ψ to the terms
in Eq. (1) gives

Ψ(fa) =

{
αΨ(f) if f is even,

αΨ(f) + (−1)a if f is odd.
(2)

It follows that α, Ψ(q1), . . . , Ψ(qn) is a solution to S. �
We now analyze the structure of a general solution to S, and show that up to

conjugates, the above solution is unique. For an example of such a solution,
look forward to Example 11. For the following results, let α, β1, . . . , βn ∈ C be
solutions for z, x1, . . . , xn respectively. Define the map Ψ on the generators of
G(A) as Ψ(qi) = βi.

Lemma 6. For each f ∈ G(A), Eq. (2) holds.
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Proof. The definition of the generators of I ensures that it holds for the gen-
erators of G(A). This can be extended to arbitrary products by induction on
the length of the product. Let f ∈ G(A), and write f = s · g, where s is a
generator and g �= I. By induction we have that both s and g obey Eq. (2).
Consider the possible parities of s and g; e.g. if s is odd and g is even, then note
αΨ(s) = Ψ(sa) − (−1)a, and so

αΨ(f) + (−1)a = αΨ(s) + αΨ(g) + (−1)a = Ψ(sa) + Ψ(ga) = Ψ(fa).

The other cases follow similarly. �
Lemma 7. α is unique up to conjugates, i.e. it is a root of χ(z), the character-
istic polynomial of a residuation matrix of A.

Proof. Let γ be the gap value for A discussed in Sect. 3.1. From Lemma 6, we
see Ψ(γ) = 2. Let m be the rank of G(A), and let ζk be a non-identity length-k
residual of γ, so that for k = 1, . . . ,m, Ψ(ζi) is a polynomial in α of degree k.
Then γ, ζ1, . . . , ζm are linearly dependent in G(A), and hence are also under Ψ .
This shows that α is a root of a degree m polynomial, which is the same degree
as the irreducible χ(z) from Lemma 5, implying that α satisfies χ(α) = 0. �
Lemma 8. Let L be the integral span of β1, . . . , βn, and let Ψ : G(A) → L be the
homomorphism defined on the generators as qi 	→ βi. Then Ψ is an isomorphism.

Proof. Suppose for the sake of contradiction that there is a non-identity f ∈
G(A) such that Ψ(f) = 0. If f is even, then some finite residual fw must be odd
(because f is non-identity), and Ψ(fw) = α|w|Ψ(f) = 0. Thus without loss of
generality, we may assume f is odd. It follows from Lemma 6 that Ψ(f0) = 1,
and thus 1 ∈ L.

Then, by induction, we can show that αk ∈ L for all k ∈ N. The base
case of k = 0 follows from the above, and for the inductive case let us assume
αk =

∑n
i=1 ciβi. Let ∂0 βi denote the 0-residual of βi. Then, if qi is even, we

have αqi = ∂0 qi and if qi is odd, we have αqi = ∂0 qi − 1. It follows that

αk+1 = α

n∑
i=1

ciβi =
n∑

i=1

ci∂0 βi −
n∑

i=1

ci,

Because 1 ∈ L, we conclude that the constant term
∑n

i=1 ci ∈ L, implying that
αk+1 ∈ L. Thus, since |α| < 1, there are arbitrarily small nonzero elements in L.
But L is a discrete subgroup of a number field, and hence has a smallest nonzero
element [16], so we have a contradiction. �

We summarize these results in the following theorem:

Theorem 9. There exists a unique (up to conjugates) algebraic number α such
that G(A) embeds into the field F (A) = Q(α), such that if Ψ : G(A) → F (A) is
the embedding, then for all f ∈ G(A),

Ψ(fa) =

{
αΨ(f) if f is even,

αΨ(f) + (−1)a if f is odd.
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The existence of a unique solution addresses one of the issues mentioned with
the residuation matrix. What remains is to show the number field embedding is
efficiently computable.

Theorem 10. F (A) and the embedding Ψ : G(A) → F (A) from Theorem9 can
be computed in time O(n6).

Proof. We seek to compute χ(z) along with the unique solution to S as elements
of F (A). By Theorem 9, computing a triangular decomposition of I, with respect
to the lexicographic monomial ordering on x1 < · · · < xn < z, would yield χ(z)
as the first element [10]. The values for xi may then be computed by solving the
linear system in F (A). The work required to compute a triangular decomposition
is dominated by the calculation of a Gröbner basis for I [10]. In general, Gröbner
basis calculation is known to be EXPSPACE-complete. However, the bilinear
structure of the equations allow for better upper bounds on the complexity.
Thus the F5 algorithm from [5] computes a Gröbner basis for I in time O(n6).
�
Example 11. The polynomial ideal for CC3

2 is

I = (zx1 + 1 − x3, zx1 − 1 − x2, zx3 − x2, zx2 − x1).

A triangular decomposition gives the minimal polynomial χ(z) = z2 + z + 1/2.
Letting α denote a root of χ(z), we have

Ψ(q1) =
1
5

(−6α − 2) , Ψ(q2) =
1
5

(4α − 2) , Ψ(q3) =
1
5

(4α + 8) .

4 Orbit Rationality

4.1 Background

We briefly return to the case of a general (possibly nonabelian) automaton group.
For f ∈ G(A) and x ∈ 2∗, we define the orbit of x under f , denoted f∗(x), as
the set of iterates of f applied to x, {f tx | t ∈ Z}. Following this, we define the
orbit language,

orb(f) = {x:y | ∃t ∈ Z such that f tx = y},

where the convolution x:y of two words x,y ∈ 2k is defined by

x:y =
x1 x2 . . . xk

y1 y2 . . . yk
∈ (2 × 2)k.

We concern ourselves with the following question: Given x,y ∈ 2∗, is x:y ∈
orb(f)? We’ll call automorphisms orbit-rational if their orbit language is regular
(and hence their orbit relation is rational). Consider the orbit with translation
language as defined in [18]:

R(f, g) = {x:y | ∃t ∈ Z such that gf tx = y}.
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It was shown that R is closed under quotients. If f, g ∈ G(A) and b = ga, then

(a:b)−1R(f, g) =

{
R(fa, ga) if f is even,

R(fafa, ga) if f is odd.

(a:b)−1R(f, g) =

{
∅ if f is even,

R(fafa, faga) if f is odd.

Consider the infinite transition system MA over 2 × 2 and with transitions

R(f, g) a:b−−→ (a:b)−1R(f, g).

For any f ∈ G(A), R(f, I) is the orbit language for f . By Brzozowski’s theorem,
f is orbit-rational if and only if the subautomaton of MA reachable from (f, I) is
finite. Because G(A) is contracting (see e.g. [11]), this occurs if and only if finitely
many first arguments to R appear in the closure of R(f, I) under residuation.
The first arguments of the quotients depend only on the input bit a, which leads
us to consider the maps

ϕa(f) =

{
fa if f is even,

fafa if f is odd.

Hence to determine if f is orbit-rational, it suffices to determine the cardinality
of the set resulting from iterating ϕ0, ϕ1 starting at f .

4.2 The Abelian Case

Throughout this section we will assume A is abelian. In this case, we have
ϕa = ϕa, so we will drop the subscript and simply refer to ϕ. If f is odd, then
f = (γf1, f1)σ, where γ is the gap value of A. Then, ϕ(f) = γf1

2, and

ϕ(f) =

{
f0 if f is even,

γf1
2 if f is odd.

(3)

We seek to understand the behavior of iterating ϕ on an automorphism, and
in particular, determine when ϕ∗(f) = {ϕt(f) | t ∈ N} is finite. To accomplish
this, will return to the wreath representation for automorphisms and relate ϕ to
an extension of parity for automorphisms in G(A).

Definition 12. The even rank of an automorphism f ∈ G(A), denoted |f |, is
defined as the minimum integer k such that ϕk(f) is odd. If there is no such
integer, then |f | = ∞.

When the context is clear, we will abbreviate “even rank” as “rank”. It is
clear that when f is even, ϕ(f) = f0 = f1, so the rank equivalently measures
the distance from f to its first odd residual. If f has infinite rank, then for every
w ∈ 2∗, the residual fw is even. Thus fx = x for all x ∈ 2∗, implying that
the only automorphism with infinite rank is the identity. We will now prove
the primary connection between rank and ϕ: that rank equality is preserved
under ϕ.
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Lemma 13. If f, g ∈ G(A) with |f | = |g|, then |ϕ(f)| = |ϕ(g)|.
Proof. The case when |f | > 0 is clear, but if |f | = 0, then we may write f in
wreath representation as f = (γh, h)σ, where γ is the gap value discussed in
Sect. 3.1, and it follows that ϕ(f) = γh2. If we had |γ| <

∣∣h2
∣∣, it would follow

that |ϕ(f)| = |γ|, so it suffices to show this inequality. Indeed, since h2 is even
and h2 = (γh1

2, γh1
2), we have

∣∣h2
∣∣ ≥ 1+min(|γ| , ∣∣h1

2
∣∣). This inequality would

hold for any square h2; in particular, it also holds for h1
2. It follows that the

min takes value |γ|, so
∣∣h2

∣∣ ≥ 1 + |γ|. Thus, for any odd f , |ϕ(f)| = |γ|, which
completes the proof. �
Corollary 14. If f is an odd automorphism and t = |ϕ∗(f)| is finite, then
ϕt(f) = f .

Proof. Because |ϕ∗(f)| is finite, the sequence {ϕn(f)|n ≥ 0} is eventually peri-
odic. Lemma 13 shows iterating ϕ on f produces a cyclic sequence of ranks of
the form 0, |γ| , |γ| − 1, . . . , 0, . . .. We note that ϕ is invertible when restricted
to the automorphisms of rank at most |γ|. Indeed, for any automorphism g, if
|g| < |γ|, then the unique inverse is ϕ−1(g) = (g, g). If instead |g| = |γ|, there
is a unique odd h such that g = ϕ(h) = γh1

2. It follows that the first repeated
automorphism in ϕ∗(f) is f itself, so ϕt(f) = f . �

The preceding results can be interpreted in the corresponding number field.
Recall the map Ψ : G(A) → F (A) satisfying the properties described in Sect. 3.2.
Let χ(z) be the unique characteristic polynomial for A, and let α be a root
of χ such that F (A) = Q(α). Let L = Ψ(G(A)) be the image of the group
elements in F (A). Then Γ = ΨϕΨ−1 is the orbit residuation map in L, so
|ϕ∗(f)| = |Γ ∗(Ψ(f))|, and it follows from Eq. (3) that for any β ∈ L,

Γ (β) =

{
αβ ifΨ−1(β) is even,
2αβ ifΨ−1(β) is odd.

Lemma 15. If f ∈ G(A), f �= I, and ϕ∗(f) is finite, then (2αk)n = 1 for some
k, n ∈ N. Furthermore, ϕ∗(g) is finite for any g ∈ G(A).

Proof. Suppose ϕ∗(f) is finite. Because any non-identity f has finite rank, if we
let f ′ = ϕ|f |(f), then f ′ is odd and ϕ∗(f ′) is finite.

By Corollary 14, we may write ϕt(f ′) = f ′. Let h be the first odd automor-
phism after f ′ in the sequence {ϕn(f ′) | n ≥ 0}, say ϕk(f ′) = h. So in F (A),
Γ kΨ(f ′) = 2αkΨ(h). Then by Lemma 13, the sequence of parities starting from
f ′ and h are identical, meaning that any odd state reachable by f ′ must be of
the form ϕkn(f ′). Thus taking n = t

k shows (2αk)n Ψ(f ′) = Ψ(f ′). Since f ′ �= I,
it follows that Ψ(f ′) �= 0, and so (2αk)n = 1 in F (A). Now if g ∈ G(A) with
g �= I, then g′ = ϕ|g| is odd, and

Γ kn(Ψ(g)) = (2αk)n Ψ(g) = Ψ(g),

so ϕkn(g) = g, and hence ϕ∗(g) is finite. �
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Lemma 16. Some power of α is rational if and only if for some k, n ∈ N,
(2αk)n = 1. In this case, α has magnitude 2− 1

m , where m is the rank of the free
abelian group G(A).

Proof. First assume that (2αk)n = 1 for some integers k and n. Then αkn = 2−n.
Conversely let � be smallest such that α� = r is rational. Then α is a root of
p(z) = z� − r. Let χ(z) be the irreducible characteristic polynomial of A. Since
χ is the minimal polynomial of λ0, then χ(z) | p(z). Thus all roots of χ have
equal magnitude, and since the constant term of χ(z) is ± 1

2 , this magnitude is
|α| = ±2− 1

m , where m is the rank of G(A). Since λ� = r has rational norm, m
divides �. Setting k = m and n = 2�

m guarantees that (2αk)n = 1. �
Our main result follows from the preceding lemmas:

Theorem 17. Let χ(z) be the unique characteristic polynomial for A, and let α
be a root of χ such that F (A) = Q(α). Then for any f ∈ G(A), f is orbit-rational
if and only if some power of α is rational.

Example 18. CC3
2 is orbit rational. Recall from Example 11 that F (CC3

2) =
Q[z]/(χ(z)) for χ(z) = z2 + z + 1/2. If α is a root of χ(z), then α4 = −1/4.

4.3 Decision Procedure

We aim to turn Theorem17 into a decision procedure for orbit rationality.

Lemma 19. Some power of α is rational if and only if α4� is rational, where
� = m

2 if m is even and � = m if m is odd.

Proof. By Lemma 16, all roots of χ(z) have norm 2− 1
m and therefore lie on the

complex disk of radius 2− 1
m . We will follow a technique of Robinson in [15] to

show χ(z) is of the form P (z�), where P has degree at most 2. We write

χ(z) = amxm + am−1x
m−1 + · · · + a1x + a0,

where am = 1 and a0 = ± 1
2 . Now if β is any root of χ(z), then the conjugate

β = 2−2mβ−1 is also a root of χ(z). Consider the polynomial p(z) = zmχ
(

2−2m

z

)
.

Then, p(z) has the same roots and same degree as χ(z), so χ(z) is a constant
multiple of p(z). Computing the leading coefficient shows a0χ(z) = p(z), and
equating the remaining coefficients gives for all k ≤ m, a0am−k = ak2− 2k

m . Thus
2− 2k

m is rational when ak �= 0. Let � be the smallest integer such that 2− 2�
m is

rational, i.e. � = m if m is odd or � = m
2 if m is even. Then ak is nonzero only

if � | k, so there exists a degree m
� polynomial P (z) such that χ(z) = P

(
z�

)
.

That is, the roots of χ(z) are of the form �
√

β for β a root of P . Note that P (z)
is monic and irreducible, has constant term ± 1

2 , and all of its roots have norm
2− �

m . This process reduces χ(z) to a degree 1 or 2 polynomial, depending on the
parity of m. If m is odd, then the only possible polynomials are P (z) = z ± 1

2 ,
both of which have a single rational root. Thus the only interesting case is if
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m is even, where we claim there are only 4 possibilities for P (z). The appendix
of [13] lists the 6 polynomials over Q of degree 2 which are monic, irreducible,
contracting, and have constant term ± 1

2 :

P1(z) = z2 − 1
2
, P2(z) = z2 +

1
2
, P3(z) = z2 − z +

1
2
,

P4(z) = z2 + z +
1
2
, P5(z) = z2 − 1

2
z +

1
2
, P6(z) = z2 +

1
2
z +

1
2
.

We claim that, in the orbit-rational case, P (z) cannot be P5(z) or P6(z). The
polynomial P5(z)P6(z) has roots β = ± i

4 (
√

7 ± i), which live in the degree 2
extension Q(

√−7). If one of these roots satisfied βk = r for some integer k and
rational number r, then Q(

√−7) would contain an kth root of unity. Recall that
a kth root of unity has degree ϕ(k) over Q, where ϕ denotes Euler’s totient
function. Thus we would have ϕ(k) = 2, so k = 3 or k = 4. It’s straightforward
to check that βk is not rational for any of the above roots β where k = 3, 4.
Thus, P5(z) and P6(z) are not possible. One can also verify any root β of P1(z),
P2(z), P3(z), or P4(z) satisfies β4 = ± 1

4 . Since the roots of χ(z) satisfy λ� = β
for a root β of P (z), it follows that λ4� is rational. �
Theorem 20. Given an abelian binary invertible transducer A, we can decide
if G(A) is orbit-rational in polynomial time.

Proof. By Theorem 10, we can compute the number field of A and find χ(z) in
time O(n6). Let � be as in Lemma 19. Using standard number field arithmetic
techniques, we compute z4� in the field Q[z]/(χ(z)) and check if it is rational. �

5 Discussion and Open Problems

We extended the results of Nekrashevych and Sidki in [12]. This yielded an
embedding of G(A) into a number field where residuation in A became an affine
map in F (A). This removed redundancies present in the residuation pairs, giving
each automorphism a unique element in a number field. Additionally, we have
demonstrated that this embedding is computable in polynomial time.

Phrasing computational problems about A in terms of F (A) may yield
efficient solutions. We demonstrated this with the question of deciding orbit-
rationality, where the problem reduces to a simple computation in F (A). We
expect other computational problems in A can exploit the algebraic structure
of F (A) in a similar way to yield efficient solutions. It is not clear how these
results may be generalized to non-abelian automaton groups, and this is the
largest open question we raise. At this time we are not aware of any nonabelian
orbit-rational automaton groups.
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1 Introduction

A recurrent theme in group theory is to understand and classify group-theoretic
problems in terms of their formal language complexity [1,9–11,20]. Many authors
have considered the groups whose non-trivial elements, i.e. co-word problem,
can be described as a context-free language [3,14,16,18]. Holt and Röver went
beyond context-free to show that a large class known as bounded automata groups
have an indexed co-word problem [15]. This class includes important examples
such as Grigorchuk’s group of intermediate growth, the Gupta-Sidki groups,
and many more [12,13,21,24]. For the specific case of the Grigorchuk group,
Ciobanu et al. [5] showed that the co-word problem was in fact ET0L. ET0L is
a class of languages coming from L-systems which lies strictly between context-
free and indexed [19,22,23]. Ciobanu et al. rely on the grammar description
of ET0L for their result. Here we are able to show that all finitely generated
bounded automata groups have ET0L co-word problem by instead making use
of an equivalent machine description: check-stack pushdown (cspd) automata.

ET0L languages, in particular their deterministic versions, have recently
come to prominence in describing solution sets to equations in groups and
monoids [4,7,8]. The present paper builds on the recent resurgence of interest,
and demonstrates the usefulness of a previously overlooked machine description.

For a group G with finite generating set X, we denote by coW(G,X) the set
of all words in the language (X ∪X−1)� that represent non-trivial elements in G.
We call coW(G,X) the co-word problem for G (with respect to X). Given a class
C of formal languages that is closed under inverse homomorphism, if coW(G,X)
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is in C then so is coW(G,Y ) for any finite generating set Y of G [14]. Thus, we
say that a group is co-C if it has a co-word problem in the class C. Note that
ET0L is a full AFL [6] and so is closed under inverse homomorphism.

2 ET0L Languages and CSPD Automata

An alphabet is a finite set. Let Σ and V be two alphabets which we will call
the terminals and non-terminals, respectively. We will use lower case letters to
represent terminals in Σ and upper case letters for non-terminals in V . By Σ�,
we will denote the set of words over Σ with ε ∈ Σ� denoting the empty word.

A table, τ , is a finite set of context-free replacement rules where each non-
terminal, X ∈ V , has at least one replacement in τ . For example, with Σ = {a, b}
and V = {S,A,B}, the following are tables.

α :

⎧
⎪⎨

⎪⎩

S → SS | S | AB

A → A

B → B

β :

⎧
⎪⎨

⎪⎩

S → S

A → aA

B → bB

γ :

⎧
⎪⎨

⎪⎩

S → S

A → ε

B → ε

(1)

We apply a table, τ , to the word w ∈ (Σ ∪ V )� to obtain a word w′, written
w →τ w′, by performing a replacement in τ to each non-terminal in w. If a
table includes more than one rule for some non-terminal, we nondeterministically
apply any such rule to each occurrence. For example, with w = SSSS and α as
in (1), we can apply α to w to obtain w′ = SABSSAB. Given a sequence of
tables τ1, τ2, . . . , τk, we will write w →τ1τ2···τk w′ if there is a sequence of words
w = w1, w2, . . . , wk+1 = w′ such that wj →τj wj+1 for each j.

Definition 1 (Asveld [2]). An ET0L grammar is a 5-tuple G = (Σ,V, T,
R, S), where

1. Σ and V are the alphabets of terminals and non-terminals, respectively;
2. T = {τ1, τ2, . . . , τk} is a finite set of tables;
3. R ⊆ T � is a regular language called the rational control; and
4. S ∈ V is the start symbol.

The ET0L language produced by the grammar G, denoted L(G), is

L(G) := {w ∈ Σ� : S →v w for some v ∈ R} .

For example, with α, β and γ as in (1), the language produced by the above
grammar with rational control R = α�β�γ is {(anbn)m : n,m ∈ N}.

2.1 CSPD Automata

A cspd automaton, introduced in [17], is a nondeterministic finite-state automa-
ton with a one-way input tape, and access to both a check-stack (with stack
alphabet Δ) and a pushdown stack (with stack alphabet Γ ), where access to
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these two stacks is tied in a very particular way. The execution of a cspd machine
can be separated into two stages.

In the first stage the machine is allowed to push to its check-stack but not its
pushdown, and further, the machine will not be allowed to read from its input
tape. Thus, the set of all possible check-stacks that can be constructed in this
stage forms a regular language which we will denote as R.

In the second stage, the machine can no longer alter its check-stack, but is
allowed to access its pushdown and input tape. We restrict the machine’s access
to its stacks so that it can only move along its check-stack by pushing and
popping items to and from its pushdown. In particular, every time the machine
pushes a value onto the pushdown it will move up the check-stack, and every
time it pops a value off of the pushdown it will move down the check-stack; see
Fig. 1 for an example of this behaviour.

..

.

b b

τ1

τ2

τ3

τn

check-stack

..

.

b

pushdown

read
head

..

.

b b

τ1

τ2

τ3

τn

check-stack

..

.

a2

a1

pushdown

read
head

..

.

b b

τ1

τ2

τ3

τn

check-stack

..

.

a2

pushdown

read
head

Fig. 1. An example of a cspd machine pushing w = a1a2, where a1, a2 ∈ Δ, onto its
pushdown stack, then popping a1

We define a cspd machine formally as follows.

Definition 2. A cspd machine is a 9-tuple M = (Q,Σ, Γ,Δ, b,R, θ, q0, F ),
where

1. Q is the set of states;
2. Σ is the input alphabet;
3. Γ is the alphabet for the pushdown;
4. Δ is the alphabet for the check-stack;
5. b /∈ Δ ∪ Γ is the bottom of stack symbol;
6. R ⊆ Δ� is a regular language of allowed check-stack contents;
7. θ is a finite subset of

(Q × (Σ ∪ {ε}) × ((Δ × Γ ) ∪ {(ε, ε), (b, b)})) × (Q × (Γ ∪ {b})�),

and is called the transition relation (see below for allowable elements of θ);
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8. q0 ∈ Q is the start state; and
9. F ⊆ Q is the set of accepting states.

In its initial configuration, the machine will be in state q0, the check-stack will
contain bw for some nondeterministic choice of w ∈ R, the pushdown will contain
only the letter b, the read-head for the input tape will be at its first letter, and the
read-head for the machine’s stacks will be pointing to the b on both stacks. From
here, the machine will follow transitions as specified by θ, each such transition
having one of the following three forms, where a ∈ Σ∪{ε}, p, q ∈ Q and w ∈ Γ �.

1. ((p, a, (b, b)), (q, wb)) ∈ θ meaning that if the machine is in state p, sees b on
both stacks and is able to consume a from its input; then it can follow this
transition to consume a, push w onto the pushdown and move to state q.

2. ((p, a, (d, g)), (q, w)) ∈ θ where (d, g) ∈ Δ×Γ , meaning that if the machine is
in state p, sees d on its check-stack, g on its pushdown, and is able to consume
a from its input; then it can follow this transition to consume a, pop g, then
push w and move to state q.

3. ((p, a, (ε, ε)), (q, w)) ∈ θ meaning that if the machine is in state p and can
consume a from its input; then it can follow this transition to consume a,
push w and move to state q.

In the previous three cases, a = ε corresponds to a transition in which the
machine does not consume a letter from input. We use the convention that, if
w = w1w2 · · · wk with each wj ∈ Γ , then the machine will first push the wk,
followed by the wk−1 and so forth. The machine accepts if it has consumed all
its input and is in an accepting state q ∈ F .

In [17] van Leeuwen proved that the class of languages that are recognisable
by cspd automata is precisely the class of ET0L languages.

3 Bounded Automata Groups

For d � 2, let Td denote the d-regular rooted tree, that is, the infinite rooted
tree where each vertex has exactly d children. We identify the vertices of Td with
words in Σ� where Σ = {a1, a2, . . . , ad}. In particular, we will identify the root
with the empty word ε ∈ Σ� and, for each vertex v ∈ V(Td), we will identify the
k-th child of v with the word vak, see Fig. 2.

Recall that an automorphism of a graph is a bijective mapping of the vertex
set that preserves adjacencies. Thus, an automorphism of Td preserves the root
and “levels” of the tree. The set of all automorphisms of Td is a group, which
we denote by Aut(Td). We denote the permutation group of Σ as Sym(Σ).
An important observation is that Aut(Td) can be seen as the wreath product
Aut(Td) �Sym(Σ), since any automorphism α ∈ Aut(Td) can be written uniquely
as α = (α1, α2, . . . , αd)·σ where αi ∈ Aut(Td) is an automorphism of the sub-tree
with root ai, and σ ∈ Sym(Σ) is a permutation of the first level. Let α ∈ Aut(Td)
where α = (α1, α2, . . . , αd) · σ ∈ Aut(Td) � Sym(Σ). For any b = ai ∈ Σ, the
restriction of α to b, denoted α|b := αi, is the action of α on the sub-tree
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ε

a1 a2 ad· · ·

a1a1 a1a2 a1ad· · ·
· · · · · · · · ·

· · · · · ·

Fig. 2. A labelling of the vertices of Td with the root labelled ε

with root b. Given any vertex w = w1w2 · · · wk ∈ Σ� of Td, we can define the
restriction of α to w recursively as

α|w =
(

α|w1w2···wk−1

)∣
∣
∣
wk

and thus describe the action of α on the sub-tree with root w.
A Σ-automaton, (Γ, v), is a finite directed graph with a distinguished vertex

v, called the initial state, and a (Σ × Σ)-labelling of its edges, such that each
vertex has exactly |Σ| outgoing edges: with one outgoing edge with a label of
the form (a, ·) and one with a label of the form (·, a) for each a ∈ Σ.

Given some Σ-automaton (Γ, v), where Σ = {a1, . . . , ad}, we can define an
automorphism α(Γ,v) ∈ Aut(Td) as follows. For any given vertex b1b2 · · · bk ∈
Σ� = V(Td), there exists a unique path in Γ starting from the initial vertex, v,
of the form (b1, b′

1) (b2, b′
2) · · · (bk, b′

k), thus we will now define α(Γ,v) such that
α(Γ,v)(b1b2 · · · bk) = b′

1b
′
2 · · · b′

k. Notice that it follows from the definition of a
Σ-automaton that α(Γ,v) is a tree automorphism as required.

An automaton automorphism, α, of the tree Td is an automorphism for which
there exists a Σ-automaton, (Γ, v), such that α = α(Γ,v). The set of all automaton
automorphisms of the tree Td form a group which we will denote as A(Td). A
subgroup of A(Td) is called an automata group.

An automorphism α ∈ Aut(Td) will be called bounded (originally defined in
[24]) if there exists a constant N ∈ N such that for each k ∈ N, there are no more
than N vertices v ∈ Σ� with |v| = k (i.e. at level k) such that α|v �= 1. Thus,
the action of such a bounded automorphism will, on each level, be trivial on all
but (up to) N sub-trees. The set of all such automorphisms form a group which
we will denote as B(Td). The group of all bounded automaton automorphisms
is defined as the intersection A(Td) ∩ B(Td), which we will denote as D(Td). A
subgroup of D(Td) is called a bounded automata group.

A finitary automorphism of Td is an automorphism φ such that there exists
a constant k ∈ N for which φ|v = 1 for each v ∈ Σ� with |v| = k. Thus, a
finitary automorphism is one that is trivial after some k levels of the tree. Given
a finitary automorphism φ, the smallest k for which this definition holds will
be called its depth and will be denoted as depth(φ). We will denote the group
formed by all finitary automorphisms of Td as Fin(Td). See Fig. 3 for examples
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of the actions of finitary automorphisms on their associated trees (where any
unspecified sub-tree is fixed by the action).

a b

Fig. 3. Examples of finitary automorphisms a, b ∈ Fin(T2)

Let δ ∈ A(Td) \ Fin(Td). We call δ a directed automaton automorphism if

δ = (φ1, φ2, . . . , φk−1, δ
′, φk+1, . . . , φd) · σ ∈ Aut(Td) � Sym(Σ) (2)

where each φj is finitary and δ′ is also directed automaton (that is, not finitary
and can also be written in this form). We call dir(δ) = b = ak ∈ Σ, where
δ′ = δ|b is directed automaton, the direction of δ; and we define the spine of δ,
denoted spine(δ) ∈ Σω, recursively such that spine(δ) = dir(δ) spine(δ′). We will
denote the set of all directed automaton automorphisms as Dir(Td). See Fig. 4
for examples of directed automaton automorphisms (in which a and b are the
finitary automorphisms in Fig. 3).

x

a

a
a

a
a

a
a

b

y

a
a

a
a

a
a

a
a

a

z

b

b

b

b

a

a

a
a

a

a

Fig. 4. Examples of directed automata automorphisms x, y, z ∈ Dir(T2)

The following lemma is essential to prove our main theorem.

Lemma 3. The spine, spine(δ) ∈ Σω, of a directed automaton automorphism,
δ ∈ Dir(Td), is eventually periodic, that is, there exists some ι = ι1ι2 · · · ιs ∈ Σ�,
called the initial section, and π = π1π2 · · · πt ∈ Σ�, called the periodic section,
such that spine(δ) = ι πω; and

δ|ι πk π1π2···πj
= δ|ι π1π2···πj

(3)

for each k, j ∈ N with 0 � j < t.
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Proof. Let (Γ, v) be a Σ-automaton such that δ = α(Γ,v). By the definition
of Σ-automata, for any given vertex w = w1w2 · · · wk ∈ Σ� of Td there exists a
vertex vw ∈ V(Γ ) such that δ|w = α(Γ,vw). In particular, such a vertex vw can be
obtained by following the path with edges labelled (w1, w

′
1)(w2, w

′
2) · · · (wk, w′

k).
Then, since there are only finitely many vertices in Γ , the set of all restrictions
of δ is finite, that is,

∣
∣
{

δ|w = α(Γ,vw) : w ∈ Σ�
}∣
∣ < ∞. (4)

Let b = b1b2b3 · · · = spine(δ) ∈ Σω denote the spine of δ. Then, there exists
some n,m ∈ N with n < m such that

δ|b1b2···bn
= δ|b1b2···bn···bm

(5)

as otherwise there would be infinitely many distinct restrictions of the form
δ|b1b2···bk

thus contradicting (4). By the definition spine, it follows that

spine (δ|b1b2···bn
) = (bn+1bn+2 · · · bm) spine (δ|b1b2···bn···bm

) .

and hence, by (5),

spine (δ|b1b2···bn
) = (bn+1bn+2 · · · bm)ω.

Thus,

spine(δ) = (b1b2 · · · bn) spine (δ|b1b2···bn
) = (b1b2 · · · bn) (bn+1bn+2 · · · bm)ω.

Then, by taking ι = b1b2 · · · bn and π = bn+1bn+2 · · · bm, we have spine(δ) = ι πω.
Moreover, from (5), we have Eq. (3) as required. 
�

Notice that each finitary and directed automata automorphism is also
bounded, in fact, we have the following proposition which shows that the gener-
ators of any given bounded automata group can be written as words in Fin(Td)
and Dir(Td).

Proposition 4 (Proposition 16 in [24]). The group D(Td) of bounded
automata automorphisms is generated by Fin(Td) together with Dir(Td).

4 Main Theorem

Theorem 5. Every finitely generated bounded automata group is co-ET0L.

The idea of the proof is straightforward: we construct a cspd machine that
chooses a vertex v ∈ V(Td), writing its label on the check-stack and a copy on
its pushdown; as it reads letters from input, it uses the pushdown to keep track
of where the chosen vertex is moved; and finally it checks that the pushdown
and check-stack differ. The full details are as follows.
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Proof. Let G ⊆ D(Td) be a bounded automata group with finite symmetric
generating set X. By Proposition 4, we can define a map

ϕ : X → (Fin(Td) ∪ Dir(Td))
�

so that x =D(Td) ϕ(x) for each x ∈ X. Let

Y =
{
α ∈ Fin(Td) ∪ Dir(Td) : α or α−1 is a factor of ϕ(x) for some x ∈ X

}

which is finite and symmetric. Consider the group H ⊆ D(Td) generated by Y .
Since ET0L is closed under inverse word homomorphism, it suffices to prove that
coW(H,Y ) is ET0L, as coW(G,X) is its inverse image under the mapping X� →
Y � induced by ϕ. We construct a cspd machine M that recognises coW(H,Y ),
thus proving that G is co-ET0L.

Let α = α1α2 · · · αn ∈ Y � denote an input word given to M. The execution
of the cspd will be separated into four stages; (1) choosing a vertex v ∈ Σ� of
Td which witnesses the non-triviality of α (and placing it on the stacks); (2a)
reading a finitary automorphism from the input tape; (2b) reading a directed
automaton automorphism from the input tape; and (3) checking that the action
of α on v that it has computed is non-trivial.

After Stage 1, M will be in state qcomp. From here, M nondeterministically
decides to either read from its input tape, performing either Stage 2a or 2b and
returning to state qcomp; or to finish reading from input by performing Stage 3.

We set both the check-stack and pushdown alphabets to be Δ = Γ = Σ�{t}.

Stage 1: Choosing a Witness v = v1v2 · · · vm ∈ Σ�.

If α is non-trivial, then there must exist a vertex v ∈ Σ� such that α · v �= v.
Thus, we nondeterministically choose such a witness from R = Σ�t and store it
on the check-stack, where the letter t represents the top of the check-stack.

From the start state, q0, M will copy the contents of the check-stack onto
the pushdown, then enter the state qcomp ∈ Q. Formally, this will be achieved
by adding the transitions (for each a ∈ Σ):

((q0, ε, (b, b)), (q0, tb)), ((q0, ε, (a, t)), (q0, ta)), ((q0, ε, (t, t)), (qcomp, t)).

This stage concludes with M in state qcomp, and the read-head pointing to
(t, t). Note that whenever the machine is in state qcomp and α1α2 · · · αk has been
read from input, then the contents of pushdown will represent the permuted
vertex (α1α2 · · · αk) · v. Thus, the two stacks are initially the same as no input
has been read and thus no group action has been simulated. In Stages 2a and
2b, only the height of the check-stack is impotant, that is, the exact contents of
the check-stack will become relevant in Stage 3.

Stage 2a: Reading a Finitary Automorphism φ ∈ Y ∩ Fin(Td).

By definition, there exists some kφ = depth(φ) ∈ N such that φ|u = 1 for each
u ∈ Σ� for which |u| � kφ. Thus, given a vertex v = v1v2 · · · vm ∈ Σ�, we have

φ(v) = φ(v1v2 · · · vkφ
) v(kφ+1) · · · vm.
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Given that M is in state qcomp with tv1v2 · · · vmb on its pushdown, we will
read φ from input, move to state qφ,ε and pop the t; we will then pop the next
kφ (or fewer if m < kφ) letters off the pushdown, and as we are popping these
letters we visit the sequence of states qφ,v1 , qφ,v1v2 , . . . , qφ,v1v2···vkφ

. From the
final state in this sequence, we then push tφ(v1 · · · vkφ

) onto the pushdown, and
return to the state qcomp.

Formally, for letters a, b ∈ Σ, φ ∈ Y ∩ Fin(Td), and vertices u,w ∈ Σ� where
|u| < kφ and |w| = kφ, we have the transitions

((qcomp, φ, (t, t)), (qφ,ε, ε)), ((qφ,u, ε, (a, b)), (qφ,ub, ε)),

((qφ,w, ε, (ε, ε)), (qcomp, tφ(w)))

for the case where m > kφ, and

((qφ,u, ε, (b, b)), (qcomp, tφ(u)b))

for the case where m � kφ. Notice that we have finitely many states and transi-
tions since Y, Σ and each kφ is finite.

Stage 2b: Reading a Directed Automorphism δ ∈ Y ∩ Dir(Td).

By Lemma 3, there exists some ι = ι1ι2 · · · ιs ∈ Σ� and π = π1π2 · · · πt ∈ Σ�

such that spine(δ) = ι πω and

δ(ιπω) = I1I2 · · · Is (Π1Π2 · · · Πt)
ω

where
Ii = δ|ι1ι2···ιi−1

(ιi) and Πj = δ|ι π1π2···πj−1
(πj).

Given some vertex v = v1v2 · · · vm ∈ Σ�, let � ∈ N be largest such that
p = v1v2 · · · v
 is a prefix of the sequence ιπω = spine(δ). Then by definition
of directed automorphism, δ′ = δ|p is directed and φ = δ|a, where a = v
, is
finitary. Then, either p = ι1ι2 · · · ι
 and

δ(u) = (I1I2 · · · I
) δ′(a) φ(v
+2v
+3 · · · vm),

or p = ιπkπ1π2 · · · πj , with � = |ι| + k · |π| + j, and

δ(u) = (I1I2 · · · Is) (Π1Π2 · · · Πt)k (Π1Π2 · · · Πj) δ′(a) φ(v
+2v
+3 · · · vm).

Hence, from state qcomp with tv1v2 · · · vmb on its pushdown, M reads δ from
input, moves to state qδ,ι,0 and pops the t; it then pops pa off the pushdown, using
states to remember the letter a and the part of the prefix to which the final letter
of p belongs (i.e. ιi or πj). From here, M performs the finitary automorphism
φ on the remainder of the pushdown (using the same construction as Stage 2a),
then, in a sequence of transitions, pushes tδ(p)δ′(a) and returns to state qcomp.
The key idea here is that, using only the knowledge of the letter a, the part of
ι or π to which the final letter of p belongs, and the height of the check-stack,
that M is able to recover δ(p)δ′(a).
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We now give the details of the states and transitions involved in this stage
of the construction.

We have states qδ,ι,i and qδ,π,j with 0 � i � |ι|, 1 � j � |π|; where qδ,ι,i

represents that the word ι1ι2 · · · ιi has been popped off the pushdown, and qδ,π,j

represents that a word ιπkπ1π2 · · · πj for some k ∈ N has been popped of the
pushdown. Thus, we begin with the transition

((qcomp, δ, (t, t)), (qδ,ι,0, ε)),

then for each i, j ∈ N, a ∈ Σ with 0 � i < |ι| and 1 � j < |π|, we have transitions

((qδ,ι,i, ε, (a, ιi+1)), (qδ,ι,(i+1), ε)), ((qδ,ι,|ι|, ε, (a, π1)), (qδ,π,1, ε)),
((qδ,π,j , ε, (a, πj+1)), (qδ,π,(j+1), ε)), ((qδ,π,|π|, ε, (a, π1)), (qδ,π,1, ε))

to consume the prefix p.
After this, M will either be at the bottom of its stacks, or its read-head will

see a letter on the pushdown that is not the next letter in the spine of δ. Thus,
for each i, j ∈ N with 0 � i � |ι| and 1 � j � |π| we have states qδ,ι,i,a and
qδ,π,j,a; and for each b ∈ Σ we have transitions

((qδ,ι,i, ε, (b, a)), (qδ,ι,i,a, ε))

where a �= ιi+1 when i < |ι| and a �= π1 otherwise, and

((qδ,π,j , ε, (b, a)), (qδ,π,j,a, ε))

where a �= πj+1 when j < |π| and a �= π1 otherwise.
Hence, after these transitions, M has consumed pa from its pushdown and

will either be at the bottom of its stacks in some state qδ,ι,i or qδ,π,j ; or will be in
some state qδ,ι,i,a or qδ,π,j,a. Note here that, if M is in the state qδ,ι,i,a or qδ,π,j,a,
then from Lemma 3 we know δ′ = δ|p is equivalent to δ|ι1ι2···ιi

or δ|ιπ1π2···πj
,

respectively; and further, we know the finitary automorphism φ = δ|pa = δ′|a.
Thus, for each state qδ,ι,i,a and qδ,π,a we will follow a similar construction to

Stage 2a, to perform the finitary automorphism φ to the remaining letters on the
pushdown, then push δ′(a) and return to the state rδ,ι,i or rδ,π,j , respectively.
For the case where M is at the bottom of its stacks we have transitions

((qδ,ι,i, ε, (b, b)), (rδ,ι,i, b)), ((qδ,π,i, ε, (b, b)), (rδ,π,i, b))

with 0 � i � |ι|, 1 � j � |π|.
Thus, after following these transitions, M is in some state rδ,ι,i or rδ,π,j and

all that remains is for M to push δ(p) with p = ι1ι2 · · · ιi or p = ιπkπ1π2 · · · πk,
respectively, onto its pushdown. Thus, for each i, j ∈ N with 0 � i � |ι| and
1 � j � |π|, we have transitions

((rδ,π,i, ε, (ε, ε)), (qcomp, tI1I2 · · · Ii)), ((rδ,π,j , ε, (ε, ε)), (rδ,π,Π1Π2 · · · Πj))

where from the state rδ,π, through a sequence of transitions, M will push the
remaining IΠk onto the pushdown. In particular, we have transitions

((rδ,π, ε, (ε, ε)), (rδ,π,Π)), ((rδ,π, ε, (ε, ε)), (qcomp, tI)),



92 A. Bishop and M. Elder

so that M can nondeterministically push some number of Π’s followed by tI
before it finishes this stage of the computation. We can assume that the machine
pushes the correct number of Π’s onto its pushdown as otherwise it will not see
t on its check-stack while in state qcomp and thus would not be able to continue
with its computation, as every subsequent stage (2a, 2b, 3) of the computation
begins with the read-head pointing to t on both stacks.

Once again it is clear that this stage of the construction requires only finitely
many states and transitions.

Stage 3: Checking that the Action is Non-trivial.

At the beginning of this stage, the contents of the check-stack represent the
chosen witness, v, and the contents of the pushdown represent the action of the
input word, α, on the witness, i.e., α · v.

In this stage M checks if the contents of its check-stack and pushdown differ.
Formally, we have states qaccept and qcheck, with qaccept accepting; for each a ∈ Σ,
we have transitions

((qcomp, ε, (t, t)), (qcheck, ε)), ((qcheck, ε, (a, a)), (qcheck, ε))

to pop identical entries of the pushdown; and for each (a, b) ∈ Σ ×Σ with a �= b
we have a transition

((qcheck, ε, (a, b)), (qaccept, ε))

to accept if the stacks differ by a letter.
Observe that if the two stacks are identical, then there is no path to the

accepting state, qaccept, and thus M will reject. Notice also that by definition of
cspd automata, if M moves into qcheck before all input has been read, then M
will not accept, i.e., an accepting state is only effective if all input is consumed.

Soundness and Completeness.

If α is non-trivial, then there is a vertex v ∈ Σ� such that α · v �= v, which M
can nondeterministically choose to write on its check-stack and thus accept α.
If α is trivial, then α · v = v for each vertex v ∈ Σ�, and there is no choice of
checking stack for which M will accept, so M will reject.

Thus, M accepts a word if and only if it is in coW(H,Y ). Hence, the co-word
problem coW(H,Y ) is ET0L, completing our proof. 
�
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Abstract. We study the dynamical behavior of linear higher-order cel-
lular automata (HOCA) over Zm. In standard cellular automata the
global state of the system at time t only depends on the state at time
t − 1, while in HOCA it is a function of the states at time t − 1, . . . ,
t−n, where n ≥ 1 is the memory size. In particular, we provide easy-to-
check necessary and sufficient conditions for a linear HOCA over Zm of
memory size n to be sensitive to the initial conditions or equicontinuous.
Our characterizations of sensitivity and equicontinuity extend the ones
shown in [23] for linear cellular automata (LCA) over Z

n
m in the case

n = 1. We also prove that linear HOCA over Zm of memory size n are
indistinguishable from a subclass of LCA over Zn

m. This enables to decide
injectivity and surjectivity for linear HOCA over Zm of memory size n by
means of the decidable characterizations of injectivity and surjectivity
provided in [2] and [20] for LCA over Z

n
m.

1 Introduction

Cellular automata (CA) are well-known formal models of natural computing
which have been successfully applied in a wide number of fields to simulate
complex phenomena involving local, uniform, and synchronous processing (for
recent results and an up-to date bibliography on CA, see [1,6,7,16,25], while for
other models of natural computing see for instance [9,12,17]). More formally,
a CA is made of an infinite set of identical finite automata arranged over a
regular cell grid (usually Z

d in dimension d) and all taking a state from a finite
set S called the set of states. In this paper, we consider one-dimensional CA. A
configuration is a snapshot of all states of the automata, i.e., a function c : Z → S.
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A local rule updates the state of each automaton on the basis of its current state
and the ones of a finite set of neighboring automata. All automata are updated
synchronously. In the one-dimensional settings, a CA is a structure 〈S, r, f〉 where
r ∈ N is the radius and f : S2r+1 → S is the local rule which updates, for each
i ∈ Z, the state of the automaton in the position i of the grid Z on the basis
of states of the automata in the positions i − r, . . . , i + r. A configuration is
an element of SZ and describes the (global) state of the CA. The feature of
synchronous updating induces the following global rule F : SZ → SZ defined as

∀c ∈ SZ,∀i ∈ Z, F (c)i = f(ci−r, . . . ci+r) .

As such, the global map F describes the change from any configuration c at any
time t ∈ N to the configuration F (c) at t + 1 and summarises the main features
of the CA model, namely, the fact that it is defined through a local rule which
is applied uniformly and synchronously to all cells.

Because of a possible inadequacy, in some contexts, of every single one of
the three defining features, variants of the original CA model started appearing,
each one relaxing one among these three features. Asynchronous CA relax syn-
chrony (see [8,10,11,18,26] for instance), non-uniform CA relax uniformity [13–
15], while hormonal CA (for instance) relax locality [4]. However, from the math-
ematical point of view all those systems, as well as the original model, fall in the
same class, namely, the class of autonomous discrete dynamical systems (DDS)
and one could also precise memoryless systems.

In [27], Toffoli introduced higher-order CA (HOCA), i.e., variants of CA in
which the updating of the state of a cell also depends on the past states of the cell
itself and its neighbours. In particular, he showed that any arbitrary reversible
linear HOCA can be embedded in a reversible linear CA (LCA), where linear
means that the local rule is linear. Essentially, the trick consisted in memoriz-
ing past states and recover them later on. Some years later, Le Bruyn and Van
Den Bergh explained and generalized the Toffoli construction and proved that
any linear HOCA having the ring S = Zm as alphabet and memory size n can
be simulated by a linear CA over the alphabet Z

n
m (see the precise definition in

Sect. 2) [2]. In this way, as we will see, a practical way to decide injectivity (which
is equivalent to reversibility in this setting) and surjectivity of HOCA can be
easily derived by the characterization of the these properties for the correspond-
ing LCA simulating them. Indeed, in [2] and [20], characterizations of injectivity
and surjectivity of a LCA over Z

n
m are provided in terms of properties of the

determinant of the matrix associated with it, where the determinant turns out
to be another LCA (over Zm). Since the properties of LCA over Zm (i.e., LCA
over Z

n
m with n = 1) have been extensively studied and related decidable char-

acterizations have been obtained [3,5,24], one derives the algorithms to decide
injectivity and surjectivity for LCA over Z

n
m and, then, as we will see, also for

HOCA over Zm of memory size n, by means of the associated matrix. The pur-
pose of the present paper is to study, in the context of linear HOCA, sensitivity
to the initial conditions and equicontinuity, where the former is the well-known
basic component and essence of the chaotic behavior of a DDS, while the latter
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represents a strong form of stability. To do that, we put in evidence that any
linear HOCA over Zm of memory size n is not only simulated by but also topo-
logically conjugated to a LCA over Z

n
m defined by a matrix having a specific

form. Thus, in order to decide injectivity and surjectivity for linear HOCA over
Zm of memory size n, one can use the decidable characterization provided in [2]
and [20] for deciding the same properties for LCA over Z

n
m by means of that

specific matrix. As main result, we prove that sensitivity to the initial condition
and equicontinuity are decidable properties for linear HOCA over Zm of mem-
ory size n (Theorem 2). In particular we provide a decidable characterization of
those properties, in terms of the matrix associated with a linear HOCA. Remark
that if n = 1, starting from our characterizations one recovers exactly the well
known characterizations of sensitivity and equicontinuity for LCA over Zm.

2 Higher-Order CA and Linear CA

We begin by reviewing some general notions and introducing notations we will
use throughout the paper.
A discrete dynamical system (DDS) is a pair (X ,F) where X is a space equipped
with a metric, i.e., a metric space, and F is a transformation on X which is
continuous with respect to that metric. The dynamical evolution of a DDS (X ,F)
starting from the initial state x(0) ∈ X is the sequence {x(t)}t∈N ⊆ X where
x(t) = F t(x(0)) for any t ∈ N. When X = SZ for some set finite S, X is usually
equipped with the metric d defined as follows ∀c, c′ ∈ SZ, d(c, c′) = 1

2n , where
n = min{i ≥ 0 : ci 	= c′

i or c′
−i 	= c′

−i}. Recall that SZ is a Cantor space.
Any CA 〈S, r, f〉 defines the DDS (SZ, F ), where F is the CA global rule

(which is continuous). From now on, for the sake of simplicity, we will sometimes
identify a CA with its global rule F or with the DDS (SZ, F ).

Recall that two DDS (X ,F) and (X ′,F ′) are topologically conjugated if there
exists a homeomorphism φ : X 
→ X ′ such that F ′ ◦φ = φ ◦F , while the product
of (X ,F) and (X ′,F ′) is the DDS (X × X ′,F × F ′) where F × F ′ is defined as
∀(x, x′) ∈ X × X ′, (F × F ′)(x, x′) = (F(x),F ′(x′)).

Notation 1. For all i, j ∈ Z with i ≤ j, we write [i, j] = {i, i + 1, . . . , j} to
denote the interval of integers between i and j. For any n ∈ N and any set Z the
set of all n×n matrices with coefficients in Z and the set of Laurent polynomials
with coefficients in Z will be noted by Mat (n,Z) and Z

[
X,X−1

]
, respectively. In

the sequel, bold symbols are used to denote vectors, matrices, and configurations
over a set of states which is a vectorial space. Moreover, m will be an integer
bigger than 1 and Zm = {0, 1, . . . ,m−1} the ring with the usual sum and product
modulo m. For any x ∈ Z

n (resp., any matrix M(X) ∈ Mat
(
n,Z

[
X,X−1

])
),

we will denote by [x]m ∈ Z
n
m (resp., [M(X)]m), the vector (resp., the matrix)

in which each component xi of x (resp., every coefficient of each element of
M(X)) is taken modulo m. Finally, for any matrix M(X) ∈ Zm

[
X,X−1

]
and

any t ∈ N, the t-th power of M(X) will be noted more simply by M t(X) instead
of (M(X))t.
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Definition 1 (Higher-Order Cellular Automata). A Higher-Order Cellular
Automata (HOCA) is a structure H = 〈k, S, r, h〉 where k ∈ N with k ≥ 1 is the
memory size, S is the alphabet, r ∈ N is the radius, and h : S(2r+1)k → S is the
local rule. Any HOCA H induces the global rule H :

(
SZ

)k → (
SZ

)k associating

any vector e = (e1, . . . , ek) ∈ (
SZ

)k of k configurations of SZ with the vector

H(e) ∈ (
SZ

)k such that H(e)j = ej+1 for each j 	= k and ∀i ∈ Z,H(e)ki =

h

⎛

⎜
⎝

e1[i−r,i+r]

...
ek[i−r,i+r]

⎞

⎟
⎠. In this way, H defines the DDS

((
SZ

)k
,H

)
. As with CA, we

identify a HOCA with its global rule or the DDS defined by it.

Remark 1. It is easy to check that for any HOCA H = 〈k, S, r, h〉 there exists a
CA

〈
Sk, r, f

〉
which is topologically conjugated to H.

The study of the dynamical behaviour of HOCA is still at its early stages; a few
results are known for the class of linear HOCA, namely, those HOCA defined by
a local rule f which is linear, i.e., S is Zm and there exist coefficients aj

i ∈ Zm

(j = 1, . . . , k and i = −r, . . . , r) such that for any element

x =

⎛

⎜
⎝

x1
−r . . . x1

r
...

...
...

xk
−r . . . xk

r

⎞

⎟
⎠ ∈ Z

(2r+1)k
m , f(x) =

⎡

⎣
k∑

j=1

r∑

i=−r

aj
ix

j
i

⎤

⎦

m

.

Clearly, linear HOCA are additive, i.e., ∀c,d ∈ (
Z
Z

m

)k
,H(c) + H(d), where,

with an abuse of notation, + denotes the extension of the sum over Zm to both
Z
Z

m and
(
Z
Z

m

)k.
In [2], a much more convenient representation is introduced for the case of

linear HOCA (in dimension d = 1) by means of the following notion.

Definition 2 (Linear Cellular Automata). A Linear Cellular Automaton
(LCA) is a CA L = 〈Zn

m, r, f〉 where the local rule f : (Zn
m)2r+1 → Z

n
m is

defined by 2r + 1 matrices M−r, . . . ,M0, . . . ,M r ∈ Mat (n,Zm) as follows:
f(x−r, . . . ,x0, . . . ,xr) =

[∑r
i=−r M i · xi

]
m

for any (x−r, . . . ,x0, . . . ,xr) ∈
(Zn

m)2r+1.

Remark 2. LCA have been strongly investigated in the case n = 1 and all the
dynamical properties have been characterized in terms of the 1×1 matrices (i.e.,
coefficients) defining the local rule, in any dimension too [3,24].

We recall that any linear HOCA H can be simulated by a suitable LCA, as shown
in [2]. Precisely, given a linear HOCA H = 〈k,Zm, r, h〉, where h is defined by
the coefficients aj

i ∈ Zm, the LCA simulating H is L =
〈
Z
k
m, r, f

〉
with f defined

by following matrices
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M0 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 . . . 0 0

0 0 1
. . . 0 0

0 0 0
. . . 0 0

...
...

...
. . . . . .

...
0 0 0 . . . 0 1
a1
0 a2

0 a3
0 . . . ak−1

0 ak
0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, and M i =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 . . . 0 0
0 0 0 . . . 0 0
0 0 0 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 0 0
a1
i a2

i a3
i . . . ak−1

i ak
i

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (1)

for each i ∈ [−r, r] with i 	= 0.

Remark 3. We want to put in evidence that a stronger result actually holds
(easy proof, important remark): any linear HOCA H is topologically conjugated
to the LCA L defined by the matrices in (1). Clearly, the converse also holds:
for any LCA defined by the matrices in (1) there exists a linear HOCA which
is topologically conjugated to it. In other words, up to a homeomorphism the
whole class of linear HOCA is identical to the subclass of LCA defined by the
matrices above introduced. In the sequel, we will call L the matrix presentation
of H.

We are now going to show a stronger and useful new fact, namely, that the
class of linear HOCA is nothing but the subclass of LCA represented by a formal
power series which is a matrix in Frobenius normal form. Before proceeding, let
us recall the formal power series (fps) which have been successfully used to study
the dynamical behaviour of LCA in the case n = 1 [19,24]. The idea of fps is that
configurations and global rules are represented by suitable polynomials and the
application of the global rule turns into multiplications of polynomials. In the
more general case of LCA over Zn

m, a configuration c ∈ (Zn
m)Z can be associated

with the fps

Pc(X) =
∑

i∈Z

ciX
i =

⎡

⎢
⎣

c1(X)
...

cn(X)

⎤

⎥
⎦ =

⎡

⎢
⎣

∑
i∈Z

c1iX
i

...∑
i∈Z

cni Xi

⎤

⎥
⎦ .

Then, if F is the global rule of a LCA defined by M−r, . . . ,M0, . . . ,M r, one
finds P F (c)(X) = [M(X)Pc(X)]m where

M(X) =

[
r∑

i=−r

M iX
−i

]

m

is the finite fps associated with the LCA F . In this way, for any integer t > 0 the
fps associated with F t is M(X)t, and then P F t(c)(X) = [M(X)tPc(X)]m .
Throughout this paper, M(X)t will refer to [M(X)t]m.
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A matrix M(X) ∈ Mat
(
n,Z

[
X,X−1

])
is in Frobenius normal form if

M(X) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 . . . 0 0

0 0 1
. . . 0 0

0 0 0
. . . 0 0

...
...

...
. . . . . .

...

0 0 0 . . . 0 1

m0(X) m1(X) m2(X) . . . mn−2(X) mn−1(X)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(2)

where each mi(X) ∈ Z
[
X,X−1

]
. From now on, m(X) will always make ref-

erence to the n-th row of a matrix M(X) ∈ Mat
(
n,Z

[
X,X−1

])
in Frobenius

normal form.

Definition 3 (Frobenius LCA). A LCA F over the alphabet Z
n
m is said to

be a Frobenius LCA if the fps M(X) ∈ Mat
(
n,Zm

[
X,X−1

])
associated with

F is in Frobenius normal form.

It is immediate to see that a LCA is a Frobenius one iff it is defined by the
matrices in (1), i.e., iff it is topologically conjugated to a linear HOCA. This
fact together with Remark 3 and Definition 3, allow us to state the following

Proposition 1. Up to a homeomorphism, the class of linear HOCA over Zm

of memory size n is nothing but the class of Frobenius LCA over Z
n
m.

Remark 4. Actually, in literature a matrix is in Frobenius normal form if either it
or its transpose has a form as in (2). Since any matrix in Frobenius normal form
is conjugated to its transpose, any Frobenius LCA F is topologically conjugated
to a LCA G such that the fps associated with G is the transpose of the fps
associated with G. In other words, up to a homeomorphism, such LCA G, linear
HOCA, and Frobenius LCA form the same class.

From now on, we will focus on Frobenius LCA, i.e., matrix presentations
of linear HOCA. Indeed, they allow convenient algebraic manipulations that
are very useful to study formal properties of linear HOCA. For example, in [2]
and [20], the authors proved decidable characterization for injectivity and sur-
jectivity for LCA in terms of the matrix M(X) associated to them. We want
to stress that, by Remark 3 and Definition 3, one can use these characterizations
for deciding injectivity and surjectivity of linear HOCA. In this paper we are
going to adopt a similar attitude, i.e., we are going to characterise the dynami-
cal behaviour of linear HOCA by the properties of the matrices in their matrix
presentation.
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3 Dynamical Properties

In this paper we are particularly interested to the so-called sensitivity to the
initial conditions and equicontinuity. As dynamical properties, they represent
the main features of instable and stable DDS, respectively. The former is the
well-known basic component and essence of the chaotic behavior of DDS, while
the latter is a strong form of stability.

Let (X ,F) be a DDS. The DDS (X ,F) is sensitive to the initial conditions
(or simply sensitive) if there exists ε > 0 such that for any x ∈ X and any
δ > 0 there is an element y ∈ X such that d(y, x) < δ and d(Fn(y),Fn(x)) > ε
for some n ∈ N. Recall that, by Knudsen’s Lemma [21], (X ,F) is sensitive iff
(Y,F) is sensitive where Y is any dense subset of X which is F-invariant, i.e.,
F(Y) ⊆ Y.

In the sequel, we will see that in the context of LCA an alternative way to
study sensitivity is via equicontinuity points. An element x ∈ X is an equicon-
tinuity point for (X ,F) if ∀ε > 0 there exists δ > 0 such that for all y ∈ X ,
d(x, y) < δ implies that d(Fn(y),Fn(x)) < ε for all n ∈ N. The system (X ,F) is
said to be equicontinuous if ∀ε > 0 there exists δ > 0 such that for all x, y ∈ X ,
d(x, y) < δ implies that ∀n ∈ N, d(Fn(x),Fn(y)) < ε. Recall that any CA
(SZ, F ) is equicontinuous if and only if there exist two integers q ∈ N and p > 0
such that F q = F q+p [22]. Moreover, for the subclass of LCA defined by n = 1
the following result holds:

Theorem 1 ([24]). Let (ZZ

m, F ) be a LCA where the local rule f : (Zm)2r+1 →
Zm is defined by 2r + 1 coefficients m−r, . . . , m0, . . . , mr ∈ Zm. Denote by P
the set of prime factors of m. The following statements are equivalent: (i) F is
sensitive to the initial conditions; (ii) F is not equicontinuous; (iii) there exists
a prime number p ∈ P which does not divide gcd(m−r, . . . , m−1,m1, . . . , mr).

The dichotomy between sensitivity and equicontinuity still holds for general
LCA.

Proposition 2. Let L = 〈Zn
m, r, f〉 be a LCA where the local rule

f : (Zn
m)2r+1 → Z

n
m is defined by 2r + 1 matrices M−r, . . . ,M0, . . . ,M r ∈

Mat (n,Zm). The following statements are equivalent: (i) F is sensitive to the
initial conditions; (ii) F is not equicontinuous; (iii)

∣
∣{M(X)i, i ≥ 1}∣∣ = ∞.

Proof. It is clear that conditions (ii) and (iii) are equivalent. The equivalence
between (i) and (ii) is a consequence of linearity of F and Knudsen’s Lemma
applied on the subset of the finite configurations, i.e., those having a state dif-
ferent from the null vector only in a finite number of cells. ��
An immediate consequence of Proposition 2 is that any characterization of sen-
sitivity to the initial conditions in terms of the matrices defining LCA over Z

n
m

would also provide a characterization of equicontinuity. In the sequel, we are
going to show that such a characterization actually exists. First of all, we recall
a result that helped in the study of dynamical properties in the case n = 1 and we
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now state it in a more general form for LCA over Zn
m (immediate generalisation

of the result in [3,5]).
Let

(
(Zn

m)Z, F
)

be a LCA and let q be any factor of m. We will denote by [F ]q
the map [F ]q : (Zn

q )Z → (Zn
q )Z defined as [F ]q (c) = [F (c)]q, for any c ∈ (Zn

q )Z.

Lemma 1 ([3,5]). Consider any LCA
(
(Zn

m)Z, F
)

with m = pq and
gcd(p, q) = 1. It holds that the given LCA is topologically conjugated to(
(Zn

p )Z × (Zn
q )Z, [F ]p × [F ]q

)
.

As a consequence of Lemma 1, if m = pk1
1 · · · pkl

l is the prime factor decomposi-
tion of m, any LCA over Zn

m is topologically conjugated to the product of LCAs
over Z

n

p
ki
i

. Since sensitivity is preserved under topological conjugacy for DDS

over a compact space and the product of two DDS is sensitive if and only if
at least one of them is sensitive, we will study sensitivity for Frobenius LCA
over Z

n
pk . We will show a decidable characterization of sensitivity to the initial

conditions for Frobenius LCA over Z
n
pk (Lemma 8). Such a decidable character-

ization together with the previous remarks about the decomposition of m, the
topological conjugacy involving any LCA over Zn

m and the product of LCAs over
Z
n

p
ki
i

, and how sensitivity behaves with respect to a topological conjugacy and

the product of DDS, immediately lead to state the main result of the paper.

Theorem 2. Sensitivity and Equicontinuity are decidable for Frobenius LCA
over Z

n
m, or, equivalently, for linear HOCA over Zm of memory size n.

4 Sensitivity of Frobenius LCA over Z
n
pk

In order to study sensitivity of Frobenius LCA over Z
n
pk , we introduce two con-

cepts about Laurent polynomials.

Definition 4 (deg+ and deg−). Given any polynomial p(X) ∈ Zpk

[
X,X−1

]
,

the positive (resp., negative) degree of p(X), denoted by deg+[p(X)] (resp.,
deg−[p(X)]) is the maximum (resp., minimum) degree among those of the mono-
mials having both positive (resp., negative) degree and coefficient which is not
multiple of p. If there is no monomial satisfying both the required conditions,
then deg+[p(X)] = 0 (resp., deg−[p(X)] = 0).

Definition 5 (Sensitive Polynomial). A polynomial p(X) ∈ Zpk

[
X,X−1

]

is sensitive if either deg+[p(X)] > 0 or deg−[p(X)] < 0. As a consequence, a
Laurent polynomial p(X) is not sensitive iff deg+[p(X)] = deg−[p(X)] = 0.

Trivially, it is decidable to decide whether a Laurent polynomial is sensitive.

Remark 5. Consider a matrix M(X) ∈ Mat
(
n,Zpk

[
X,X−1

])
in Frobe-

nius normal form. The characteristic polynomial of M(X) is then P(y) =
(−1)n(−m0(X)−m1(X)y −· · ·−mn−1(X)yn−1 +yn). By the Cayley-Hamilton
Theorem, one obtains

Mn(X) = mn−1(X)M(X)n−1 + · · · + m1(X)M(X)1 + m0(X)I . (3)
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We now introduce two further matrices that will allow us to access the informa-
tion hidden inside M(X).

Definition 6 (U(X), L(X), d+, and d−). For any matrix M(X) ∈
Mat

(
n,Zpk

[
X,X−1

])
in Frobenius normal form the matrices U(X),L(X) ∈

Mat
(
n,Zpk

[
X,X−1

])
associated with M(X) are the matrices in Frobenius

normal form where each component ui(X) and li(X) (with i = 0, . . . , n − 1)
of the n-th row u(X) and l(X) of U(X) and L(X), respectively, is defined as
follows:

ui(X) =

{
monomial of degree deg+[mi(X)] inside mi(X) if d+i = d+

0 otherwise

li(X) =

{
monomial of degree deg−[mi(X)] inside mi(X) if d−

i = d−

0 otherwise
,

where d+i = deg+[mi(X)]
n−i , d−

i = deg−[mi(X)]
n−i , d+ = max{d+i }, and d− = min{d−

i }.

Definition 7 (M̂(X) and M(X)). For any Laurent polynomial p(X) ∈
Zpk

[
X,X−1

]
, p̂(X) and p(X) are defined as the Laurent polynomial obtained

from p(X) by removing all the monomials having coefficients that are multiple of
p and p(X) = p(X) − p̂(X), respectively. These definitions extend component-
wise to vectors. For any matrix M(X) ∈ Mat

(
n,Zpk

[
X,X−1

])
in Frobenius

normal form, M̂(X) and M(X) are defined as the matrix obtained from M(X)
by replacing its n-th row m(X) with m̂(X) and M(X) = M(X) − M̂(X),
respectively.

Definition 8 (Graph GM ). Let M(X) ∈ Mat
(
n,Zpk

[
X,X−1

])
be any

matrix in Frobenius normal form. The graph GM = 〈VM , EM 〉 associated with
M(X) is such that VM = {1, . . . , n} and EM = {(h, k) ∈ V 2

M |M(X)hk 	= 0}.
Moreover, each edge (h, k) ∈ EM is labelled with M(X)hk .

Clearly, for any matrix M(X) ∈ Mat
(
n,Zpk

[
X,X−1

])
in Frobenius normal

form, any natural t > 0, and any pair (h, k) of entries, the element M t(X)hk is
the sum of the weights of all paths of length t starting from h and ending to k,
where the weight of a path is the product of the labels of its edges.

Lemma 2. Let p > 1 be a prime number and a, b ≥ 0, k > 0 be integers such
that 1 ≤ a < pk and gcd(a, p) = 1. Then, [a + pb]pk 	= 0.

Lemma 3. Let p > 1 be a prime number and h, k be two positive integers. Let
l1, . . . , lh and α1, . . . , αh be positive integers such that l1 < l2 < · · · < lh and
for each i = 1, . . . , h both 1 ≤ αi < pk and gcd(αi, p) = 1 hold. Consider the
sequence b : Z → Zpk defined for any l ∈ Z as bl = [α1bl−l1 + · · · + αhbl−lh ]pk

if l > 0, b0 = 1, and bl = 0, if l < 0. Then, it holds that [bl]p 	= 0 for infinitely
many l ∈ N.
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For any matrix M(X) ∈ Mat
(
n,Zpk

[
X,X−1

])
in Frobenius normal form, we

are now going to study the behavior of U t(X) and Lt(X), and, in particular, of
their elements U t(X)nn and Lt(X)nn. These will turn out to be crucial in order
to establish the sensitivity of the LCA defined by M(X).

Notation 2. For a sake of simplicity, for any matrix M(X) ∈ Mat(
nZpk

[
X,X−1

])
in Frobenius normal form, from now on we will denote by

u(t)(X) and l(t)(X) the elements (U t(X))nn and Lt(X)nn, respectively.

Lemma 4. Let M(X) ∈ Mat
(
n,Zpk

[
X,X−1

])
be a matrix such that M(X) =

N̂(X) for some N(X) ∈ Mat
(
n,Zpk

[
X,X−1

])
in Frobenius normal form. For

any natural t > 0, u(t)(X) (resp., l(t)(X)) is either null or a monomial of degree
td+ (resp., td−).

Proof. We show that the statement is true for u(t)(X) (the proof concerning
l(t)(X) is identical by replacing d+, U(X) and related elements with d−, L(X)
and related elements). For each i ∈ VU , let γi be the simple cycle of GU from
n to n and passing through the edge (n, i). Clearly, γi is the path n → i →
i + 1 . . . → n − 1 → n (with γn the self-loop n → n) of length n − i + 1 and its
weight is the monomial ui−1(X) of degree (n − i + 1)d+. We know that u(t)(X)
is the sum of the weights of all cycles of length t starting from n and ending to
n in GU if at least one of such cycles exists, 0, otherwise. In the former case,
each of these cycles can be decomposed in a certain number s ≥ 1 of simple
cycles γ1

j1
, . . . , γs

js
of lengths giving sum t, i.e., such that

∑s
i=1(n − ji + 1) = t.

Therefore, (U t(X))nn is a monomial of degree
∑s

i=1(n − ji + 1)d+ = td+. ��
Lemma 5. Let M(X) ∈ Mat

(
n,Zpk

[
X,X−1

])
be any matrix in Frobenius

normal form. For every integer t ≥ 1 both the following recurrences hold

u(t)(X)=un−1(X)u(t−1)(X) + · · · + u1(X)u(t−n+1)(X) + u0(X)u(t−n)(X) (4)
l(t)(X) = ln−1(X)l(t−1)(X) + · · · + l1(X)l(t−n+1)(X) + l0(X)l(t−n)(X) (5)

with initial conditions u(0)(X) = l(0)(X) = 1, and u(l)(X) = l(l)(X) = 0 for
l < 0.

Proof. We show the recurrence involving u(t)(X) (the proof for l(t)(X) is iden-
tical by replacing U(X) and its elements with L(X) and its elements). Since
U(X) is in Frobenius normal form too, by (3), Recurrence (4) holds for every
t ≥ n. It is clear that u(0)(X) = 1. Furthermore, by the structure of the graph
GU and the meaning of U(X)nn, Equation (4) is true under the initial conditions
for each t = 1, . . . , n − 1. ��
Lemma 6. Let M(X) ∈ Mat

(
n,Zpk

[
X,X−1

])
be a matrix such that M(X) =

N̂(X) for some matrix N(X) ∈ Mat
(
n,Zpk

[
X,X−1

])
in Frobenius normal

form. Let υ(t) (resp., λ(t)) be the coefficient of u(t)(X) (resp., l(t)(X)). It holds
that gcd[υ(t), p] = 1 (resp., gcd[λ(t), p] = 1), for infinitely many t ∈ N.
In particular, if the value d+ (resp., d−) associated with M(X) is non null, then
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for infinitely many t ∈ N both
[
u(t)(X)

]
pk 	= 0 and deg(

[
u(t)(X)

]
pk) 	= 0 (resp.,

[
l(t)(X)

]
pk 	= 0 and deg(

[
l(t)(X)

]
pk) 	= 0) hold. In other terms, if d+ > 0 (resp.,

d− < 0) then |{u(t)(X), t ≥ 1}| = ∞ (resp., |{lt(X), t ≥ 1}| = ∞).

Proof. We show the statements concerning υ(t), U(X), u(t)(X), and d+. Replace
X by 1 in the matrix U(X). Now, the coefficient υ(t) is just the element of
position (n, n) in the t-th power of the obtained matrix U(1). Over U(1), the
thesis of Lemma 5 is still valid replacing u(t)(X) by υ(t). Thus, for every t ∈ N,
υ(t) = un−1(1)υ(t − 1) + · · · + u1(1)υ(t − n + 1) + u0(1)υ(t − n) with initial
conditions υ(0) = 1 and υ(l) = 0, for l < 0, where each ui(1) is the coef-
ficient of the monomial ui(X) inside U(X). Thus, it follows that [υ(t)]pk =
[un−1(1)υ(t − 1) + · · · + u1(1)υ(t − n + 1) + u0(1)υ(t − n)]pk . By Lemma 3 we
obtain that gcd[υ(t), p] = 1 (and so [υ(t)]pk 	= 0, too) for infinitely many t ∈ N.
In particular, if the value d+ associated with M(X) is non null, then, by the
structure of GU and Lemma 4, both

[
u(t)(X)

]
pk 	= 0 and deg(

[
u(t)(X)

]
pk) 	= 0

hold for infinitely many t ∈ N, too. Therefore, |{u(t)(X), t ≥ 1}| = ∞. The same
proof runs for the statements involving λ(t), L(X), u(t)(X), and d− provided
that these replace υ(t), U(X), u(t)(X), and d+, respectively. ��
Lemma 7. Let M(X) ∈ Mat

(
n,Zpk

[
X,X−1

])
be a matrix in Frobenius nor-

mal form. If either |{u(t)(X), t ≥ 1}| = ∞ or |{l(t)(X), t ≥ 1}| = ∞ then

|{M̂ t
(X)nn, t ≥ 1}| = ∞.

Proof. Assume that |{u(t)(X), t ≥ 1}| = ∞. Since GU is a subgraph of G
̂M

(with different labels), for each integer t from Lemma 6 applied to M̂(X), the
cycles of length t in G

̂M
with weight containing a monomial of degree td+ are

exactly the cycles of length t in GU . Therefore, it follows that |{M̂ t
(X)nn, t ≥

1}| = ∞. The same argument on GL and involving d− allows to prove the thesis
if |{l(t)(X), t ≥ 1}| = ∞.

We are now able to present and prove the main result of this section. It shows
a decidable characterization of sensitivity for Frobenius LCA over Z

n
pk .

Lemma 8. Let
(
(Zn

pk)Z, F
)

be any Frobenius LCA over Z
n
pk and let (m0(X),

. . . ,mn−1) be the n-th row of the matrix M(X) ∈ Mat
(
n,Zpk

[
X,X−1

])
in

Frobenius normal form associated with F . Then, F is sensitive to the initial
conditions if and only if mi(X) is sensitive for some i ∈ [0, n − 1].

Proof. Let us prove the two implications separately.
Assume that all mi(X) are not sensitive. Then, M̂(X) ∈ Mat

(
n,Zpk

)
, i.e., it

does not contain the formal variable X, and M(X) = M̂(X)+pM ′(X), for some
M ′(X) ∈ Mat

(
n,Zpk

[
X,X−1

])
in Frobenius normal form. Therefore, for any

integer t > 0, M t(X) is the sum of terms, each of them consisting of a product in
which pj appears as factor, for some natural j depending on t and on the specific
term which pj belongs to. Since every element of M t(X) is taken modulo pk,
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for any natural t > 0 it holds that in each term of such a sum pj appears with
j ∈ [0, k − 1] (we stress that j may depend on t and on the specific term of the
sum, but it is always bounded by k). Therefore, |{M i(X) : i > 0}| < ∞ and so,
by Proposition 2, F is not sensitive to the initial conditions.

Conversely, suppose that mi(X) is sensitive for some i ∈ [0, n−1] and d+ > 0
(the case d− < 0 is identical). By Definition 7, for any natural t > 0 there exists a

matrix M ′(X) ∈ Mat
(
n,Zpk

[
X,X−1

])
such that M t(X) = M̂

t
(X)+pM ′(X).

By a combination of Lemmata 6 and 7, we get |{M̂ t
(X)nn, t ≥ 1}| = ∞ and so, by

Lemma 2, |{M t(X)nn, t ≥ 1}| = ∞ too. Therefore, it follows that |{M t(X), t ≥
1}| = ∞ and, by Proposition 2, we conclude that F is sensitive to the initial
conditions. ��

5 Conclusions

In this paper we have studied equicontinuity and sensitivity to the initial con-
ditions for linear HOCA over Zm of memory size n, providing decidable char-
acterizations for these properties. We also proved that linear HOCA over Zm

of memory size n form a class that is indistinguishable from a subclass of LCA
(namely, the subclass of Frobenius LCA) over Z

n
m. This enables to decide injec-

tivity and surjectivity for linear HOCA over Zm of memory size n by means
of the decidable characterizations of injectivity and surjectivity provided in [2]
and [20] for LCA over Z

n
m. A natural and pretty interesting research direction

consists of investigating other chaotic properties for linear HOCA and all the
mentioned dynamical properties, including sensitivity and equicontinuity, for
the whole class of LCA over Z

n
m.

References

1. Acerbi, L., Dennunzio, A., Formenti, E.: Shifting and lifting of cellular automata.
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Abstract. The Eilenberg correspondence relates varieties of regular lan-
guages with pseudovarieties of finite monoids. Various modifications of
this correspondence have been found with more general classes of regular
languages on one hand and classes of more complex algebraic structures
on the other hand. It is also possible to consider classes of automata
instead of algebraic structures as a natural counterpart of classes of lan-
guages. Here we deal with the correspondence relating positive C-varieties
of languages to positive C-varieties of ordered automata and we demon-
strate various specific instances of this correspondence. These bring cer-
tain well-known results from a new perspective and also some new obser-
vations. Moreover, complexity aspects of the membership problem are
discussed both in the particular examples and in a general setting.
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1 Introduction

Algebraic theory of regular languages is a well-established field in the theory of
formal languages. The basic ambition of this theory is to obtain effective char-
acterizations of various natural classes of regular languages. First examples of
significant classes of languages, which were effectively characterized by prop-
erties of syntactic monoids, were the star-free languages by Schützenberger [17]
and the piecewise testable languages by Simon [18]. A general framework for dis-
covering relationships between properties of regular languages and properties of
monoids was provided by Eilenberg [5], who established a one-to-one correspon-
dence between the so-called varieties of regular languages and pseudovarieties
of finite monoids. Here varieties of languages are classes closed for taking quo-
tients, preimages under homomorphisms and Boolean operations. Thus a mem-
bership problem for a given variety of regular languages can be translated to a
membership problem for the corresponding pseudovariety of finite monoids. An
advantage of this approach is that pseudovarieties of monoids are exactly classes
of finite monoids which have an equational description by pseudoidentities – see
Reiterman [16]. For a thorough introduction to that theory we refer to surveys
by Pin [13] and by Straubing and Weil [20].
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Since not every natural class of languages is closed for taking all mentioned
operations, various generalizations of the notion of varieties of languages have
been studied. One possible generalization is the notion of positive varieties of
languages introduced by Pin [12] – the classes need not be closed for taking com-
plementation. Their equational characterization was given by Pin and Weil [15].
Another possibility is to weaken the closure property concerning preimages under
homomorphisms – only homomorphisms from a certain fixed class C are used. In
this way, one can consider C-varieties of regular languages which were introduced
by Straubing [19] and whose equational description was presented by Kunc [9].
These two generalizations could be combined as suggested by Pin and Straub-
ing [14].

In our contribution we do not use syntactic structures at all. We con-
sider classes of automata as another natural counterpart to classes of regular
languages. In fact, we deal with classes of semiautomata, which are exactly
automata without the specification of initial nor final states. Characterizing of
classes of languages by properties of minimal automata is quite natural, since
usually we assume that an input of a membership problem for a fixed class of
languages is given exactly by the minimal deterministic automaton. For exam-
ple, if we want to test whether an input language is piecewise testable, we do
not need to compute its syntactic monoid which could be quite large (see Brzo-
zowski and Li [2]). Instead of that, we check a condition which must be satisfied
by its minimal automaton and which was also established in [18]. In [7], Simon’s
condition was reformulated and the so-called confluent acyclic (semi)automata
were defined. In this setting, this characterization can be viewed as an instance
of Eilenberg type theorem between varieties of languages and varieties of semi-
automata.

Moreover, each minimal automaton is implicitly equipped with an order in
which the final states form an upward closed subset. This leads to a notion
of ordered automata. Then positive C-varieties of ordered semiautomata can
be defined as classes which are closed for taking certain natural closure oper-
ations. We recall here the general Eilenberg type theorem, namely Theorem4
from Sect. 3, which states that positive C-varieties of ordered semiautomata cor-
respond to positive C-varieties of languages.

Summarizing, there are three worlds:
(L) classes of regular languages,
(S) classes of finite monoids, sometimes enriched by an additional structure like
the ordered monoids, monoids with distinguished generators, etc.,
(A) classes of semiautomata, sometimes ordered semiautomata, etc.

Most variants of Eilenberg correspondence relate (L) and (S), the relation-
ship between (A) and (S) was studied by Chaubard et al. [3], and finally the
transitions between (L) and (A) were initiated by Ésik and Ito [6]. In the first
version of [8], we continue in the last approach, to establish Theorem 4. In fact,
this result is a combination of Theorem 5.1 of [14] (only some hints to a possible
proof are given there) and the main result of [3] relating worlds (S) and (A). In
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contrary, in [8], one can find a self-contained proof which does not go through
the classes of monoids.

In the present contribution we concentrate on series of examples, which are
various instances of Theorem 4. These bring certain well-known results from a
new perspective and also some new observations. The complexity aspects of the
membership problem are discussed both in the specific examples and also in a
general setting. Moreover, a construction of the minimal ordered automaton of
a given language is presented here.

Due to space limitations some proofs are omitted – the corresponding results
are marked by the symbol �. All missing proofs could be find in the second
version of [8].

2 Ordered Automata

All automata which are considered in the paper are finite, deterministic and
complete. Moreover, we use the term semiautomaton when the initial and final
states are not explicitly given. Formally saying, a deterministic finite automaton
(DFA) over the finite alphabet A is a five-tuple A = (Q,A, ·, i, F ), where Q is a
non-empty finite set of states, · : Q × A → Q is a complete transition function,
i ∈ Q is the initial state and F ⊆ Q is the set of final states. The transition
function can be extended to a mapping · : Q × A∗ → Q by q · λ = q, q · (ua) =
(q ·u) ·a, for every q ∈ Q, u ∈ A∗, a ∈ A and the empty word λ. The automaton
A accepts a word u ∈ A∗ if and only if i · u ∈ F and the language recognized
by A is L (A) = {u ∈ A∗ | i · u ∈ F }. More generally, for q ∈ Q, we denote
L (A, q) = {u ∈ A∗ | q · u ∈ F }.

We recall the construction of a minimal automaton of a regular language
which was introduced by Brzozowski [1]. Since this automaton is uniquely deter-
mined we use also the adjective canonical for it. For a language L ⊆ A∗ and a
pair of words u, v ∈ A∗, we denote by u−1Lv−1 the quotient of L by these words,
i.e. the set u−1Lv−1 = {w ∈ A∗ | uwv ∈ L }. In particular, a left quotient is
defined as u−1L = {w ∈ A∗ | uw ∈ L }. The canonical deterministic automaton
of a regular language L is DL = (DL, A, ·, L, FL), where DL = {u−1L | u ∈ A∗ },
K · a = a−1K, for each K ∈ DL, a ∈ A, and FL = {K ∈ DL | λ ∈ K }. A useful
observation concerning the canonical automaton is that, for each state K ∈ DL,
we have L (DL,K) = K. Since states of the canonical automaton are languages,
they are ordered naturally by the set-theoretical inclusion. The action by each
letter a ∈ A is an isotone mapping: for each pair of states p, q such that p ⊆ q,
we have p · a = a−1p ⊆ a−1q = q · a. Moreover, the set FL of all final states
is an upward closed subset with respect to ⊆. These observations motivate the
following definition.

Definition 1. An ordered automaton over the alphabet A is a six-tuple O =
(Q,A, ·,≤, i, F ), where (i) (Q,A, ·, i, F ) is DFA, (ii) ≤ is a partial order on the
set Q, (iii) the action by every letter a ∈ A is an isotone mapping from the
ordered set (Q,≤) to itself and (iv) F is an upward closed subset of Q with
respect to ≤.
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If an ordered automaton O = (Q,A, ·,≤, i, F ) is given, then we denote by
O the corresponding ordered semiautomaton (Q,A, ·,≤). In particular, for the
canonical ordered automaton DL = (DL, A, ·,⊆, L, F ) of the language L, we
have DL = (DL, A, ·,⊆).

We could recall, that the transition monoid of the minimal automaton
of a regular language L is isomorphic to the syntactic monoid of L (see
e.g. [13, Sect. 3]). Similarly, the ordered transition monoid of the minimal ordered
automaton of L is isomorphic to the syntactic ordered monoid of L.

There is a natural question how the minimal ordered (semi)automaton can
be computed from a given automaton.

Proposition 2. There exists an algorithm which computes, for a given automa-
ton A = (Q,A, ·, i, F ), the minimal ordered automaton of the language L (A).

Proof. Our construction is based on Hopcroft minimization algorithm for DFA’s.
We may assume that all states of A are reachable from the initial state i. Let
R = (Q × F ) ∪ ((Q \ F ) × Q). Then we construct the relation R from R by
removing unsuitable pairs of states step by step. At first, we put R1 = R.
Then for each integer k, if we find (p, q) ∈ Rk and a letter a ∈ A such that
(p · a, q · a) �∈ Rk, then we remove (p, q) from the current relation Rk, that is,
we put Rk+1 = Rk \ {(p, q)}. This construction stops after, say, m steps. So,
Rm+1 = R satisfies (p, q) ∈ R =⇒ (p ·a, q ·a) ∈ R, for every p, q ∈ Q and a ∈ A.
Now, we observe that, (p, q) ∈ R if and only if, for every u ∈ A∗, (p ·u, q ·u) ∈ R.
Thus, the condition can be equivalently written as

(p, q) ∈ R if and only if ( ∀u ∈ A∗ : p · u ∈ F =⇒ q · u ∈ F ) . (1)

It follows that R is a transitive relation. So, R is a quasiorder on Q and we can
consider the corresponding equivalence relation ρ = { (p, q) | (p, q) ∈ R, (q, p) ∈
R } on the set Q. Then the quotient set Q/ρ = { [q]ρ | q ∈ Q } has a structure
of the automaton: the rule [q]ρ ·ρ a = [q · a]ρ, for each q ∈ Q and a ∈ A, defines
correctly actions by letters using (1). Furthermore, the relation ≤ on Q/ρ defined
by the rule [p]ρ ≤ [q]ρ iff (p, q) ∈ R, is a partial order on Q/ρ compatible with
actions by letters. So, Aρ = (Q/ρ,A, ·ρ,≤, [i]ρ, Fρ), where Fρ = { [f ]ρ | f ∈ F },
is an ordered automaton recognizing L (A). Moreover, if there are two states
[p]ρ, [q]ρ ∈ Q/ρ such that L (Aρ, p) = L (Aρ, q), then (p, q) ∈ ρ. Thus, the
ordered automaton Aρ is isomorphic to the minimal ordered automaton of the
language L (A). 
�

Note also that the classical power-set construction makes from a nondeter-
ministic automaton an ordered deterministic automaton which is ordered by the
set-theoretical inclusion. Thus, for the purpose of a construction of the minimal
ordered automaton, one may also use Brzozowski’s minimization algorithm using
power-set construction for the reverse of the given language.

The last technical notion concerning ordered semiautomata is related to a
homomorphism of free monoids f : B∗ → A∗. For a language L ⊆ A∗, we denote
the preimage under the homomorphism f by f−1(L) = { v ∈ B∗ | f(v) ∈ L }.
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This language can be recognized by a semiautomaton given in the following
construction.

For a homomorphism f : B∗ → A∗ and an ordered semiautomaton
O = (Q,A, ·,≤), we denote by Of the semiautomaton (Q,B, ·f ,≤) where
q ·f b = q · f(b) for every q ∈ Q and b ∈ B. We call Of a f -renaming of O.
Furthermore, we say that (P,B, ◦,) is an f -subsemiautomaton of (Q,A, ·,≤) if
it is a subsemiautomaton of Of .

3 Positive C-Varieties of Ordered Semiautomata

For the purpose of this paper, following Straubing [19], the category of homomor-
phisms C is a category where objects are all free monoids over non-empty finite
alphabets and morphisms are certain monoid homomorphisms among them.
This “categorical” definition means that C satisfies the following properties:
For each finite alphabet A, the identity mapping idA belongs to C(A∗, A∗);
If f ∈ C(B∗, A∗) and g ∈ C(C∗, B∗), then their composition gf belongs to
C(C∗, A∗). As first examples, we mention the category of literal homomorphisms
Cl, where f ∈ Cl(B∗, A∗) if and only if f(B) ⊆ A; and the category of surjective
homomorphisms Cs, where f ∈ Cs(B∗, A∗) if and only if A ⊆ f(B).

Now, for a category of homomorphisms, a positive C-variety of languages V
associates to every non-empty finite alphabet A a class V(A) of regular lan-
guages over A in such a way that (i) V(A) is closed for taking finite unions and
intersections; (ii) V(A) is closed for taking quotients, (iii) V is closed for tak-
ing preimages under homomorphisms of C, i.e. f ∈ C(B∗, A∗), L ∈ V(A) imply
f−1(L) ∈ V(B) . We talk about C-variety of languages if every V(A) is also
closed for taking complements.

If C consists of all homomorphisms we get exactly the notion of the positive
varieties of languages. When adding “each V(A) is closed for taking comple-
ments”, we get exactly the notion of the variety of languages.

Definition 3. Let C be a category of homomorphisms. A positive C-variety of
ordered semiautomata V associates to every non-empty finite alphabet A a class
V(A) of ordered semiautomata over A in such a way that (i) V(A) �= ∅ is closed
for taking disjoint unions and direct products of non-empty finite families, and
homomorphic images and (ii) V is closed for taking f-subsemiautomata for all
f ∈ C(B∗, A∗).

For each positive C-variety of ordered semiautomata V, we denote by α(V)
the class of regular languages given by the following formula

(α(V))(A) = {L ⊆ A∗ | DL ∈ V(A) } .

For each positive C-variety of regular languages V, we denote by β(V) the positive
C-variety of ordered semiautomata generated by all ordered semiautomata DL,
where L ∈ V(A) for some alphabet A. Now we are ready to state the Eilenberg
type correspondence for positive C-varieties of ordered semiautomata.
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Theorem 4 ([14, Theorem 5.1] together with [3]). Let C be a category of
homomorphisms. The mappings α and β are mutually inverse isomorphisms
between the lattice of all positive C-varieties of ordered semiautomata and the
lattice of all positive C-varieties of regular languages.

For a detailed proof, we refer to [8, Sect. 6]. If we consider the positive C-
variety V of regular languages which is closed for taking complements, then the
corresponding positive C-variety β(V) = V of ordered semiautomata is closed for
taking dual ordered semiautomata. Since the ordered semiautomaton (Q,A, ·,=)
is isomorphic to a subsemiautomaton of the product of the ordered semiautomata
(Q,A, ·,≤) and (Q,A, ·,≥), the C-variety β(V) = V is fully described by the
classes of semiautomata { (Q,A, ·) | (Q,A, ·,≤) ∈ V(A) }.

Then we can define a C-variety of semiautomata in the same manner as in
Definition 3. From Theorem 4, it follows that there exists one to one correspon-
dence between C-varieties of regular languages and C-varieties of semiautomata.
The details can be found in [8, Sect. 7].

4 Examples

In this section we present several instances of Eilenberg type correspondence.
Some of them are just reformulations of examples already mentioned in existing
literature. In particular, the first three subsections correspond to pseudovari-
eties of aperiodic, R-trivial and J -trivial monoids, respectively. Also Subsect. 4.4
has a natural counterpart in pseudovarieties of ordered monoids satisfying the
inequality 1 ≤ x. In all these cases, C is the category of all homomorphisms
denoted by Call. Nevertheless, we believe that these correspondences viewed
from the perspective of varieties of (ordered) semiautomata are of some inter-
est. Another four subsections works with different categories C and Subsects. 4.6
and 4.7 bring new examples of (positive) C-varieties of (ordered) automata.

4.1 Counter-Free Automata

The star free languages were characterized by Schützenberger [17] as the lan-
guages having aperiodic syntactic monoids. Here we recall the subsequent char-
acterization of McNaughton and Papert [10] by counter-free automata. We say
that a semiautomaton (Q,A, ·) is counter-free if, for each u ∈ A∗, q ∈ Q and
n ∈ N such that q · un = q, we have q · u = q.

Proposition 5. All counter-free semiautomata form a variety of semiautomata.

Proof. It is easy to see that disjoint unions, subsemiautomata, products and
f -renamings of counter-free semiautomata are again counter-free.

Let ϕ : (Q,A, ·) → (P,A, ◦) be a surjective homomorphism of semiautomata
and let (Q,A, ·) be counter-free. We prove that also (P,A, ◦) is a counter-free
semiautomaton. Take p ∈ P, u ∈ A∗ and n ∈ N such that p ◦ un = p. Let
q ∈ Q be an arbitrary state such that ϕ(q) = p. Then, for each j ∈ N, we
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have ϕ(q · ujn) = p ◦ ujn = p. Since the set { q, q · un, q · u2n, . . . } is finite,
there exist k, � ∈ N such that q · ukn = q · u(k+�)n. If we take r = q · ukn

then r · u�n = r. Since (Q,A, ·) is counter-free, we get r · u = r. Consequently,
p ◦ u = ϕ(r) ◦ u = ϕ(r · u) = ϕ(r) = p. 
�

The promised link between languages and automata follows.

Proposition 6 (McNaughton, Papert [10]). Star free languages are exactly
the languages recognized by counter-free semiautomata.

Note that this characterization is effective, although testing whether a regular
language given by a DFA is aperiodic is even PSPACE-complete problem by Cho
and Huynh [4].

4.2 Acyclic Automata

The content c(u) of a word u ∈ A∗ is the set of all letters occurring in u. We
say that a semiautomaton (Q,A, ·) is acyclic if, for every u ∈ A+ and q ∈ Q, we
have that q · u = q implies ∀ a ∈ c(u) : q · a = q.

One can prove the following result in a similar way as Proposition 5.

Proposition 7. All acyclic semiautomata form a variety of semiautomata. 
�
According to Pin [11, Chapt. 4, Sect. 3], a semiautomaton (Q,A, ·) is called

extensive if there exists a linear order  on Q such that (∀ q ∈ Q, a ∈ A ) q 
q · a. Note that such an order need not to be compatible with actions of letters.
One can easily show that a semiautomaton is acyclic if and only if it is exten-
sive. We prefer to use the term acyclic, since we consider extensive actions by
letters (compatible with ordering of a semiautomaton) later in the paper. Any-
way, testing whether a given semiautomaton is acyclic can be decided using the
breadth-first search algorithm.

Proposition 8 (Pin [11]). The languages over the alphabet A accepted by
acyclic semiautomata are exactly disjoint unions of the languages of the form

A∗
0a1A

∗
1a2A

∗
2 . . . A∗

n−1anA∗
n where ai �∈ Ai−1 ⊆ A for i = 1, . . . , n .

4.3 Acyclic Confluent Automata

In our paper [7] concerning piecewise testable languages, we introduced a certain
condition on automata being motivated by the terminology from the theory of
rewriting systems. We say that a semiautomaton (Q,A, ·) is confluent, if for each
state q ∈ Q and every pair of words u, v ∈ A∗, there is a word w ∈ A∗ such that
c(w) ⊆ c(uv) and (q · u) · w = (q · v) · w. In paper [7] this definition was studied
only in the context of acyclic (semi)automata, in which case several equivalent
conditions were described. One of them can be rephrased in the following way.
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Lemma 9. Let Q = (Q,A, ·) be an acyclic semiautomaton. Then Q is confluent
if and only if, for each q ∈ Q, u, v ∈ A∗, we have q · u · (uv)|Q| = q · v · (uv)|Q|.
�

Using the condition from Lemma 9, one can prove that the class of all acyclic
confluent semiautomata is a variety of semiautomata similarly as in Proposi-
tion 5. Finally, the main result from [7] can be formulated in the following way.
It is mentioned in [7] that the defining condition is testable in a polynomial time.

Proposition 10 (Kĺıma and Polák [7]). The variety of all acyclic confluent
semiautomata corresponds to the variety of all piecewise testable languages.

4.4 Ordered Automata with Extensive Actions

We say that an ordered semiautomaton (Q,A, ·,≤) has extensive actions if, for
every q ∈ Q, a ∈ A, we have q ≤ q · a. Clearly, the defining condition is testable
in a polynomial time. The transition ordered monoids of such ordered semiau-
tomata are characterized by the inequality 1 ≤ x. It is known [13, Proposition
8.4] that the last inequality characterizes the positive variety of all finite unions
of languages of the form

A∗a1A
∗a2A

∗ . . . A∗a�A
∗ , where a1, . . . , a� ∈ A, � ≥ 0 .

Therefore we call them positive piecewise testable languages. In this way one can
obtain the following statement.

Proposition 11. The class of all ordered semiautomata with extensive actions
is a positive variety of ordered semiautomata and corresponds to the positive
variety of all positive piecewise testable languages. �

Note that a usual characterization of the class of positive piecewise testable
languages is given by a forbidden pattern for DFA (see e.g. [20, p. 531]). This
pattern consists of two words v, w ∈ A∗ and two states p and q = p · v such that
p · w ∈ F and q · w �∈ F . In view of (1) from Sect. 2, the presence of the pattern
is equivalent to the existence of two states [p]ρ �≤ [q]ρ, such that [p]ρ ·ρ v = [q]ρ
in the minimal automaton of the language. The membership for the class of
positive piecewise testable languages is decidable in polynomial time – see [13,
Corollary 8.5] or [20, Theorem 2.20].

4.5 Autonomous Automata

We recall examples from the paper [6]. We call a semiautomaton (Q,A, ·)
autonomous if for each state q ∈ Q and every pair of letters a, b ∈ A, we have
q · a = q · b. For a positive integer d, let Vd be the class of all autonomous
semiautomata being disjoint unions of cycles whose lengths divide d. Clearly,
the defining conditions are testable in a linear time.
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Proposition 12 (Ésik and Ito [6]). (i) All autonomous semiautomata form a
Cl-variety of semiautomata and the corresponding Cl-variety of languages consists
of regular languages L such that, for all u, v ∈ A∗, if u ∈ L, |u| = |v| then v ∈ L.

(ii) The class Vd forms a Cl-variety of semiautomata and the corresponding
Cl-variety of languages consists of all unions of (Ad)∗Ai, i ∈ {0, . . . , d − 1}.

4.6 Synchronizing and Weakly Confluent Automata

Synchronizing automata are intensively studied in the literature. A semiautoma-
ton (Q,A, ·) is synchronizing if there is a word w ∈ A∗ such that the set Q ·w is a
one-element set. We use an equivalent condition, namely, for each pair of states
p, q ∈ Q, there exists a word w ∈ A∗ such that p · w = q · w (see e.g. Volkov [21,
Proposition 1]). In this paper we consider the classes of semiautomata which are
closed for taking disjoint unions. So, we need to study disjoint unions of synchro-
nizing semiautomata. Those automata can be equivalently characterized by the
following weaker version of confluence. We say that a semiautomaton (Q,A, ·) is
weakly confluent if, for each state q ∈ Q and every pair of words u, v ∈ A∗, there
is a word w ∈ A∗ such that (q · u) · w = (q · v) · w.

Proposition 13. A semiautomaton is weakly confluent if and only if it is a
disjoint union of synchronizing semiautomata. �

Since the synchronization property can be tested in the polynomial time
(see [21]), Proposition 13 implies that the weak confluence of a semiautomaton
can be tested in the polynomial time, as well.

Proposition 14. All weakly confluent semiautomata form a Cs-variety of semi-
automata. �

4.7 Automata for Languages Closed Under Inserting Segments

We know that a language L ⊆ A∗ is positive piecewise testable if, for every
pair of words u,w ∈ A∗ such that uw ∈ L and for a letter a ∈ A, we have
uaw ∈ L. So, we can add an arbitrary letter into each word from the language
(at an arbitrary position) and the resulting word stays in the language. Now we
consider an analogue, where we put into the word a word of a given fixed length.

For each positive integer n, we consider the following property of a given
regular language L ⊆ A∗:

∀u, v, w ∈ A∗ : uw ∈ L, |v| = n implies uvw ∈ L .

We say that L is closed under n-insertions whenever L satisfies this property.
We show that the class of all regular languages closed under n-insertions form a
positive C-variety of languages by describing the corresponding positive C-variety
of ordered semiautomata.

At first, we need to describe an appropriate category of homomorphisms. Let
Clm be the category consisting of so-called length-multiplying (see [19]) homomor-
phisms: f ∈ Clm(B∗, A∗) if there exists a positive integer k such that |f(b)| = k
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for every b ∈ B. Let n be a positive integer and Q = (Q,A, ·,≤) be an ordered
semiautomaton. We say that Q has n-extensive actions if, for every q ∈ Q and
u ∈ A∗ such that |u| = n, we have q ≤ q · u.

Note that ordered semiautomata from Subsect. 4.4 are ordered semiautomata
which have 1-extensive actions. Of course, these ordered semiautomata have n-
extensive actions for every n. More generally, if n divides m and an ordered
semiautomaton Q has n-extensive actions, then Q has m-extensive actions.

Proposition 15. Let n be a positive integer. The class of all ordered semiau-
tomata which have n-extensive actions forms a positive Clm-variety of ordered
semiautomata. The corresponding positive Clm-variety of languages consists of
all regular languages closed under n-insertions. �

For a fixed n, it is decidable in polynomial time whether a given ordered
semiautomaton has n-extensive actions, because the relation q ≤ q · u has to be
checked only for polynomially many words u.

4.8 Automata for Finite and Prefix-Testable Languages

Finite languages do not form a variety, because their complements, the so-called
cofinite languages, are not finite. Moreover, the class of all finite languages is not
closed for taking preimages under all homomorphisms. However, one can restrict
the category of homomorphisms to the so-called non-erasing ones: we say that
a homomorphism f : B∗ → A∗ is non-erasing if f−1(λ) = {λ}. The category
of all non-erasing homomorphisms is denoted by Cne. Note that Cne-varieties of
languages correspond to +-varieties of languages (see [19]).

We use certain technical terminology for states of a given semiautomaton
(Q,A, ·): we say that a state q ∈ Q has a cycle, if there is a word u ∈ A+ such
that q · u = q and we say that the state q is absorbing if for each letter a ∈ A
we have q · a = q. We call a semiautomaton (Q,A, ·) strongly acyclic, if each
state which has a cycle is absorbing. It is evident that every strongly acyclic
semiautomaton is acyclic.

Proposition 16. (i) All strongly acyclic semiautomata form a Cne-variety.
(ii) All strongly acyclic confluent semiautomata form a Cne-variety. �

Proposition 17. The Cne-variety of all finite and all cofinite languages corre-
sponds to the Cne-variety of all strongly acyclic confluent semiautomata. �

Naturally, one can try to describe the corresponding Cne-variety of languages
for the Cne-variety of strongly acyclic semiautomata. Following Pin [13, Sect. 5.3],
we call L ⊆ A∗ a prefix-testable language if L is a finite union of a finite language
and languages of the form uA∗, with u ∈ A∗. One can prove the following
statement in a similar way as Proposition 17. Note that one can find also a
characterization via syntactic semigroups in [13, Sect. 5.3].

Proposition 18. The Cne-variety of all prefix-testable languages corresponds to
the Cne-variety of all strongly acyclic semiautomata. 
�
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The characterization from Proposition 17 can be modified for the positive Cne-
variety consisting of all finite languages (see [8] for details). Note that, all con-
sidered conditions on semiautomata discussed in this subsection can be checked
in polynomial time.

5 Membership Problem for C-Varieties of Semiautomata

In the previous section, the membership problem for (positive) C-varieties of
semiautomata was always solved by an ad hoc argument. Here we discuss
whether it is possible to give a general result in this direction. For that purpose,
recall that ω-identity is a pair of ω-terms, which are constructed from variables
by (repeated) successive application of concatenation and the unary operation
u �→ uω. In a particular monoid, the interpretation of this unary operation
assigns to each element s its uniquely determined power which is idempotent.

In the case of Call consisting of all homomorphisms, we mention Theorem
2.19 from [20] which states the following result: if the corresponding pseudova-
riety of monoids is defined by a finite set of ω-identities then the membership
problem of the corresponding variety of languages is decidable by a polynomial
space algorithm in the size of the input automaton. Thus, Theorem 2.19 slightly
extends the case when the pseudovariety of monoids is defined by a finite set of
identities. The algorithm checks the defining ω-identities in the syntactic monoid
ML of a language L and uses the basic fact that ML is the transition monoid
of the minimal automaton of L. This extension is possible, because the unary
operation ( )ω can be effectively computed from the input automaton.

We should mention that checking a fixed identity in an input semiautomaton
can be done in a better way. Such a (NL) algorithm (a folklore algorithm in
the theory, see [8] for details) guesses a pair of finite sequences of states for two
sides of a given identity u = v which are visited during reading the word u (and
v respectively) letter by letter. These sequences have the same first states and
distinct last states. Then the algorithm checks whether for each variable, there is
a transition of the automaton given by a word, which transforms all states in the
sequence in the right way, when every occurrence of the variable is considered.
If, for every used variable, there is such a word, we obtained a counterexample
disproving the identity u = v.

Whichever algorithm is used, we can immediately get the generalization to
the case of positive varieties of languages, because checking inequalities can be
done in the same manner as checking identities. However, we want to use the
mentioned algorithms to obtain a corresponding result for positive C-varieties of
ordered semiautomata for the categories used in this paper. For such a result
we need the following formal definition. An ω-inequality u ≤ v holds in an
ordered semiautomaton O = (Q,A, ·,≤) with respect to a category C if, for every
f ∈ C(X∗, A∗) with X being the set of variables occurring in uv, and for every
p ∈ Q, we have p ·f(u) ≤ p ·f(v). Here f(u) is equal to f(u′), where u′ is a word
obtained from u if all occurrences of ω are replaced by an exponent n satisfying
the equality sω = sn in the transition monoid of O for its arbitrary element s.
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Theorem 19. Let O = (Q,A, ·,≤) be an ordered semiautomaton, let u ≤ v be
an ω-inequality and C be one of the categories Cne, Cl, Cs and Clm. The problem
whether u ≤ v holds in O with respect to C is decidable. �

The cases of Cne, Cl and Cs are modifications of the algorithms for Call. As
those, they are decidable by a polynomial space algorithms or NL algorithms in
the case when u and v are products of variables. For the case of Clm we are not
able to bound the complexity.
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15. Pin, J.É., Weil, P.: A Reiterman theorem for pseudovarieties of finite first-order
structures. Algebra Univers. 35(4), 577–595 (1996)

16. Reiterman, J.: The Birkhoff theorem for finite algebras. Algebra Univers. 14, 1–10
(1982)

17. Schützenberger, M.P.: On finite monoids having only trivial subgroups. Inf. Control
8(2), 190–194 (1965)

https://doi.org/10.1007/978-3-642-39310-5_16
https://doi.org/10.1007/978-3-642-38771-5_26
http://arxiv.org/abs/1712.08455
https://doi.org/10.1007/978-3-642-59136-5_10
https://doi.org/10.1007/978-3-642-59136-5_10
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Abstract. Gandhi, Khoussainov, and Liu introduced and studied a gen-
eralized model of finite automata able to work over algebraic structures,
in particular the real numbers. The present paper continues the study of
(a variant) of this model dealing with computations on infinite strings of
reals. Our results support the view that this is a suitable model of finite
automata over the real numbers. We define Büchi and Muller versions
of the model and show, among other things, several closure properties of
the languages accepted, a real number analogue of McNaughton’s the-
orem, and give a metafinite logic characterizing the infinite languages
acceptable by non-deterministic Büchi automata over R.

Keywords: Automata and logic · Real number computations

1 Introduction

Given the success of finite automata in the realm of computation over finite
alphabets there have been several attempts to generalize the concept of finite
automata to deal with more general structures or data types. One particular
such approach has been introduced by Gandhi, Khoussainov, and Liu [2] and
further extended in [6]. It provides both a finite automata model over algebraic
structures and is able to deal with infinite alphabets as underlying universes.
In the words of the authors of those papers their work fits into several lines of
research and there are different motivations to study such generalizations. In [2]
the authors discuss different previous approaches to design finite automata over
infinite alphabets and their role in program verification and database theory.
One goal is to look for a generalized framework that is able to homogenize at
least some of these approaches. As the authors remark, many classical automata
models like pushdown automata, Petri nets, visibly pushdown automata can
be simulated by the new model. Another major motivation results from work
on algebraic models of computation over structures like the real and complex
numbers. Here, the authors suggested their model as a finite automata variant of
the Blum-Shub-Smale BSS model [1]. They then asked to analyze such automata
over structures like real or algebraically closed fields.

In [10,11] we developed a theory of finite automata for the BSS model over R
and C being based on the approach of Gandhi, Khoussainov, and Liu - henceforth
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GKL for short. The main outcomes of those papers are as follows: If the original
model of GKL is considered in such an algebraic framework the model turns out
to be too powerful due to its abilities to perform - though in a restricted way
- computations. Many of the classical questions about finite automata become
undecidable, many structural properties of acceptable languages over the reals
are lost, see [10]. Therefore, in [11] the original GKL model is restricted; the
automata are equipped with a period after which all computed results are ‘for-
gotten’ by the automaton. The results in [11] show that this causes the model
to become a reasonable real number variant of a finite automata model.

In the present paper we continue research into the direction of studying the
GKL approach over the structure of real numbers. More precisely, we extend
the periodic GKL automata introduced in [11] to a model working over infinite
sequences of real numbers. We define real number versions of Büchi and Muller
automata and show, among other things, several structural properties of the
languages accepted, an analogue of McNaughton’s theorem, and give a metafinite
logic characterizing the infinite languages acceptable by non-deterministic real
number Büchi automata. Here, ‘metafinite’ refers to a framework extending finite
model theory to deal as well with structures defined over infinite universes [3].

We suppose the reader to be familiar with the classical theory of finite
automata over infinite words, see for example [5,7,13]. Due to space restriction
all missing proofs are postponed to the full version.

2 The Automaton Model

We recall the definition of a periodic GKL automaton over R from [11] working
over finite strings of real numbers. The extension to computations on infinite
strings then is immediate.

Definition 1. (Periodic GKL automata over R). (a) A deterministic periodic
R-automaton A, also called periodic GKL R-automaton, consists of the following
objects:

– a finite state space Q and an initial state q0 ∈ Q,
– a set F ⊆ Q of final (accepting) states,
– a set of � ∈ N registers which contain fixed given constants c1, . . . , c� ∈ R,
– a set of k ∈ N registers which can store real numbers denoted by v1, . . . , vk,
– a counter containing a number t ∈ {0, 1, . . . , T − 1}; we call T ∈ N the period

of the automaton,
– a transition function δ : Q × {0, 1}k+� → Q × {◦1, . . . , ◦k}.
A configuration of A is a tuple from Q×R

k×{0, . . . , T −1} specifying the current
data during a computation.

(b) The automaton processes elements of R
∗ :=

⊔

n≥1

R
n, i.e., sequences of

finite length with real numbers as components. For an input (x1, . . . , xn) ∈ R
n

it works as follows. The computation starts in state q0 with initial assignment
0 ∈ R for the values v1, . . . , vk ∈ R and value 0 for the counter. A reads the
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input components step by step. Suppose a value x is read in state q ∈ Q with
counter value t. The next state together with an update of the values vi and t are
computed as follows:

A performs k + � comparisons xΔ1v1?, xΔ2v2?, . . . , xΔkvk?, xΔk+1c1?, . . . ,
xΔk+�c�?, where Δi ∈ {≥,≤,=}. This gives a vector b ∈ {0, 1}k+�, where a
component 0 indicates that the comparison that was tested is violated whereas
1 codes that it is valid. Depending on state q and b the automaton moves to a
state q′ ∈ Q (which could again be q) and performs on each of the k registers
an operation. If t = T − 1 the counter and all register values vi are reset to
0 and a new period starts. In all other cases the counter is increased by 1 and
the values of all vi are updated applying one of the operations in the structure:
vi ← x◦i vi. Here, ◦i ∈ {+,−,×, null, pr1, pr2}, 1 ≤ i ≤ k, where pr1, pr2 denote
the projections onto the respective component and null sets the register to 0.
Which operation is chosen depends on q and b only. When the final component
of an input is read A performs the tests for this component and moves to its
last state without any further computation. It accepts the input if this final state
belongs to F , otherwise A rejects.

(c) Non-deterministic periodic R-automata are defined similarly with the only
difference that δ becomes a relation in the following sense: If in state q the tests
result in b ∈ {0, 1}k+� the automaton can non-deterministically choose a next
state and as update operations one among finitely many tuples (q′, ◦1, . . . , ◦k) ∈
Q × {+,−,×, null, pr1, pr2}k.1

As usual, a non-deterministic automaton accepts an input if there is at least
one accepting computation.

(d) The language of finite sequences accepted by A is denoted by L(A) ⊆ R
∗.

Note that by using T copies of each state it is easy to make the transitions also
depending on the counter value. Now consider an automaton working on inputs

from R
ω :=

∞∏

i=1

R. For such periodic Büchi R-automata it remains to define an

accepting condition. Given the periodicity there are several options.

Definition 2. A (non-)deterministic periodic Büchi R-automaton (N)DBAR A
with period T is a (non-)deterministic periodic GKL R-automaton with period
T working on w ∈ R

ω under one of the following acceptance conditions:

Acc1 : A accepts w ∈ R
ω iff there is a computation of A and a state q ∈ F

(the final state set) which is visited infinitely often during the computation;
Acc2 : similar, but A is required to pass infinitely often through a q ∈ F at a
full period.

Lemma 3. NDBAR’s and DBAR’s with acceptance conditions Acc1 accept the
same languages as with Acc2.

1 Note that if the counter has value T−1 also non-deterministic automata have to reset
all register values to 0; only the next state can then be chosen non-deterministically.
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Lemma 4. The class of languages accepted by a DBAR is strictly included in
the class of languages accepted by an NDBAR. The former is not closed under
complementation.

We first establish some closure and decomposition properties of languages
accepted by NDBAR.

Proposition 5. Let A,B be NDBAR with periods TA, TB and accepted languages
L(A), L(B), respectively. Then both L(A) ∪ L(B) and L(A) ∩ L(B) are accepted
by NDBAR’s with period T := TA · TB.

Next, we want to derive a characterization for Büchi languages over R using
concatenations and the Kleene-star of languages accepted by periodic GKL R-
automata. However, in order to do so we have to be a bit careful how to define
concatenation and the Kleene star operation. The reason is that when concate-
nating two sequences accepted by two automata, the first might finish its com-
putation with a counter value different from 0. It is then not clear how to choose
a period of an automaton for the concatenation of the respective languages. The
same problem occurs with the Kleene star. Therefore we define a restricted form
of the two operations depending on a given period. When dealing with Büchi
languages in R

ω this is appropriate since one can split each computation on an
input w ∈ R

ω into blocks of length T or a multiple of T , no matter how T looks
like. This motivates the following definition.

Definition 6. For A ⊆ R
∗, T ∈ N define A(T ) := {x ∈ A | |x| = kT for some

k ∈ N}. Moreover, (A(T ))∗ and (A(T ))ω then are defined as usual concatenating
finitely or countably infinitely many sequences from A(T ), respectively.

Lemma 7. Let A be a non-deterministic periodic GKL automaton and B be an
NDBAR both having the same period T ∈ N. Then the languages L(A)T .L(B)
and

(
L(A)T

)ω are accepted by an NDBAR.

Given the previous lemma a decomposition theorem for languages accepted
by Büchi R-automata follows. Before stating it we recall from [11] the definition
of certain semi-algebraic sets attached to the computation of periodic automata.2

Definition 8. Let A be an NDBAR with period T . For two states p, q of A
define the set S(p, q) as those x ∈ R

T for which there is a computation in A on
x which moves from p in T steps to q assuming a new period is started in p.

It is not hard to see that the sets S(p, q) actually are semi-algebraic [11].

Theorem 9. (a) Let L ⊆ R
ω be accepted by an NDBAR A with period T using

Acc2. Let q0 denote the start state and FA the final state set. Then

L =
⋃

p∈FA

S(q0, p)(T ).
(
S(p, p)(T )

)ω

.

2 A semi-algebraic set in R
n is a set that can be defined as a Boolean combination

(using finite unions, intersections, and complements) of solution sets of polynomial
equalities and inequalities.
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Moreover, the sets involved in the above description of L are accepted by a peri-
odic GKL R-automaton with period T .

(b) Vice versa, let L ⊆ R
ω be such that there exists a representation of form

L =
s⋃

i=1

(Ui)(Ti).
(
V

(Ti)
i

)ω

,

where s, Ti ∈ N and Ui, Vi are accepted by a periodic GKL R-automaton with

period Ti, 1 ≤ i ≤ s. Then L is accepted by an NDBAR with period T :=
s∏

i=1

Ti.

The next structural result will deal with the closure of languages accepted by
NDBAR under complementation. Also in the real number framework this can be
done along different approaches. We shall extend Büchi’s original construction
as well as using Muller R-automata.

Definition 10. Let A be an NDBAR with period T .

(i) For states p, q and a sequence u ∈ R
∗ of length kT for some k ∈ N,

define p
u→ q iff A can move from p to q when starting a new period in p and

reading u.
Define p

u→f q iff in addition there is such a computation from p to q reading
u along which A passes through FA.
(ii) Two sequences u, v,∈ R

∗ with lengths a multiple of T are called A-
equivalent, in terms u ∼A v, iff for all pairs (p, q) of states in QA it holds

p
u→f q ⇔ p

v→f q

Obviously, ∼A defines an equivalence relation of finite index on
⋃

k∈N

R
kT ⊂ R

∗.

Lemma 11. Let A be an NDBAR with period T .

(a) Each equivalence class of ∼A is accepted by a periodic GKL R-automaton
with period T .

(b) For two equivalence classes U, V ⊆ ⋃

k∈N

R
kT either it holds UV ω ⊆ L(A) or

UV ω ⊆ L(A).
(c) For every w ∈ R

ω there are equivalence classes U, V of ∼A such that w ∈
UV ω.

Theorem 12. The set of languages accepted by NDBAR’s is closed under com-
plementation.

3 Periodic Muller R-automata

Another classical way to prove closure of Büchi acceptable languages under
complementation is by changing the acceptance condition. The resulting non-
deterministic Muller automata have been shown to be equivalent to non-de-
terministic Büchi automata on the one hand side and to deterministic Muller
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automata on the other, thus yielding the complementation result. In the present
section we show that a periodic version of Muller R-automata can be defined
and used to prove once again Theorem12, this time by extending the well known
concept of Safra trees.

Definition 13. A (non-)deterministic Muller R-automaton (N)DMA
R

A with
period T is defined like a (N)DBA

R
, but with a family F = {F1, . . . , Fs} of finite

state sets Fi ⊆ Q. Again, two acceptance conditions will be considered:

Acc1 : A accepts w ∈ R
ω iff there is an Fi ∈ F and a computation of A on w

which passes through all q ∈ Fi infinitely often, but only finitely often through
all other states q �∈ Fi.
Acc2 : The same as Acc1, but precisely the states in Fi occur infinitely often
along the computation when the counter value is 0.

Lemma 14. Non-deterministic Muller R-automata and non-deterministic
Büchi R-automata accept the same languages in R

ω. This holds for both accep-
tance conditions. Consequently, NDMAR’s accept the same languages under both
acceptance conditions.

Lemma 15. The class of languages accepted by DMAR’s is closed under com-
plementation and intersection.

The main result in this section is a real number analogue of McNaughton’s
theorem [9]. It says that each non-deterministic Büchi R-automaton has an equiv-
alent deterministic Muller R-automaton. Thus, in contrast to NDBAR’s, deter-
ministic and non-deterministic Muller R-automata have the same computational
power by Lemma 14. The proof for periodic Muller R-automata extends Safra’s
construction for the finite alphabet setting [12]. We suppose the reader to be
familiar with this proof, see [5,13]. An important ingredient of Safra’s proof is
the powerset construction to determinize non-deterministic finite automata. The
corresponding construction for periodic GKL R-automata has been given in [11]
and will be used here as well.

Theorem 16. Let A be an NDBAR with period T . Then there is a DMAR B
with period T and L(A) = L(B).

Proof. Though the proof proceeds along Safra’s original one, the extension to
R-automata has some complications. This mainly holds because the determiniza-
tion of non-deterministic periodic GKL R-automata is more involved than that
for classical non-deterministic finite automata. The reason for this is the fact that
in the powerset construction the evolvement of register assignments has to be
protocolled as well. Without recalling the construction from [11] completely the
following aspects are important. Given a non-deterministic periodic automaton
A with period T there is an integer N only depending on A and an equivalent
deterministic periodic automaton A′ with period T such that A′ uses N registers.
For each input w ∈ R

∗ A′ protocols every possible computation of A on w in the
following sense: For each prefix w1 . . . wi of w A′ codes in its configuration states
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reachable by A when reading the prefix together with the corresponding register
assignments. In order not to repeat completely Safra’s construction we give a
brief description only and then point out the decisive additional aspects needed
here. In Safra’s proof the deterministic Muller automaton M has as its states
so called Safra trees. These are trees with at most n := |QA| many nodes, also
called macrostates. Each such macrostate has an integer name chosen from the
set {1, . . . , 2n} and a label that is a subset of QA. A step of M transforms one
Safra tree to another as follows: For each macrostate of the current state (i.e.,
Safra tree) it basically performs the powerset construction. However, there is a
clever way how to dynamically enlarge and reduce the number of macrostates in
a Safra tree. In order to guarantee that accepting runs again and again hit final
state sets there is a procedure of introducing sons of a macrostate; a son gets
as name a currently non-used one from {1, . . . , 2n} (note that at each step at
most n macrostates are contained in a Safra tree) and as label all final states of
A contained in the label of the father macrostate. In the next step the powerset
construction is also performed on the son macrostate. The construction is done
in such a way that a state is at most contained in one son of a macrostate; if
the union of the labels of all sons of a macrostate equals the label of the father
node, then all nodes below the father are deleted and the father gets for the
duration of one step a flash mark �. It can be shown that an accepting run of
A is equivalent to the existence of a run of M in which there is a persistent
macrostate, i.e., a macrostate with an integer name j that from a certain point
in time on is never deleted, and flashes infinitely often.

When simulating an NDBAR by a DMAR we want to use the same idea. How-
ever, some aspects become more involved. For example, in the classical powerset
construction, if a state occurs in several brother nodes of a macrostate only
the one in the oldest such macrostate survives. In the real number framework
this is not possible since the same state might occur in several brother nodes
with different corresponding register assignments, and it is necessary to keep
track of all of them. A way to solve this problem is based on Lemma14. Since
DMAR’s with both acceptance conditions accept the same languages we can
enforce to apply main parts of Safra’s construction only after full periods of the
computation. This allows to restrict to a discrete situation even for R-automata.
More precisely, we define Safra R-trees similarly to discrete ones but with addi-
tional information about the realizable register assignments included. Thus, a
macrostate again has a name in {1, . . . , 2n} and a label. The latter now is a
collection of pairs of reachable states of A together with corresponding register
assignments. If we project those pairs onto their first component we therefore
get a subset of QA of the states reachable by A. Note, however, that the same
state can occur several times as result of the powerset construction in [11]. Given
the above mentioned fact that a fixed number of N registers suffice to store this
information, such a label is well defined. The maximal number of macrostates in
a Safra R-tree just as in the discrete setting is the number n of states of A. For
a Safra R-tree representing the current state of a computation of A by coding in
its macrostates all reachable states and corresponding register assignments, the
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Muller R-automaton performs on all macrostates the new powerset construction.
As long as the counter value is different from 0 this is repeated without creat-
ing new or merging current macrostates or deleting states in labels. The decisive
point is the behaviour at full periods. It is here where the original Safra construc-
tion is applied. Note that after full periods all register assignments are 0; thus
each macrostate of a Safra R-tree after a full period basically has a subset of QA
as its label. This is the justification in [11] that the powerset construction does
not explode. Now when a period is finished we adjust the R-tree by appending
to each macrostate a son with label all the final states of QA that occur in the
label of the given state. The register values in the corresponding label are set to
0. The powerset construction for R-automata is performed for an entire period
on all macrostates of the Safra R-tree. When the period is finished, the original
merging and deletion steps are performed. This includes two actions:

– if a state from QA occurs in the labels of several macrostates of the current
tree, it is deleted from all but the oldest one and

– if the union of the states in the labels of all sons of a macrostate equals the
states in the label of this macrostate, then all nodes below that macrostate
are deleted. In this situation the macrostate flashes for one time step.

A new round starts with adding new sons and repeating the above. The
Muller R-automaton accepts with condition Acc2. Its final state sets are all
families of Safra R-trees of macrostates occurring after full time periods such
that at least one node name k ∈ {1, . . . , 2n} occurs as name of a macrostate in
all trees of the family, and at least in one tree this node flashes. �

4 A Logic for Periodic R-automata

In this section we show that also in our setting there is a strong relation between
the languages accepted by periodic R-automata - both for sequences in R

∗ and
infinite sequences in R

ω - and certain logics defined to deal with real numbers as
input data. The latter will be done using the framework of metafinite model the-
ory. Metafinite model theory was introduced in [3] and studied for the BSS model
in [4]. It provides a way to describe real number computations and complexity
in a logical framework by separating its discrete from real number aspects.

Below, a blending of a monadic second order logic on the discrete part and a
certain restricted logic on the real number part will be important. A metafinite
MSO logic in the BSS model over R was introduced and studied in [8]. Here,
due to periodicity and the limited computational abilities of periodic automata
a much weaker fragment of such a real number MSO logic will be considered.

The main result of this section will be a kind of analogue of Büchi’s theorem
for periodic GKL and periodic Büchi R-automata. We suppose the reader to be
familiar with ‘classical’ MSO logic and Büchi’s theorem. For this and proofs of
corresponding classical theorems along Büchi’s work see once more any of the
texts [5,7,13].
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4.1 From Periodic R-automata to Formulas

We first develop a logical description of the computation of a periodic R-
automaton. It uses a mixture of a classical discrete MSO logic and a metafinite
part for dealing with real number data. This outlines a way how to define in
the following subsection in a more precise way a metafinite MSOR logic which
precisely reflects the abilities of periodic R-automata. For case of simplicity we
deal with automata for finite sequences in R

∗. The generalization to R
ω is easy.

In Büchi’s theorem, weak MSO logic over 〈N, <, succ, 0〉 is used to describe
the computation of a finite automaton; ‘weak’ refers to monadic second order
quantifiers only ranging over finite subsets of N. Similarly, MSO logic character-
izes the computation of Büchi automata on infinite words over a finite alphabet.
In particular, assignments of monadic second order variables are used to code in
which state the computation is at a specific step.

For describing the discrete part of periodic R-automata we thus also use MSO
logic. However, we additionally equip it with a unary relation symbol P ⊂ N.
Throughout, it is interpreted as a set PT := {kT | k ∈ N} for a fixed T ∈ N,
describing the time steps after which an automaton with period T resets the
register values to 0. For automata over R

∗ only a finite initial part of such a
set PT is considered. Thus we work with the discrete part 〈N, <, succ, P, 0〉. In
addition, a metafinite real number part for modelling inputs w ∈ R

∗ or w ∈ R
ω,

respectively, is added in form of a function symbol C interpreted for input w
as a function Cw : N → R, Cw(i) := wi. The logic then has to reflect the
(restricted) way the automaton is allowed to compute with reals represented by
the Cw(i), i ∈ N. The metafinite part also involves symbols for the automaton’s
constants.

Suppose A to be a (deterministic) periodic GKL R-automaton with period
T, k registers and real constants c1, . . . , c�. Let Q := {q1, . . . , qs} denote its
state set and F ⊆ Q the accepting states, q1 the start state. Each input
w ∈ R

∗ is modelled as a function Cw : N → R, where Cw(i) := wi for
1 ≤ i ≤ |w|. A’s computation on a w is expressed via a formula ϕA over vocab-
ulary 〈N, <, succ, P,C, c1, . . . , c�〉. Here, P is always interpreted as a PT ⊂ N

as explained before. The interpretation of the constants is always assumed to
include 0 and 1.

On 〈N, <, succ, P 〉 formula ϕA is in MSO logic, i.e., built from P (i),X(i) for
first order variables i and second order variables X, quantifications ∃i,∀i,∃X, ∀X
and Boolean combinations thereof. The use of quantification of first order vari-
ables i when applied to C(i) is limited to ∀i ∈ P : C(i) and ∃i ∈ P : C(i). Beside
this, the metafinite parts of ϕA reflect the way A can compute. If below we deal
with inputs w ∈ R

∗ all discrete second order variables X,PT are finite subsets of
N and the corresponding logic is called weak MSOR logic. For w ∈ R

ω monadic
second order variables range over arbitrary subsets of N.

We now give a high-level description of ϕA. In Subsect. 4.2 we then precisely
define the logical framework characterizing periodic GKL R-automata.

Let ϕA(C) ≡ ∃X1, . . . , Xsϕ1(X1, . . . , Xs) ∧ ϕ2(X1, . . . , Xs, C), where
X1, . . . , Xs are monadic variables ranging over N, and being finite in case we
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deal with inputs from R
∗. Here, ϕ1 is a (weak) MSO formula on 〈N, <, succ, 0〉

expressing that X1, . . . , Xs is a partition of the set {1, . . . , |w|} for inputs w ∈ R
∗

or of N for inputs from R
ω, respectively. The Xj ’s interpretation is: Xj(i) = 1

iff A is in state j after it read input w(i); for i = 0 it holds X1(0) = 1.
If A works over R

∗ the formula has to express the length |w| of an input w;
this easily can be defined and is left to the reader. Also the accepting condition∨

j∈F

Xj(|w|) has to be added in ϕ1. If A is a periodic Büchi R-automaton instead

we add

(

∃Xinf : Xinf ⊆ P ∧ Xinf is infinite ∧ ∨

j∈F

Xinf ⊆ Xj

)

. This eas-

ily can be formalized in MSO logic over 〈N, <, succ, P, 0〉 and expresses that at
least one final state occurs infinitely often after a full period has been finished.

ϕ2 expresses a correct computation of A on w. In order to do so, for all
i ≤ |w| if Xj(i), then A’s state j′ after having processed wi+1 must describe a
permitted transition of A. This involves A’s computation on the real number
data. In order to start from register assignments 0 we describe the corresponding
conditions in blocks of length T of a full period. More precisely, for i ∈ P a
formula ϕ̃2(X1, . . . , Xs, C, i) consists of a finite collection of formulas containing
for C(i), C(succ(i)), C(succ2(i)), . . . , C(succT−1(i)) MSOR-terms that represent
the register entries generated by a computation of T steps, starting in the correct
state (expressed via Xj(i) for a unique j) with register values 0. The MSOR-terms
describe current register contents and are built from 0 along the computations
that A performs, each time combining an already computed term with the next
input component. Then, ϕ̃2 expresses that tests performed by A, the subsequent
computations and the state visited next correspond to the partition X1, . . . , Xs of
N or {1, . . . , |w|}, respectively. Finally, the formula ϕ2(X1, . . . , Xs, C) is obtained
as ∀i P ϕ̃2(X1, . . . , Xs, C, i). This shows

Proposition 17. For each periodic GKL R-automaton A with period T ∈ N

and the corresponding formula ϕA as constructed above, we have w ∈ L(A) ⇔
Cw |= ϕ(C), when P is interpreted as PT . This holds mutatis mutandis for
periodic Büchi R-automata, inputs w ∈ R

ω and the MSOR-formula ϕA. �

The above description intends to give an idea of the fragments that can be
used in our logic. For the direction from formulas to automata we have of course
to be more precise. This holds in particular with respect to the way the logic
deals with terms and formulas involving reals. One important aspect that shows
up above is the limited way in which terms C(i) enter into formulas. Here, we
only allow quantifiers of the form ∀i ∈ P,∃i ∈ P , where P has to be interpreted
as a periodic subset of N, and the quantified formula only depends on i in that
it contains terms C(i), C(succ(i)), . . . , C(succT−1(i)).

4.2 From MSOR Logic to Periodic Automata

We now introduce more precisely a logic which exactly captures the computa-
tions of periodic GKL R-automata. Since the latter works with inputs from R

∗
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and R
ω, respectively, we always consider the universe N and a function sym-

bol C as part of the vocabulary for the logic. For input w it is interpreted as
(initial fragment) Cw : N → R with Cw(i) := wi. Formulas ϕA attached to an
automaton A have C as (only) free variable; the goal is to construct ϕA in such
a way that Cw |= ϕA iff w ∈ L(A). The logic to be defined is an example of a
metafinite logic as introduced in [3] and studied for real number computations
in [4]. In [8] a monadic second order logic for BSS computations was defined and
analysed in view of the design of efficient algorithms for structures of bounded
treewidth. The logic introduced below also has MSO constructs combining finite
structures and the real numbers; it is, however, (much) weaker than the MSO
logic from [8].

As said above we consider usual MSO logic on 〈N, <, succ, P, 0〉, where the
unary symbol P is always be interpreted as a set PT = {kT | k ∈ N0} for a fixed
T ∈ N. For the metafinite part a function symbol C : N → R and constants
c1, . . . , c� are added. We assume 0 and 1 to be among the constants.

We first define real number terms. Each such term has an index i ∈ N. Terms
depend on the interpretation of P as particular relation PT as explained above.

Definition 18. Real number terms are defined as follows:

(i) 0 ∈ R is a real number term of index 0.
(ii) Let ti be a real number term of index i; then [1−P (succ(i))] · [C(succ(i))◦ ti]

is a term of index i+1. Here, ◦ is any of the allowed binary operations. Note
that 0 is a term for each index and the only term for indexes j where j ∈ P .

Definition 19. Monadic Second Order logic MSOR is defined as follows:

1. All MSO formulas over the discrete part 〈N, <, succ, P, 0〉 are MSOR-
formulas.

2. Purely real formulas prf on the metafinite part are built as follows:
2.1 For all i ∈ N comparisons C(i)Δcj for Δ ∈ {≥,=,≤} and cj one of the

constants are atomic prf.
2.2 Let i ∈ N, ti be a term of index i, then C(succ(i))Δti is a prf.
2.3 For any i ∈ N a finite Boolean conjunction of atomic prf as in 2.2 with

indexes i, succ(i), succ2(i), . . . , succm(i) for some constant m is a prf. We
denote such a formula by ϕR(i) and say that i is bound by a prf.

3. Any finite combination of ∧,∨,¬ of purely real formulas ϕR(i) is an MSOR-
formula; the indexes that are bound by one of the building prf remain bound.

4. If ϕR(i,X) is an MSOR-formula with i bound by a prf and X a discrete free
variable (first or second order), then the following are MSOR-formulas:
∀X : ϕR(i,X), ∃X : ϕR(i,X), ∀i ∈ P : ϕR(i) and ∃i ∈ P : ϕR(i).
In the first two cases if X is a first order variable it is not allowed to be bound
by a prf and i remains bound.

5. All Boolean combinations by ∧,∨,¬ of MSOR-formulas are MSOR-formulas.
Indexes i bound by a prf remain bound under these operations.

It is important to stress that above first order variables i that occur in real
number terms and formulas can only be quantified via ∀i ∈ P and ∃i ∈ P .



132 K. Meer and A. Naif

Obviously, this is necessary if the period of an automaton should be modelled
somehow. Thus, a formula like ∀i ∈ N C(i)·C(succ(i)) > 0 is forbidden. Similarly,
for different i, j that are bound by a prf there is no mix in the formula of real
number terms relating i or one of its successors with j or one of its successors.
Both such constructions would require a related automaton to remember input
components without respecting the reset operation required after each period.
From the discussion in Subsect. 4.1 part (a) of the following theorem should be
obvious now. The proof of harder part (b) has to be postponed to the full version.

Theorem 20. (a) Let A be a periodic Büchi R-automaton with period T ∈ N

working over R
ω and using constants c1, . . . , c�. Then there exists a MSOR-

formula ϕA(C,P ) over 〈N, <, succ, P,C, c1, . . . , c�〉 such that w ∈ L(A) if and
only if (Cw, PT ) |= ϕA(C,P ) with PT = {kT | k ∈ N0}.

(b) Let ϕ(C,P ) be a MSOR-formula involving real number constants c1 . . . , c�.
Fix the interpretation of P to be some PT , so C is the only free variable. Then
there is a periodic Büchi R-automaton Aϕ using the above constants such that
w ∈ L(A) iff (Cw, PT ) |= ϕ(C,P ).

The statement holds similarly if computations on finite sequences in R
∗ and

weak MSOR logic are considered. �
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Abstract. The state complexity of a finite(-state) automaton intu-
itively measures the size of the description of the automaton. Sakoda
and Sipser [STOC 1972, pp. 275–286] were concerned with nonuniform
families of finite automata and they discussed the behaviors of nonuni-
form complexity classes defined by families of such finite automata hav-
ing polynomial-size state complexity. In a similar fashion, we introduce
nonuniform state complexity classes using families of quantum finite
automata. Our primarily concern is one-way quantum finite automata
empowered by garbage tapes. We show inclusion and separation rela-
tionships among nonuniform state complexity classes of various one-way
finite automata, including deterministic, nondeterministic, probabilistic,
and quantum finite automata of polynomial size. For two-way quantum
finite automata equipped with garbage tapes, we discover a close rela-
tionship between the nonuniform state complexity of such a polynomial-
size quantum finite automata family and the parameterized complex-
ity class induced by quantum logarithmic-space computation assisted by
polynomial-size advice.

Keywords: Quantum finite automata · State complexity ·
Quantum Turing machine · Bounded-error probability ·
Quantum advice

1 Prelude: Quick Overview

This exposition reports a collection of preliminary results obtained by the cur-
rently on-going study on the state complexity of nonuniform families of quantum
finite automata, which is briefly referred to as the nonuniform state complexity.

1.1 Nonuniform State Complexity of Finite Automata Families

Each finite(-state) automaton is completely described by a set of transitions of
its inner states. The number of inner states is thus crucial to measure the descrip-
tional size of the automaton and it works as a complexity measure, known as
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the state complexity of the automaton. This complexity measure thus naturally
regards as an indicator for the computational power of the automaton. Instead
of taking a single automaton, in this exposition, we consider a “family” of finite
automata in a way similar to a family of Boolean circuits. Such a family of finite
automata may be generated in a uniform way by a certain deterministic algo-
rithm. Unlike Boolean circuits, nevertheless, inputs of automata are not limited
to certain fixed lengths. For brevity, the term “uniform sate complexity” refers to
the state complexity of such a uniform family of finite automata. Opposed to the
uniform state complexity, here we intend to study its “nonuniform” counterpart
under the name of nonuniform state complexity. This nonuniform complexity
measure turns out to be closely related to a nonuniform model of Turing-machine
computations.

Nonuniform state complexity has played various roles in automata theory. An
early discussion that attempted to relate certain state complexity issues to the
collapses of known space-bounded complexity classes dates back to late 1970s.
Sakoda and Sipser [9], following Berman and Lingas [2], argued on the state com-
plexity of transforming one family of 2-way nondeterministic finite automata (or
2nfa’s, for short) into another family of 2-way deterministic finite automata (or
2dfa’s). From their works, we have come to know that the state complexity of a
family of automata is related to the work-tape space of a Turing machine. In this
line of study, after a long recess, Kapoutsis [6] and Kapoutsis and Pighizzini [7]
lately revitalized a discussion on the relationships between logarithmic-space (or
log-space, for short) complexity classes and state complexity classes in connec-
tion to the L = NL question (in fact, the NL ⊆ L/poly question, where L/poly
is the nonuniform analogue of L).

Taking a complexity-theoretic approach, Kapoutsis [4,5] earlier discussed
relationships among the nonuniform state complexity classes 1D, 1N, 2D, and
2N of families of “promise” decision problems, each of which is solved by a
nonuniform family of deterministic and nondeterministic finite automata of poly-
nomially many inner states (see Sect. 2 for their definitions). Along the same line
of study, Yamakami [14] recently gave a characterization of the polynomial-time
sub-linear-space “parameterized” complexity class, known as PsubLIN, and an
NL-complete problem 3DSTCON parameterized by the number of vertices of
an input graph (which is generally referred to as a size parameter) in terms of
the state complexities of restricted 2nfa’s and narrow 2-way alternating finite
automata.

An important discovery of [14] is the fact that a nonuniform family of promise
decision problems is more closely related to parameterized decision problems
than “standard” decision problems (whose complexities are measured by the
binary encoding size of inputs). A decision problem (or a language) L over an
alphabet Σ and a reasonable size parameter m from Σ∗ to N (the set of all natu-
ral numbers) form a parameterized decision problem (L,m) [13]. We can naturally
translate such a parameterized decision problem (L,m) into a uniform family
{(Ln, Ln)}n∈N of promise decision problems and also translate {(Ln, Ln)}n∈N

back into another parameterized decision problem (K,m), which is “almost”
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the same as (L,m). See Sect. 2.2 for more details. These translations between
parameterized decision problems and families of promise decision problems play
an essential role in this exposition. For notational readability, we use the spe-
cial prefix “para-” and write, for example, para-NL to denote the parameterized
analogue of NL, that is, the collection of parameterized NL languages.

After the study of state complexity classes was initiated in [9], a further
elaboration has been long anticipated; however, there has been little research
on how to expand the scope of these classes. Our purpose of this exposition is
to enrich the world of nonuniform state complexity classes toward a whole new
direction.

1.2 An Extension to Quantum Finite Automata

We intend to expand the scope of nonuniform state complexity theory to an
emerging field of quantum finite automata. The behaviors of quantum finite
automata, viewed as a natural extension of probabilistic finite automata, are
governed by quantum physics. Moore and Crutchfield as well as Kondacs and
Watrous modeled the quantumization of finite automata in two quite different
ways. Lately, these definitions have been considered insufficient for implementa-
tion and advantages over classical finite automata and, for this reason, numer-
ous generalizations have been proposed (see, e.g., a survey [1] for references).
Here, we intend to use two distinct models: measure-many 1-way1 quantum
finite automata with garbage tapes (or 1qfa’s, for short) and measure-many 2-
way quantum finite automata with garbage tapes (or 2qfa’s), where garbage tapes
are write-only tapes used to discard unwanted information, which is considered
to be released into a surrounding environment. For an early use of tape tracks
to discard the unnecessary information, see [12]. The above models are simple to
describe with no additional use of mixed states, ancilla qubits, superoperators,
classical inner states, etc. and they are also as powerful as the generalized model
cited in [1].

1.3 Overview of Main Contributions

In analogy to 1D and 2D, we introduce their probabilistic and quantum variants
as follows. We write 1Q for the collection of families {(Ln, Ln)}n∈N, each (Ln, Ln)
of which is solved by a certain 2qfa Mn with unbounded-error probability using
polynomially many inner states. If we relax the unbounded-error requirement
to the bounded-error requirement (i.e., error probability is bounded from above
by a certain constant in [0, 1/2)), we write 1BQ in place of 1Q. Similarly to
Boolean circuits, we often limit the length of input strings fed to given finite
automata. Furthermore, if we replace quantum finite automata by probabilistic
finite automata, then we obtain 1BP and 1P from 1BQ and 1Q, respectively. By

1 We use this term “1-way” in a strict sense that a tape head always moves to the
right and is not allowed to stay still on the same cell. This term is called “real time”
in certain literature.
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allowing 1dfa’s to have 2p(n) states for a certain polynomial p, we obtain 21D

from 1D. Using the 2-way models, we naturally obtain 2D and 2N from 1D and
1N, respectively. The nonuniform state complexity class 2BQ is introduced in
a way similar to 1BQ but using bounded-error 2qfa’s instead of bounded-error
1qfa’s. When nondeterministic quantum computation is used, we obtain 1NQ.
There are a few known separations: 1D � 1N � 21D, 1N �= co-1N [4,5], and
1D � 2D ⊆ 2N � 21D [4]. We also obtain 2BP ⊆ 21D from [3, Theorem 6.1] and
2BP � 2N from [3, Theorem 6.2].

The first part of our main result is summarized as follows.

Theorem 1. 1. 1D � 1BP � 1BQ � 21D ∩ 1Q.
2. 1BQ = co-1BQ and 1P = co-1P.
3. 1D � 1N � 1Q = 1P and 1N � 1NQ.
4. 1D � 21D, 1BP � 21BP, 1BQ � 21BQ, and 1BQ ⊆ 21D.
5. 2D � 2BP ⊆ 2BQ and 2P ⊆ 21P.

To introduce the nonuniformity notion into a model of quantum Turing
machine (or QTM, for short), we equip QTMs with the Karp-Lipton type advice
as supplemental external information to empower those QTMs (see, e.g., [8]).

When the input size |x| of each string x in Ln ∪Ln is limited to at most p(n)
for a certain fixed polynomial p, we write 2N/poly and 2BQ/poly instead of 2N
and 2BQ, respectively. We show the following close connections between advised
complexity classes and nonuniform state complexity classes.

Corollary 2. 1. 2N/poly ⊆ 2BQ iff NL ⊆ BQL/poly.
2. 2BQ/poly ⊆ 2BP iff BQL ⊆ BPL/poly.

Corollary 2 is a consequence of a more general theorem (Theorem 5), which
follows from the exact characterizations (Proposition 6) of parameterized com-
plexity classes in terms of nonuniform state complexity classes, and vice versa.
This proposition helps us translate nonuniform state complexity classes, such as
2D/poly, 2N/poly, 2BP/poly, and 2BQ/poly into their corresponding advised
parameterized complexity classes, para-L/poly, para-NL/poly, para-BPL/poly,
and para-BQL/poly, where the last class para-BQL/poly, for example, denotes
the collection of parameterized decision problems (L,m) solvable by bounded-
error QTMs using work tapes of space logarithmic in |x|m(x) with (determinis-
tic) advice of size polynomial in |x|m(x) (see Sect. 2.2 for their definitions).

Nishimura and Yamakami [8] introduced the notion of quantum advice to
enhance the ability of QTMs. Quantum advice manifests a quantumization of
randomized advice (see, e.g., [11]). To emphasize the use of quantum advice,
we write BQL/Qpoly in accordance with [8]. As discussed in [12], the rewriting
of an advice tape provides extra power for quantum finite automata. We thus
allow a QTM to “erase” advice symbols before terminating to make quantum
interference to take place. In parallel to the change of deterministic advice to
quantum advice, we also modify our basic model of 2qfa’s as follows. Firstly, we
express a (quantum) transition function as the form of a matrix or a table, which
can be easily encoded into a string over a certain alphabet. For readability, we
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use the term “transition table” to address this encoded string. This encoding
further makes it possible to consider a superposition of transition tables. Gener-
ally, we call by a super quantum finite automaton a quantum finite automaton
obtained by substituting superpositions of transition tables for a quantum tran-
sition function. We further add a mechanism of “erasing” its transition tables
without accessing the input before terminating. For convenience, we use the
notion 2sBQ to express the nonuniform state complexity class obtained from
2BQ by substituting super 2qfa’s for ordinary 2qfa’s.

Theorem 3. 2sBQ/poly ⊆ 2BQ iff BQL/poly = BQL/Qpoly.

Due to the page limit, in what follows, we are focused only on Corollary 2
and Theorem 3 and leave the rest to a complete version of this exposition. A
further study on relativization (or Turing reducibility) was conducted in [15].

2 Preparations: Notions and Notation

Let N and C denote respectively the sets of all natural numbers (i.e., nonnegative
integers) and of complex numbers. All polynomials in this exposition are assumed
to have nonnegative integer coefficients. Assume that the logarithms are always
to the base 2. Let Σ be any alphabet, which is a finite nonempty set. We use the
notation λ to denote the empty string of length 0. A function h : N → Σ∗ is
called polynomially bounded if there exists a polynomial p such that |h(n)| ≤ p(n)
for all n ∈ N.

2.1 Machine Models

Our finite automata are always equipped with read-only input tapes, which
use two endmarkers |c (left endmarker) and $ (right endmarker), where a given
input string is written initially in between the two endmarkers. In contrast, each
Turing machine is equipped with a read-only input tape with the two endmarkers
|c and $ as well as a rewritable work tape. Occasionally, we further equip a Turing
machine with a read-only advice tape, which holds a given advice string, together
with the two endmarkers. It is important to note that no machine modifies a
given advice string during its computation (except for the quantum advice model
in Sect. 4).

For clarity reason, we use the term “one way” only to refer to the condition of
a given machine where its tape head always moves to the right without stopping
(i.e., there is no λ-move). On the contrary, if we allow such “λ-moves,” we instead
use the term “1.5 way” to emphasize its difference from “one way” head moves.

An advice function is a function from N to Σ∗ for a certain alphabet Σ. The
advised nondeterministic complexity class NL/poly consists of languages, each L
of which is recognized by a certain nondeterministic Turing machine (equipped
with an advice tape) using a polynomially-bounded advice function.

We assume the reader’s familiarity with the basics of quantum computation.
Since Kondacs and Watrous’s model of 1qfa’s is strictly weaker in power than
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1dfa’s, there have been numerous generalizations proposed in the literature (see,
e.g., a survey [1]). Here, we wish to empower their 1qfa’s by simply equipping
each of them with a write-only garbage tape in which a machine drops any sym-
bol (called a garbage symbol) but never accesses any non-blank symbol written
on the tape again. An early idea of 1qfa’s discarding garbage information down
to a portion of a read-once input tape was materialized in [12] and such a mech-
anism was shown to enhance the computational power of 1qfa’s. The use of a
garbage tape allows us to make 1qfa’s simulate all 1dfa’s. Each tape has the left
endmarker |c, and input and advice tapes additionally have the right endmarker
$. All tape cells are indexed by numbers in N; in particular, |c is always placed
in cell 0.

Formally, a 1-way quantum finite automaton with a garbage tape (where we
hereafter use the term “1qfa” to indicate this particular model unless otherwise
stated) M is a tuple (Q,Σ, {|c, $}, Ξ, δ, q0, Qacc, Qrej), where Q is a finite set
of inner states, Σ is an input alphabet, Ξ is a garbage alphabet, δ is a (quan-
tum) transition function mapping to C, q0 (∈ Q) is the initial inner state, and
Qacc, Qrej are subsets of Q. All inner states in Qacc ∪ Qrej are called halting
states and the rest of inner states are non-halting states. Let Hhalt and Hnon

denote respectively the Hilbert spaces spanned by all halting states and by all
non-halting states. The garbage tape can be considered as a surrounding envi-
ronment that exists “externally,” separated from the essential part of a com-
putation. By observing the garbage tape at every step produces a mixed state
of “internal” configurations of M and therefore, our model turns out to be as
powerful as other generalized models of 1qfa’s (see a survey [1]).

For our convenience, we use the notion of transition table [14, arXiv version],
which is another way to describe δ. Let n be the number of inner states of M .
Formally, letting k = |Q||Σ ∪ {|c, $}| and l = 3|Q||Ξ|, a transition table T of M
on input x is a k × l matrix, each row of which is indexed by (q, σ), each column
is indexed by (q, d, ξ), and the ((q, σ), (p, d, ξ))-entry is an approximation of a
transition amplitude δ(q, σ | p, d, ξ).

In accordance with the aforementioned 1qfa’s and 2qfa’s, we equip quan-
tum Turing machines with garbage tapes. We simply refer to quantum Turing
machines that are equipped with garbage tapes as QTMs. Since we need to han-
dle advice, we further supply an advice tape with an advice alphabet Θ. For
convenience, we call a QTM with an advice tape by an advised QTM.

With the use of logarithmic work space, using one of the work tapes, we
can implement an internal clock that helps quantum interference take place in
a computation.

2.2 Parameterized Problems and Promise Problems

A size parameter is a function from Σ∗ to N for a certain alphabet Σ. Typical
examples include mbin(x) = |x| (binary size of input x) and mver(G) indicates
the number of vertices in a graph G. A parameterized decision problem over an
alphabet Σ is a pair (L,m) with a language (or a decision problem) L over Σ
and a size parameter m : Σ∗ → N. Given a parameterized decision problem
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(L,m), a family L = {(Ln, Ln)}n∈N of promise decision problems is said to be
induced from (L,m) if, for each index n ∈ N, Ln = L ∩ Σn and Ln = L ∩ Σn,
where Σn = {x ∈ Σ∗ | m(x) = n}.

A given size parameter m : Σ∗ → N is said to be polynomially bounded if
there exists a polynomial p such that m(x) ≤ p(|x|) for all x ∈ σ∗. In contrast,
m is polynomially honest if, for a certain fixed polynomial q, |x| ≤ p(m(x)) holds
for any x ∈ Σ∗. We use the notation PHSP to denote the set of all parameterized
decision problems (L,m) such that m is polynomially-honest size parameters.

A promise decision problem is of the form (A,B) over an alphabet Σ satis-
fying both A,B ⊆ Σ∗ and A ∩ B = Ø. As stated in Sect. 1.1, we deal with a
“family” L of promise decision problems, having the form {(Ln, Ln)}n∈N over a
certain fixed alphabet Σ. For such a family L of promise problems and a given
family {Mn}nN of certain specified machines that satisfy appropriate criteria for
acceptance and rejection, we generally say that Mn recognizes (solves or com-
putes) (Ln, Ln) if (1) for any x ∈ Ln, Mn accepts x and, (2) for all x ∈ Ln,
Mn rejects x. There is no requirement for the behavior of Mn on any string x
outside of Ln ∪ Ln and Mn possibly neither accepts nor rejects such an x.

On the contrary, let {(Ln, Ln)}n∈N be a family of promise decision problems
over an alphabet Σ. We set Lall =

⋃
n∈N

(Ln ∪ Ln). Note that Lall is included
in Σ∗ but is not required to equal Σ∗. Let Σ# = Σ ∪ {#}. We define Kn =
{1n#x | x ∈ Ln} and Kn = {1n#x | x ∈ Ln} ∪ {z#x | z ∈ Σn − {1n}, x ∈
Σ∗

#}∪{z | z ∈ Σn} for each index n ∈ N. Furthermore, we set K =
⋃

n∈N
Kn and

K =
⋃

n∈N
Kn. It follows that K ∩ K = Ø and K ∪ K = Σ∗

#. We define m(w)
as follows: m(w) = n if w = 1n#x for a certain x, and m(w) = |w| otherwise.
The pair (K,m) turns out to be a parameterized decision problem. We say that
(K,m) is induced from {(Ln, Ln)}n∈N.

As noted in Sect. 1.1, we use the prefix “para-” to describe parameterized
complexity classes. We define para-BQL as the class of parameterized decision
problems (L,m) solvable by bounded-error QTMs using O(log |x|m(x)) space,
where m is log-space computable in unary (see [13]). The probabilistic counter-
part of para-BQL is denoted by para-BPL. Moreover, we write para-NL/poly
to denote the parameterization of NL/poly, which is obtained by replacing lan-
guages L with parameterized decision problems (L,m).

2.3 Nonuniform State Complexity

Our purpose is to introduce nonuniform complexity classes defined by state
complexities of quantum finite automata families. Related to these classes, we
also consider classes based on probabilistic finite automata.

The state complexity generally refers to the number of inner states used in
a given automaton. However, since we use a (uniform or nonuniform) family
{Mn}n∈N of finite automata, the state complexity of such a family becomes a
function in n. More formally, the state complexity sc(n) (or sc(Mn)) of a family
{Mn}n∈N of finite automata is a function defined by sc(n) = |Qn| for all indices
n ∈ N, where Qn denotes a set of inner states of Mn [10]. In the rest of this
paper, we use nonuniform families of finite automata.
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The nonuniform state complexity class 1D is the collection of all nonuniform
families {(LnLn)}n∈N over certain alphabets Σ satisfying the following: there
are a polynomial p and a nonuniform family {Mn}n∈N of 1dfa’s such that, for
each index n ∈ N, (i) Mn has at most p(n) states and (ii) Mn solves (Ln, Ln)
on all inputs. In a similar way, we can define 1N using 1nfa’s instead of 1dafa’s.
Moreover, the notation 21D indicates the collection of families {(Ln, Ln)}n∈N of
promise decision problems, each of which is recognized by a certain 1dfa of at
most 2p(n) inner states for a certain polynomial p.

Formally, the notation 1BQ denotes the collection of nonuniform families
{(Ln, Ln)}n∈N such that there exist a family {Mn}n∈N of 1qfa’s, a polynomial
p, and a constant ε ∈ [0, 1/2) satisfying the following: (1) for each n ∈ N and
any x, if x ∈ Ln, then Mn accepts x with probability at least 1 − ε; if x ∈ Ln,
then Mn rejects x with probability at least 1 − ε, and (2) each Mn uses at
most p(n) inner states. When Mn satisfies Condition (1), we simply say that
Mn recognizes (Ln, Ln) with error probability at most ε. In this case, Mn is also
said to make bounded-errors. We obtain 1Q if we change Condition (1) into the
following condition: (1′) given any index n ∈ N, for each x ∈ Ln, Mn accepts x
with probability >1/2 and, for any x ∈ Ln, Mn rejects x with probability ≥1/2.

We define 1P in a similar way of defining 1D but using one-way probabilis-
tic finite automata with unbounded-error probability (or 1pfa’s, for short). By
using the bounded-error criteria instead, we define 1BP (where “B” stands for
“bounded error”). Similarly to 21D, we can define 21BQ, 21Q, 21BP, 21P, etc.

As shown below, quantum computation is different from deterministic one.

Proposition 4. 1D = 1.5D, 1BQ �= 1.5BQ, and 1Q �= 1.5Q.

For two-way head moves, the length of accepting computation paths of 2dfa’s
and 2nfa’s are always bounded linearly in input size. This fact shows that 2D and
2N are both included in 21D. We define 2BQ to be the collection of nonuniform
families {(Ln, Ln)}n∈N such that there exist a family {Mn}n∈N of 2qfa’s and a
polynomial p satisfying the following: (1) for each n ∈ N, Mn makes bounded
errors on all inputs in Σn = Ln ∪ Ln and (2) each Mn uses at most p(n) inner
states. Let 2Q be defined similarly to 2BQ by using unbounded-error probability
instead of bounded-error one.

In a similar fashion, we define 2BP to be the collection of nonuniform families
{(Ln, Ln)}n∈N, each (Ln, Ln) of which is recognized by 2-way bounded-error
probabilistic finite automata (or 2bpfa, for short) of polynomially-many states
with error probability at most ε ∈ [0, 1/2). The unbounded-error analogue of
2BP is denoted by 2P.2

3 Advised QTMs and Quantum Finite Automata

Our goal in this section is to prove a general theorem, Theorem 5, from which
Corollary 2 follows immediately. To achieve this goal, we first give a precise
2 In [4], the polynomial-time 2BP was considered under the name of 2P2 and the
polynomial-time 2P was studied under the name of 2P but it is restricted to so-
called “regular” language families. Here, we do not demand such a condition.
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characterization of parameterized decision problems solvable by polynomial-time
logarithmic-space advised QTMs in terms of certain 2qfa’s having polynomially
many states.

Theorem 5. Let A,B ∈ {D,N,BP,BQ}. It then follows that 2A/poly ⊆ 2B iff
AL ⊆ BL/poly, where “DL” is understood as “L”.

3.1 The Roles of Advice and the Honesty Condition

We will prove a central claim, which establishes a close relation between nonuni-
form state complexity classes and parameterized complexity classes. Here, we
state the claim in full generality.

Proposition 6. Let (A,B) ∈ {(2D,L), (2N,NL), (2BP,BPL), (2BQ,BQL)}.
1. For any parameterized decision problem (L,m), let L = {(Ln, Ln)}n∈N be a

family induced from (L,m). It then follows that (L,m) ∈ para-B/poly ∩ PHSP
iff L ∈ A/poly.

2. Let L = {(Ln, Ln)}n∈N be any family of promise decision problems and let
(K,m) be a parameterized decision problem induced from L. It then follows
that L ∈ A/poly iff (K,m) ∈ para-B/poly ∩ PHSP.

In this exposition, we will show the proposition only for the case of A = 2BQ
and B = BQL since the other cases can be proven in a similar way. The proof of
Proposition 6(1) is now split into two lemmas, Lemmas 7 and 8. Lemma 7 states
that we can simulate an advised QTM by a certain nonuniform family of 2qfa’s
with appropriate state complexity.

Lemma 7. Let (L,m) be a parameterized decision problem over an alphabet Σ
and let L = {(Ln, Ln)}n∈N be a family of promise decision problems induced
from (L,m). Let h be an advice function and let r be a polynomial satisfying
|h(n)| ≤ r(n) for all n ∈ N. Assume that m is polynomially honest and that, with
the help of h, an advised QTM M solves L with bounded-error probability. For
any polynomial p and a function 
, there exists a family {Nn,l}n,l∈N of 2qfa’s
with O(r(l)2O(�(n,l))) states such that, for any input x satisfying m(x) = n,
M accepts (x, h(|x|)) in expected time p(m(x), |x|) using space 
(m(x), |x|) with
bounded-error probability iff Nm(x),|x| accepts x in expected time O(p(m(x), |x|))
with bounded-error probability.

Proof Sketch. Given M and h in the premise of the lemma, the desired 2qfa
Nn,l is designed to simulate M ’s computation using its inner states of the form
(q, k, t, w, a), which indicates that M is in state q, scanning the kth cell of a work
tape containing w, and the tth cell of an advice tape with a = h(|x|). 
�

The converse of Lemma 7 is shown in Lemma 8 by giving a simulation of a
family of 2qfa’s by advised QTMs. To make a quantum interference take place
correctly, we need to avoid any time discrepancy caused by the different simu-
lation speed, and thus we need to adjust the timing of reaching the same con-
figurations. For this purpose, we need to implement an internal clock. This is
possible because 2qfa’s in question can use polynomially many inner states.
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Lemma 8. Let (L,m) be a parameterized decision problem over an alphabet
Σ and let L = {(Ln, Ln)}n∈N be induced from (L,m). Let r and p be func-
tions and let {Nn,l}n,l∈N be a family of r(n, l)-state 2qfa’s such that Nm(x),|x|
solves (Ln, Ln) on all inputs x with bounded-error probability within p(m(x), |x|)
time. There exist an advised QTM M and an O(r(m(x), |x|) log r(m(x), |x|))-
bounded advice function h such that, for any n ∈ N and for any input x, Nm(x),|x|
accepts x within p(m(x), |x|) time with bounded-error probability iff M accepts
(x, h(n)) with bounded-error probability within O(p(m(x), |x|)) time using space
O(log r(m(x), |x|)).
Proof Sketch. Taking Nn,l in the premise of the lemma, we build the desired
advised QTM M that simulates Nm(x),|x| using an advice function h, which
encodes a quantum circuit Cm(x),|x| that approximately updates a configura-
tion of Nm(x),|x| at every step. Such Cn,l can be made up of a universal set
{HAD,CNOT, T} of elementary quantum gates. 
�

We omit the proof of Proposition 6(2).

3.2 Proof of Theorem5

We will give the proof of Theorem5. For the intended proof, we need two sup-
porting claims.

Lemma 9. Let (A,B) ∈ {(NL,L), (NL,BPL), (NL,BQL), (BQL,BPL)}. It then
follows that A/poly ⊆ B/poly iff A ⊆ B/poly.

Lemma 10. Let (A,B) ∈ {(NL,L), (NL,BPL), (NL,BQL), (BQL,BPL)}. It
then follows that para-A ∩ PHSP ⊆ para-B/poly iff A ⊆ B/poly.

We are ready to give the proof of Theorem5, which is now an easy conse-
quence of Lemmas 9–10 and Proposition 6.

Proof of Theorem 5. Here, we show only the case of A = N and B = BQ.
(⇐) Assume that NL ⊆ BQL/poly. By Lemma 9, this is equivalent to

NL/poly ⊆ BQL/poly. Lemma 10 then implies that para-NL/poly ∩ PHSP ⊆
para-BQL/poly. Using this inclusion, we want to show that 2N/poly ⊆ 2BQ.

Take any family L = {(Ln, Ln)}n∈N in 2N/poly. There are a polynomial s
and a family {Mn}n∈N of 2nfa’s such that, for any index n ∈ N, |x| ≤ s(n) for all
x ∈ Σn = Ln ∪ Ln, and Mn solves (Ln, Ln). Consider (K,m), which is induced
from {(LnLn)}n∈N. By Proposition 6(2), (K,m) belongs to para-NL/poly∩PHSP
since m is polynomially honest. By our assumption, (K,m) is also in para-
BQL/poly. By Proposition 6(2), we conclude that L ∈ 2BQ/poly ⊆ 2BQ.

(⇒) Assume that 2N/poly ⊆ 2BQ. It suffices to prove that para-NL/poly ∩
PHSP ⊆ para-BQL/poly because, once this is proven, Lemma10 implies that
NL/poly ⊆ BQL/poly and Lemma9 further concludes that NL ⊆ BQL/poly.

Let us take any parameterized decision problem (L,m) in para-NL/poly ∩
PHSP. Let L = {(Ln, Ln)}n∈N be induced from (L,m). Proposition 6(1) implies
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that L ∈ 2N/poly. Our assumption then implies that L ∈ 2BQ/poly. Proposi-
tion 6(1) then concludes that (L,m) ∈ para-BQL/poly. 
�

From Theorem 5, Corollary 2 follows immediately. This theorem also leads to
the main result of [6] (see also [7]), which relies on the property of a particular
NL-complete problem, the directed graph s-t connectivity problem. Our argu-
ment instead uses the parameterized complexity classes para-L and para-NL as
in Proposition 6.

Corollary 11. [6,7] 2N/poly ⊆ 2D iff NL ⊆ L/poly.

4 Quantum Advice and Quantum Transition Tables

For the proof of Theorem 3, let us consider quantum advice. It is shown in
[8, Lemma 3.1] that a polynomial-time quantum Turing machine with quantum
advice is translated into an equivalent polynomial-size quantum circuit family
starting with additional quantum states. In the case of finite automata, we quan-
tize transition tables and feed them to quantum finite automata. We abbreviate
2-way super quantum finite automata as 2sqfa’s.

Proposition 12. 1. Let (L,m) be any parameterized decision problem and let
L = {(Ln, Ln)}n∈N be induced from (L,m). It then follows that (L,m) ∈
para-BQL/Qpoly ∩ PHSP iff L ∈ 2sBQ/poly.

2. Let L = {(Ln, Ln)}n∈N be any family of promise decision problems and let
(K,m) be induced from L. It then follows that L ∈ 2sBQ/poly iff (K,m) ∈
para-BQL/Qpoly ∩ PHSP.

Proof Sketch. We briefly state a key idea of how to prove (1). Assuming
(L,m) ∈ para-BQL/Qpoly ∩ PHSP, for any given advised QTM M and a quan-
tum advice state |φn〉 =

∑
s αs|s〉 solving (L,m), we define Ms to run M on

(x, s). We then convert it to a 2qfa Nm(x),s that properly simulates Ms on
input x. Take a polynomial p for which m(x) ≤ p(|x|) for all x. Let Ti,s denote
a transition table of Ni,s and define T ′

s = T1,s#T2,s# · · · #Tp(|x|). Finally, we
set |ψ|x|〉 =

∑
s αs|T ′

s〉 and define the desired super 2qfa to operate according
to |ψ|x|〉.

For the converse, assume that L ∈ 2sBQ/poly. Take {Nn}n∈N and {|ψn〉}n∈N

that solve L. We then prepare a quantum function f to indicate how to operate
a single step of Nn. Finally, we define h(x) to be f(x) ⊗ |ψ|x|〉 and design the
desired advised QTM that simulates Nm(x) on (x, h(x)).

Lemma 13. para-BQL/poly ∩ PHSP = para-BQL/Qpoly ∩ PHSP iff
BQL/poly = BQL/Qpoly.

Theorem 3 follows from Propositions 6 and 12 and Lemma 13.

Proof of Theorem 3. (⇒) Assume that BQL/poly = BQL/Qpoly. By
Lemma 13, we obtain para-BQL/poly ∩ PHSP = para-BQL/Qpoly ∩ PHSP. Let
L = {(Ln, Ln)}n∈N be any family in 2sBQ/poly and let (K,m) be induced from
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L. By Proposition 12(2), we obtain (K,m) ∈ para-BQL/Qpoly. By our assump-
tion, we obtain (K,m) ∈ para-BQL/poly. By Proposition 6(2), it follows that
L ∈ 2BQ/poly.

(⇐) Assume that 2sBQ/poly ⊆ 2BQ/poly. Owing to Lemma 13, we need
to show that para-BQL/poly ∩ PHSP = para-BQL/Qpoly ∩ PHSP. Let (L,m)
be any problem in para-BQL/Qpoly ∩ PHSP. Moreover, let L = {(Ln, Ln)}n∈N

be induced from (L,m). By Proposition 12(1), we obtain L ∈ 2sBQ/poly. Our
assumption implies that L ∈ 2BQ/poly. Using Proposition 6(1), we conclude
that (L,m) ∈ para-BQL/poly ∩ PHSP. 
�
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Transducers and Deterministic Two-Tape

Automata

Vladimir A. Zakharov(B)

Lomonosov Moscow State University, Leninskiye Gory, Moscow, Russia
zakh@cs.msu.su

Abstract. Although the equivalence problem for finite transducers is
undecidable in the general case, it was shown that for some classes of
transducers (bounded ambiguous, bounded valued, of bounded length
degree) this problem has effective solutions which, however, require sig-
nificant computational costs. In this paper we distinguish a new class of
transducers (we call them prefix-free since their transitions are character-
ized by this property of languages) such that (1) the equivalence problem
for transducers in this class is decidable in quadratic time, and (2) this
class does not fall into the scope of previously known decidable cases. We
also show that deterministic two-tape finite state automata (2-DFSAs)
are convertible into prefix-free transducers. Due to this translation we
obtain a simple procedure for checking equivalence of 2-DFSAs in poly-
nomial time. We believe that the further development of this approach
could bring us to an efficient equivalence checking algorithm for deter-
ministic multi-tape automata with an arbitrary number of tapes.

Keywords: Transducer · Two-tape automaton ·
Equivalence checking · Prefix-free language · Language equation ·
Decision procedure

Finite transducers and two-tape automata stem from the same concept of Finite
State Automaton. Both models compute the same class of rational relations on
words but the computations are performed differently: transducers read words
on the input tape and write on the output tape whereas two-tape automata
read words alternately on two input tapes. Both models are easily convertible
into each other, and, therefore, many authors do not distinguish them. However,
when studying and applying transducers, it is customary to restrict ourselves to
the consideration of real-time transducers which write on the output tape only
in response to reading the next letter on the input tape. Real time transducers
are widely used in text and speech processing, bioinformatics, verification and
optimization of reactive system, etc. The application capabilities of two-tape
automata turned out to be far more modest.
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Both models are hard for analysis: the inclusion, equivalence, and even
totality problems are undecidable for real time transducers as well as for two-
tape automata [5,7]. Meanwhile, many classes of transducers were discovered—
sequential, functional, bounded ambiguous, bounded valued transducers—for
which the equivalence problem was proved to be decidable. Decision algorithms
are quite diverse, many of them require significant computational costs, but for
some classes of transducers equivalence checking and minimization procedures
are surprisingly simple and efficient [11]. Two-tape automata are not so much
suitable for analysis: decidability of the equivalence problem was proved only for
deterministic automata, and the only known algorithm [6] that allows solving
this problem in polynomial time is rather sophisticated.

This unequal state of the art, when the diversity of decision procedures and
techniques for the analysis of transducers and two-tape automata are concerned,
gives rise to a natural question: is it possible to find a suitable relationship
between two-tape automata and finite transducers as to allow one to analyze the
behaviour of multi-tape machines with the help of decision procedures designed
for real time transducers. Finite transducers are easily convertible into two-tape
automata: just imagine that instead of writing the words to the output tape,
a transducer reads them. But the reverse translation is less evident. Two-tape
automata display much more freedom than real time transducers in handling
their tapes. Therefore, even deterministic two-tape automata are able to rec-
ognize such binary relations on words that can not be computed by real time
transducers with a bounded degree of nondeterminism (bounded ambiguous,
bounded valued, etc.). As a result, all previously known classes of transduc-
ers, for which the decidability of the equivalence problem has been established,
are useless when it comes to checking the equivalence of deterministic two-tape
automata.

In this paper we show how to overcome these difficulties and to adjust equiva-
lence checking techniques developed for finite transducers to verification of deter-
ministic two-tape automata. To this end we propose to consider a new class of
transducers. A distinctive feature of transducers from this class is that for any
control state q and any input letter a the set of all output words w that can be
written at the state q in response to a forms a prefix-free code. This new class of
transducers does not fall into the scope of previously known decidable cases. We
show that the equivalence of prefix-free transducers can be verified in quadratic
time by checking the solvability of transduction equations. Another advantage of
the new class of transducers is that every deterministic two-tape automaton can
be quite simply converted into an equivalent prefix-free transducer. It should
be noticed, however, that the corresponding prefix-free transducers, although
being finite state machines, may have infinitely many transitions. Nevertheless,
the above mentioned solvability checking techniques for transduction equations
can be appropriately adapted for this case as well. Thus, we obtain an efficient
procedure for checking equivalence of deterministic two-tape automata.

We begin with a brief exposition of the foundations of finite transducers
and two-tape automata, and the main achievements in studying the equivalence
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problem for these models. Next we introduce prefix-free transducers and present
the equivalence checking procedure for this class of transducers. Finally, we
explain how to translate deterministic two-tape automata into finite transducers
operating over prefix-free regular languages and how to modify the equivalence
checking procedure to cope with prefix-free transducers of a more general type.

1 Preliminaries

A word over alphabet Σ is any finite sequence w = a1a2 . . . ak of letters in Σ.
The empty word is denoted by ε. Given a pair of words u and v, we write uv
for their concatenation. The set of all words over an alphabet Σ is denoted by
Σ∗. A language over Σ is any subset of Σ∗. Concatenation of languages L1 and
L2 is the language L1L2 = {uv : u ∈ L1, v ∈ L2}. If L1 = ∅ or L2 = ∅ then
L1L2 = ∅. A transduction over alphabets Σ and Δ is any subset of Σ∗ × Δ∗.

A real time finite transducer (briefly, transducer) over an input alphabet Σ
and an output alphabet Δ is a quadruple π = 〈Q, q0, F,−→〉, where Q is a finite
set of states, q0 is an initial state, F ⊆ Q is a subset of final states, and −→ is a
finite transition relation of the type Q × Σ × Δ∗ × Q. Sometimes we will write
π(q0) to emphasize that q0 is the initial state of π. Quadruples (q, a, u, q′) in −→
are called transitions and depicted as q

a/u−→ q′. A run of π on an input word
w = a1a2 . . . an is any finite sequence of transitions

q
a1/u1−→ q1

a2/u2−→ · · · an−1/un−1−→ qn−1
an/un−→ q′ . (1)

The pair (w, u), where u = u1u2 . . . un, is called a label of a run (1). We will

write q
w/u−→∗ q′ to indicate that a transducer π has a run (1) labeled with (w, u)

from a state q to a state q′. If q′ ∈ F then (1) is a final run. A transduction
relation realized by a transducer π at its state q is the set of pairs TR(π, q) =

{(w, u) : q
w/u−→∗ q′, q′ ∈ F}. Transducers π1(q1) and π2(q2) are called equivalent

(π1(q1) ∼ π2(q2) in symbols) iff TR(π1, q1) = TR(π2, q2). Equivalence problem
for transducers is that of checking, given a pair of transducers π1 and π2, whether
π1 ∼ π2 holds.

A transducer π is called

– deterministic if for every letter a and a state q it has at most one transition

of the form q
a/u−→ q′,

– k-ambiguous if for every input word w there is at most k final runs of π on
w from the initial state q0,

– k-valued if for every input word w the transduction relation TR(π, q0) con-
tains at most k images of w,

– of length-degree k if for every input word w, the number of distinct lengths
of the images u of w in TR(π, q0) is at most k.

The study of the equivalence problem for real time transducers began in
the early 60s. First, it was shown that this problem is undecidable for non-
deterministic transducers [7]. But the undecidability displays itself only when
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some input words may have arbitrary many images. The equivalence problem
was shown to be decidable in polynomial time for deterministic transducers
[3] and in polynomial space for single-valued transducers [2,14]. Later in [8] it
was proved that this problem is decidable for bounded ambiguous transducers.
Moreover, equivalence checking of unambiguous transducers can be performed
in polynomial time. At the next stage bounded-valued transducers were studied.
It was shown how to check in polynomial time whether the cardinality of the
image of every word by a given transducer is bounded [18] and whether it is
bounded by a given integer k [8]. The decidability of the equivalence problem
for k-valued transducers was established in [4,20]. In a series of papers [12,13,15]
a construction to decompose k-valued transducers into a sum of functional and
unambiguous ones was developed and used for checking bounded valuedness,
k-valuedness and equivalence of k-valued transducers in exponential time. In
[21] a straightforward techniques was developed to solve the same problems for
transducers operating over semigroups. The largest among the known classes of
transducers for which the equivalence problem is decidable in the class of trans-
ducers of bounded length-degree [19]. In [16] it was proved that the equivalence
for bounded length-degree transducers is decidable in triple exponential time.

A two-tape finite state automaton (briefly, 2-FSA) over disjoint alphabets Σ
and Δ is a 5-tuple M = 〈S1, S2, s0, F,→〉 such that S1, S2 is a partitioning of a
finite set S of states, s0 ∈ S1 is an initial state, F ⊆ S is a subset of final states,
and → is a transition relation of the type (S1×Σ×S)∪(S2×Δ×S). Transitions
are depicted as s

x→ s′. A run of a 2-FSA M is any sequence of transitions

s
z1→ s1

z2→ · · · zn−1→ sn−1
zn−→ s′ . (2)

A run (2) is complete if s = s0 and s′ ∈ F . We say that a 2-FSA M accepts a
pair of words (w, u) ∈ Σ∗ × Δ∗ if there is a complete run (2) of M such that
w is the projection of the word z1z2 . . . zn−1zn on the alphabet Σ and u is the
projection of the same word z1z2 . . . zn−1zn on the alphabet Δ. A transduction
relation recognized by a 2-FSA M is the set TR(M) of all pairs of words accepted
by M . We say that 2-FSAs M ′ and M ′′ are equivalent if TR(M ′) = TR(M ′′).
A 2-FSA M is called deterministic (2-DFSA) if for every letter a and a state s

it has at most one transition of the form s
a−→ s′.

Undecidability of the equivalence problem for non-deterministic 2-FSAs was
proved in [5]. But soon in [1] and [17] equivalence was shown to be decidable for
2-DFSAs. Later, in [6] it was discovered how to check equivalence of 2-DFSAs
in polynomial time. And, finally, the decidability of equivalence problem for
deterministic automata with arbitrary number of tapes was established in [10].
Strangely enough, since 1991 no new significant results on equivalence checking
techniques for multi-tape automata have appeared.

2 Prefix-Free Transducers

A word u is a prefix of a word w if w = uv holds for some word v. In this case
w is called an extension of u and v = u \ w a left quotient of u with w. We say
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that two words u1 and u2 are compatible if one of them is a prefix of the other.
A language L is called prefix-free if all its words are pairwise incompatible. We
say that two languages L′ and L′′ are compatible if every word in any of these
languages is compatible with some word in the other language. Given a word u
and a language L, we denote by Pref(L) the set of all prefixes of the words in
L, and by u \ L a language {v : uv ∈ L} which is a left quotient of u with L.
Notice, that if u /∈ Pref(L) then u \ L = ∅.

Proposition 1. Let L′ and L′′ be finite prefix-free compatible languages. Then

there exist unique partitions L′ =
n⋃

i=1

L′
i and L′′ =

n⋃

i=1

L′′
i of these languages such

that for every i, 1 ≤ i ≤ n, one of the subsets L′
i or L′′

i is a singleton {u} and
all words from the other are extensions of u.

Such partitioning of a compatible pair of prefix-free languages L′ and L′′ will
be called its splitting. The pairs of corresponding subsets L′

i and L′′
i , 1 ≤ i ≤ n,

of a splitting will be called its fractions.
Given a transducer π = 〈Q, q, F,−→〉 over languages Σ and Δ, a state q ∈ Q

and a letter x ∈ Σ, we denote by Outπ(q, x) the set of all pairs (u, q′) such

that q
x/u−→ q′ is a transition of π. A transducer π is called prefix-free if for

every state q and an input letter x the language Lπ(q, x) = {u : ∃p (u, p) ∈
Outπ(q, x)} is prefix-free. Clearly, every deterministic transducer is prefix-free
but not vice verse. Nevertheless, prefix-free transducers have a certain “deter-
ministic”property: for every state q of a prefix-free transducer π and for every
pair (w, u) ∈ TR(π, q) there is the only run of π from the state q labeled with
(u,w). It should be noticed also that some prefix-free transducers don’t have
such properties as bounded ambiguity, bounded valuedness, or bounded length-
degree, i.e. the class of prefix-free transducers does not fall into the scope of
previously known decidable cases of equivalence problem for real time finite
transducers.

Example 2. Consider a prefix-free transducer π = 〈{q0, q1}, q0, {q1},−→〉, which

has only 3 transitions q0
a/g−→ q0, q0

a/hh−→ q0, and q0
b/ε−→ q1. For every input

anb the lengths of outputs vary from n to 2n. Hence, π is not a transducer of
bounded length-degree.

Our equivalence checking technique for prefix-free transducers is based on
manipulations with regular expressions. We associate with each transducer π a
system of linear regular expression equations E(π) which specifies the behaviour
of π. To check the equivalence π′ ∼ π′′ we add to the set of equations E(π′) ∪
E(π′′) the equivalence requirement which is an equation of the form X ′ = X ′′

and then verify whether the resulting system of equations has a solution. To this
end we use Gaussian elimination of variables. In general case this approach does
not offer any advantages, but for prefix-free transducers splitting of compatible
prefix-free languages (see Proposition 1) provides a suitable means for solving
efficiently the systems of equations that specify the equivalence problem.



Equivalence Checking of Transducers and Two-Tape Automata 151

For the sake of clarity and to make the notation more simple we make some
assumptions concerning transducers π′ and π′′ to be analyzed:

– the input alphabet Σ = {a1, . . . , ak} and the output alphabet Δ are disjoint;
we will use symbols x, y, z to denote arbitrary letters from Σ and symbols
u, v, w to denote words from Δ∗,

– π′ = π(q′) and π′′ = π(q′′), i.e. π′ and π′′ have the same transition relation
but different initial states,

– the transducer π is trim, i.e. a final state is reachable from each state of π.

Regular expressions (regexes) are built of variables X1,X2, . . . , constants 0, 1,
and letters from Σ and Δ by means of concatenation ·, and alternation +. They
are interpreted on the semiring of transductions over Σ and Δ. The constants 0,
1, every letter x, and every word u are interpreted as transductions ∅, {(ε, ε)},
{(x, ε)}, and {(ε, u)} respectively. Concatenation of transductions T1 and T2 is
defined as expected: T1T2 = {(h1h2, u1u2) : (h1, u1) ∈ T1, (h2, u2) ∈ T2}. It is
important to mind that x · u = u · x holds for every x ∈ Σ and u ∈ Δ∗.

We will focus on linear regexes of two types. A Δ-regex is any expression of
the form u1 · Xi1 + u2 · Xi2 + · · · + um · Xim

, where variables may have multiple
occurrences. When a set of words {u1, u2, . . . , um} is prefix-free then such a Δ-
regex will be also called prefix-free. A Σ-regex is any expression of the form
a1 · E1 + a2 · E2 + · · · + ak · Ek, where Ei, 1 ≤ i ≤ k, are Δ-regexes. When
referring to such regexes as E(X1, . . . , Xn) (for Δ-regex) or G(X1, . . . , Xn) (for
Σ-regex) we emphasize that X1, . . . , Xn are the only variables involved in them.

Let π = 〈Q, q0, F,−→〉 be a finite transducer over Σ and Δ. With each state
q of π we associate a variable Xq, and for every pair q ∈ Q and x ∈ Σ we build
a Δ-regex Eq,x =

∑

(u,p)∈Outπ(q,x)

u · Xp. For every state q denote by cq either the

constant 1 if q ∈ F , or the constant 0 otherwise. Then the transducer π can be
algebraically specified by the system of equations Eπ:

{Xq =
∑

x∈Σ

x · Eq,x + cq : q ∈ Q} .

Proposition 3. For every finite transducer π the system of equation Eπ has a
unique solution {Xq = TR(π, q) : q ∈ Q}.

The proof is based on Arden’s Lemma adapted for transductions.

Corollary 4. For every pair of states p, q ∈ Q the equivalence π(p) ∼ π(q) holds
iff the system of equations Eπ ∪ {Xp = Xq} has a solution.

Thus, to verify the equivalence of transducers it suffices to learn how to check
the solvability of certain systems of equations E which are the extensions of the
systems Eπ corresponding to transducers. The solvability of some extensions is
quite obvious. We say that a system of linear equations

E = Eπ(X1, . . . , Xn) ∪ {X ′
j = Ej(X1, . . . , Xn) : 1 ≤ j ≤ m},

is reduced if {X1, . . . , Xn} and {X ′
1, . . . , X

′
m} are disjoint sets of variables and

all right-hand sides Ej are Δ-regexes.
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Proposition 5. Every reduced system of equations E has the unique solution.

Some other extensions of the systems Eπ have no solutions.

Proposition 6. If languages L1 = {u1, . . . , u�} and L2 = {v1, . . . , vm} are

incompatible then a system of equations Eπ(X1, . . . , Xn) ∪ {
�∑

i=1

ui · Xi =
m∑

j=1

vj ·
Xj} has no solutions.

Proposition 7. If a set of words {u1, . . . , u�} is prefix-free and a system of

equations Eπ(X1, . . . , Xn) ∪ {X1 =
�∑

i=1

ui ·Xi} has a solution then � = 1 and
u1 = ε.

Below we present an iterative procedure which checks the solvability of the
system of equations E1 = Eπ ∪ {Xp = Xq} for prefix-free transducer π by
bringing this system to an equivalent reduced form. At the beginning of each
iteration t the procedure gets at the input a system of equations of the form

Et = Eπt
∪ {Xi = Ei : 1 ≤ i ≤ Nt},

where πt is some prefix-free transducer (not necessarily π) and all Δ-regexes Ei

are prefix-free. If a variable X occurs more than once in Et then we call it active.
At the t-th iteration the following equivalent transformations are applied to Et.

(1) Removing of identities. Equations of the form X = X are removed from Et.
(2) Checking the reducedness of Et. If none of the variables X1, . . . , XNt

from
left-hand sides of equations Xi = Ei occurs elsewhere then the procedure ter-
minates and announces the solvability of the system (due to Proposition 5).

(3) Elimination of variables. Consider an equation of the form Xi = Ei in Et

– if the variable Xi is involved in Δ-regex Ei then the procedure terminates
and announces the unsolvability of the system (by Proposition 7);

– otherwise in all other equations of the system Et all the occurrences of Xi

are replaced with the regex Ei.

After this step the number of active variables in Et decreases. But the use of
these substitutions has a side effect: non-standard equations of the form

(1) E′ = E′′, where E′, E′′ are non-variable Δ-regexes, and
(2) E = G, where E is a non-variable Δ-regex and G is a Σ-regex, may

appear in Et. It may also happen that
(3) several equations of the form X = G with the same variable X appear

in Et.
(4) Elimination of non-standard equations E = G. At this step some equations

which spoil the canonical form of the system are removed from Et. Then
– for every equation of the form E(X1, . . . , X�) = G replace all the occur-

rences of variables Xi, 1 ≤ i ≤ �, in Δ-regex E with Σ-regexes Gi that
correspond to these variables in the equations Xi = Gi from the subsys-
tem Eπt

; then bring the resulting expression E(G1, . . . , G�) to the stan-
dard form of Σ-regex using commutativity law u · x = x · u for letters
from Σ and Δ;



Equivalence Checking of Transducers and Two-Tape Automata 153

– for every pair of equations X = G′ and X = G′′ with the same left-hand
side but different Σ-regexes G′ and G′′ replace one of these equations
with the equation G′ = G′′.

After this step all equations of the form E = G disappear and all equations
of the form X = G will have pairwise different left-hand side variables. But
this is achieved by inserting to the system non-standard equations of the
form 4) G′ = G′′ where G′, G′′ are Σ-regexes.

(5) Elimination of nonstandard equations G′ = G′′. The procedure removes from
the system every equation of the form

k∑

i=1

ai · E′
i =

k∑

i=1

ai · E′′
i

and inserts instead of it k equations E′
i = E′′

i , 1 ≤ i ≤ k. Thus, all equations
of the form G′ = G′′ disappear from the system due to the introduction of
new equations of the form E′ = E′′. After this step equations of this form
are the only non-standard equations that remain in the system.

(6) Elimination of nonstandard equations E′ = E′′. The decisive importance
here is that all Δ-regexes that occur in the equations of the system are
prefix-free. This is due to the fact that the transducer π which gives rise to
the initial system of equations E1 is prefix-free and that all transformations
the equations of the system undergo preserve the prefix-free property of Δ-
regexes that occur in the equations. For every equation

�∑

i=1

ui · X ′
i =

m∑

j=1

vj · X ′′
j (3)

check the compatiblity of the languages L′ = {u1, . . . , u�} and L′′ =
{v1, . . . , vm}.

– if the languages L′ and L′′ are incompatible then the procedure terminates
and announces the unsolvability of the system (due to Proposition 6);

– otherwise the procedure makes a splitting L′ =
n⋃

i=1

L′
i and L′′ =

n⋃

i=1

L′′
i of

these languages, removes the Eq. (3) from Et, and inserts for every fraction
L′

i = {ui0} and L′′
i = {vi1 , . . . , vir

} (or L′
i = {ui1 , . . . , uir

} and L′′
i = {vi0})

an equation X ′
i0

= (ui0 \ vi1) ·X ′′
i1

+ · · ·+(ui0 \ vir
) ·X ′′

ir
(or X ′′

i0
= (vi0 \ui1) ·

X ′
i1

+ · · · + (vi0 \ uir
) · X ′

ir
respectively).

After this step we obtain the system of equations Et+1 which is equivalent to Et

but has a smaller number of active variables than Et.

Proposition 8. For every prefix-free transducer π and a pair of its states p, q
the procedure above when being applied to the system of equations E1 = Eπ ∪
{Xp = Xq} terminates and correctly detects the solvability of E1.
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By choosing directed acyclic graphs to represent regexes and by using suitable
reference data structures to represent the equations it is possible to perform all
computations of one iteration of the described procedure in linear time without
using additional memory. Thus, we arrive at

Theorem 9. Equivalence problem for finite prefix-free transducers is decidable
in quadratic time.

3 Two-Tape Automata and Generalized Transducers

Let M = 〈S1, S2, s0, F,→〉 be a 2-DFSA over alphabets Σ and Δ. Without loss
of generality we will assume that F ⊆ S1. For every state ŝ ∈ S1 and a letter
x ∈ Σ define a set of pairs OutM (ŝ, x) ⊆ Δ∗ × S1 as follows. Consider the
transition ŝ

x→ s of M . If s ∈ S1 then OutM (ŝ, x) = {(ε, s)}. If s ∈ S2 then
OutM (ŝ, x) is a set of all pairs (z1z2 . . . zn−1zn, s′) such that there exists a run
(2) of M which passes only via states si of the set S2 and ends at a state s′ ∈ S1.

Proposition 10. For every 2-DFSA M = 〈S1, S2, s0, F,→〉 over alphabets Σ
and Δ, a pair of states ŝ, s ∈ S1, and a letter x ∈ Σ the set of words LM (ŝ, s, x) =
{w : (w, s) ∈ OutM (ŝ, x)} is a regular prefix-free language. Moreover, the union
LM (ŝ, x) =

⋃

s∈S1

LM (ŝ, s, x) is also a regular prefix-free language.

We associate with every 2-DFSA M a transducer πM = 〈S1, s0, F,−→〉
over the alphabets Σ and Δ such that the transition relation −→ meets the

requirement s
x/w−→ s′ ⇔ (w, s′) ∈ OutM (s, x) for every quadruple (s, x, w, s′) ∈

S1 × Σ × Δ∗ × S1. Proposition below follows immediately from the definition of
πM .

Proposition 11. The equality TR(M) = TR(πM , s0) holds for every 2-DFSA
M .

Proposition 10 implies that for every 2-DFSA M the transducer πM is prefix-
free. However, πM may have infinitely many transitions. Therefore, to make use
of Theorem 9 and Proposition 11 for equivalence checking of 2-DFSAs one needs
to find a way for representing every transducer πM as a finite transition system.
A key consideration that allows transducers to be represented as finite transition
systems is that for every state s and a letter x the set of words LM (s, x) which
transducer πM outputs in response to x at s is a regular language. Since regular
languages admit finitary descriptions (say, deterministic finite state automata),
these descriptions themselves can be used for labeling transitions of transducers.
A similar technique was used in the model of generalized finite automata [9].

Denote by PFReg(Δ) the set of prefix-free regular languages over alphabet
Δ. Every such language can be specified by the minimal deterministic finite
state automaton (1-DFSA). The prefix-free property is manifested in the fact
that every such 1-DFSA have a unique accepting state from which no transitions
emerge. Concatenation of automata of this kind is defined in the obvious way.



Equivalence Checking of Transducers and Two-Tape Automata 155

In what follows when dealing with transducers and regexes that involve regular
prefix-free languages we will address to these languages by the names of the
corresponding 1-DFSAs.

A generalized prefix-free finite transducer over languages Σ and Δ is a
quadruple Π = 〈Q, q0, F,−→〉, where Q is a finite set of states, q0 is an ini-
tial state, F is a subset of final states, and ψ : Q × Σ × Q → PFReg(Δ) is a
finite transition function such that for every state q and a letter x the language
⋃

q′∈Q

ψ(q, x, q′) is prefix-free. As usual, we write q
x/L−→ q′ whenever ψ(q, x, q′) = L.

If ψ(q, x, q′) = ∅ then q
x/∅−→ q′ is a “seeming” transition which does not con-

tribute to computations of Π. A run of Π is any finite sequence of transitions

q
a1/L1−→ q1

a2/L2−→ · · · an−1/Ln−1−→ qn−1
an/Ln−→ q′ . (4)

When writing q
w/L−→∗ q′ we mean that Π has a run (4) such that w = a1a2 . . . an

and L = L1L2 . . . Ln. A transduction relation realized by Π in its state q is the

set of pairs TR(Π, q) = {(w, u) : q
w/L−→∗ q′, u ∈ L, q′ ∈ F}.

As it follows from Propositions 10 and 11, for every 2-DFSA M there exists
a generalized prefix-free finite transducer ΠM such that TR(M) = TR(ΠM , s0).

4 Equivalence Checking of Generalized Prefix-Free
Transducers

To check the equivalence of generalized prefix-free finite transducers we adapt
appropriately the approach developed for the analysis of ordinary prefix-free
finite transducers: for a pair of states q′, q′′ in a transducer Π build the system
of transduction equations EΠ ∪ {Xq′ = Xq′′} and check its solvability. We will
discuss only those modifications that need to be made to take into account the
specific features of generalized transducers.

Regexes are built of variables X1,X2, . . . , constants 0, 1, and letters from
Σ, but instead of Δ we will use prefix-free regular languages from PFReg as
constants. Clearly, every such constant L ∈ FPReg is interpreted as a trans-
duction {(ε, w) : w ∈ L}. Modified Δ-regexes are expressions of the form
L1 · X1 + L2 · X2 + · · · + Ln · Xn, where Li ∈ FPReg for every i, 1 ≤ i ≤ n. The
system of equations E1 = EΠ ∪ {Xq′ = Xq′′} for a generalized transducer Π
is constructed in the same way as for ordinary transducers, and the analogues
of Propositions 3–7 also hold for systems of equations with thus modified Δ-
regexes. Therefore, the rules (1)–(5) of the solvability checking procedure remain
the same for the case of modified system of equations. The only rule which needs
an improvement is the rule (6). We modify it as follows.
(6′) Elimination of nonstandard equations E′ = E′′. For every equation

�∑

i=1

L′
i · X ′

i =
m∑

j=1

L′′
j · X ′′

j (5)
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check the compatiblity of the languages L′ =
�⋃

i=1

L′
i and L′′ =

m⋃

j=1

L′′
j . If the lan-

guages are incompatible then complete the procedure and announce the unsolv-
ability of the system. Otherwise, proceed as follows.

6.1 For every i, 1 ≤ i ≤ �, such that L′
i ∩ Pref(L′′) �= ∅ find any word

w ∈ L′
i ∩ Pref(L′′), and add an equation X ′

i =
m∑

j=1

(w \ L′′
j ) · X ′′

j to the

system. Replace all occurrences of X ′
i in (5) with the right-hand side of this

equation.
6.2 Do the same for every j, 1 ≤ j ≤ m: find any word u ∈ L′′

j ∩ Pref(L′) in

the case when L′′
j ∩ Pref(L′) �= ∅, add an equation X ′′

j =
�∑

i=1

(u \ L′
i) · X ′

i to

the system, and replace all occurrences of X ′′
j in (5) with the right-hand side

of this equation.
6.3 If after applying all the above substitutions, the Eq. (5) does not become
an identity, then complete the procedure and announce the unsolvability of
the system. Otherwise, remove the resulting identity from the system.

It is easy to verify that the system of equations obtained after the elimination
of non-standard equations of the form E′ = E′′ will be equivalent to the original
system. Correctness of transformation rule (6′) follows from

Proposition 12. If an equation L0 · X0 =
n∑

i=1

Li · Xi with a prefix-free Δ-regex

at the right-hand side has a prefix-free solution, and w ∈ L0 ∩ Pref(
n⋃

i=1

Li),

then the equation X0 =
n∑

i=1

(w \ Li) · Xi has the same solution.

All the additional equations inserted in the system of equations by the trans-
formation rule (6′) can be constructed simultaneously by computing the (descrip-
tions of) languages L′ ∩ Pref(L′′) and L′′ ∩ Pref(L′). When prefix-free regular
languages involved in the Eq. (5) are specified by 1-DFSAs, this computation can
be performed in time quadratic of their size. Thus, we arrive at

Theorem 13. The equivalence problem for generalized prefix-free finite trans-
ducers is decidable in cubic time.

Corollary 14. The equivalence problem for deterministic two-tape finite state
automata is decidable in cubic time.

5 Conclusion

Further development of the results presented in this paper can be carried out
in several directions. Perhaps, the most ambitious would be an attempt to
extend the approach proposed for checking equivalence of deterministic two-tape
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automata to n-tape automata. For example, 3-DFSAs can also be translated into
generalized prefix-free transducers, but in this case we will have to use prefix-
free deterministic 2-DFSAs instead of 1-DFSAs for transition labeling, modify
accordingly the notions of Δ- and Σ-regexes, and, finally, adapt the rule (6′)
of the decision procedure so that it can be applied to work with prefix-free
deterministic rational transductions. The latter could be achieved by introduc-
ing the notion of left quotient on transductions in such a way as to preserve
the analogous of Proposition 12 and by using equivalence checking procedure for
deterministic 2-DFSAs. This provides the grounds for the following hypothesis:
the equivalence problem for multi-tape automata is decidable in polynomial time
but the degree of the polynomial is proportional to the number of tapes.

The author highly appreciates the valuable comments of anonymous referees.
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Abstract. Inference of deterministic finite automata (DFA) finds a wide
range of important practical applications. In recent years, the use of SAT
and SMT solvers for the minimum size DFA inference problem (MinDFA)
enabled significant performance improvements. Nevertheless, there are
many problems that are simply too difficult to solve to optimality with
existing technologies. One fundamental difficulty of the MinDFA prob-
lem is the size of the search space. Moreover, another fundamental draw-
back of these approaches is the encoding size. This paper develops novel
compact encodings for Symmetry Breaking of SAT-based approaches to
MinDFA. The proposed encodings are shown to perform comparably in
practice with the most efficient, but also significantly larger, symmetry
breaking encodings.

Keywords: DFA inference · Boolean satisfiability ·
Symmetry breaking

1 Introduction

The inference of minimum-size deterministic finite automata (DFA) from (pos-
itive and negative) examples of their behavior has been investigated since the
early days of computing, with continued improvements until the present day.
The importance of topic is illustrated not only by recent improvements to
tools for computing minimum-size DFAs [27,30], but also by recent and ever
growing list of applications [29]. The problem of computing the minimum-size
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DFA (MinDFA) witnessed seminal work in the early 70s [6]. Moreover, a num-
ber of visible contributions were made in the 90s. These include the use of
graph coloring [8], constraint programming techniques [9,22], and state merging
approaches [17,18]. Approaches based on SAT and SMT were proposed in the last
decade, with promising results [12,13,20,21,25]. Nevertheless, the size of existing
propositional encodings do not scale for large DFA inference problems. The use
of SMT does not represent a clear improvement, since SMT solving approaches
for the MinDFA problem will also encode to propositional logic. This paper revis-
its SAT encodings for the MinDFA problem as well as recent work on exploiting
symmetry breaking [25,30], and proposes a (novel) tighter propositional repre-
sentation of state-of-the-art symmetry breaking predicates, but it also devises
new symmetry breaking constraints which serve to achieve more effective prun-
ing of the search space. The new propositional encoding proposed in this paper
enables clear performance gains over the state of the art [13,14,26,30].

The paper is organized as follows. Section 2 introduces the definitions used
throughout the paper and briefly overviews related work. Section 3 develops new
ideas to encode symmetry breaking predicates. Section 4 compares a new tool
for the MinDFA problem with the existing state of the art, showing clear per-
formance gains. Section 5 concludes the paper.

2 Background

2.1 Preliminaries

Throughout the paper we assume that automata are defined over some set of
symbols Σ, also known as the alphabet. The number of symbols in the alphabet
is L = |Σ|. For earlier DFA inference examples, it was often the case that
Σ = B = {0, 1} [18,22]. For more recent DFA inference examples [28], larger
alphabets are often considered.

A deterministic finite automaton (DFA) is a tuple D = (D,Σ, δ, d1,D
+,D−),

where D is a finite set of states, Σ is the (input) alphabet, δ : D × Σ → D is
the transition function, d1 is the initial state, D+ is the set of accepting states
and D− = D \ D+ is the set of rejecting sets. For input strings π ∈ Σ∗ we
define δ̂(d1, π) inductively as follows [16]: (i) δ̂(d1, ε) = d1; (ii) If π = π′c, then
δ̂(d1, π) = δ(δ̂(d1, π′), c).

We assume the standard setting of inferring a minimum-size DFA given a
set of samples of its behavior [7,15], i.e. the training set, each sample rep-
resented by an input string that is either accepted or rejected by some DFA
U = (U,Σ, μ, u1, U

+, U−), which is not known. This form of learning is often
referred to as passive learning, as opposed to active learning [2,20], which enables
a learning algorithm (aiming to create a target DFA) to formulate queries to some
teacher (which knows of the unknown DFA).

A training set is a set of pairs T = {(π1, o1), . . . , (πR, oR)}, where each pair
(πr, or) ∈ Σ∗ × {0, 1} denotes the output or observed given input string πr. If
or = 1 (or = 0), then πr is referred to as a positive (negative) example. Given
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Function MinimumDFA(T )
Input : T : APTA
Output: S: minimum size DFA

1 M ← FindLowerBound(T )
2 while true do
3 S ← FindConsistentDFA(T ,M)
4 if S �= ∅ then return S
5 M ← M + 1

Algorithm 1: General lower bound refinement algorithm

a training set, we can construct an APTA (augmented prefix tree acceptor) [1,
13,24], defined as the DFA T = (T,Σ, τ, t1, T

+, T−), where any input string
sharing the same prefix ends up in the same state. Concretely, given input strings
π1 = πaπb1 and π2 = πaπb2 the common prefix πa will be associated to a unique
sequence of states in the APTA. For an APTA T , we have T+ ∪ T− �= T , and
we define N = |T |. When clear from the context, the states of T are referred to
by their index, ti by i, i = 1, . . . , N . In some settings, θ(i) will be used to denote
the distance from the APTA root state t1 to state ti.

The minimum-size DFA inference problem (MinDFA) is to identify a DFA
S = (S,Σ, σ, s1, S

+, S−), with a minimum number of states, such that for any
training pair (πr, or), σ̂(s1, πr) ∈ S+ iff or = 1 and σ̂(s1, πr) ∈ S− iff or = 0.
For a prospective DFA S, we define M = |S|.

Throughout the paper [R] is used to denote the set {1, . . . , R}, for some
positive integer R. Moreover, we will use integers to refer to either symbols or
states. For a given alphabet, by associating states and symbols with integers
facilitates imposing a fixed lexicographic order, which will be required later in
the paper (see Sect. 3). Additionally, standard SAT definitions are assumed and
used [5].

2.2 Minimum Size DFA Inference

This paper focuses on constraint-based exact approaches for the MinDFA prob-
lem. Different constraint programming approaches for solving the MinDFA prob-
lem have been proposed over the years. More recently, the use of SAT [12–14]
and SMT [20,21] has been investigated. A more detailed account of past work
is available for example in Neider’s PhD thesis [20, Chap. 3].

Algorithm 1 summarizes the most widely used approach for computing a
minimum size DFA consistent with a given APTA T (obtained from the training
set). Initially a lower bound on the size of the inferred DFA is computed. An
often used heuristic is to compute a maximal clique on states of the APTA
that cannot be assigned to the same DFA state [12–14,20–22,26]. Afterwards,
starting from the lower bound and for each possible value on the number of states
of the DFA, some algorithm decides whether there exists a DFA S which can
be shown consistent with the samples of behavior summarized as the APTA T .
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Algorithm 1 is referred to as LSUS (linear-search, UNSAT until SAT) and is used
in different settings. Other algorithms can be envisioned. These include binary
search, assuming some upper bound is known or can be identified (e.g. with
merge-based algorithms). Another alternative is unbounded search with a final
binary search step. These algorithms have been used in recent years for solving
MaxSAT [19] and for extracting MUSes [4]. The use of propositional encodings
can be traced to the work of Grinchtein, Leucker & Piterman [12]. By using
two different representations for integers, one in unary and the other in binary,
this work proposes two propositional encodings. For the unary representation,
the encoding size is in O(N × M2 + N2 × M) over O(N × M) variables1. For
the binary representation, the encoding size is in O(N × M × log M + N2 × M)
on O(N × log M) variables. More recent work by Heule&Verwer (HV) [13,14]
proposed encodings that have been shown effective in practice [28]. The HV
encoding builds on the graph coloring analogy proposed in earlier work [8]. The
proposed encoding has size O(M3 + N × M2) over O(M2 + N × M) variables.
This encoding is revisited in Sect. 2.3.

2.3 SAT-Based MinDFA

Given an APTA T and a bound M on the number of states of the inferred
DFA S, this subsection provides a derivation of the HV encoding [13,14], based
on a different motivation. By careful analysis of this formulation, we achieve a
more compact propositional encoding. Instead of relating the MinDFA problem
with graph coloring, we formulate it as the problem of matching the N states
of the APTA T to the M states of a target DFA S. The sets of variables of the
propositional encoding are as follows:

1. mi,p which is 1 iff state ti in T is matched with state sp in S.
2. ev,p,q which is 1 iff there is a transition from sp to sq on symbol lv in S.
3. ap which is 1 iff sp is accepting in S.

The constraints of the proposed encoding are summarized in Table 1. Observe
that for encoding the Equals1 constraints, [14] uses a clause to encode an AtLeast1
constraint, and the Pairwise Encoding for encoding an AtMost1 constraint.
A simple improvment is to use a more compact encoding, among the many
that exist. Concrete examples include sequential counters [23], cardinality net-
works [3], the ladder encoding [11], sorting networks [10], among several other
options. As can be concluded, the proposed encoding grows with O(N × M2).
Thus, the encoding is asymptotically (somewhat) tighter than the encoding pro-
posed in [13], in that the encoding of the cardinality constraints changes from
O(M3) to O(M2). This difference can be significant for large values of M . As
observed in earlier work [13,14], for some benchmarks [18], the target DFA has
hundreds of states, and so an encoding in O(M3) is expected to be beyond the
memory capacity of existing compute servers. It is straightforward to map the
1 The encoding size shown is adapted from the results in [20], taking into account that

both |T+| and |T−| can grow with N = |T |. The size of |Σ| is assumed constant.
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Table 1. Constraints of the SAT encoding

Constraint Range

(
∑M

p=1 mi,p) = 1 i ∈ [N ] Each state ti in T is matched
with exactly one state in S

mi,p → ap i ∈ [N ]; ti ∈ T +;
p ∈ [M ]

Each accepting state ti in T is
matched with an accepting
state in S

mi,p → ¬ap i ∈ [N ]; ti ∈ T −;
p ∈ [M ]

Each rejecting state ti in T is
matched with a rejecting state
in S

(
∑M

q=1 ev,p,q) = 1 v ∈ [L]; p ∈ [M ] There is exactly one transition
from sp on some symbol lv in S

mi,p ∧ mk,q → ev,p,q i, k ∈ [N ]; v ∈ [L];
σ(ti, lv) = tk;
p, q ∈ [M ]

A transition between ti and tk
on lv in T forces a transition
between its mapped nodes on
the same lv in S

mi,p ∧ ev,p,q → mk,q i, k ∈ [N ]; v ∈ [L];
σ(ti, lv) = tk;
p, q ∈ [M ]

A transition between ti and tk
on lv in T , with a transition
between the mapped state p
and a state q on lv in S, forces
a mapping between tk and q

sets of clauses in the HV formulation [13,14] into the constraints described above.
The main difference is that we explicitly use a tighter encoding for the AtMost1
constraints, which are listed as sets of clauses (capturing the well-known pairwise
encoding) in [13]. Additionally, the HV formulation [13] considers different sets
of redundant constraints to the basic formulation above. A technique that has
been proposed for the SAT formulation is the breaking of symmetries of the DFA
constructed [26,30]. Symmetry breaking for the SAT formulation is described in
depth in Sect. 3, together with new improvements.

3 Efficient Symmetry Breaking

This section revisits recent symmetry breaking for the MinDFA problem, which
imposes an order on the states of the DFA [26,30]. Although effective in practice,
the existing propositional encoding is not tight, and so unlikely to scale for larger
DFAs. Section 3.2 develops a significantly tighter encoding. Section 3.3 devises
novel constraints that serve to furhter prune the search space that a SAT solver
needs to explore.

3.1 Propositional Formulation for Breaking Symmetries

This section summarizes the recent work on breaking symmetries of the DFA
being constructed, by imposing an ordering on the states of the DFA [26,30].
In this section we follow the original formulation [26]. The approach can be
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formalized as follows. Assume a target DFA S = (S,Σ, σ, s1, S
+, S−). The states

of the DFA S are required to be numbered according to the tree induced by a
breadth-first search (BFS) of the target DFA. As a result, the formulation of
symmetry breaking depends only on the states and transitions of the target
DFA S (independent of the APTA T ). In this section we require some fixed (e.g.
lexicographic) ordering on the symbols of Σ. Any order of the symbols is valid.
The symbols will be numbered from 1 to L, but the numbers respect the fixed
ordering.

The propositional variables used in the formulation are as follows:

1. pq,r, with 1 ≤ r < q ≤ M . pq,r = 1 iff state r is the parent of q in the BFS
tree.

2. tp,q, with 1 ≤ p < q ≤ M . tp,q = 1 iff there is a transition from p to q in S.
3. mv,p,q, with v ∈ Σ and 1 ≤ p < q ≤ M . mv,p,q = 1 iff there is a transition

from state p to state q on symbol lv and there is no such transition with a
lexicographically smaller symbol.

The clauses of the propositional formulation are summarized in Eqs. (1–6).
∧

2≤q≤M (pq,1 ∨ pq,2 ∨ · · · ∨ pq,q−1) (1)
∧

1≤r<s<q<M (pq,s → ¬pq+1,r) (2)
∧

1≤r<q≤M (tr,q ↔ e1,r,q ∨ · · · ∨ eL,r,q) (3)
∧

1≤r<q≤M (pq,r ↔ tr,q ∧ ¬tr−1,q ∧ · · · ∧ ¬t1,q) (4)
∧

1≤r<q≤M

∧
1≤v≤L (mv,r,q ↔ ev,r,q ∧ ¬ev−1,r,q ∧ · · · ∧ ¬e1,r,q) (5)

∧
1≤r<q<M

∧
1≤u<v≤L (pq,r ∧ pq+1,r ∧ mv,r,q → ¬mu,r,q+1) (6)

There are six types of conjunction of clauses considered. (1) relates to the states,
and with the exception of the initial state (numbered 1), each clause says that a
state must have a parent with smaller number. (2) says that a state q must be
enqueued (in the BFS traversal) before the next state q + 1, and so the parent
r of q + 1 cannot be less than the parent s of q. (3) and (4) define the tq,r
variables based on the ev,q,r variables and relate them to the parent variables
pq,r. (5) defines the mv,p,q variables using DFA transitions, and the (6) imposes
consecutive states q and q+1 with the same parent r to be arranged in the order
of the symbols. It is plain to conclude that the size of the encoding grows with
O(M3 + M2L + M2L2). Observe that the contribution of M3, which dominates
the other components assuming L � M , results from (2) and (4). Moreover,
when |Σ| = 2, [26] proposes to replace (5) and (6) with

∧

1≤r<q<M

(pq,r ∧ pq+1,r → e1,r,q) (7)

3.2 A Tighter SAT Encoding

A propositional encoding in O(M3 +M2L2 +M2L) is impractical for the larger
DFA inference instances [18,28]. This section shows how to modify the symmetry
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breaking propositional encoding of Sect. 3.1 such that the encoding size becomes
O(M2L). The new encoding develops alternative representations for (2) and the
(4), but also for (5) and (6). In addition, one needs to require:

∑q−1
r=1 pq,r = 1 1 < q ≤ M (8)

We first investigate the encoding of (2) and (4). We can view the values of
pq,r, with 1 ≤ r ≤ q − 1, as a binary string, with q − 1 bits, and compare this
string with the one of pq+1,r, with 1 ≤ r ≤ q, and so with q bits. We introduce
pq,q = 0, and so can also view the values of pq,r as a binary string with q bits
(same size).

Observe that (2) encodes the value associated to the binary string of the
pq,r variables to be smaller or equal than the value associated to the binary
string of the pq+1,r variables. To compare the binary strings, we inspect the bits
in order, starting at position q, and moving down to position 1. We consider
variables ngq,r, such that ngq,r = 1 iff the most significant q − r + 1 bits of the
string associated with pq,r are lexicographically no greater than those of pq+1,r.
The value associated to the binary string of the pq,r variables is smaller or equal
than the value associated to the binary string of the pq+1,r variables iff ngq,1 = 1
holds. Since we enforce pq,q = 0, then we must have ngq,q = 1. Moreover, we
also require ngq,1 ↔ 1. Thus we obtain:

(ngq,1 ↔ 1) ∧ (ngq,q ↔ 1) ∧
∧

1≤r<q

(ngq,r ↔ ngq,r+1 ∧ eqq,r ∨ pq,r ∧ ¬pq+1,r) (9)

where, eqq,r ↔ (pq,r ↔ pq+1,r).
Second, a similar approach can be exploited for encoding of (4). We introduce

variables ntr,q, where ntr,q = 1 iff there exists no ts,q = 1 with s < r. Thus, ntr,q
can be defined inductively as follows:

(nt0,q ↔ 1) ∧
∧

1<r<q

(ntr,q ↔ ntr−1,q ∧ ¬tr,q) (10)

Thus, (4) can be rewritten, using the ntr,q variables as follows:

pq,r ↔ tr,q ∧ ntr−1,q (11)

As can be concluded, by using auxiliary variables ngq,r and ntr,q, and Eqs. (9),
(10) and (11), we achieve an overall propositional encoding in O(M2L+M2L2).

However, we can tighten further the propositional encoding for breaking sym-
metries using a BFS tree. This is achieved by devising alternative encodings for
(5) and (6). As shown next, this yields a propositional encoding in O(M2L).
With respect to (5), we use the additional variables nev,r,q such that nev,r,q = 1
iff all variables eu,r,q = 0 with u < v, i.e. there are no variables eu,r,q taking
value 1, when u < v.

(ne1,r,q ↔ ¬e1,r,q) ∧
∧

1<v<L

(nev,r,q ↔ ¬ev,r,q ∨ nev−1,r,q) (12)
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Thus given (12), (5) can be rewritten as follows:
∧

1≤r<q≤M

∧

1≤v≤L

(mv,r,q ↔ ev,r,q ∧ nev−1,r,q) (13)

With respect to (6), we use the additional variables zmv,r,q such that
zmv,r,q = 1 iff all variables mu,r,q are 0-valued, mu,r,q = 0, for u < v.

(zm1,r,q ↔ ¬m1,r,q) ∧
∧

1<v<L

(zmv,r,q ↔ ¬mv,r,q ∧ zmv−1,r,q) (14)

Thus given (14), (6) can be rewritten as follows:
∧

1≤r<q≤M

∧

1≤v≤L

(pq,r ∧ pj+1,r ∧ mv,r,q → zmv−1,r,q+1) (15)

One can thus conclude that the resulting propositional encoding size is in
O(M2L).

3.3 Exploiting BFS-Based Breaking of Symmetries

This section investigates techniques for developing additional constraints when
imposing the ordering of states dictated by a BFS tree of the DFA. Figure 1
shows a possible BFS tree illustrating the largest state numbers that can be the
children of some other state. The additional constraints proposed in this section
will relate with Fig. 1.

1

2

L+ 2 L+ j + 1 2L+ 1

...

r

(r − 1)L+ 2 (r − 1)L+ j + 1 rL+ 1 1 ≤ j ≤ L

L+ 1

L2 + 2 L2 + j + 1 L2 + L+ 1

1 L

1
j

L 1
j

L

1
j

L

.. ..

.. .. .. ..

.. ..

Fig. 1. (Worst case) BFS tree with the largest state numbers that can be the children
of some other state. Note that 1 ≤ j < L.

BFS-Induced Properties. Although we have introduced pq,r such that r <
q ≤ M , it is possible to refine the range of q given r.

Property 1. Given a state r, with 1 ≤ r ≤ M , in the BFS tree, r can be the
parent of states in the range r + 1 to rL + 1.
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Figure 1 illustrates the argument for the upper bound on the number of
the children of r. We can conclude that the value of pq,r can be non-zero for
r + 1 ≤ q ≤ rL + 1, which also impacts the possible values of some of the ev,r,q
and the tr,q variables.

Property 2. For q > rL + 1 and v ∈ [L], then pq,r = 0, ev,r,q = 0, and tr,q = 0.

Given that the BFS tree assumes a fixed ordering not only on the states but
also on the input alphabet, it is possible to identify other transitions that must
be forced to value 0 (based on the ordering of the symbols). Hence, we have the
following.

Property 3. ev,r,rL+2−j = 0 for j ∈ [L − 1] and v ∈ [L − j].

The above observations enable to devise the additional constraints described
in the remainder of this section. The constraints are organized as shape or range,
but also result from information from the APTA and the BFS distance.

Shape Constraints. The possible values of pq,r respect a continuity property,
dictated by the BFS traversal, in that all children of r are consecutively num-
bered, and there can be at most L of these. This continuity property can be
encoded using additional variables. Let lnpq,r be assigned value 1 iff r is the
parent of q + 1 but not of q (lnp stands for left-no-parent). Thus,

¬pq,r ∧ pq+1,r → lnpq,r (16)

Moreover, we have the following:

(lnpq,r → ¬pq,r) ∧
∧

r+1<q≤M

(lnpq,r → lnpq−1,r) (17)

Thus, lnpq,r is 1 from q = 1 until the value of q such that pq+1,r holds.
In a similar fashion, let rnpq,r be assigned value 1 if and only if r is the

parent of q − 1 but not of q (in this case, rnp stands for right-no-parent). Thus,

pq−1,r ∧ ¬pq,r → rnpq,r (18)

Similarly to the previous case, one can exploit the rnpq,r variables, and derive
the following constraints:

rnpq,r → rnpq+1,r r ≤ q < M
rnpq,r → ¬pq,r
rnpq,r → ¬ev,q,r v ∈ [L]

(19)

Thus, rnpq,r is 1 from q = M until the value of q such that pq−1,r holds.
Another observation is that r can be the parent of at most L states, due to

L outgoing transitions. As a result, we get,

pq,r → rnpq+L,r if q + L ≤ M
pq,r → lnpq−L,r if q − L ≥ r + 1 (20)
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The lnpq,r and rnpq,r variables serve to force pq,r variables to be assigned value
0. However, under some circumstances, we can infer that some pq,r variables
must be assigned value 1. For example, for the range of values of q for which
both lnpq,r and rnpq,r are 0, the value of pq,r must be 1. Thus,

¬lnpq1,r ∧ ¬rnpq2,r → pq′,r

q1 < q′ < q2
q1 < q2 ≤ min(q1 + L − 1, rL + 1,M)

r + 1 ≤ q1 < min(rL + 1,M)
(21)

For any q1, q2 can range from q1 + 1 to at most q1 + L. Similarly, we can write,

pq,r ∧ ps,r → ps−1,r
q < s ≤ min(q + L − 1, rL + 1,M)

r + 1 ≤ q < min(rL + 1,M) (22)

As above, for any r, s can range from r + 1 to at most r + L.

Range Constraints. Given a reference state r, we have shown above that the
states of which r can be a parent of range from r + 1 until rL + 1. Moreover,
we also know there is a continuity property, which causes r to be the parent
of at most L states, numbered consecutively. This information can be used for
constraining the pq,r variables, between states for which r cannot be a parent,
as follows,

pq,r → ¬pq+L,r q ∈ {l | (l ≥ r + 1) ∧ (l + L ≤ M) ∧ (l + L ≤ rL + 1)} (23)

In addition, we get the following stronger condition by directly forcing the value
of ev,r,q variables,

pq,r → ¬ev,r,q+L
q ∈ {l | (l ≥ r + 1) ∧ (l + L ≤ M) ∧ (l + L ≤ rL + 1)}

v ∈ [L] (24)

Furthermore, we can exploit Property 3, and the imposed ordering of the symbols
in the BFS to identify a similar extension to (24) as follows,

pq,r → ¬ev,r,q+j

r + 1 ≤ q ≤ min(rL + 1,M)
j ∈ {l | l ∈ [L − 1] ∧ (q + l ≤ M) ∧ (q + l ≤ rL + 1)}

v ∈ [j]
(25)

Minimum BFS Distance. Given the way the BFS vertices are visited, one can
guarantee a minimum BFS shortest path distance for each state. For state q, the
shortest BFS path length is given by Dmin(q) = �logL (q(L − 1) + 1) − 1�, with
q > 1, i.e. no matter how the BFS is organized starting at state 1, the shortest
path from 1 to q is never less than Dmin(q). As a result, if Dmin(q) > θ(i), then
mi,q = 0. Observe that, under any possible setting in the DFA, the shortest path
to q is larger than the distance to state i in the APTA. Thus, to get to q it would
require more transitions that those allowed to get from inital state to i.
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Exploiting APTA Information. By exploiting the variables and constraints
used for breaking symmetries and using a BFS tree on the target DFA, we can
devise additional constraints. Observe that, if the depth of a state i in the APTA
is some value K, then in the DFA, we must be able to move from 1 to q in K of
fewer transitions. However, if the shortest path from 1 to q in the DFA exceeds
the depth K of vertex of i in the APTA, then it would be impossible to move
from state 1 to state q in K or fewer transitions.

We consider the propositional variables dq,j , with q ∈ [M ] and 1 ≤ j < q,
such that dq,j = 1 iff the length of the shortest path in the BFS tree from state
1 to q is j. Moreover, we consider propositional variables seq,j , with q ∈ [M ] and
1 ≤ j < q, such that seq,j = 1 iff the length of the shortest path in the BFS
tree from state 1 to q is smaller than or equal to j. We can use an inductive
definition for seq,j as follows:

seq,0 ↔ 0 and seq,j ↔ seq,j−1 ∨ dq,j (26)

Similarly to Sect. 3.2, we devise a tight encoding for the definition of the dq,j
variables, suitable for larger problem instances. The insight is to introduce addi-
tional variables, which are inductively defined. Let erq,r,j be such that erq,r,j = 1
iff there exists some index r < q such that pq,r = 1 and dr,j = 1.

erq,r,j ↔ pq,r ∧ dr,j ∨ erq,r+1,j j < r < q − 1
erq,q−1,j ↔ pq,q−1 ∧ dq−1,j

(27)

we can now derive constraints on the mi,p variables. Let ti be a state of the
APTA such that the depth of ti is I. We can define dq,j as follows:

dq,j ↔ ¬seq,j−1 ∧ erq,j,j−1 (28)
¬seq,I → ¬mi,q (29)

One can conclude that the modified constraints have an encoding size in O(N ×
M2).

4 Experimental Results

This section evaluates the ideas described above, namely a compact SAT encod-
ing and symmetry breaking predicates for solving the MinDFA problem. For
this, the ideas were implemented on top of a known MinDFA solver called
DFA-Inductor [26,30] written in Java2. The new prototype is referred to as
DFA-Inductor 2. For comparison, two competitors were considered: the original
DFA-Inductor and also dfasat [13]. All the selected tools apply the Glucose 4.13

SAT solver iteratively and non-incrementally, i.e. each call to the oracle is made
from scratch. All the conducted experiments were performed in Ubuntu Linux
on an AMD Opteron 6378 2.40 GHz processor with 496GByte of memory. For

2 https://github.com/ctlab/DFA-Inductor.
3 http://www.labri.fr/perso/lsimon/glucose/.

https://github.com/ctlab/DFA-Inductor
http://www.labri.fr/perso/lsimon/glucose/


170 I. Zakirzyanov et al.

0 200 400 600 800
instances

0

100

200

300

400

500

600
C
PU

tim
e
(s
)

DFA-Inductor 2

DFA-Inductor

dfasat

(a) Cactus plot

101 102 103

DFA-Inductor 2

101

102

103

D
FA

-I
nd
uc
to
r

600 sec. timeout

60
0
se
c.

tim
eo
ut

(b) DFA-Inductor vs. DFA-Inductor 2

Fig. 2. Detailed performance of dfasat, DFA-Inductor, and DFA-Inductor 2

each individual process, the time limit was set to 600 s and the memory limit to
1 GByte. For the comparison, a number of benchmark instances were randomly
generated, following the procedure described in [30]. Concretely, starting from a
randomly generated APTA of even size N , N ∈ [20, 36], 50 × N samples were
generated. The size of the Σ is two. For each even number N ∈ [20, 36], exactly
100 benchmark instances were created such that given value N , the resulting
DFA for each of the corresponding 100 instances is guaranteed to be N . This
way, the number of benchmark families defined by values N is 9. Thus, the total
number of instances considered is 900. Figure 2a shows a cactus plot depicting the
performance of all the selected solvers. As one can observe, dfasat is significantly
outperformed by the compact encoding implemented in DFA-Inductor. In total,
dfasat is able to solve only 51 benchmark instances (out of 900). Also observe that
the symmetry breaking predicates described above further improve the perfor-
mance of DFA-Inductor (see DFA-Inductor 2 compared to DFA-Inductor in the
Fig. 2a). A comparison between DFA-Inductor and DFA-Inductor 2 is detailed
in Fig. 2b and also in Table 2. Except for a few outliers, the symmetry breaking
predicates of DFA-Inductor 2 are responsible for 20–40% performance improve-
ment on average. Also it is important to note that the harder the problems are,
the smaller is the performance gap between the two configurations. Although
this can be seen as a drawback, the phenomenon requires further investigation
on the use of symmetry breaking with various SAT solvers and a multitude
of families benchmark sets. In total, the number of instances solved by DFA-
Inductor and DFA-Inductor 2 is 678 and 731, respectively, thus, comprising a
gap of 53 benchmark instances. Therefore, symmetry breaking brings more 7.2%
instances solved.
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Table 2. The effect of applying the symmetry breaking predicates described above.
The solver configuration using the proposed symmetry breaking is referred to as DFA-
Inductor 2 and compared to the base configuration, i.e. DFA-Inductor. If an instance is
timed out, its contribution to the average time of the corresponding benchmark family
is assumed to be 600 s. The corresponding values are written in italic.

N DFA-Inductor DFA-Inductor 2
min avg max # solved min avg max # solved

20 86.8 148.3 221.0 100 33.3 91.9 228.4 100

22 85.5 147.1 — 99 49.2 100.4 — 99

24 128.6 181.5 287.8 100 80.4 136.8 262.5 100

26 158.1 251.8 — 99 114.8 209.3 — 99

28 223.4 317.9 534.5 100 164.2 268.9 — 99
30 307.2 443.8 — 91 227.1 389.2 — 95

32 326.0 506.5 — 76 249.2 447.4 — 86

34 414.5 591.1 — 13 392.1 569.9 — 41

36 — 600.0 — 0 448.4 594.8 — 12

5 Conclusions

This paper proposes a number of novel techniques for encoding and reason-
ing about symmetries when exploiting SAT oracles for inferring minimum-size
DFAs. The experimental results provide evidence of the improvements that can
be achieved when compared with the state of the art [26,30], also enabling
significant gains over the best exact methods proposed in recent years [13].
The novel symmetry-breaking ideas described in the paper can be applied to
other approaches for inferring minimum-size DFAs, including the use of SMT
solvers [20], and also in other settings.
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Abstract. The rankable and compressible sets have been studied for
more than a quarter of a century, ever since Allender [2] and Goldberg
and Sipser [7] introduced the formal study of polynomial-time ranking.
Yet even after all that time, whether the rankable and compressible
sets are closed under the most important boolean and other operations
remains essentially unexplored. The present paper studies these ques-
tions for both polynomial-time and recursion-theoretic compression and
ranking, and for almost every case arrives at a Closed, a Not-Closed, or a
Closed-Iff-Well-Known-Complexity-Classes-Collapse result for the given
operation. Even though compression and ranking classes are capturing
something quite natural about the structure of sets, it turns out that
they are quite fragile with respect to closure properties, and many fail
to possess even the most basic of closure properties. For example, we
show that with respect to the join (aka disjoint union) operation: the
P-rankable sets are not closed, whether the semistrongly P-rankable sets
are closed is closely linked to whether P = UP ∩ coUP, and the strongly
P-rankable sets are closed.

Keywords: Complexity theory · Closure properties · Compression ·
Ranking · Computability

1 Introduction

A compression function f for a set A is a function over the domain Σ∗ such that
(a) f(A) = Σ∗ and (b) (∀a, b ∈ A : a �= b)[f(a) �= f(b)]. That is, f puts A in 1-to-
1 correspondence with Σ∗. This is sometimes described as providing a minimal
perfect hash function for A: It is perfect since there are no collisions (among
elements of A), and it is minimal since not a single element of the codomain is
missed. Note that the above does not put any constraints on what strings the
elements of A are mapped to, or even about whether the compression function
needs to be defined on such strings. A ranking function is similar, yet stronger,
in that a ranking function sends the ith string in A to the integer i; it respects
the ordering of the members of A.
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The study of ranking was started by Allender [2] and Goldberg and Sipser [7],
and has been pursued in many papers since, especially in the early 1990 s, e.g.,
[3,6,10,14]. The study of ranking led to the study of compression, which was
started—in its current form, though already foreshadowed in a notion of [7]—
by Goldsmith, Hemachandra, and Kunen [8] (see also [9]). The abovementioned
work focused on polynomial-time or logarithmic-space ranking or compression
functions. More recently, both compression and ranking have also been studied in
the recursion-theoretic context ([12], and see the discussion therein for precursors
in classic recursive function theory), in particular for both the case of (total)
recursive compression/ranking functions (which of course must be defined on all
inputs in Σ∗) and the case of partial-recursive compression/ranking functions
(i.e., functions that on some or all elements of the complement of the set being
compressed/ranked are allowed to be undefined).

In the present paper, we continue the study of both complexity-theoretic and
recursion-theoretic compression and ranking functions. In particular, the earlier
papers often viewed the compressible sets or the rankable sets as a class. Our
main contributions can be seen in Table 1, where we obtain closure and nonclo-
sure results for many previously studied variations of compressible and rankable

Table 1. Overview of results for closure of these classes under boolean operations. If
an entry does not contain “No” or “Yes” then the class is closed under the oper-
ation if and only if the entry holds. A special case is semistrong-P-rankable and
semistrong-P-rankable�, in which we deliberately use the ≈ symbol to indicate that
the implication is true in one direction and in the other direction currently is known
to be true only for a broad subclass of these sets. Specifically, if P = UP ∩ coUP
then the complements of all “nongappy” semistrong-P-rankable sets are themselves
semistrong-P-rankable.

Class ∩ ∪ Complement

strong-P-rankable P = P#P (Theorem4.2) P = P#P (Theorem4.2) Yes (Proposition 4.3)

semistrong-P-rankable P = P#P (Theorem4.2) P = P#P (Theorem4.2) ≈ P = UP ∩ coUP

(Theorem4.5,

Corollary 4.8)

P-rankable,

P-compressible′,
FREC-rankable,

FREC-compressible,

FPR-rankable, and

FPR-compressible

No (Theorem4.9) No (Theorem4.10) No (Theorem4.11)

strong-P-rankable� No (Theorem4.12) No (Theorem4.12) Yes (Proposition 4.3)

semistrong-P-rankable� No (Theorem4.12) No (Theorem4.12) ≈ P = UP ∩ coUP

(Theorem4.5,

Corollary 4.8)

P-rankable�,
P-compressible�,
FREC-rankable�,
FREC-compressible�,
FPR-rankable�, and
FPR-compressible�

No (Theorem4.12) No (Theorem4.12) No (Theorem4.11)
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sets under boolean operations (Sect. 4). We also study the closure of these sets
under additional operations, such as the join, aka disjoint union (Sect. 5). And
we introduce the notion of compression onto a set and characterize the robust-
ness of compression under this notion. In particular, by a finite-injury priority
argument with some interesting features we show that there exist RE sets that
each compress to the other, yet that nonetheless are not recursively isomorphic
(Sect. 3).

2 Definitions

Throughout this paper, “P” when used in a function context (e.g., the P-rankable
sets) will denote the class of total, polynomial-time computable functions from
Σ∗ to Σ∗. Additionally, throughout this paper, Σ = {0, 1}. FREC will denote
the class of total, recursive functions from Σ∗ to Σ∗. FPR will denote the class
of partial recursive functions from Σ∗ to Σ∗. ε will denote the empty string. We
define the function shift(x, n) for n ∈ Z. If n ≥ 0, then shift(x, n) is the string
n spots after x in lexicographical order, e.g., shift(ε, 4) = 01. For n > 0, define
shift(x,−n) as the string n spots before x in lexicographical order, or ε if no such
string exists. The symbol N will denote the natural numbers {0, 1, 2, 3, . . . }.

We now define the notion of compression onto a set, and subsequently use it
to define the classical notion of compressible sets from [12].

Definition 2.1 (Compressible to B)

1. Given sets A ⊆ Σ∗ and B ⊆ Σ∗, a (possibly partial) function f is a com-
pression function for A to B exactly if
(a) domain(f) ⊇ A,
(b) f(A) = B, and
(c) for all a and b in A, if a �= b then f(a) �= f(b).

2. Let F be any class of (possibly partial) functions mapping from Σ∗ to Σ∗. A
set A is F-compressible to B if some f ∈ F is a compression function for A
to B.

Note that a compression function for A to B may have any behavior on
elements not in A. In particular, for the case of FPR, the function need not even
be defined outside of A. We now use the general notion of compressibility to B
to define compressible sets.

A set is compressible if it is compressible to Σ∗. A compression function
for A to Σ∗ is simply called a compression function for A. We define the class
F-compressible = {A | A is F-compressible}. Note that no finite sets are com-
pressible, as they do not contain enough elements to map onto Σ∗. So that finite
sets do not affect whether we consider a class of sets to be compressible, we
define F-compressible′ as the union of F-compressible with the class of finite
sets and say that a class of sets C is F-compressible if C ⊆ F-compressible′.

Ranking can be informally thought of as a sibling of compression that pre-
serves lexicographical order within the set. We consider three classes of rankable
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functions that differ in how they are allowed to behave on the complement of the
set they rank. Although ever since the paper of Hemachandra and Rudich [10],
which introduced two of the three types, there have been those three types of
ranking classes, different papers have used different (and sometimes conflict-
ing) terminology for these types. Here, we use the (without modifying adjective)
terms “ranking function” and “rankable” in the same way as Hemaspaandra and
Rubery [12] do, for the least restrictive form of ranking (the one that can even
“lie” on the complement). That is the form of ranking that is most naturally
analogous with compression, and so it is natural that both terms should lack
a modifying adjective. For the most restrictive form of ranking, which even for
strings x in the complement of the set A being ranked must determine the num-
ber of strings up to x that are in A, like Hemachandra and Rudich [10] we use the
terms “strong ranking function” and “strong(ly) rankable.” And for the version
of ranking that falls between those two, since for strings in the complement it
need only detect that they are in the complement, we use the terms “semistrong
ranking function” and “semistrong(ly) rankable.”

For a set A ⊆ Σ∗, we define rankA(y) = ‖{z | z ≤ y ∧ z ∈ A}‖ [2,7]. A
ranking function for A is a (possibly partial) compression function for A which
preserves lexicographical order of elements in A. In other words, it sends the ith
string in A to the ith string in Σ∗, ordered lexicographically. If we identify the
ith string in Σ∗ with the natural number i, we may alternatively define a ranking
function f for A as any (possibly partial) function such that f(x) = rankA(x) for
x ∈ A. We adopt this perspective, and for the remainder of this paper identify
the codomain of ranking functions with N, allowing arithmetic operations to be
performed. A semistrong ranking f function for A is a ranking function for A
such that for x /∈ A, f(x) indicates “not in set” (e.g., via the machine computing
f halting in a special state; we still view this as a case where x belongs to
domain(f)). A strong ranking function f is a ranking function such such that
f(x) = rankA(x) for all inputs x, not just those in A.

Let F be any class of (possibly partial) functions from Σ∗ → Σ∗. A
set A is F-rankable if some f ∈ F is a ranking function for A. We define
F-rankable as {A | A is F-rankable}. A class of sets C is F-rankable if all
sets in C are F-rankable. Analogous definitions hold for both the strong and
semistrong ranking cases: A set A is (semi)strong-F-rankable if some f ∈ F
is a (semi)strong ranking function for A. We define (semi)strong-F-rankable as
{A | A is (semi)strong-F-rankable. A class of sets C is (semi)strong-F-rankable
if all sets in C are (semi)strong-F-rankable.

For almost any natural class of functions, F , we will have that F-rankable
⊆ F-compressible′. In particular, P, FPR, and FREC each have this property. If
f is a ranking function for A, for our same-class compression function for A we
can map x ∈ Σ∗ to the f(x)-th string in Σ∗ (where we consider ε to be the first
string in Σ∗) if f(x) > 0, and if f(x) = 0 what we map to is irrelevant so map
to any particular fixed string (for concreteness, ε). For each class C ⊆ 2Σ∗

, C�

will denote the complement of C, i.e., 2Σ∗ − C. For example, P-rankable� is the
class of non-P-rankable sets.
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The class semistrong-P-rankable is a subset of P (indeed, a strict subset
unless P = P#P [10]), but there exist undecidable sets that are P-rankable.
Clearly, semistrong-REC-rankable = strong-REC-rankable.

3 Compression onto B: Robustness with Respect to
Target Set

A natural question to ask is whether compression to B is a new notion, or
whether it coincides with our existing notion of compression to Σ∗, at least for
sets B from common classes such as REC and RE. The following result shows
that for REC and RE this new notion does coincide with our existing one.

Theorem 3.1. Let A and B be infinite sets.

1. If B ∈ REC, then A is FREC-compressible to B if and only if A is FREC-
compressible to Σ∗.

2. If B ∈ RE, then A is FPR-compressible to B if and only if A is FPR-
compressible to Σ∗.

Theorem 3.1 covers the two most natural pairings of set classes with function
classes: recursive sets B with FREC compression, and RE sets B with FPR com-
pression. What about pairing recursive sets under FPR compression, or RE sets
under recursive compression? We note as the following theorem that one and a
half of the analogous statements hold, but the remaining direction fails.

Theorem 3.2. 1. Let A and B be infinite sets and suppose that B ∈ REC.
Then A is FPR-compressible to B if and only if A is FPR-compressible to Σ∗.

2. Let A and B be infinite sets with B ∈ RE. If A is FPR-compressible to
Σ∗, then A is FPR-compressible to B. In fact, we may even require that the
compression function for A to B satisfies f(Σ∗) = B.

3. There are infinite sets A and B with B ∈ RE such that A is
FREC-compressible to B but A is not FREC-compressible to Σ∗.

Proof. The first part follows immediately from Theorem 3.1, part 2. The second
part follows as a corollary to the proof of Theorem3.1, part 2. In particular, the
proof of the “⇐” direction proves the second part, since it is clear that if f is a
recursive function the f ′ defined there is also recursive.

The third part follows from [12] in which it is shown that any set in RE −
REC is not FREC-compressible to Σ∗. Thus if we let A = B be any set in
RE − REC, then A is FREC-compressible to B by the function f(x) = x but B
is not FREC-compressible to Σ∗. �

Another interesting question is how recursive compressibility to B is, or is not,
linked to recursive isomorphism. Recall that two sets A and B are recursively
isomorphic (notated A ≡iso B) if there exists a recursive bijection f : Σ∗ →
Σ∗ with f(A) = B. Although recursive isomorphism of sets implies mutual
compressibility to each other, we prove via a finite-injury priority argument that
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the converse does not hold (even when restricted to the RE sets). The argument
has an interesting graph-theoretic flavor, and involves queuing infinitely many
strings to be added to a set at once.

Theorem 3.3. If A ≡iso B, then A is FREC-compressible to B and B is FREC-
compressible to A.

Theorem 3.4. There exist RE sets A and B such that A is FREC-compressible
to B and B is FREC-compressible to A, yet A �≡iso B.

Proof of Theorem 3.3. Now A is FREC-compressible to B by simply letting our
FREC-compression function be the recursive isomorphism function f . Since each
recursive isomorphism has a recursive inverse, B is FREC-compressible to A by
letting our FREC-compression function be the inverse of f . �
Proof of Theorem 3.4. Before defining A and B, we will define a function f which
will serve as both a compression function from A to B and a compression function
from B to A. First, fix a recursive isomorphism between Σ∗ and {〈t, j, k〉 | t ∈
{0, 1, 2, 3} ∧ j, k ∈ N}. Now we will define f as follows. For each j, k ∈ N,
let f(〈3, j, k〉) = 〈3, j + 1, k〉. For each j, k ∈ N, j > 0, and t ∈ {0, 1, 2}, let
f(〈t, j, k〉) = 〈t, j − 1, k〉. Finally, for each k ∈ N, let f(〈0, 0, k〉) = 〈3, 0, k〉,
f(〈1, 0, k〉) = 〈0, 0, k〉, and f(〈2, 0, k〉) = 〈3, 0, k〉. Let � : Σ∗ → {0, 1} be the
unique function such that �(〈0, 0, k〉) = 0 for all k ∈ N and �(f(x)) = 1 − �(x).
Let Df be the directed graph with edges (x, f(x)). Note that � is a 2-coloring of
Df if we treat the edges as being undirected. See Fig. 1.

...

〈3, 2, k〉

〈3, 1, k〉

〈3, 0, k〉

〈0, 0, k〉

〈0, 1, k〉

〈0, 2, k〉

...

〈1, 0, k〉

〈1, 1, k〉

...

〈2, 0, k〉

〈2, 1, k〉

〈2, 2, k〉

...

Fig. 1. A diagram of Df , for
fixed k.

Call a set C a path set if for all x ∈ C, f(x) ∈ C
and there is exactly one y ∈ C such that f(y) = x.
Suppose C is a path set. Let Ci = {x ∈ C | �(x) =
i} for i ∈ {0, 1}. By the assumed property of C,
we have C0 and C1 are FREC-compressible to each
other by f . Furthermore, if C is RE then so are
C0 and C1 since Ci = C ∩ {x | �(x) = i} is the
intersection of an RE set with a recursive set. Thus
if we provide an enumerator for a path set C such
that C0 �≡iso C1, we may let A = C0 and B = C1

and be done.
Our enumerator for C proceeds in two inter-

leaved types of stages: printing stages Pi and eval-
uation stages Ei. More formally, we proceed in
stages labeled Ei and Pi for i ≥ 1, interleaved as
E1,P1,E2,P2,. . . ,En,Pn,. . . when running. We also
maintain a set Q of elements of the form 〈t, k〉,
where t ∈ {0, 1, 2} and k ∈ N. This set Q will only
ever be added to as the procedure runs.

In the printing stage Pi, we do the following for
every 〈t, k〉 in Q. Enumerate 〈3, j, k〉 and 〈t, j, k〉 for
all j ≤ i. If t = 1, additionally enumerate 〈0, 0, k〉.
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Adding an element 〈t, k〉 to Q in some evaluation stage Ei is essentially adding
an infinite path of nodes in Df to C.

In addition to Q, we also maintain an integer b and a set R of elements
〈n, k〉 where n, k ∈ N. If 〈n, k〉 ∈ R after stage i, it signifies that we have not
yet satisfied the condition that ϕn, the nth partial recursive function, is not an
isomorphism function between C0 and C1. In stage Ei we perform the following.
Add 〈i, b〉 to R. Increment b by one. For each 〈n, k〉 ∈ R, run ϕn, the nth partial
recursive function, on 〈0, 0, k〉 for i steps. If none of these machines halt in their
allotted time, end the stage. Otherwise, let ni be the smallest number such that
ϕni

produced an output wi = 〈xi, yi, zi〉 on its respective input 〈0, 0, ki〉. We
now break into cases:

1. If �(wi) = 0 add 〈0, ki〉 to Q.
2. If zi �= ki and �(wi) = 1 and as it stands wi would not be printed eventually

if there were only type P stages from now on, add 〈0, ki, 〉 to Q.
3. If zi �= ki and �(wi) = 1 and as it stands wi would be printed eventually if

there were only type P stages from now on, do nothing.
4. If zi = ki and �(wi) = 1 and xi = 0, add 〈1, ki〉 to Q.
5. If zi = ki and �(wi) = 1 and either xi = 1 or xi = 2, add 〈0, ki〉 to Q.
6. If zi = ki and �(wi) = 1 and xi = 3, add 〈2, ki〉 to Q.

Set b = max(ki, zi) + 1. Remove all pairs 〈n, k〉 with n ≥ ni from R. Then for
each n from ni + 1 to i, first add 〈n, b〉 and subsequently increment b by 1.

We will first prove that C is a path set. If x ∈ C, then it is printed in some
printing stage Pi. By tracing the definition of f and the procedure for printing
stages, one can verify that both f(x) and exactly one y such that f(y) = x will
be printed in stage Pj for j ≥ i. This string y will be the only one ever printed,
since no two elements with the same second coordinate will ever be added to Q,
as every element added to Q has the current state of b as its second coordinate,
and b only ever strictly increases between additions to Q.

Let Fn be the condition that ϕn fails to be a recursive isomorphism of C0 onto
C1. Fix n. Say during Ei we have ni = n. In cases 1, 2, 4, and 5, we force ϕn to
map 〈0, 0, ki〉 ∈ C0 to something out of C1. In cases 3 and 6, we force ϕn to map
〈0, 0, ki〉 /∈ C0 to something in C1. Thus whenever at stage i we have ni = n,
condition Fn becomes satisfied, though perhaps not permanently. Specifically,
in case 2, w could be printed later to satisfy some other Fm and in doing so
“injure” Fn. However, note that during Ei the variable b is set to max(ki, zi),
thus Fn can only be injured when satisfying conditions Fm for m < n. Pairs
with first coordinate n will only ever be added to R when after satisfying some
such Fm, in addition to once initially, so in total only a finite number of times.
If ϕn always halts, Fn will eventually be satisfied and never injured again.

This proves that C is a path set such that C0 �≡iso C1. Thus C0 and C1 are
RE sets that are FREC-compressible to each other by f , but are not recursively
isomorphic. �

For those interested in the issue of isomorphism in the context of complexity-
theoretic functions, which was not the focus above, we mention that: Hemas-
paandra, Zaki, and Zimand [13] prove that the P-rankable sets are not closed
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under ≡p
iso; Goldsmith and Homer [9] prove that the strong-P-rankable sets are

closed under ≡p
iso if and only if P = P#P; and [13] notes that the semistrong-P-

rankable sets similarly are closed under ≡p
iso if and only if P = P#P.

4 Closures and Nonclosures Under Boolean Operations

We now move on to a main focus of this paper, the closure properties of
the compressible and the rankable sets. We explore these properties both in
the complexity-theoretic and the recursion-theoretic domains. Table 1 (which
appears in Sect. 1) summarizes our findings.

Lemma 4.1. Let A and B be strong-P-rankable. Then A ∪ B is strong-
P-rankable if and only if A ∩ B is.

Proof. The identity rankA∩B(x)+ rankA∪B = rankA(x)+ rankB(x) allows us to
compute either of rankA∩B(x) or rankA∪B(x) from the other. �
Theorem 4.2. The following conditions are equivalent:

1. the classes strong-P-rankable and semistrong-P-rankable are closed under
intersection,

2. the classes strong-P-rankable and semistrong-P-rankable are closed under
union, and

3. P = P#P.

Proof. It was proven in [10] by Hemachandra and Rudich that P = P#P implies
P = strong-P-rankable = semistrong-P-rankable. Since P is closed under inter-
section and union, this shows that 3 implies 1 and 2. To show, in light of
Lemma 4.1, that either 1 or 2 would imply 3, we will construct two strong-
P-rankable sets whose intersection is not P-rankable unless P = P#P.

Let A1 be the set of x1y1 such that |x| = |y|, x encodes a boolean formula,
and y (padded with 0s so that it has length |x|) encodes a satisfying assignment
for the formula x. Let A0 be the set of x1y0 such that |x| = |y|, and x1y1 /∈ A1.
Let A2 be the set of strings x0|x|+11. Let A = A0∪A1∪A2. For every x, and every
y such that |x| = |y|, exactly one of x1y0 and x1y1 is in A. Thus, for any x, we
can find rankA0∪A1(x) in polynomial time. Clearly A2 is strong-P-rankable. Since
A0 ∪A1 and A2 are disjoint, rankA0 ∪ A1∪A2(x) = rankA0∪A1(x) + rankA2(x), so
A is strong-P-rankable.

Let B = Σ∗1. Then A ∩ B = A1 ∪ A2 is the set of x1y1 such that y encodes
a satisfying assignment for x, along with all strings x0|x|+11. If A1 ∪ A2 were
P-rankable, then we could count satisfying assignments of a formula x in polyno-
mial time by computing rankA∩B(shift(x, 1)0|shift(x,1)|+11)−rankA∩B(x0|x|+11)−
1. Thus #SAT is polynomial-time computable and so P = P#P. �
Proposition 4.3. strong-P-rankable and strong-P-rankable� are closed under
complementation.
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Proof. If A is strong-P-rankable, the identity rankA(x) + rankA(x) = rankΣ∗(x)
allows us to compute either of rankA(x) or rankA(x) from the other. �
Lemma 4.4. The class semistrong-P-rankable is closed under complementation
if and only if semistrong-P-rankable = strong-P-rankable.

Proof. The “if” direction follows directly from Proposition 4.3. For the “only
if” direction, let A be a semistrong-P-rankable set with ranking function rA,
and suppose A is semistrong-P-rankable with semistrong ranking function rA.
Then rankA(x) = rA(x) if x ∈ A, and equals rankΣ∗(x) − rA(x) otherwise. The
function rA decides membership in A, so we can compute rankA(x) in polynomial
time. �
Theorem 4.5. If semistrong-P-rankable is closed under complementation, then
P = UP ∩ coUP.

Proof. Suppose semistrong-P-rankable is closed under complementation. Let A
be in UP ∩ coUP. Then there exists a UP machine U recognizing A, and a UP
machine Û recognizing A. If x ∈ A, let f(x) be the unique accepting path for x
in U . Otherwise, let f(x) be the unique accepting path for x in Û . Choose a poly-
nomial p such that, without loss of generality, p(x) is monotonically increasing
and |f(x)| = p(|x|) (we may pad accepting paths with 0s to make this true).

The language B = {xf(x)1 | x ∈ Σ∗} ∪ {x0p(|x|)+1 | x ∈ Σ∗}
is semistrong-P-rankable since rankB(x0p(|x|)+1) = 2rankΣ∗(x) − 1 and
rankB(xf(x)1) = 2rankΣ∗(x). Since semistrong-P-rankable is closed under com-
plementation, and B is semistrong-P-rankable, B is also strong-P-rankable by
Lemma 4.4. Let x be a string, and let y = shift(x, 1). We can binary search on
the value of rankB in the range from x0p(|x|)+1 to y0p(|y|)+1 to find the first value
xz where |z| = p(|x|)+1 and rankB(xz) = 2rankΣ∗(x). See that f(x) must equal
z. We then simulate U on the path z and Û on the path z. Now z must be an
accepting path for one of these machines, so either U accepts and x ∈ A, or Û
accepts and x /∈ A. �
Definition 4.6. A set is nongappy if there exists a polynomial p such that, for
each n ∈ N, there is some element y ∈ A such that n ≤ |y| ≤ p(n).

Theorem 4.7. If P = UP ∩ coUP then each nongappy semistrong-P-rankable
set is strong-P-rankable.

Proof. Let A be a nongappy semistrong-P-rankable set, and let p be a polynomial
such that, for each n ∈ N, there is y in A such that n ≤ |y| ≤ p(y). Let
r be a polynomial-time semistrong ranking function for A. The coming string
comparisons of course will be lexicographical. Let L be the set of 〈x, b〉 such
that there exists at least one string in A that is less than or equal to x and b a
prefix of the greatest string in A that is lexicographically less than or equal to
x. L is in UP∩ coUP by the following procedure. Let x0 be the lexicographically
first string in A. If x < x0 output 0. Otherwise, guess a string z > x such that
|z| ≤ p(|x|+1). Then guess a y ≤ x. If y and z are in A and r(y)+1 = r(z), then
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we know that and y and z are the (unique) strings in A that most tightly bracket
x in the ≤ and the > directions. We can in our current case build the greatest
string less than or equal to x that is in A bit by bit, querying potential prefixes,
in polynomial time. Since rankA(x) = rankA(y), we can compute rankA(x) in
polynomial time for arbitrary x. �

From Proposition 4.3 and Theorem 4.7, we obtain the following corollary.

Corollary 4.8. If P = UP ∩ coUP then the complement of each nongappy
semistrong-P-rankable set is strong-P-rankable (and so certainly is semistrong-
P-rankable).

The proofs of the following four theorems can be found in the technical report
version of this paper [1].

Theorem 4.9. There exist P-rankable sets A and B such that A ∩ B is infinite
but not FPR-compressible.

Theorem 4.10. There exist infinite P-rankable sets A and B such that A ∪ B
is not FPR-compressible.

Theorem 4.11. There exists an infinite P-rankable set whose complement is
infinite but not FPR-compressible.

Theorem 4.12. There exist sets A and B that are not FPR-compressible, yet
A ∪ B is strong-P-rankable. In addition, there exist sets A and B that are not
FPR-compressible, yet A ∩ B is strong-P-rankable.

5 Additional Closure and Nonclosure Properties

We focus on the join (aka disjoint union), giving a full classification of the closure
properties of the P-rankable, semistrong-P-rankable, and strong-P-rankable sets,
as well as their complements, under this operation. The literature is inconsistent
as to whether the low-order or high-order bit is the “marking” bit for the join.
Here, we follow the classic computability texts of Rogers [15] and Soare [17] and
the classic structural-complexity text of Balcázar, Dı́az, Gabarró [5], and define
the join using low-order-bit marking: The join of A and B, denoted A ⊕ B, is
A0 ∪ B1 = {x0 | x ∈ A} ∪ {x1 | x ∈ B}. For classes invariant under reversal,
which end is used for the marking bit is not important (in the sense that the
class itself is closed under upper-bit-marked join if and only if it is closed under
lower-bit-marked join). However, the placement of the marking bit potentially
matters for ranking-based classes, as those classes rely on lexicographical order.

The join is such a basic operation that it seems very surprising that any class
would not be closed under it, and it would be even more surprising if the join of
two sets that lack some nice organizational property (such as being P-rankable)
can itself have that property (can be P-rankable, and we indeed show in this
section that that happens)—i.e., the join of two sets can be “simpler” than either
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of them (despite the fact that the join of two sets is the least upper bound for
them with respect to ≤p

m [16], and in the sense of reductions captures the power-
as-a-target of both sets). However, there is in the literature a precedent for the
just-mentioned surprising behavior. It is known that (EL2)� is not closed under
the join [11], where EL2 is the second level of the extended low hierarchy [4].

Theorem 5.1. If P �= P#P then there exist sets A ∈ P and B ∈ P that are not
P-rankable yet A ∩ B, A ∪ B, and A ⊕ B are strong-P-rankable.

Proof. We construct a set A1 whose members represent satisfying assignments
of boolean formulas. We force certain elements, or beacons, into A1 to obtain
a set A such that if A were rankable, we could count the number of satisfying
assignments to a boolean formula using the ranks of the beacons. The set B is
built similarly, but so that A ∪ B, A ∩ B, and A ⊕ B are strong-P-rankable.

Let A1 = {α01β | α, β ∈ Σ∗ ∧ |α| = |β| ∧ α encodes a boolean formula F
with (without loss of generality) k ≤ |α| variables, the first k bits of β encode
a satisfying assignment of F , and the remaining |β| − k bits of β are 0}. Given
a string x = α01β ∈ A1, we can unambiguously extract α and β because they
have length (|x| − 2)/2. Let B1 = {α01β | α, β ∈ Σ∗ ∧ |α| = |β| ∧ α01β /∈ A1}.
Let Beacons = {α000|α| | α ∈ Σ∗}∪{α110|α| | α ∈ Σ∗}. Similarly to A1, strings
in B1 and Beacons can be parsed unambiguously. Let A = A1 ∪ Beacons and
B = B1 ∪ Beacons . Note A and B are both in P as A1, B1, and Beacons are.

We will now demonstrate that if either A or B are P-rankable, then #SAT
is polynomial-time computable. Suppose that A is P-rankable and let f be a
polynomial-time ranking function for A. Let α be a string encoding a boolean
formula F with k variables. Then we can compute j = f(α110|α|) − f(α000|α|)
in polynomial time. Both α110|α| and α000|α| are in Beacons and thus in A,
so f gives a true ranking for these values. Every string in A strictly between
these Beacons strings is from A1 and so represents a satisfying assignment for
F , and every satisfying assignment for F is represented by a string between these
Beacons strings. The last |β| − k bits of β are 0, so each satisfying assignment
for F is represented exactly once between the two Beacons strings. Thus F
has j − 1 satisfying assignments. We can find j in polynomial time, so #SAT is
polynomial-time computable and P = P#P, contrary to our P �= P#P hypothesis.

Now suppose that B is P-rankable and let f be a P-time ranking function for
it. Let α be as before and j = f(α110|α|)−f(α000|α|). The strings in B between
α110|α| and α000|α| are the strings of the form α01Σ|α| except for those that
are in A1 (and recall that those that are in A1 are precisely the padded-with-
0s satisfying assignments for F ). We know the number of strings of the form
α01Σ|α|, so we can find the number of satisfying assignments for F . Namely, we
have that j = 1 + 2|α| − s, where s is the number of satisfying assignments of F .
Thus if B is P-rankable then #SAT is polynomial-time computable contrary to
our P �= P#P hypothesis.

We omit the construction of strong-ranking functions for A ∪ B, A ∩ B, and
A ⊕ B, which can be found in the technical report version of this paper [1]. �
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Theorem 5.2. The following are equivalent: (1) strong-P-rankable� is closed
under join, (2) semistrong-P-rankable� is closed under join, and (3) P = P#P.

Theorem 5.3. (1) The class P-rankable� is not closed under join.
(2) The class P-rankable is not closed under join.
(3) The class strong-P-rankable is closed under join.
(4) The class semistrong-P-rankable is closed under complement if and only if

it is closed under join.
(5) The class P-compressible′ is closed under join.

Proofs of Theorems 5.2 and 5.3 can be found in our technical report ver-
sion [1].

6 Conclusions

Taking to heart the work in earlier papers that views as classes the collections of
sets that have (or lack) rankability/compressibility properties, we have studied
whether those classes are closed under the most important boolean and other
operations. For the studied classes, we in almost every case prove that they are
closed under the operation, or prove that they are not closed under the operation,
or prove that whether they are closed depends on well-known questions about
standard complexity classes. Additionally, we introduced compression onto a set
and showed the robustness of compression under this notion, as well as the limits
of that robustness.

Acknowledgments. We thank the anonymous referees for helpful comments.
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Abstract. We investigate the state complexity of languages resulting
from the cut operation of two regular languages represented by mini-
mal deterministic finite automata with m and n states. We show that
the entire range of complexities, up to the known upper bound, can be
produced in the case when the input alphabet has at least two symbols.
Moreover, we prove that in the unary case, only complexities up to 2m−1
and between n and m+n−2 can be produced, while if 2m ≤ n−1, then
the complexities from 2m up to n − 1 cannot be produced.

1 Introduction

It is well known that for every n-state nondeterministic finite automaton (NFA),
there exists a language-equivalent deterministic finite automaton (DFA) with at
most 2n states [21]. This bound is tight in the sense that for an arbitrary integer n
there is always some n-state NFA which cannot be simulated by any DFA with
less than 2n states [17–19,23].

Nearly two decades ago a very fundamental question on determinization was
raised by Iwama, Kambayashi, and Takaki [9]: does there always exist a minimal
n-state NFA whose equivalent minimal DFA has α states for all n and α with
n ≤ α ≤ 2n? Iwama, Matsuura, and Paterson [10] called a number α in the range
from n to 2n magic if no minimal n-state NFA has an equivalent minimal α-state
DFA. The simple question whether for every n no number is magic turned out to
be harder than expected. In a series of papers, non-magic (attainable) numbers
were identified [6,11,12] until the problem was solved in [14] showing that for
ternary languages no magic numbers exist. On the contrary, Geffert [5] proved
that most of the numbers in the range from n up to F (n) + n2, where F (n)
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is the Landau function, is not attainable as the state complexity of a language
accepted by a minimal unary n-state NFA. However, his proof is existential, and
no specific value is known to be unattainable. For binary languages, the original
problem from [9] is still open.

The idea behind the magic number problem is not limited to the determiniza-
tion of NFAs. In fact every (regularity preserving) formal language operation
can be used to define a magic number problem for the operation in question.
For instance, consider the intersection operation on languages. Let A and B
be minimal finite automata with m and n states, respectively. Then the size
of the minimal automaton for the intersection of L(A) and L(B) is between 1
and mn. The value one is induced by the intersection of disjoint languages and
the value mn by the standard cross-product construction for the intersection
operation. Thus, in a similar way as for the determinization, one may now ask,
whether every α within the range between 1 and mn can be attained by the
size of minimal automaton for intersection of languages given by two minimal
automata with m and n states, respectively? In other words, is the outcome of
the intersection operation in terms of the number of states contiguous or are
there any gaps, hence magic numbers? In [8] it was shown that for the intersec-
tion on DFAs no number from 1 up to mn is magic—this already holds for binary
automata. Besides intersection, also other formal language operations were inves-
tigated from the “magic number” perspective. It turned out that magic numbers
are quite rare, and most of them occur in the unary case. For example, Čevorová
[2] studied the complexity of languages resulting from the Kleene star operation
in the unary case. In such a case, the known upper bound is (n − 1)2 + 1 [24].
She proved that the values from 1 to n, as well as the values n2 − 2n + 2 and
n2 − 3n + 3, are attainable, while the value n2 − 3n + 2 is attainable if n is
odd and it is not attainable otherwise. Moreover, she showed that all the values
from n2 − 3n + 4 up to n2 − 2n + 1 and from n2 − 4n + 7 up to n2 − 3n + 1
cannot be attained by the state complexity of the Kleene star of any language
accepted by minimal unary DFA with n states. The magic number problem was
also examined for concatenation [13,16], square [3], star on general alphabet [15],
and reversal [22].

We contribute to the list of magic number problems for formal language
operations by studying the cut operation. The cut operation was introduced
in [1] as a machine implementation of “concatenation” on Unix text proces-
sors which behaves greedy-like in its left term of concatenation. Tight upper
bounds for the state complexity of the cut and iterated cut operations on DFAs
were obtained in [4]. While the state complexity of concatenation is growing
linearly with the first parameter (the number of states of the left automaton)
and exponentially with the second parameter (the number of states of the right
automaton), the state complexity of the cut operation is only linearly growing
with both parameters. In the general case, the known tight upper bound is given
by the function f(m,n) such that f(m, 1) = m and f(m,n) = (m − 1)n + m if
n ≥ 2. In the unary case, the known tight upper bound is given by the function



192 M. Holzer and M. Hospodár

f1(m,n) such that f1(1, n) = 1, f1(m, 1) = m, f1(m,n) = 2m − 1 if m,n ≥ 2
and m ≥ n, and finally let f1(m,n) = m + n − 2 if m,n ≥ 2 and m < n [4].

In this paper, we show for every value from 1 up to f1(m,n) whether or not
it can be attained by the state complexity of the cut of two languages accepted
by minimal unary DFAs with m and n states. We show that only complexities
up to 2m − 1 and between n and m + n − 2 can be attained, while complexities
from 2m up to n − 1 turn out to be magic. To get these results, the tail-loop
structure of minimal unary DFAs is very valuable in the proofs.

On the other hand, we show that the entire range of complexities, up to the
known upper bound f(m,n), can be produced by the cut operation on minimal
DFAs with m and n states, respectively, in case when the input alphabet consists
of at least two symbols. The proof of this result resembles some ideas used in [8]
for the magic number problem of the intersection and union operations on DFAs.

To the best of our knowledge, this is the first operation where for every
alphabet, every value in the range of possible complexities is known to be either
attainable or not, and not all values are attainable in the unary case. However,
all values are attainable in every other alphabet size. Hence, the magic number
problem for the cut operation is completely solved in this paper.

2 Preliminaries

We recall some definitions on finite automata as contained in [7]. Let Σ∗ denote
the set of all words over a finite alphabet Σ. The empty word is the word with
length zero. If u, v, w are words over Σ such that w = uv, then u is a prefix of w.
Further, we denote the set {i, i + 1, . . . , j} by [i, j] if i and j are integers.

A deterministic finite automaton (DFA) is a quintuple A = (Q,Σ, δ, s, F )
where Q is a finite nonempty set of states, Σ is a finite nonempty set of input
symbols, s ∈ Q is the initial state, F ⊆ Q is the set of final (or accepting) states,
and δ : Q × Σ → Q is the transition function which can be extended to the
domain Q×Σ∗ in the natural way. The language accepted (or recognized) by the
DFA A is defined as L(A) = {w ∈ Σ∗ | δ(s, w) ∈ F}.

Two DFAs A and B are equivalent if they accept the same language, that
is, if L(A) = L(B). An automaton is minimal if it admits no smaller equivalent
automaton with respect to the number of states. For DFAs this property can
be verified by showing that all states are reachable from the initial state and all
states are pairwise distinguishable. It is well known that every regular language
has a unique, up to isomorphism, minimal DFA.

The state complexity of a regular language is the number of states in the
minimal DFA recognizing this language.

In [1] the cut operation on languages K and L, denoted by K !L, is defined as

K ! L = {uv | u ∈ K, v ∈ L, and uv′ �∈ K for every nonempty prefix v′ of v}.

The above defined cut operation preserves regularity as shown in [1]. Since we
are interested in the descriptional complexity of this operation we briefly recall
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the construction of a DFA for the cut operation; we slightly deviate from the
presentation of the construction given in [4].

Let A = (QA, Σ, δA, sA, FA) and B = (QB , Σ, δB , sB , FB) be two DFAs.
Let ⊥ /∈ QB . Define the cut automaton A ! B = (Q,Σ, δ, s, F ) with the state
set Q = (QA ×{⊥})∪ (QA ×QB), the initial state s = (sA,⊥) if the empty word
is not in L(A) and s = (sA, sB) otherwise, the set of final states F = QA × FB,
and for each state (p, q) in Q and each input a in Σ we have

δ((p,⊥), a) =

{
(δA(p, a),⊥), if δA(p, a) /∈ FA;
(δA(p, a), sB), otherwise;

and

δ((p, q), a) =

{
(δA(p, a), δB(q, a)), if δA(p, a) /∈ FA;
(δA(p, a), sB), otherwise.

Then L(A ! B) = L(A) ! L(B).
In [4], the following functions were introduced.

f(m,n) =

{
m, if n = 1;
(m − 1)n + m, if n ≥ 2

(1)

and

f1(m,n) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if m = 1;
m, if m ≥ 2 and n = 1;
2m − 1, if m,n ≥ 2 and m ≥ n;
m + n − 2, if m,n ≥ 2 and m < n

(2)

It was proven in [4, Theorems 3.1 and 3.2] that if A and B are DFAs with m
and n states, respectively, then f(m,n) states, resp. f1(m,n) states if A and B
are unary, are sufficient and necessary in the worst case for any DFA accepting
the language L(A) ! L(B).

3 The Descriptional Complexity of the Cut Operation

In this section we investigate the range of attainable complexities for the cut
operation. In the first subsection we investigate the unary case and we show that
some values may be unattainable. In the second subsection we study this problem
for regular languages over an arbitrary alphabet, and we obtain a contiguous
range of complexities from one up to the known upper bound already in the
binary case.
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3.1 The Cut Operation on Unary Regular Languages

When working with unary DFAs, we use the notational convention proposed by
Nicaud in [20].

Every unary DFA consists of a tail path, which starts from the initial state,
followed by a loop of one or more states. Let A = (Q, {a}, δ, q0, F ) be a unary
DFA with |Q| = n. We can identify the states of A with integers from [0, n − 1]
via q 
→ min{ i | δ(q0, ai) = q }. In particular the initial state q0 is mapped
to 0. Let � = δ(q0, an). Then the unary DFA A with n states, loop number �
(0 ≤ � ≤ n − 1), and set of final states F (F ⊆ [0, n − 1]) is referred to as
A = (n, �, F ). The following characterization of minimal unary DFAs is known.

Lemma 1 ([20]). A unary DFA A = (n, �, F ) is minimal if and only if

1. its loop is minimal, and
2. if � �= 0, then states n − 1 and � − 1 do not have the same finality, that is,

exactly one of them is final.

Now we are ready for our first result on the cut operation of unary regular
languages represented by DFAs. In a series of lemmata we consider the state
complexity α of the resulting language in increasing order of α. The first interval
we are going to discuss is [1,m].

Lemma 2. Let m,n ≥ 1 and 1 ≤ α ≤ m. There exist a minimal unary m-
state DFA A and a minimal unary n-state DFA B such that the minimal DFA
for L(A) ! L(B) has α states.

Proof. The proof has five cases:

1. Let m = 1, so we must have α = 1. Let A be the one-state DFA accepting
the empty language and B be the minimal n-state DFA for an−1a∗. Then
L(A) ! L(B) = ∅ which is accepted by a minimal one-state DFA.

2. Let m ≥ 2 and n = 1. Let A be the minimal m-state DFA for aα−1(am)∗

and B be the one-state DFA for a∗. The reachable part of the cut automa-
ton A ! B consists of the tail of non-final states (i,⊥) with 0 ≤ i ≤ α − 2 and
the loop of final states (i, 0) with 0 ≤ i ≤ m − 1. Since all the final states are
equivalent, the minimal DFA for L(A) ! L(B) has α states.

3. Let m,n ≥ 2 and α = 1. Consider the unary languages am−1a∗ and an−1a∗

accepted by minimal DFAs A and B of m and n states, respectively. Then
the reachable part of the cut automaton A ! B consists of the tail of non-final
states (i,⊥) with 1 ≤ i ≤ m − 2, and the loop consisting of a single non-final
state (m − 1, 0); notice that 0 is a non-final state in B. Hence L(A) ! L(B) is
the empty language accepted by a one-state DFA.

4. Let m ≥ 2, n = 2, and 2 ≤ α ≤ m. Consider the unary languages K and L
defined as follows. If m−α is even, then K = { aα−2, am−2 } and L = a(aa)∗,
otherwise, K = { aα−1, am−2 } and L = (aa)∗. The minimal DFAs for K and
L have m and 2 states, respectively. We have K ! L = aα−1(aa)∗, which is
accepted by a minimal α-state DFA.
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5. Let m ≥ 2, n ≥ 3, and 2 ≤ α ≤ m. Consider the unary deterministic finite
automata A = (m,α−2, [α − 1,m − 1]) and B = (n, n − 1, [0, n − 2]). By
Lemma 1, the DFAs A and B are minimal. The reachable part of the cut
automaton consists of the tail of α−1 non-final states and of the loop of m−
α +2 final states. Hence the minimal DFA (α, α − 1, {α − 1}) for L(A) ! L(B)
has α states. �
Our next interval is [m + 1, 2m − 1]; cf. f1(m,n) defined by (2) on page 4.

Lemma 3. Let m,n ≥ 2 and m+1 ≤ α ≤ 2m−1. There exist a minimal unary
m-state DFA A and a minimal unary n-state DFA B such that the minimal DFA
for L(A) ! L(B) has α states. �

The last interval we are considering in this series of lemmata is [n,m+n−2].

Lemma 4. Let m,n ≥ 2, α ≥ m, and n ≤ α ≤ m + n − 2. There exist a min-
imal unary m-state DFA A and a minimal unary n-state DFA B such that the
minimal DFA for L(A) ! L(B) has α states. �

For certain values of m and n the intervals stated in the previous lemmata
may not be contiguous. For instance, if we choose m = 2 and n = 5, then the
intervals from Lemmata 2, 3, and 4 cover {1, 2, 3, 5}. Hence the value 4, which
comes from the interval [2m,n − 1], is missing. In fact, we show that whenever
this interval is nonempty, these values cannot be obtained by an application of
the cut operation on minimal DFAs with an appropriate number of states.

Lemma 5. Let m,n ≥ 2 be numbers satisfying 2m ≤ n − 1. Then for every α
with 2m ≤ α ≤ n−1, there exist no minimal unary m-state DFA A and minimal
unary n-state DFA B such that the minimal DFA for L(A) ! L(B) has α states.

Proof. We discuss two cases depending on whether L(A) is infinite or finite.
If L(A) is infinite, then A must have a final state in its loop. Denote the size

of loop in A by � and the smallest final state in the loop of A by j. Consider
the cut automaton A ! B. Notice that its initial state is sent to the state (j, 0)
by the word aj . Next, the state (j, 0) is sent to itself by the word a�. It follows
that A ! B is equivalent to a DFA (j + �, j, F ) for some set F ⊆ [0, j + l − 1].
Since j ≤ m− 1 and � ≤ m, the DFA for L(A) ! L(B) has at most 2m− 1 states.

If L(A) is finite, then A has a loop in the non-final state m − 1 and the
state m − 2 is final. Let A = (m,m − 1, F ) and B = (n, k, F ′) be minimal unary
DFAs for some sets F ⊆ [0,m − 1] and F ′ ⊆ [0, n − 1]. It follows that in the cut
automaton A ! B, the state (m−2, 0) and the states (m−1, j) with 1 ≤ j ≤ n−1
are reachable. Two distinct states (m − 1, j) and (m − 1, j′) are distinguishable
by the same word as the states j and j′ in B, and the state (m − 2, 0) and a
state (m− 1, j) are distinguishable by the same word as 0 and j are distinguish-
able in B. It follows that the cut automaton has at least n reachable and pairwise
distinguishable states, and the theorem follows. �
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Now let us summarize the results of this subsection; recall that the state com-
plexity of the cut operation on unary languages is given by the function f1(m,n)
defined by (2) on page 4 such that f1(1, n) = 1, f1(m, 1) = m, f1(m,n) = 2m−1
if m,n ≥ 2 and m ≥ n, and f1(m,n) = m + n − 2 if m,n ≥ 2 and m < n.

Theorem 6 (Unary Case). For every m,n, α ≥ 1 such that

(i) α = 1 if m = 1,
(ii) 1 ≤ α ≤ m if m ≥ 2 and n = 1, or
(iii) 1 ≤ α ≤ 2m − 1 or n ≤ α ≤ m + n − 2 if m,n ≥ 2,

there exist a minimal unary m-state DFA A and a minimal unary n-state DFA B
such that the minimal DFA for L(A) ! L(B) has α states. In the case of m,n ≥ 2
and 2m ≤ α ≤ n − 1, there do not exist minimal unary m-state and n-state
DFAs A and B such that the minimal DFA for L(A) ! L(B) has α states. �

3.2 The Cut Operation on Binary Regular Languages

Next we consider the range of state complexities of languages resulting from
the cut operation on regular languages over an arbitrary alphabet. The aim of
this subsection is to show that the entire range of complexities up to the known
upper bound can be produced in this case, even for languages over a binary
alphabet. First, we show that the numbers in [1,m+n− 2] are attainable in the
binary case. The values in [1, 2m − 1] as well as the cases of m = 1 or n = 1 are
covered by Theorem 6 since duplicating the symbols does not change the state
complexity.

Lemma 7. Let m,n ≥ 2 and 2m ≤ α ≤ m+n−2. There exist a minimal binary
m-state DFA A and a minimal binary n-state DFA B such that the minimal DFA
for L(A) ! L(B) has α states.

Proof. Notice that in this case we must have and m < n. Consider the binary
DFA A = ([0,m − 1], {a, b}, δA, 0, {m − 1}), where

δA(i, a) = (i + 1) mod m and δA(i, b) =

{
(i + 1) mod m, if i �= m − 2,

m − 2, otherwise.

Next, consider the binary DFA B = ([0, n − 1], {a, b}, δB , 0, {m − 1}), where

δB(j, a) = (j + 1) mod n and δB(j, b) =

{
(j + 1) mod n, if j �= α − m,

m − 1, otherwise.

Both automata A and B are depicted in Fig. 1.
In the cut automaton A ! B we consider the following sets of states:

R1 = { (i,⊥) | 0 ≤ i ≤ m − 2 } ∪ {(m − 1, 0)} ∪ { (i, i + 1) | 0 ≤ i ≤ m − 3 },

R2 = { (m − 2, j) | m − 1 ≤ j ≤ α − m }.
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A 0 1 . . . m−1
a, b a, b a, b a, b a

b
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b
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Fig. 1. The DFAs A (top) and B (bottom) for the case m < n and 2m ≤ α ≤ m+n−2
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Fig. 2. The cut automaton for the DFAs in Fig. 1

Each state in R1 ∪ {(m − 2,m − 1)} is reached from (0,⊥) by a word in a∗, and
each state in R2 is reached from (m − 2,m − 1) by a word in b∗. Figure 2 shows
that no other state is reachable in the cut automaton.

To prove distinguishability, notice that two distinct states in R1 are distin-
guishable by a word in a∗ and two distinct states in R2 are distinguishable by
a word in b∗. The states (i,⊥) in R1 are distinguishable from each state in R2

by a word in b∗. Every other state in R1 is distinguishable from each state in
the set R2 by a word in a∗. Since |R1 ∪ R2| = α, our proof is complete. �

Since the state complexity of the cut operation for regular languages in gen-
eral is higher than those for unary languages, we have to consider the remaining
interval [m + n − 1, (m − 1)n + m]. This is done in the following steps (cf. [8]):

1. First we show that some special values of α, corresponding to the number of
states of the cut automaton in the first r rows and the first s columns, see
Fig. 3, are attainable, namely α = 1 + (r − 1)n + (m − r)s for some r, s with
2 ≤ r ≤ m and 1 ≤ s ≤ n.

2. Then we show that all the remaining values of α in [m + n − 1, (m − 1)n + 1]
are attainable.

3. Finally, we show that all the values of α in [(m − 1)n + 2, (m − 1)n + m] are
attainable.
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m

n

r

s

1

(r − 1)n

(m − r)s

Fig. 3. A schematic drawing of the reachable part of the cut automaton

Let us start with the first task.

Lemma 8. Let m,n ≥ 2 and let r, s be any integers such that 2 ≤ r ≤ m and
1 ≤ s ≤ n. Then there exist a minimal binary m-state DFA Ar,s and a minimal
binary n-state DFA Br,s such that the minimal DFA for L(Ar,s) ! L(Br,s) has
exactly 1 + (r − 1)n + (m − r)s states.

Proof. Our aim is to define the DFAs Ar,s = ([0,m − 1], {a, b}, δA, 0, {0}) and
Br,s = ([0, n − 1], {a, b}, δB , 0, {n − 1}) in such a way that in the DFA Ar,s ! Br,s

the states in the following set would be reachable and pairwise distinguishable:

R = {(0, 0)} ∪ { (i, j) | 1 ≤ i ≤ r − 1 and 0 ≤ j ≤ n − 1 }
∪ { (i, j) | r ≤ i ≤ m − 1 and 0 ≤ j ≤ s − 1}.

Moreover, we have to assure that no other state of the cut automaton is reach-
able. Because |R| = 1 + (r − 1)n + (m − r)s, the DFAs Ar,s and Br,s will be the
desired DFAs. To this aim, we define δA and δB as follows:

δA(i, a) = (i + 1) mod m and δA(i, b) =

{
i, if i ≤ r − 1;
r, if i ≥ r;

and

δB(j, b) = (j + 1) mod n and δB(j, a) =

{
j, if j ≤ s − 1;
s − 1, if j ≥ s.

In the cut automaton Ar,s ! Br,s, the state (0, 0) is the initial state, and each
state (i, j) in R is reached from (0, 0) by aibj . To show that no other state is
reachable, notice that each state (i, j) in R goes on a to a state (i′, j′) where j′ ≤
s − 1, and it goes on b to a state (i′′, j′′) where i′′ ≤ r − 1. Since both resulting
states are in R, no other state is reachable in the cut automaton.

It remains to prove the distinguishability of states in R. The state (0, 0) and
any other state in R are distinguishable by a word in b∗. Two states in different
columns are distinguishable by a word in b∗ since exactly one of them can be
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moved to the last column containing the final states of the cut automaton. Two
states in different rows are distinguishable by a word in a∗ since exactly one
of them can be moved to the state (0, 0). This proves distinguishability and
concludes the proof. �

In the above lemma we obtained the values αr,s = 1 + (r − 1)n + (m − r)s in
[m+n−1, (m−1)n+1]. We still need to get the values between αr,s and αr+1,s

resp. αr,s+1. We have αr+1,s − αr,s = n − s and αr,s+1 − αr,s = m − r, so we
need to obtain the complexities αr,s + t, where 1 ≤ t ≤ min{n − s,m − r} − 1.
The next lemma produces these complexities.

Lemma 9. Let m,n ≥ 2 and let r, s be any integers such that 2 ≤ r ≤ m
and 1 ≤ s ≤ n. Moreover let t satisfy 1 ≤ t ≤ min{n − s,m − r} − 1. Then
there exist a minimal binary m-state DFA Ar,s,t and a minimal binary n-state
DFA Br,s,t such that the minimal DFA for the language L(Ar,s,t) ! L(Br,s,t) has
exactly 1 + (r − 1)n + (m − r)s + t states.

Proof. Let αr,s = 1 + (r − 1)n + (m − r)s. Then in the cut automaton Ar,s ! Br,s

described in the previous proof, exactly αr,s states are reachable and distin-
guishable. Our aim is to modify both automata in such a way that the resulting
cut automaton has t more reachable states. To achieve this goal, we modify
DFAs Ar,s and Br,s as follows.

In Ar,s we replace each transition (r + i, b, r − 1) by (r + i, b, r + i − 1), if
2 ≤ i ≤ t and i is even. Since i ≤ t ≤ (m − r) − 1, we have r + i ≤ m − 1. In Br,s

we replace each transition (s+ i, a, s−1) by (s+ i, a, s+ i−1), if 1 ≤ i ≤ t and i
is odd. Since i ≤ t ≤ (n − s) − 1, we have s + i ≤ n − 1. Denote the resulting
DFAs by Ar,s,t and Br,s,t, respectively. Consider the cut automaton Ar,s,t ! Br,s,t.
Let R be the same set as in the previous proof. Then each state (i, j) in R is
reachable from (0, 0) by aibj . Next, if i is odd, then each state qi = (r, s + i − 1)
is reached from (r − 1, s + i) by a, and otherwise, each state qi = (r + i − 1, s)
is reached from (r + i, s − 1) by b.

Now, let us show that no other state is reachable. Notice that each state
in R goes either to a state in R or to a state in {q1, q2, . . . , qt} on a and b; each
state (r − 1, s+ i) with i even goes to (r, s− 1) on a, and each state (r + i, s− 1)
with i = 0 or i odd goes to (r − 1, s) on b. Next, each state qi with i odd goes to
the state (r+1, s−1) on a and to a state in row r−1 on b. Finally, each state qi

with i even goes to a state in column s − 1 on a and to the state (r − 1, s + 1)
on b. Since all the resulting states are in R ∪ {q1, q2, . . . , qt}, no other state is
reachable in the cut automaton.

The proof of distinguishability is exactly the same as in Lemma8. �
In the two lemmata above, we have produced all the complexities in the

range from m + n − 1 to (m − 1)n + 1. It remains to show that the complexities
in [(m − 1)n + 2, (m − 1)n + m] are attainable.

Lemma 10. Let m,n ≥ 2 and (m − 1)n + 2 ≤ α ≤ (m − 1)n + m. There exist a
minimal binary m-state DFA A and a minimal binary n-state DFA B such that
the minimal DFA for L(A) ! L(B) has exactly α states.
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Proof. We have α = (m − 1)n + 1 + β for some β with 1 ≤ β ≤ m − 1. Let A be
a minimal m-state DFA over {a, b} that accepts the words in which the number
of a’s modulo m is β. Let B be a minimal n-state DFA over {a, b} that accepts
the words in which the number of b’s modulo n is n − 1.

Consider the cut automaton A ! B. Denote

R1 = { (i,⊥) | i ∈ [0, β − 1] } ∪ {(β, 0)},

and

R2 = { (i, j) | i ∈ [0, β − 1] ∪ [β + 1,m − 1] and j ∈ [0, n − 1] }.

Notice that each state (i,⊥) in R1 is reachable from the initial state (0,⊥) by ai,
and each state (i, 0) is reachable by am+i. Each state (i, j) in R2 is reached
from (0, 0) by aibj . Since the state β is a final state in A, it follows from the
construction of the cut automaton that no state (i,⊥) with i ≥ β and no state
in row β except for (β, 0) is reachable.

To prove distinguishability, let p and q be two different states in R1 ∪ R2.
If p ∈ R1 and q ∈ R2, then p is a non-final state with a loop on b, while a word
in b∗ is accepted from q. If both p and q are in R1, then a word in a∗ leads
one of them to the state ((β + 1) mod m, 0) in R2, while it leads the second one
to a state in R1, and the resulting states are distinguishable as shown above.
Finally, let p and q be two states in R2. If they are in different columns, then
a word in b∗ distinguishes them. If p and q are in different rows, then a word
in a∗ leads one of them to the state (β, 0) in R1, and it leads the second one to
a state in R2. �

The next theorem summarizes the results of this section; recall that the state
complexity of the cut operation is given by the function f(m,n) defined by (1)
on page 4 such that f(m, 1) = m and f(m,n) = (m − 1)n + m if n ≥ 2.

Theorem 11 (General Case). Let m,n ≥ 1 and f(m,n) be the state com-
plexity of the cut operation. For each α such that 1 ≤ α ≤ f(m,n), there exist a
minimal binary m-state DFA A and a minimal binary n-state DFA B such that
the minimal DFA for L(A) ! L(B) has α states. �

Observe that this theorem solves the magic number problem for the cut
operation for every alphabets of size at least two by duplicating input symbols.

4 Conclusions

We examined the state complexity of languages resulting from the cut operation
on minimal DFAs with m and n states. We showed that the range of state
complexities of languages resulting from the cut operation is contiguous from
one up to the known upper bound for every alphabet of size at least two. Our
results in the unary case are different. We proved that no value from 2m up
to n − 1 is attainable by the state complexity of the cut of two unary languages
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represented by minimal deterministic finite automata with m and n states. All
the remaining values up to the known upper bound are attainable. This means
that the problem of finding all attainable complexities for the cut operation is
completely solved for every size of alphabet. To the best of our knowledge, the
cut operation is the first operation where this is the case.

Acknowledgments. We thank Juraj Šebej and Jozef Jirásek Jr. for their help on bor-
der values in our theorems. Moreover, also thanks to Galina Jirásková for her support
and to all who helped us to improve the presentation of the paper.
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di Milano, Italy (2005)

9. Iwama, K., Kambayashi, Y., Takaki, K.: Tight bounds on the number of states
of DFAs that are equivalent to n-state NFAs. Theoret. Comput. Sci. 237(1–2),
485–494 (2000)

10. Iwama, K., Matsuura, A., Paterson, M.: A family of NFA’s which need 2n − α
deterministic states. In: Nielsen, M., Rovan, B. (eds.) MFCS 2000. LNCS, vol.
1893, pp. 436–445. Springer, Heidelberg (2000). https://doi.org/10.1007/3-540-
44612-5 39
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Abstract. The state complexity of a regular language Lm is the number
m of states in a minimal deterministic finite automaton (DFA) accept-
ing Lm. The state complexity of a regularity-preserving binary operation
on regular languages is defined as the maximal state complexity of the
result of the operation, where the two operands range over all languages
of state complexities ≤m and ≤n, respectively. We consider the deter-
ministic and nondeterministic state complexity of pseudocatenation. The
pseudocatenation of two words x and y with respect to an antimorphic
involution θ is the set {xy, xθ(y)}. This operation was introduced in the
context of DNA computing as the generator of pseudopowers of words
(a pseudopower of a word u is a word in u{u, θ(u)}∗). We prove that
the state complexity of the pseudocatenation of languages Lm and Ln,
where m, n ≥ 3, is at most (m − 1)(22n − 2n+1 + 2) + 22n−2 − 2n−1 + 1.
Moreover, for m, n ≥ 3 there exist languages Lm and Ln over an alpha-
bet of size 4, whose pseudocatenation meets the upper bound. We also
prove that the state complexity of the positive pseudocatenation closure
of a regular language Ln has an upper bound of 22n−1 −2n +1, and that
this bound can be reached, with the witness being a language over an
alphabet of size 4.

1 Introduction

In the context of DNA computing, the fact that one can consider a DNA strand
and its Watson-Crick complement “equivalent” from the point of view of their
information content led to several natural, as well as theoretically interesting,
extensions of notions in combinatorics of words and formal language theory
such as the pseudo-palindrome [21], pseudo-commutativity [18], or pseudoknot-
bordered words [19]. In this context, Watson-Crick complementarity has been
modelled mathematically by an antimorphic involution θ, i.e., a function that is
an antimorphism, θ(uv) = θ(v)θ(u), ∀u, v ∈ Σ∗, and an involution, θ(θ(x)) = x,
∀x ∈ Σ∗. For example, in [10], a word w is called a θ-power or pseudopower
if it is of the form w ∈ u{u, θ(u)}∗, and the related notions of θ-periodicity
and θ-primitivity can be analogously defined. The static notions of the power
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and period of a word are intrinsically connected to the word operation that
dynamically generates that power. In the case of the classical notion of power
and period of a word, that operation is catenation, and in the case of θ-power and
θ-periodicity, that operation is θ-catenation, defined and studied in [17]. Here
we continue the investigation of θ-catenation, defined by x �θ y = {xy, xθ(y)},
by studying its state complexity.

The state complexity of a language operation is a complexity measure based
on the number of states of the machine that recognizes the result of the language
operation, expressed as a function of the size of the machines recognizing the
operand languages. Operational state complexity has been studied since the early
90s and continues to be an active area of research [12,26]. Recently, there have
been several investigations of state complexity for operations modelling biological
phenomena, such as hairpin completion [16], inversion [6], duplication [5], and
overlap assembly [3].

The state complexity of combinations of operations has also been studied
extensively, as many language operations can be expressed as a combination of
several basic operations. While one can obtain an upper bound for the state com-
plexity of multiple operations by simply composing the state complexities of each
operation, in many cases, the exact state complexity of the combination of oper-
ations is much lower than the bound obtained in this fashion [23]. Furthermore,
the exact state complexity of a combination of operations is undecidable [24],
thus motivating further study in this direction [1,2,7–9,13,14,20].

In this paper, we consider the deterministic and nondeterministic state com-
plexity of the pseudocatenation and positive pseudocatenation closure operations
with respect to an antimorphism θ. We note that for our constructions, θ need
not be an involution. We fix notation and definitions in Sect. 2. In Sect. 3, we
consider the state complexity of the pseudocatenation operation. In Sect. 4, we
consider the positive closure of a language with respect to pseudocatenation. We
conclude in Sect. 5.

2 Preliminaries

Let Σ be a finite alphabet. We denote by Σ∗ the set of all finite words over Σ,
including the empty word, which we denote by ε. We denote the length of a word
w = a1a2 · · · an by |w| = n. The reversal of a word w = a1a2 · · · an is denoted by
wR = an · · · a2a1. If w = xyz, then we say that x is a prefix of w, y is a factor or
subword of w, and z is a suffix of w. For a word u ∈ Σ∗, we denote the number
of occurrences of u as a factor of w by |w|u.

A deterministic finite automaton (DFA) is a tuple A = (Q,Σ, δ, s, F ) where
Q is a finite set of states, Σ is an alphabet, δ is a function δ : Q×Σ → Q, s ∈ Q
is the initial state, and F ⊂ Q is a set of final states. We extend the transition
function δ to a function Q × Σ∗ → Q in the usual way. A DFA A is complete
if δ is defined for all q ∈ Q and a ∈ Σ. We will also make use of the notation
q

w−→ q′ for δ(q, w) = q′ whenever convenient.
A word w ∈ Σ∗ is accepted by A if δ(s, w) ∈ F . The language recognized

by A is L(A) = {w ∈ Σ∗ | δ(s, w) ∈ F}. A state q is reachable if there exists
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a string w ∈ Σ∗ such that δ(s, w) = q. Two states p and q of A are equivalent
if δ(p,w) ∈ F if and only if δ(q, w) ∈ F for every word w ∈ Σ∗. A DFA A is
minimal if each state q ∈ Q is reachable from the initial state and no two states
are equivalent. The state complexity of a regular language L, denoted sc(L) is
the number of states of the minimal complete DFA recognizing L [25].

A nondeterministic finite automaton (NFA) is a tuple A = (Q,Σ, δ, I, F )
where Q is a finite set of states, Σ is an alphabet, δ is a function δ : Q×Σ → 2Q,
I ⊆ Q is a set of initial states, and F is a set of final states. The language
recognized by an NFA A is L(A) = {w ∈ Σ∗ | ⋃

q∈I δ(q, w) ∩ F 	= ∅}. The
nondeterministic state complexity of a regular language is the minimum number
of states for any NFA which accepts L. We denote the nondeterministic state
complexity of L by nsc(L).

A set of pair of strings S = {(x1, y1), . . . , (xm, ym)} with xi, yi ∈ Σ∗ for
1 ≤ i ≤ m is a fooling set for a regular language L if xiyi ∈ L for 1 ≤ i ≤ m and
for all 1 ≤ i < j ≤ m, either xiyj 	∈ L or xjyi 	∈ L. If L has a fooling set S, then
nsc(L) ≥ |S| [15].

Let θ : Σ∗ → Σ∗ be a mapping. We say θ is a morphism if for u, v ∈ Σ∗, we
have θ(uv) = θ(u)θ(v). We say θ is an antimorphism if we have θ(uv) = θ(v)θ(u).
The mapping θ is an involution if for all words u ∈ Σ∗, we have θ(θ(u)) = u.
For example, if Σ = {A,C,G, T} we can define Watson-Crick complementarity
for DNA as an antimorphic involution θ by θ(A) = T , θ(C) = G, θ(G) = C,
and θ(T ) = A. Then the Watson-Crick complement of a DNA string w is given
by θ(w).

Definition 1. Let θ be an antimorphic involution and x, y ∈ Σ∗. We define the
θ-catenation operation �θ, also called pseudocatenation with respect to θ, by

x �θ y = {xy, xθ(y)}.

We can define θ-catenation for languages by

L1 �θ L2 = {xy, xθ(y) | x ∈ L1, y ∈ L2}.

This operation can be extended to an iterated variant by L�θ
0 = {ε}, L�θ

1 = L,
and L�θ

n = L�θ
n−1 �θ L. Then we can take the positive θ-catenation closure by

L�θ
+ =

⋃

i≥1

L�θ
i .

Although θ-catenation is defined for both morphisms and antimorphisms, we will
consider only the state complexity for antimorphisms. For morphic θ, many state
complexity results are the same as the state complexity of combined operations
studied previously. Furthermore, we note that the condition that θ be involutive
is not strictly necessary in our constructions.

We will make use of the following notation for the NFA recognizing θ(L(A))
for a given DFA A and antimorphism θ. Let A = (Q,Σ, δ, s, F ) be a DFA. Let
P ⊆ Q be a set of states of Q. We denote by P = {q | q ∈ P}. Then define the
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DFA A = (Q,Σ, δ−1, F , {s}), where the transition function δ−1 : Q × Σ → 2Q

is defined for q ∈ Q and a ∈ Σ by δ−1(q, a) = {q′ | δ(q′, θ(a)) = q}. In other
words, every transition of A is reversed and relabeled according to θ in A. Then
L(A) = θ(L(A)).

3 State Complexity of θ-Catenation

We will consider the state complexity of the θ-catenation of two regular lan-
guages. It was shown in [17] that the class of regular languages is closed under θ-
catenation. This is easy to see from the following expression for the θ-catenation
of L1 and L2, which follows directly from the definition.

Proposition 2. Let L1, L2 ⊆ Σ∗ be languages and θ an antimorphism. Then
L1 �θ L2 = L1(L2 ∪ θ(L2)).

First, we consider an NFA for recognizing L1 �θ L2 and its nondeterministic
state complexity.

Proposition 3. For m,n ≥ 1, let A and B be NFAs defined over an alphabet
Σ with m and n states and let θ be an antimorphism. Then there exists an NFA
that recognizes L(A) �θ L(B) with at most m + 2n states and this bound can be
reached.

The proof of Proposition 3 makes use of the following construction for
an NFA C that recognizes L(A) �θ L(B). Let A = (QA, Σ, δA, IA, FA) and
B = (QB , Σ, δB , IB , FB). We denote by B the NFA for θ(L(B)), defined
B = (QB , Σ, δ−1

B , FB , IB). We define an NFA C = (QC , Σ, δC , IC , FC) where
QC = QA ∪ QB ∪ QB , IC = IA, FC = FB ∪ IB, and the transition function
δC : QC × Σ → 2QC is defined for q ∈ QC and a ∈ Σ by

δC(q, a) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

δA(q, a) if q ∈ QA,

δB(q, a) if q ∈ QB ,

δ−1
B (q, a) if q ∈ QB ,

δA(q, a) ∪ IB ∪ FB if (δA(q, a) ∩ FA) 	= ∅.

From this construction, it follows that C has at most m + 2n states, and this
bound is also reachable.

We will now consider the deterministic state complexity of θ-catenation. We
note again that L(A) �θ L(B) = L(A)(L(B) ∪ θ(L(B))). By directly computing
the state complexity of the union L(B) ∪ θ(L(B)) and composing it with the
state complexity for the catenation L(A)(L(B) ∪ θ(L(B))), we obtain an upper
bound of m2n2n −2n2n−1 states for L(A)�θ L(B). This is clearly incorrect, since
determinizing the NFA from Proposition 3 gives at most 2m+2n states. Instead,
we apply a construction similar to the one from [7] to L(A)(L(B) ∪ θ(L(B))).
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Proposition 4. Let m,n ≥ 3, θ be an antimorphism, and A and B be DFAs
defined over an alphabet Σ with m and n states, respectively. Then there exists
a DFA that recognizes L(A) �θ L(B) with at most (m − 1)(22n − 2n+1 + 2) +
22n−2 − 2n−1 + 1 states.

Proof. We will define a DFA C that recognizes L(A) �θ L(B) given two DFAs
A and B. Let A = (QA, Σ, δA, sA, FA) and B = (QB , Σ, δB , sB , FB). We define
the DFA C = (QC , Σ, δC , sC , FC) by the set of states

QC ={〈q, P,R〉 | q ∈ QA − FA, P ∈ 2QB − {∅}, R ∈ 2QB − {∅}}
∪ {〈q, ∅, ∅〉 | q ∈ QA − FA}
∪ {〈q, P ∪ {sB}, R ∪ FB〉 | q ∈ FA, P ∈ 2QB−{sB}, R ∈ 2QB−FB},

the initial state

sC =

{
〈sA, ∅, ∅〉 if sA 	∈ FA,

〈sA, {sB}, FB〉 otherwise,

the set of final states FC = {〈q, P,R〉 ∈ QC | (P ∪R)∩(FB ∪{sB}) 	= ∅}, and the
transition function δC(〈q, P,R〉, a) = 〈q′, P ′, R

′〉 for a ∈ Σ where q′ = δA(q, a),

P ′ =

{⋃
p∈P δB(p, a) ∪ {sB} if q′ ∈ FA,

⋃
p∈P δB(p, a) otherwise,

R
′
=

{
δ−1
B (R, a) ∪ FB if q′ ∈ FA,

δ−1
B (R, a) otherwise.

Informally, the DFA C operates as follows. The states of C are 3-tuples
〈q, P,R〉, where q is a state of A, and P and R are subsets of states of B. The
first component q denotes the current state of a computation on A, the second
component P denotes a set of states corresponding to the current states of com-
putations on B, and the third component R denotes a set of states corresponding
to the current states of computations on B, the NFA recognizing θ(L(B)).

Upon reading a symbol a ∈ Σ, the computations advance one step to
〈q′, P ′, R′〉. If q′ is a final state of A, then in addition to updating the sets
P and R′ to advance one step in computation, the initial state sB of B is added
to P ′ and the set of initial states FB of B, the NFA recognizing θ(L(B)), is
added to R

′
.

We will now consider the size of QC , the state set of C. Let kA = |FA| and
kB = |FB |. We have

|QC | = (m − kA)(2n − 1)(2n − 1) + (m − kA) + kA(2n−1)(2n−kb).

However, note that since B is a complete DFA, we have δ−1
B (QB , σ) = QB for

all σ ∈ Σ. Then for all states q ∈ QA, P ⊆ QB , and symbols σ ∈ Σ, we have
δC(〈q, P,QB〉, σ) = 〈q′, P ′, QB〉. Since s ∈ QB , any state of the form 〈q, P,QB〉
is a final state. Thus, for all states q ∈ QA, P ⊆ QB , and words w ∈ Σ∗, we have
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δC(〈q, P,QB〉, w) ∈ FC . Therefore, all states with the third component R = QB

are equivalent and indistinguishable and we revise our upper bound down to

(m − kA)(2n − 1)(2n − 1) + (m − kA) + kA(2n−1)(2n−kB − 1) + 1.

This value is maximized when kA = 1 and kB = 1, giving a total of (m−1)(22n−
2n+1 + 2) + 22n−2 − 2n−1 + 1 states. ��

We will now show that this bound is reachable.

Lemma 5. For m,n ≥ 3, there exist an m-state DFA A, an n-state DFA B,
and an antimorphism θ over an alphabet of size 4 such that

sc(L(A) �θ L(B)) ≥ (m − 1)(22n − 2n+1 + 2) + 22n−2 − 2n−1 + 1.

The main idea of the proof of Lemma5 is to demonstrate that the bound
from Proposition 4 is reachable by using the witness Wn(a, b, c, d) defined by
Brzozowski [2]. Let Σ = {a, b, c, d} and let θ : Σ∗ → Σ∗ be the Watson-Crick
antimorphism defined by

θ(a) = d θ(b) = c θ(c) = b θ(d) = a.

We set A = Wm(a, b, c, d) with m states and B = Wn(a, b, c, d) with n states.
Then we define B = Wn(a, b, c, d). That is, L(B) = θ(L(Wn(a, b, c, d))) =
L(Wn(d, c, b, a))R. The DFA W3(a, b, c, d) is shown in Fig. 1 and the DFA B
and the NFA B are shown in Fig. 2.

q0start q1 q2

b, c, d d c, d

a

c

a, b

b

a

Fig. 1. The DFA W3(a, b, c, d)

Proposition 4 and Lemma 5 are summarized in the following theorem.

Theorem 6. For m,n ≥ 3, regular languages Lm and Ln with sc(Lm) = m and
sc(Ln) = n, and antimorphism θ,

sc(Lm �θ Ln) ≤ (m − 1)(22n − 2n+1 + 2) + 22n−2 − 2n−1 + 1

and this bound can be reached in the worst case.

Furthermore, observe that the witnesses used in Lemma5 belong to the same
family of DFAs Wn(a, b, c, d). Setting m = n gives us the same DFA and we
obtain a tight bound for the state complexity of the pseudosquare of L, L�θ

2 , via
Lemma 5.
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q0start q1 q2 · · · qn−2 qn−1

B b, c, d b, d b, c, d
c, d c, d

a

c

a a a a, b

b

a

qn−1start qn−2 · · · q2 q1 q0

B a, b a, b
a, b, c a, c a, b, c

c, d

c

d d d d

b

d

Fig. 2. The DFA B = Wn(a, b, c, d) and the NFA B = Wn(a, b, c, d)

Corollary 7. For n ≥ 3, let Ln be a regular language with sc(Ln) = n and let
θ be an antimorphism. Then

sc(L�θ
2

n ) ≤ (n − 1)(22n − 2n+1 + 2) + 22n−2 − 2n−1 + 1

and this bound can be reached in the worst case.

4 State Complexity of θ-Catenation Closure

In this section, we consider the θ-catenation closure of a regular language. This
is analogous to the positive Kleene closure, but with respect to θ-catenation. It
was shown in [17] that the positive closure of a regular language with respect to
θ-catenation is also regular. The following equality follows from the definition.

Proposition 8. Let L be a language and let θ be an antimorphism. Then the
positive θ-catenation closure is L�θ

+ = L(L ∪ θ(L))∗.

It is important to note that the positive closure with respect to θ-catenation
is not (L ∪ θ(L))+, as words w ∈ L�θ

+ have the form w = uv1v2 · · · vk−1 where
u ∈ L and vi ∈ L ∪ θ(L) for 1 ≤ i ≤ k [17], whereas (L ∪ θ(L))+ also contains
words of the form θ(u)v1v2 · · · vk−1.

We will first consider an NFA for recognizing L�θ
+ and its nondeterministic

state complexity.

Proposition 9. For n ≥ 1, let A be an NFA with n states defined over an alpha-
bet Σ and let θ be an antimorphism. Then there exists an NFA that recognizes
L(A)�θ

+ with at most 2n states. Furthermore, this bound can be reached in the
worst case.
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The proof of Proposition 9 defines an NFA A′ that recognizes L(A)�θ
+ . Let

A = (Q,Σ, δ, I, F ) be an n-state NFA. We denote by A the NFA recognizing
θ(L(A)), A = (Q,Σ, δ−1, F , I). We will define an NFA A′ which recognizes A�θ

+

with respect to an antimorphism θ by A′ = (Q′, Σ, δ′, I ′, F ′), where Q′ = Q∪Q,
I ′ = I, F ′ = F ∪ I, and the transition function δ′ : Q′ × Σ → 2Q′

is defined for
q ∈ Q′ and a ∈ Σ by

δ′(q, a) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

δ(q, a) if q ∈ Q,

δ−1(q, a) if q ∈ Q,

δ(q, a) ∪ I ∪ F if q ∈ Q and (δ(q, a) ∩ F ) 	= ∅,

δ−1(q, a) ∪ I ∪ F if q ∈ Q and (δ−1(q, a) ∩ I) 	= ∅.

From this construction, it follows that A′ has at most 2n states, and this bound
is also reachable.

We will now consider the deterministic state complexity of the positive θ-
catenation closure. In [23], it was shown that the state complexity of (L1 ∪ L2)∗

was much lower than the straightforward upper bound of 2mn−1+2mn−2. Indeed,
the bound obtained from the NFA of Proposition 9 is already 22n states. We will
show that the state complexity of θ-catenation closure is still lower than this.

Proposition 10. For n ≥ 3, let A be a DFA defined over an alphabet Σ with
n states and let θ be an antimorphism. Then there exists a DFA that recognizes
L(A)�θ

+ with at most 22n−1 − 2n + 1 states.

Proof. We define a DFA A′ that recognizes L(A)�θ
+ given a DFA A. Let A =

(Q,Σ, δ, s, F ). We define the DFA A′ = (Q′, Σ, δ′, s′, F ′) with the set of states

Q′ ={〈P,R〉 | ∅ 	= P ⊆ Q − F,R ⊆ Q − {s}}
∪ {〈P ∪ {s}, R ∪ F 〉 ⊆ Q × Q | (P ∪ R) ∩ (F ∪ {s}) 	= ∅},

the initial state

s′ =

{
〈{s}, ∅〉 if s 	∈ F,

〈{s}, F 〉 if s ∈ F,

the set of final states F ′ = {〈P,R〉 ⊆ Q × Q | (P ∪ R) ∩ (F ∪ {s}) 	= ∅}, and the
transition function for a state 〈P,R〉 and symbol a ∈ Σ with P ′ = δ(P, a) and
R

′
= δ−1(R, a) is defined by

δ′(〈P,R〉, a) =

{
〈P ′ ∪ {s}, R

′ ∪ F 〉 if (P ′ ∪ R
′
) ∩ (F ∪ {s}) 	= ∅,

〈P ′, R
′〉 otherwise.

Informally, DFA A′ operates by first simulating a computation of A, since by
definition, we have L(A)�θ

+ = L(A)(L(A) ∪ θ(L(A)))∗. Once the computation
reaches a final state of A, an initial state for A and A is added to the current
state set and the computation continues. Whenever the current state of A′ con-
tains a final state of A or A, the initial states of both machines are added. The
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computation continues until the input is read and accepts if and only if a final
state of A or A is contained in the state of A′ when the input has been read.

Now let us consider the state set Q′ of A′,

Q′ = Q1 ∪ Q2,

Q1 = {〈P,R〉 | ∅ 	= P ⊆ Q − F,R ⊆ Q − {s}},

Q2 = {〈P ∪ {s}, R ∪ F 〉 ⊆ Q × Q | (P ∪ R) ∩ (F ∪ {s}) 	= ∅}.

The size of Q′ will depend on k and whether or not s ∈ F . We will consider each
term. Let k = |F |.

First, Q1 is the set of states with components that do not contain any final
state of A or A. There are 2n−k − 1 nonempty subsets of Q − F and there are
2n−1 subsets of Q − {s}. This gives us |Q1| = (2n−k − 1)(2n−1).

Then, Q2 is the set of states of the form 〈P,R〉 with P ⊆ Q and R ⊆ Q such
that (P ∪ R) ∩ (F ∪ {s}) 	= ∅. That is at least one of a final state of A is in P or
s is in R. Then s ∈ P and F ⊆ R. This gives up to (2n−1)(2n−k) states.

This count may include states such that s ∈ P and F ⊆ R but (P ∪ R) ∩
(F ∪ {s}) = ∅, depending on whether or not s ∈ F . If s ∈ F , then there are no
such states, since s ∈ F and s ∈ P implies that (P ∪ R) ∩ (F ∪ {s}) 	= ∅.

However, if s 	∈ F , there are up to (2n−1−k)2 states 〈P,R〉 such that s ∈ P ,
F ⊆ R, and (P ∪ R) ∩ (F ∪ {s}) = ∅ which must be removed from the total,
resulting in at most (2n−1)(2n−k) − (2n−1−k)2 states when s 	∈ F .

Finally, we must account for states of the form 〈P,Q〉. Since A is a complete
DFA, we have δ−1(Q,σ) = Q for all σ ∈ Σ. Since s ∈ Q, we have 〈P,Q〉 for
all P ⊆ Q and therefore δ′(〈P,Q〉, w) ∈ F ′ for all P ⊆ Q and w ∈ Σ∗. Thus,
all such states are equivalent and indistinguishable. Since s ∈ Q, for all states
〈P,Q〉, we have s ∈ P and thus there are 2n−1 such states to be merged into a
single state.

Thus, in total, we have

|Q′| ≤
{

(2n−k − 1)(2n−1) + (2n−1)(2n−k) − 2n−1 + 1 if s ∈ F,

(2n−k − 1)(2n−1) + (2n−1)(2n−k) − (2n−1−k)2 − 2n−1 + 1 if s 	∈ F.

From this, we can see that the size of Q′ is maximized when k = 1 and s ∈ F .
Thus, Q′ has size at most (2n−1−1)2n−1+(2n−1)2−2n−1+1 = 22n−1−2n+1. ��
Lemma 11. Let n ≥ 3. Then there exists an n-state DFA A and an antimor-
phism θ over an alphabet of size 4 such that

sc(L(A)�θ
+) ≥ 22n−1 − 2n + 1.

To prove Lemma 11, we demonstrate that the upper bound from Propo-
sition 10 is reachable via the following witness. Let Σ = {a, b, c, d} and let
θ : Σ∗ → Σ∗ be the antimorphism defined by

θ(a) = b θ(b) = a θ(c) = d θ(d) = c.
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0start 1 2 · · · n− 2 n− 1

A d b, d b, d
b, d b, d

a, b, c a, c a, c a, c a, c

a

c

0start 1 2 · · · n− 2 n− 1

A c a, c a, c
a, c a, c

a, b, d b, d b, d b, d b, d

b

d

Fig. 3. The DFA A and the NFA A

We define a DFA A, shown in Fig. 3 together with the NFA A which recognizes
the language θ(L(A)).

From Proposition 10 and Lemma 11, we can summarize our results in the
following theorem.

Theorem 12. For n ≥ 3, a regular language L with sc(L) = n, and an anti-
morphism θ,

sc(L�θ
+) ≤ 22n−1 − 2n + 1

and this bound can be reached in the worst case.

5 Conclusion

We have given tight bounds for the deterministic and nondeterministic state com-
plexity of pseudocatenation and positive pseudocatenation closure. The deter-
ministic state complexity bounds for each operation differ from those for the
corresponding classical operations, catenation and star, and the bounds derived
from combined operations. A comparison between the bounds is given in Table 1.

One question that arises is to consider variants of the pseudocatenation oper-
ation. The definition of �θ on two words u and v was defined by Kari and Kulka-
rni [17] to be the set comprising uv and uθ(v). This definition coincides with
θ-powers and θ-primitivity as defined by Czeizler et al. [10]. However, a defini-
tion of θ-catenation that incorporates θ(u)v also makes sense to consider from
the biological point of view, since it is the Watson-Crick complement of uθ(v).
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Table 1. A comparison of the deterministic state complexity for each operation

Operation State complexity

Lm �θ Ln (m − 1)(22n − 2n+1 + 2) + 22n−2 − 2n−1 + 1 Theorem 6

LmLn m2n − 2n−1 [26]

Lm(Ln ∪ Lp) (m − 1)(2n+p − 2n − 2p + 2) + 2n+p−2 [7]

L
�θ

2
n (n − 1)(22n − 2n+1 + 2) + 22n−2 − 2n−1 + 1 Corollary 7

L2
n n2n − 2n−1 [22]

L
�θ

+
n 22n−1 − 2n + 1 Theorem 12

L∗
n 2n−1 + 2n−2 [26]

(Lm ∪ Ln)∗ 2m+n−1 − 2m−1 − 2n−1 + 1 [23]

There are also further questions considering the state complexity of the cur-
rent pseudocatenation operation �θ. We can consider the state complexity of
pseudocatenation for sub-regular language classes, such as finite languages. We
also noted earlier that as a result of our choice of witnesses in Lemma 5, we were
also able to obtain the state complexity for the pseudosquare L�θ

2 (Corollary 7).
Domaratzki and Okhotin [11] gave a tight state complexity bound for the cube
of a language L3, which was improved by Caron et al. [4]. Asymptotic state
complexity bounds for the kth power of a language Lk are also given in [11].
A natural next question to consider is the state complexity of pseudocubes and
pseudopowers with respect to θ.
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Abstract. In a regular expression crossword puzzle, one is given two
non-empty lists 〈〈R1, . . . , Rm〉 and 〈C1, . . . , Cn〉〉 over some alphabet,
and the challenge is to fill in an m × n grid of characters such that the
string formed by the ith row is in L(Ri) and the string in the jth column
is in L(Cj). We consider a restriction of this puzzle where all the Ri are
equal to one another and similarly the Cj . We consider a 2-player version
of this puzzle, showing it to be PSPACE-complete. Using a reduction
from 3SAT, we also give a new, simple proof of the known result that
the existence problem of a solution for the restricted (1-player) puzzle is
NP-complete.

Keywords: Complexity · Regular expressions · Regex crossword ·
Picture language · NP-complete

1 Introduction

Regular expression crossword puzzles (regex crosswords, for short) share some
traits in common with traditional crossword puzzles and with sudoku. One is
typically given two lists R1, . . . , Rm and C1, . . . , Cn of regular expressions label-
ing the rows and columns, respectively, of an m × n grid of blank squares. The
object is to fill in the squares with letters so that each row, read left to right as
a string, matches (i.e., is in the language denoted by) the corresponding regular
expression, and similarly for each column, read top to bottom. The solution itself
may have some additional property, e.g., spelling out a phrase or sentence in row
major order.

Regex crosswords have enjoyed some recent popularity, having been discussed
in several popular media sources [5,7], and thanks to some websites where people
can solve the puzzles online [1,2]. Some variants of the basic puzzle have also
been posed [3].

A natural complexity theoretic question to ask is: How hard is it to solve
a regex crossword in general?1 The folklore answer—easy to show and appar-
ently found by several people independently—is that it is NP-hard, and the
corresponding decision problem (“Does a solution exist?”) is NP-complete.

1 Glen Takahashi posted this question to Stack Exchange in 2012 [13], but it has been
asked by others independently.

c© Springer Nature Switzerland AG 2019
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In this paper, we consider two variations on the basic regex crossword puzzle:
(1) a restriction of the puzzle where all the row regexes R1, . . . , Rm are equal
and all the column regexes C1, . . . , Cn are equal; and (2) a 2-player game where
players take turns attempting to fill in successive rows and columns of the grid.
Variation (2) can also be restricted to having equal row regexes and equal column
regexes for the two players. These variants have corresponding decision problems:
Let RC be the solution existence problem for variation (1), RCG′ the first-
player-win problem for variation (2), and RCG the first-player-win problem for
the restricted version of (2) (see Sects. 3 and 4 for precise definitions). Our main
result is that RCG′ and RCG are both PSPACE-complete (see Sect. 4, below).
We give explicit polynomial reductions from TQBF to RCG′ and from RCG′

to RCG.
The NP-completeness of RC was shown in [8],2 but the polynomial reduction

used there was indirect and needlessly complicated for its purpose. As a warm-
up to our main result, we give a simple, straightforward polynomial reduction
from 3SAT to RC.

In the spirit of the Post Correspondence Problem in computability, our results
have the pedagogical benefit of showing the hardness of some decision problems
in automata theory that are simply stated and accessible to any undergraduate
theory student. The proofs given here are similarly accessible.

1.1 Connections to Other Work

Regex crossword techniques bear some similarity to results in cellular automata,
to the Cook-Levin theorem, and to results of Berger from the 1960s showing
the undecidability of tiling the plane with Wang tiles (the so-called “domino
problem” [6], which was the first proof that there exist finite tile sets that tile
the whole plane but only aperiodically).

The particular problems we study here are perhaps chiefly inspired by results
in the theory of two-dimensional languages (picture languages) from formal
language theory [10]. Given two regexes R and C for the rows and columns,
respectively, the unbounded (R,C)-crossword problem asks whether a solution
grid exists of any size. One can show that the recognizable picture languages
coincide exactly with the letter-to-letter projections of (R,C)-crossword solu-
tions [10, Theorem 8.6] (except that the empty picture may also be included in
the language). Recognizable picture languages can be defined in terms of finite
objects known as tiling systems [9] (cf. [10, Definition 7.2]), and given a tiling
system T , it is not hard to show that one can effectively find two regular expres-
sions R and C (over some alphabet) and a projection π that defines the same
picture language as T . The existence problem for recognizable picture languages
(“Given a tiling system, does it define a nonempty language?”) is known to be
undecidable ([10, Theorem 9.1]), and so, putting these results together, we get
that the existence problem for unbounded (R,C)-crosswords is undecidable as

2 In the same paper, a restriction of RC where the unique row and column regexes
are equal to each other was also shown NP-complete.
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well. A much more direct reduction from the halting problem to unbounded
(R,C)-crossword existence was given in [8], where it was also shown that one
could even fix the column regex C once and for all, as well as restricting R and
C to be over a binary alphabet.

The unbounded regex crossword problem naturally assumes one regex R for
all rows and one regex C for all columns, since the number of rows and columns
is unspecified. This directly motivates us to impose similar restrictions on the
bounded regex crossword problems we study here, where the dimensions of the
grid are given as part of the input.

We give some basic concepts and definitions in Sect. 2. Section 3 gives our
polynomial reduction from 3SAT to RC. This reduction suggests the technique
we use to show our main results about 2-player crossword games in Sect. 4. We
give open problems in Sect. 5.

2 Preliminaries

We fix an alphabet Σ once and for all and assume it contains the symbols 0
and 1 at least. For the NP-completeness result of Sect. 3, one can assume that
Σ = {0, 1}. For the PSPACE-completeness result of Sect. 4, it suffices that
Σ = {0, 1, 2}.

2.1 3SAT

An instance of 3SAT is described by a Boolean formula ϕ over k variables
x1, . . . , xk, given in conjunctive normal form:

ϕ := Ci ∧ · · · ∧ Cd

where each Ci is a clause of three literals (each a variable or its negation) con-
nected by disjunctions:

Ci := �i,1 ∨ �i,2 ∨ �i,3

The question is, is ϕ true (is it satisfied) for some assignment of the variables.
This is the canonical complete problem for NP. In Sect. 3 we show that the
language RC—the language of (R,C)-crosswords—is NP-complete by giving
reduction from 3SAT.

2.2 TQBF

An instance of TQBF is described by a closed Boolean formula ϕ, given in
prenex normal form:

ϕ := ∃x0∀y0 · · · ∃xk−1∀yk−1∃xkϕ̃(x0, y0, . . . , xk−1, yk−1, xk) (1)
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where ϕ̃ is a quantifier-free Boolean formula which can be assumed to be in
conjunctive normal form with c clauses and 2k + 1 variables, for some positive c
and k.

The sentence ϕ is naturally viewed as a two-player game, where the players
alternate choosing truth values for the variables in order, the first player wishing
to make the formula ϕ̃ true and second player wishing to make it false. The
question to be answered is whether ϕ is true when the quantified variables range
over the Boolean values False and True.3 That is, whether the first player has
a winning strategy in the corresponding game.

As 3SAT is for NP, TQBF is the canonical complete problem for PSPACE.
In Sect. 4, RCG—the language of (R, C)-crossword games (defined below) with
a winning strategy for the first player—is PSPACE-complete by reduction from
TQBF.

3 (R, C)-Crosswords

For two given regexes R and C over Σ, an (R,C)-crossword solution is a two-
dimensional m by n grid of symbols from the alphabet. Interpreting rows and
columns as strings, each row must match R and each column must match C.

An (R,C)-crossword is represented as a 4-tuple 〈0m, 0n, R,C〉 where the
number of rows and columns are given in unary as m and n, and R and C are
row and column regexes over Σ (defined in the usual way, using the operators
∪, ‖, ∗, where ‖ or juxtaposition both indicate concatenation).

Definition 1. The language RC is the set of all (R,C)-crosswords for which
there exists an (R,C)-crossword solution of the given dimensions.

RC was shown to be NP-complete in [8] via an indirect, complicated reduc-
tion. In this section, we give a much more straightforward polynomial reduction
from 3SAT to RC.

3.1 The Reduction

Given a Boolean formula ϕ with k ≥ 1 variables and d clauses as defined
in Sect. 2.1 above (where we can assume d ≥ 3), we construct an instance
〈0d+1, 0k+d, R,C〉 of RC as follows: For 1 ≤ i ≤ d, we define ti to be the
regex

ti = 0i−110d−i = 0 · · ·0
︸ ︷︷ ︸

i−1

10 · · ·0
︸ ︷︷ ︸

d−i

.

3 More precisely, the question is whether the sentence ∃x0∀y0 · · · ∃xk−1∀yk−1∃xk

[ϕ̃(x0, y0, . . . , xk−1, yk−1, xk) = True] holds in the two-element Boolean algebra
({False,True}, ∧, ∨, ¬).
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Then we define

S = 1d0∗

R =

(

d
⋃

i=1

tiRi

)

∪ S

C = 1 (0∗10∗) ∪ 0(0∗ ∪ 1∗)

where S is called the ‘spine,’ and for 1 ≤ i ≤ d, Ri is derived from the formula
ϕ as follows:

Ri = (ai,1 · · · ai,k) ∪ (bi,1 · · · bi,k) ∪ (ci,1 · · · ci,k)

where, for 1 ≤ j ≤ k,

ai,j =

⎧

⎨

⎩

1 if the first literal in the ith clause is xj

0 if the first literal in the ith clause is xj

(1 ∪ 0) otherwise

and bi,j , ci,j are set similarly according to the second and third literals in each
clause.

We show that ϕ is satisfiable iff an (R,C)-crossword solution exists.
First, assuming that ϕ is satisfiable, where 〈z1, . . . , zk〉 is a satisfying assign-

ment, then this sets up a d + 1 by d + k crossword solution of the following
form:

c1 c2 c3 . . . cd cd+1 . . . cd+k

r0 1 1 1 . . . 1 0 . . . 0

r1 1 0 0 . . . 0 z1 . . . zk

r2 0 1 0 . . . 0 z1 . . . zk

...
...

...
. . .

...
...

z1 . . . zk

rc 0 0 0 . . . 1 z1 . . . zk

Fig. 1. Solution

Here, the first row is the spine (matching S); the block on the left below
the spine is akin to an identity matrix; and the block on the right consists of
columns where each column is either all 1’s or all 0’s (save the first element,
which is always 0), according to each zi. An overview representation is shown
below:
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Spine

Calibration
Region

Clause
Verification

Where the spine is the string that matches S. The ‘clause verification region’
is determined by the satisfying assignment to ϕ, i.e., if zj is true in the satis-
fying assignment, then column cd+j will match the regex 01∗; otherwise it will
match 00∗.

By construction, it is clear that if ϕ is satisfiable, then the (R,C)-crossword
constructed above is solvable. In other words, there is a way to fill in the cross-
word such that all rows match the regular expression R, and all columns match
the regular expression C.

In fact, since the calibration region requires only one 1 per row and column,
the solution given in Fig. 1 is not the only valid one. It is easy to see that once
any solution is given, any rearranging of the (non-spine) rows gives another valid
solution. Due to this fact it is guaranteed that for each i, some row matches tiRi,
which is important for the converse below.

3.2 An (R, C)-Crossword Solution Guarantees ϕ Is Satisfiable

To complete the proof, it must be shown that if the crossword is solvable, this
implies that ϕ is satisfiable. We do this via a series of lemmas.

Here we assume an (R,C)-crossword solution exists with rows 〈r0, . . . , rd〉
and columns 〈c1, . . . , cd+k〉.

Observe that since each rj matches R, it must either start with d many 1’s
or else have exactly one 1 among its first d symbols.

Lemma 1. The string r0 matches S.

Proof. Assume not. Then r0 must match tiRi for some 1 ≤ i ≤ d. Fix such an
i. The picture below shows the case where r0 matches t2R2, i.e., r0 = 010 · · · :

c1 c2 c3 c4 · cd · ·
r0 0 1 0 0 · 0

...

From the definition of C, we see that ci must match 1(0∗10∗), that is, ci =
10j−110d−j for some 1 ≤ j ≤ d. The picture below shows the case where i = 2
and j = 2, that is, where ci = c2 = 10100 · · · 0:



Complexity of Regex Crosswords 221

c1 c2 c3 c4 · cd · ·
r0 0 1 0 0 · 0

r1 0

r2 1

r3 0

...
...

For rj , we have two cases, both leading to contradiction:

rj matches S: This requires that all of the first d columns other than ci match
01∗, which means rj′ starts with 1i−101d−i · · · for all j′ ≥ 1 such that j′ = j.
These rows do not match R.

rj matches tiRi, that is, rj = 0i−110d−i · · · : This requires that all of the first
d columns other than ci match 0∗, which means no rows other than rj and
r0 will match R, since they all start with 0d.

This proves the lemma.

By Lemma 1, the first d columns must match 1(0∗10∗); we call such columns
calibration columns.

Lemma 2. No row other than r0 matches S.

Proof. Again assume this not the case. By the previous lemma, r0 must match
S. Suppose rj also matches S for some j ≥ 1. Then C forces rj′ to start with d
many 0’s for all 1 ≤ j′ = j, because the calibration columns are only allowed a
single 1 below the spine. Thus none of these rj′ matches R.

Lemma 3. For any i, 1 ≤ i ≤ d, some row matches tiRi

Proof. By Lemmas 1 and 2, we have that r0 is the only row to match the spine
S. Since R = (

⋃d
i=1 tiRi)∪S, it follows that each of the other rows matches tiRi

for some i. For the purposes of contradiction, assume that there is some tiRi

not matched by any row. Then by the pigeonhole principle, there must be two
distinct rows rn and rm both matching t�R� for the same �. By the definition of
t�, the column c� will thus have at least two 1’s:
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c1 · c�−1 c� c�+1 · cd cd+1 ·
r0 1 · 1 1 1 · 1 ·
...

...

rn 0 · 0 1 0 · 0 ·
...

...

rm 0 · 0 1 0 · 0 ·
...

But then column c� does not match C. This completes the proof.

Lemma 4. ϕ is satisfiable.

Proof. Because of the spine in the first row, note that for 1 ≤ j ≤ k, cd+j

matches either 01∗ or 00∗. Set

zj =
{

1 if cd+j matches 01∗,
0 if cd+j matches 00∗.

We show that 〈z1, . . . , zk〉 is a satisfying truth assignment for ϕ. Consider the
ith clause Ci of ϕ. By Lemma 3, some non-spine row matches tiRi. Let r be the
suffix of that row obtained by removing its first d symbols. Then r matches either
ai,1 · · · ai,k, bi,1 · · · bi,k, or ci,1 · · · ci,k. Suppose r matches ai,1 · · · ai,k (the other
two cases are handled similarly). Let xj be the variable mentioned by the first
literal �i,1 of Ci. If �i,1 = xj , then ai,j = 1, whence r has a 1 as its jth symbol,
whence cd+j matches 01∗, whence zj = 1, which makes �i,1 true, satisfying Ci.
Similarly, if �i,1 = xj , then zj = 0, also satisfying Ci.

Since i was arbitrary, we have that ϕ is satisfied by 〈z1, . . . , zk〉.

4 (R, C)-Crossword Games

For two given regexes R and C over Σ, an (R,C)-game is a two-player combina-
torial game that can be thought of as follows: we start with a two-dimensional
grid X with m rows and n columns (m and n are positive integers). X is initially
empty. Player 1, who we call Rose, fills in the first row of X with symbols from
Σ to form a string matching R.

Player 2, who we call Colin, responds by filling the remainder of the first
column of X with symbols from Σ so that the entire column matches C. Rose
then fills the remainder of the second row so that it matches R, then Colin the
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remainder of the second column to match C, etc. The first player unable to fill
a row (respectively, column) in this way loses, and the other player wins.4

We represent an (R,C)-game as a 4-tuple 〈0m, 0n, R,C〉, where m and n are
positive integers (the number of rows and columns of the grid, respectively), and
R and C are the corresponding regexes over Σ (defined in the usual way, using
the operators ∪, ‖, ∗).

Note that the numbers m and n are given in unary.

Definition 2. The language RCG is the set of all (R,C)-games where Rose
has a winning strategy.

4.1 RCG ∈ PSPACE

It is straightforward to observe that RCG ∈ PSPACE. This follows from the
properties of (R,C)-games: Given an instance of RCG of size N = m · n,

– all game positions are representable by strings of polynomial length (in N),
– any play of the game lasts for at most polynomially many turns, and
– given any game position, whether a given next move is legal can be determined

in polynomial space (polynomial time, in fact).

For this it is crucial that the dimensions of the board be given in unary. If
the dimensions were given in binary, then we conjecture that the corresponding
language would be complete for EXPSPACE. Also note that the regex matching
problem (“Given a regex E and string w, does w match E?”) is in P.

4.2 Hardness of RCG

Here is the main result of our paper.

Theorem 1. TQBF ≤p RCG.

To prove Theorem 1, our main result, we first consider a variant of RCG,
where each row and each column may correspond to a different regex, that is, the
input is a pair 〈〈R1, . . . , Rm〉, 〈C1, . . . , Cn〉〉 of lists of regexes. Rose and Colin
alternate turns as before, but on her ith turn, Rose must fill the remainder of
the ith row so that it matches Ri, and similarly, on his jth turn, Colin must fill
the remainder of the jth column so that it matches Cj . Call this variant RCG′.

We show our main result in two steps: in Lemma 5 we show how to poly-
nomially reduce TQBF to RCG′; then we give a polynomial reduction from
RCG′ to RCG (Theorem 2 below). In using RCG′, the goal is to first consider
a ‘simpler’ game to verify that there is a correspondence between the formulæ
in TQBF and the possible games in RCG.

4 For the last move of the game, Rose or Colin may encounter a row or column,
respectively, that is already completely filled in. In this case, she or he wins if and
only if the row or column matches the corresponding regular expression.
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Lemma 5. TQBF ≤p RCG′.

Proof. Given an instance ϕ of TQBF as in Eq. (1) of Sect. 2.2 with c clauses and
2k+1 variables, we construct an equivalent instance of RCG′ with m := k+c+1
rows and n := k + c columns. The intersection of the first k + 1 rows and first
k+1 columns we will call the variable region. There are c rows below this region,
one for each clause of ϕ̃, which we collectively call the clause region. The regular
expressions for each player in RCG′ are over the alphabet {0, 1} and are defined
as follows (with an explanation afterward): for 1 ≤ i ≤ m, we let

Ri :=
{

(0 ∪ 1)∗0c−1 if 1 ≤ i ≤ k + 1,
(0 ∪ 1)∗1(0 ∪ 1)∗0c−1 if k + 2 ≤ i ≤ m,

and for all 1 ≤ i ≤ n, we let

Ci :=

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

⋃

a,b∈{0,1}
(0 ∪ 1)i−1

ab(0 ∪ 1)k−i‖Siab if 1 ≤ i ≤ k,
⋃

a∈{0,1}
(0 ∪ 1)k

a‖Ta if i = k + 1,

0∗ if k + 2 ≤ i ≤ n,

where given 1 ≤ i ≤ k + 1, and a, b ∈ {0,1}, the regexes Siab and Ta are defined
as follows: First, for 1 ≤ j ≤ c let

uj :=

⎧

⎨

⎩

0 if xi−1 occurs negatively in the jth clause,
1 if xi−1 occurs positively in the jth clause,
⊥ if xi−1 does not occur in the jth clause.

vj :=

⎧

⎨

⎩

0 if yi−1 occurs negatively in the jth clause,
1 if yi−1 occurs positively in the jth clause,
⊥ if yi−1 does not occur in the jth clause.

Now for 1 ≤ j ≤ c, define

dj :=
{

1 if uj = a or vj = b,
0 otherwise. ej :=

{

1 if uj = a,
0 otherwise.

Finally, we let Siab := d1‖ · · · ‖dn and Ta := e1‖ · · · ‖en.
Each of the first k + 1 rows and columns corresponds to the truth value (0

or 1) of one or two particular variables in the original formula, as depicted in
Fig. 2. The remainder of the rows (c of them) correspond to the clauses of ϕ.

Here is how this RCG′ game reflects the original instance of TQBF viewed
as a game. When Rose plays the ith row (for 1 ≤ i ≤ k +1) she is able to choose
the truth value of xi−1 by placing a 0 or 1 in the corresponding square in Fig. 2
(Rose can play any binary string in the remainder of her row, because Ri =
(0 ∪ 1)∗). Then when Colin plays the remainder of the ith column according to
Ci, he can similarly choose the truth value of yi−1 by placing a 0 or 1 in the
corresponding square. However, because of the Siab component of Ci, Colin is
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x0 ? ? . ?

y0 x1 ? . . . ?

? y1 x2 . . . ?

...
. . .

. . .
. . .

...

? ? . yk−1 xk

Fig. 2. The layout of the variable region. The question marks represent either 0 or 1.

forced to then place a 1 in each of the last c positions corresponding to a clause
that is satisfied by the truth settings of these two variables. (The minor exception
is the (k + 1)st column, where there is only the variable xk to consider.)

Also note that in order for Rose to complete the board, there must be a 1 in
at least one of the first k +1 positions in every row of the clause region. That is,
Rose can win just when the chosen truth values of the variables satisfy all clauses
of ϕ̃, making the two games equivalent. Our construction is clearly polynomial
time, which finishes the proof.

4.3 Constraining the Players

Theorem 2. RCG′ ≤p RCG.

The rest of this section is a proof of Theorem 2. To reduce from RCG′ to RCG
we need to provide a method to consolidate the families of regular expressions
into one regex per player. Here, we present a generic construction that forces
the players to play in order, which can be applied to any RCG′ game—forcing
each player to play their families of regexes in index order.

Given an arbitrary instance G := 〈〈R1, . . . , Rm〉, 〈C1, . . . , Cn〉〉 of RCG′,
we construct an equivalent instance of RCG. Our construction requires the
alphabet Σ to contain a third symbol “2” that is not part of any string matching
any of the Ri or Ci. We currently do not know how to remove this requirement.
We can assume that the given RCG′ grid is square, i.e., m = n: Suppose this is
not the case; for example, suppose m < n. Then we can pad the grid with n−m
bottom rows by

– concatenating each Ci with 0n−m on the right, and
– defining Ri := 1∗ for m < i ≤ n,

yielding an evidently equivalent n×n game. We can do something similar if m >
n. The instance of RCG we construct from G will then be a (2n + 1) × (2n + 1)
game H := 〈02n+1, 02n+1, R,C〉. We may also assume that n ≥ 2.

The regular expressions R and C we construct for the respective players are
given below, again with explanations afterwards (Fig. 3):
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R := 210∗ ∪ (2)
n−2⋃

i=0

0i130n−i−2

I

‖0i10n−i−1

II

∪ (3)

00n−211
Ir

‖0n−11
II

∪ (4)

n⋃

i=1

0i10n−i

III

‖Ri (5)

(a) Rose’s regular expression. Regex (2) is the
‘spine’, while regexes (3–4) define the ‘calibra-
tion’ region (I, II). Regex (5) continues calibra-
tion in region III while also including the row
regexes from G.

C := 210∗ ∪ (6)
n−2⋃

i=0

0i130n−i−2

I

‖0i10n−i−1

III

∪ (7)

00n−211
Ic

‖0n−11
III

∪ (8)

n⋃

i=1

0i10n−i

II

‖Ci ∪ (9)

(0 ∪ 1 ∪ 100 ∪ 00∗10)2∗ (10)

(b) Colin’s regular expression. Regex (6) is the
‘spine’, regexes (7–8) are the calibration region
(I and III), regex (9) continues calibration in re-
gion II while also including the column regexes
from G, and regex (10) is a ‘bomb’ to punish
Rose for cheating.

Fig. 3. The regular expressions wrapping games in RCG. Regexes are bracketed with
the regions they describe, illustrated in Fig. 4a.

Figure 4a illustrates how H ‘wraps’ around the game G: players first fill in
the spine, then regions I, II, and III before simulating the game G in the lower
right square (light grey).

I

Ir

Ic

III IV

II

Sp
in
e

Spine

(a) Regions of the board

= 0

= 2

= 1

(b) An example of normal play

Fig. 4. Regions to constrain the players. Each ‘block’ is a n × n square.

4.4 Normal Play

By a round, we mean a pair of consecutive turns, starting with Rose. We index
the rounds starting with round 0. Normal play is in three stages:
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–Spine: In round 0, both players play the spine, i.e., a string matching 210∗.
–Calibration: In round i, where 1 ≤ i ≤ n, Rose and Colin each play a ‘calibra-

tion string,’ i.e. either the string matching 0i130n−i−2‖0i10n−i−1 (if i < n)
or 00n−211‖0n−11 (if i = n).

–Simulation: Rose and Colin now simulate the given RCG′ game: In round (n+
i), for 1 ≤ i ≤ n, Rose plays a string matching 0i10n−i−1‖Ri (if she can),
and Colin plays a string matching 0i10n−i−1‖Ci (if he can).

Figure 4b illustrates the state of the grid after round n of normal play (here,
n = 16). If either player deviates from normal play, we say that the first player
to do so is cheating. The next lemmas show that Colin cannot cheat, and if
Rose cheats, then Colin can force her to lose in a constant number of rounds by
playing a bomb, i.e., a string matching (0 ∪ 1 ∪ 100 ∪ 00∗10)2∗, once or twice.

Lemma 6. In round 0, if Rose does not play the spine, then Colin can win;
otherwise, Colin must also play the spine.

Proof. If Rose does not play 210∗, she has two choices for the first character. If
she chooses 0, say, then Colin has a quick kill by playing a bomb (see Fig. 5),
with similar results if she cheats with a 1.

In either case,Rose would quickly lose. If Rose does play 210∗ on her first
turn, Colin must play a string prefixed with 2, his only option matching the
regex 210∗.

Lemma 7. After normal play through round (i − 1) for 1 ≤ i ≤ n, Rose prefers
regex (3) to regex (5) in round i.

Proof. If i = 1, then Rose must play a string with prefix 1, and so she must
play a string matching regex (3). Now suppose i ≥ 2, and consider the following
portion of the board at the start of round i when both players have been playing
normally:

1 1 0 0

1 1 1 0

0 1

0 0

Rose has a choice of regexes (3) or (5), as each can match a string pre-
fixed by 0i−11. Say Rose chooses regex (5), thus playing a string matching
0i−110n−i‖Ri−1. Colin can then respond with a bomb:
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0:

0 ? ? ? 0 ? ? ?

2

2

2

1:

0 ? ? ?

2 1 0 0

2

2

0 1 ? ?

2 1 0 0

2 1

2 0

2:

0 1 ? ?

2 1 0 0

2 1 0 0

2 0

0 1 1 ?

2 1 0 0

2 1 0 0

2 0 2

Fig. 5. Each round when Rose cheats with 0 · · · in her first move and Colin plays a
bomb. Note that Rose has no regex to match the prefix 20. We replace a ‘?’ with a
1 in round 1 to show the worst case, where Colin must survive through round 2 (not
required in the 0 case).

1 1 0 0

1 1 1 0

0 1 0 0

0 0

(a) Rose plays
regex (5)

1 1 0 0

1 1 1 0

0 1 0 0

0 0 2

(b) Colin plays
regex (10), Rose loses

Rose cannot then play any string with prefix 0i2, so she loses in round (i+1).

Lemma 8. Colin cannot cheat in rounds 1 through n.

Proof. By Lemma 6, we begin round 1 with the spine having been played by both
players. Rose is then forced to play a string prefixed with 1, the only matching
regex being regex (3) with i = 0: 1110n−2‖10n−1. From this point on through
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round n, assuming Rose plays normally, Colin will be faced with prefix 0i−111
in round i, and thus must play a string matching regex (7) or (8), i.e., play
normally.

The preceding lemmas show that normal play is optimal for both players
(even required for Colin) through round n. Thus we can assume normal play
through round n, filling regions II and III of the grid with 1’s along their diago-
nals and 0’s elsewhere (as with the identity matrix).

Lemma 9. Assume normal play through round n. For 1 ≤ i ≤ n, in round (n+
i), Rose must play a string matching 0i10n−i‖Ri and Colin must play a string
matching 0i10n−i‖Ci.

Proof. In round (n + i), Rose and Colin are both faced with prefix 0i10n−i, and
the only regexes that this matches are the respective regexes given above for
Rose and Colin.

In rounds (n + 1) through 2n, the players are essentially playing the game G
in region IV, so the winner of H is the winner of G. This completes the proof of
Theorem 2.

5 Open Problems

The most immediate question arising from our work is whether RCG is
PSPACE-hard restricted to a binary alphabet. Our proof shows only that it is
PSPACE-hard for a ternary alphabet. Doing without the third symbol “2” in
the alphabet currently seems like a daunting task, despite the fact that under
normal play, that symbol appears only once in the upper left-hand corner.

Another question is whether we still get PSPACE-hardness if we restrict the
regexes R and C to be equal to each other. If one can show PSPACE-hardness
for RCG′ restricted so that Ri = Ci for all i, then it may be easy to get R = C
for the constructed instance of RCG, since these two latter regexes are close to
being equal anyway.
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discussions on this topic and to Joshua Cooper for finding for us a particularly chal-
lenging and fun regex crossword puzzle. We are also grateful to Klaus-Jörn Lange for
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Abstract. Parsing for graph grammars based on hyperedge replacement
(HR) is in general NP-hard, even for a particular grammar. The recently
developed predictive shift-reduce (PSR) parsing is efficient, but restricted
to a subclass of unambiguous HR grammars. We have implemented a
generalized PSR parsing algorithm that applies to all HR grammars,
and pursues severals parses in parallel whenever decision conflicts occur.
We compare GPSR parsers with the Cocke-Younger-Kasami parser and
show that a GPSR parser, despite its exponential worst-case complexity,
can be much faster.

Keywords: Hyperedge replacement grammar · Graph parsing

1 Introduction

It is well known that parsing for graph grammars based on hyperedge replace-
ment (HR) is in general NP-hard, even for a particular grammar [8]. In ear-
lier work [6], we have devised predictive shift-reduce parsing (PSR), which lifts
Knuth’s LR string parsing [9] to graphs, is efficient, but unfortunately restricted
to a subclass of unambiguous HR grammars. This makes it unsuitable for appli-
cations in natural language processing (NLP) where grammars are often ambigu-
ous. So we extend the PSR algorithm to arbitrary HR grammars in this paper:
Just like Tomita’s generalized LR string parser [12], the generalized PSR parser
pursues all possible parses of a graph in parallel whenever ambiguity occurs. We
describe the implementation of the generalized PSR parser by Mark Minas,1 and
compare its efficiency with the Cocke-Younger-Kasami parser for arbitrary HR
grammars [11].

The remainder of this paper is structured as follows. After recalling HR
grammars in Sect. 2 and PSR parsing in Sect. 3, we introduce generalized PSR
parsing in Sect. 4, and compare its performance with CYK parsing in Sect. 5.

1 In the graph parser generator Grappa, available at www.unibw.de/inf2/grappa.
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https://doi.org/10.1007/978-3-030-13435-8_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-13435-8_17&domain=pdf
www.unibw.de/inf2/grappa
https://www.unibw.de/inf2/grappa/
https://doi.org/10.1007/978-3-030-13435-8_17


234 B. Hoffmann and M. Minas

Due to lack of space, our presentation is driven by a small example—a grammar
for series-parallel graphs—that exhibits many peculiarities of generalized PSR
parsing. In Sect. 6, we conclude by indicating related and future work.

2 Graph Grammars Based on Hyperedge Replacement

Throughout the paper, we assume that X is a global, countably infinite supply
of nodes, and that Σ is a finite set of symbols that comes with an arity function
arity : Σ → N, and is partitioned into disjoint subsets N of nonterminals and T
of terminals.

We represent hypergraphs as ordered sequences of edge literals, where each
literal represents an edge with its attached nodes. This is convenient as we shall
derive (and parse) the edges of a graph in a fixed order.

Definition 1 (Hypergraph). For a symbol a ∈ Σ and k = arity(a) pairwise
distinct nodes x1, . . . , xk ∈ X, a = a(x1, . . . , xk) represents a hyperedge that is
labeled with a and attached to x1, . . . , xk. EΣ denotes the set of hyperedges (over
Σ).

A hypergraph 〈γ, V 〉 consists of a sequence γ = e1 · · · en ∈ E∗
Σ of hyperedges

and a finite set V ⊆ X of nodes that contains all nodes attached to the hyper-
edges of γ. GΣ denotes the set of all hypergraphs (over Σ).

In the following, we usually call hypergraphs just graphs and hyperedges just
edges. Moreover, we denote a graph just by its edges γ, and refer to its nodes
by Vγ .2 The “concatenation” of two graphs α, β ∈ GΣ yields a graph γ = αβ
with nodes Vγ = Vα ∪ Vβ . Two graphs γ and γ′ are equivalent, written γ �� γ′, if
Vγ = Vγ′ and γ is a permutation of γ′.

Note that we order the edges of a graph in rules and derivations. However,
the relation �� makes graphs with permuted edges equivalent, like in ordinary
definitions of graphs. Our parsers will make sure that equivalent graphs are
always processed in the same way.

An injective function � : X → X is called a renaming, and γ� denotes the
graph obtained by replacing all nodes in γ (and in Vγ) according to �. A hyperedge
replacement rule r = (A → α) (rule for short) has a nonterminal edge A ∈ EN
as its left-hand side, and a graph α ∈ GΣ with VA ⊆ Vα as its right-hand side.

Consider a graph γ = βĀβ̄ ∈ GΣ with a nonterminal edge Ā and a rule
r = (A → α). A renaming μ : X → X is a match (of r in γ) if Aμ = Ā and
if Vγ ∩ Vαµ ⊆ VAµ .3 A match μ of r derives γ to the graph γ′ = βαμβ̄. This is
denoted as γ ⇒r,μ γ′ . If R is a finite set of rules, we write γ ⇒R γ′ if γ ⇒r,μ γ′

for some match μ of some rule r ∈ R.

Definition 2 (HR Grammar). A hyperedge replacement grammar Γ =
(Σ, T ,R, Z) (HR grammar for short) consists of symbols Σ with terminals
2 Vγ may contain isolated nodes that are not attached to any edge in γ.
3 I.e., a match μ makes sure that the nodes of αμ that do not occur in Ā = Aμ do not

collide with the other nodes in γ.
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Z ⇒
0

1 4
G ⇒

3

1 3 4
G G ⇒

2

1 3 4G

G
G ⇒

3

1

2

3 4G

G G
G

4⇒
1

1

2

3 4

Fig. 1. A derivation of the graph e(1, 3) e(1, 2) e(2, 3) e(3, 4). Nodes are drawn as circles,
nonterminal edges as boxes around their label, with lines to their attached nodes, and
terminal edges as arrows from their first to their second attached node; since e is the
only terminal label, we omitted it in the terminal graph.

T ⊆ Σ as assumed above, a finite set R of rules, and a start graph Z = Z()
with Z ∈ N of arity 0. Γ generates the language

L(Γ ) = {g′ ∈ GT | Z ⇒∗
R g, g′ �� g}.

In the following, we simply write ⇒ and ⇒∗ because the rule set R in question
will always be clear from the context.

Example 1 (A HR Grammar for Series-Parallel Graphs). The following rules

Z() →
0
G(x, y) G(x, y) →

1
e(x, y)

G(x, y) →
2
G(x, y)G(x, y) G(x, y) →

3
G(x, z)G(z, y)

generate series-parallel graphs [8, p. 99]; see Fig. 1 for a derivation with graphs
drawn as diagrams.

3 Predictive Shift-Reduce Parsing

The article [6] gives detailed definitions and correctness proofs for PSR parsing.
Here we recall the concepts only so far that we can describe its generalization in
the next section.

A PSR parser attempts to construct a derivation by reading the edges of a
given input graph one after the other.4 However, the parser must not assume
that the edges of the input graph come in the same order as in a derivation. E.g.,
when constructing the derivation in Fig. 1, it must also accept an input graph
e(2, 3) e(1, 2) e(1, 3) e(3, 4) where the edges are permuted.

Before parsing starts, a procedure described in [5, Sect. 4] analyzes the gram-
mar for the unique start node property, by computing the possible incidences of
all nodes created by a grammar. The unique start nodes have to be matched by
some nodes in the start rule of the grammar, thus determining where parsing
begins. For our example, the procedure detects that every series-parallel graph
has a unique root (without ingoing edges), and that the node x in the start rule

4 We silently assume that input graphs do not have isolated nodes. This is no real
restriction as one can add special edges to such nodes.
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Z() → G(x, y) must be bound to the root of any input graph.5 If the input graph
has no root, or more than one, it cannot be series-parallel, so that parsing fails
immediately.

A PSR parser is a push-down automaton that is controlled by a characteristic
finite automaton (CFA). The stack of the PSR parser consists of states of the
CFA. The parser makes sure that the sequence of states on its stack always
describes a valid walk through its CFA. In order to do so, the parser generator
computes a parsing table with processing instructions that control the parser.

Table 1 shows the parsing table for our example of series-parallel graphs. It
has been generated by the graph parser generator Grappa (see footnote 1), using
the constructions described in [6]. The rows of the table correspond to states of
the CFA. Each of these states has a certain number of parameters. For instance,
Q2(p, q) has two parameters p and q. Parameters remain abstract in the CFA
and in the parsing table; only the parser will bind them to nodes of the input
graph, and store them in concrete states on its stack.

When the parser starts, nothing of its input graph has been read yet, and its
stack consists of a single concrete state Q0, where its parameter p is bound to
the unique start node, namely the root of the input graph.

The columns of the table correspond to terminal and nonterminal edges as
well as the end-of-input marker $. Column e(x, y) in Table 1 contains all actions
that can be taken by the parser if the input graph contains an edge e(x, y) that
is still unread. Column $ contains the actions to be done if the input graph has
been read completely. We will come to column G(x, y) later.

The parser looks up its next action in the parsing table by inspecting the top-
most state on its stack and all unread edges of the input graph. For illustration,
let us assume that the parser has state Q3 on top of its stack, with its parameters
p and q being bound (by an appropriate renaming σ) to the input graph nodes
pσ and qσ, resp., so that the parser must look into row Q3(p, q). If the input
graph contains an unread e-labeled edge, the entry in column e(x, y) applies. The
corresponding table entry contains two possible actions, a shift and a reduce.

The shift operation can be selected if the input graph contains an unread
e-labeled edge e that connects pσ, either with qσ, or with any node that has
not yet occurred in the parse, indicated by “−” in the condition. If this shift
operation is selected, it marks e as read and pushes a new concrete state Q1

onto the stack, where the parameters p and q of Q1 are bound to the source and
the target node of e.

The reduce operation does not require any further condition to be satisfied.
It consists of two steps: First, it pops as many states from the top of the stack as
the right-hand side of the rule has edges. In our example “reduce 2, G(p, q)” refers
to rule 2, with two edges in its right-hand side. Second, the reduce operation
looks up the row for the new top-most state of the stack, selects the operation for

5 Actually, series-parallel graphs do also have a unique sink (without outgoing edges),
which could be used as a second start node bound to y. However, this variation of
the grammar would exhibit less peculiarities of the GPSR parser.
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Table 1. PSR parsing table for series-parallel graphs.

State e(x, y) $ G(x, y)

Q0(p)
shift Q1(x, y)

if (x, y) = (p, −)
error

goto Q2(x, y)

if (x, y) = (p, −)

Q1(p, q) reduce 1, G(p, q) error

Q2(p, q)

shift Q1(x, y)

if (x, y) = (p, q)

or (x, y) = (p, −)

or (x, y) = (q, −)

accept

goto Q3(x, y)

if (x, y) = (p, q)

goto Q4(x, y, q)

if (x, y) = (p, −)

goto Q5(x, y, p)

if (x, y) = (q, −)

Q3(p, q)

shift Q1(x, y)

if (x, y) = (p, q)

or (x, y) = (p, −)

reduce 2,G(p, q)

reduce 2, G(p,q)

goto Q3(x, y)

if (x, y) = (p, q)

goto Q4(x, y, q)

if (x, y) = (p, −)

Q4(p, q, u)

shift Q1(x, y)

if (x, y) = (p, q)

or (x, y) = (q, u)

or (x, y) = (p, −)

or (x, y) = (q, −)

error

goto Q3(x, y)

if (x, y) = (p, q)

goto Q4(x, y, q)

if (x, y) = (p, −)

goto Q6(x, y, p)

if (x, y) = (q, u)

goto Q7(x, y, u, p)

if (x, y) = (q, −)

Q5(p, q, u)

shift Q1(x, y)

if (x, y) = (p, q)

or (x, y) = (p, −)

or (x, y) = (q, −)

reduce 3,G(u, q)

reduce 3, G(u, q)

goto Q3(x, y)

if (x, y) = (p, q)

goto Q4(x, y, q)

if (x, y) = (p, −)

goto Q5(x, y, p)

if (x, y) = (q, −)

Q6(p, q, u)

shift Q1(x, y)

if (x, y) = (p, q)

or (x, y) = (p, −)

reduce 3,G(u, q)

reduce 3, G(u, q)

goto Q3(x, y)

if (x, y) = (p, q)

goto Q4(x, y, q)

if (x, y) = (p, −)

Q7(p, q, u, v)

shift Q1(x, y)

if (x, y) = (p, q)

or (x, y) = (q, u)

or (x, y) = (p, −)

or (x, y) = (q, −)

reduce 3,G(v, q)

reduce 3, G(v, q)

goto Q3(x, y)

if (x, y) = (p, q)

goto Q4(x, y, q)

if (x, y) = (p, −)

goto Q6(x, y, p)

if (x, y) = (q, u)

goto Q7(x, y, u, p)

if (x, y) = (q, −)

the new nonterminal edge with label G that connects pσ with qσ, i.e., in column
G(x, y), and pushes the corresponding state onto the stack.

The entries accept and error in column $ express that, if all edges of the
input graph have been read, the parser terminates with success if the top-most
state is Q2, or with failure if it is Q0 or Q4.
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A PSR parser must always be able to select the correct operation; it must
not happen that the parser must choose between two or more operations where
one of them leads to a successful parse whereas another one leads to failure. Such
a situation is called a conflict. It is clear that a PSR parser always selects the
correct action if conflicts cannot occur. However, a PSR parser does not know
a priori which unread edge must be selected next. Hence, there are not only the
shift-reduce or reduce-reduce conflicts (well known from LR parsing [9]). Shift-
shift conflicts may also occur if the parser has to choose which input edge should
be read next. Moreover, a shift alone may raise a conflict, since the unread input
graph may contain more than one edge matching a pattern like e(p,−). Only if
the free edge choice property holds, the parser knows that any of these edges
may be processed, without affecting the result of the parse.6

For our example of series-parallel graphs, conflicts arise in all states, except
for Q0 and Q1. For Q3(pσ, qσ), e.g., the parser can always select the reduction,
but it can also shift any edge connecting pσ with qσ or with any other unread
node. Apparently, not every choice will lead to a successful parse, even if the
input graph is valid.

Thus the parsing table does not always allow to predict the next correct
action, and the grammar does not have a PSR parser. This problem can be
solved by generalizing PSR parsing as described in the next section.

4 Generalized Predictive Shift-Reduce Parsing

Before we describe GPSR parsing for HR grammars, let us briefly recapitulate
LR(k) parsing for context-free string grammars ([9], with k = 1 symbols of
lookahead) and how this is extended to generalized LR (GLR) parsing [12].
An LR(1) parser is controlled by a parsing table derived from the CFA of the
grammar. The parsing table assigns a unique parser action to each state of the
CFA and to each terminal symbol: shift, reduce, accept, or error. In each step,
the parser executes the action specified for the current state on top of the stack
and the next unread input symbol (the look-ahead). However, LR(1) parsing is
not possible if the parsing table has conflicts, i.e., if there is a state q and a
look-ahead symbol a associated with two actions or more. A parser that reaches
q with a look-ahead symbol a has as many choices how it may continue, i.e., the
parse stack can be modified in different ways. A search process must then explore
which of the resulting parse stacks can be further extended to a successful parse.

A GLR parser organizes this search process as a breadth-first search. It reads
the input string from left to right. At any time, it has read a certain prefix α of
the input string. It maintains the set of all (parse) stacks which can be obtained
by reading α. This set of stacks is in fact processed in rounds as follows: For each
stack, the parser determines all possible actions based on the parsing table, the
top-most state of the stack, and the look-ahead symbol. The parser has found a
successful parse if the action is accept and the entire input string has been read.
6 This property can be determined by the parser generator as well. However, it does

not hold for the grammar of series-parallel graphs.
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(It may proceed if further parses shall be found.) If the action is an error, the
parser just discards this stack, stops if this has been the last remaining stack,
and fails altogether if it has not found a successful parse previously. If the parsing
table, however, indicates more than one possible action, the parser duplicates
the stack for each of them, and performs each action on one of the copies. If the
action is a shift, the resulting stack is no longer considered in this round, but
only in the next one. This way, at the beginning of the next round, each stack
is the result of reading the look-ahead symbol in a shift action, and having read
the same prefix of the input string.

In fact, a GLR parser does not store complete copies of stacks, but shares
their common prefixes and suffixes. The resulting structure is known as a graph-
structured stack (GSS). An individual stack is represented as a path in the GSS,
from some top-most state to the unique initial state.

A GPSR parser generalizes a PSR parser in the same way as a GLR parser
generalizes an LR parser. It also maintains a set of parse stacks, which contain
concrete states whose parameters are bound to nodes of the input graph. How-
ever, a GPSR parser must also deal with the fact that there is no a priori reading
sequence of edges of the input graph.

This affects a GPSR parser even more than a PSR parser since a GPSR
parser may be forced to pursue different reading sequences in parallel while it
performs the search process. This has consequences as follows:

– Each parse stack corresponds to a specific part of the input graph that has
been read already. Hence, the parser must store, for each stack separately,
which edges of the input graph have been read.
Sets of stacks are stored as a GSS like in GLR parsers. Each GSS node
corresponds to a concrete state. Additionally, each GSS node keeps track of
the set of input graph edges that have been read so far. Note that GSS nodes
may be shared only if both their concrete states and their sets of read edges
coincide.

– GPSR parsers cannot process their sets of stacks in rounds. When a stack is
obtained by executing a shift action, the parser must not wait until the same
edge has been read in all the other stacks; they may read other edges first.
As a consequence, a GPSR parser needs other strategies to control the order
in which stacks are processed. Strategies are discussed in Sect. 5.

We demonstrate GPSR parsing using the example of series-parallel graphs
and the input graph e(1, 2) e(2, 3) e(1, 3) e(3, 4) derived in Fig. 1. We refer to
these edges by the letters a, b, c, and d. We write GSS nodes in compact form:
e.g., 5341cd refers to the concrete state Q5(3, 4, 1) and indicates that the edges
c = e(2, 3) and d = e(3, 4) have been read already.

The parser determines node 1 as the unique start node, i.e., it starts with
concrete state Q0(1), with all edges of the input graph unread. So the GSS in
step 0 consists of 01

∅
(cf. Table 2). The parsing table in Table 1 indicates that the

parser can shift both edge a = e(1, 2) and edge c = e(1, 3), resulting in the stacks
01

∅
112a and 01

∅
113c . Table 2 shows the corresponding GSS in step 1. (Note that

“new” GSS nodes are set in boldface.) Step 1 continues with processing stack
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Table 2. Graph-structured stacks and steps of the GPSR parser when parsing the
graph consisting of the hyperedges a = e(1, 2), b = e(2, 3), c = e(1, 3), d = e(3, 4).

0 01
∅

shift a, c

1 01∅
112
a reduce 1

113
c

2 01∅
212
a

113c reduce 1

3 01∅
212a shift b, c

213
c

4 01∅
212a

113
ac

123
ab

213c shift a, d

5 01∅

212a
113ac
123ab reduce 1

213c
112
ac

134
cd

6 01∅

212a
113ac
5231
ab

213c
112ac
134cd reduce 1

7 01∅

212a
113ac
5231ab

shift d
reduce 3

213c
112ac
5341
cd

8 01∅

212a
113ac
5231ab 134

abd

213c
112ac
5341cd reduce 3*

213
ab

9 01∅

212a
113ac
5231ab 134abd

213c 112ac

213ab shift c, d

10 01∅

212a
113ac
5231ab 134abd reduce 1

213c 112ac

213ab 113
abc

11 01∅

212a
113ac
5231ab 5342

abd

213c 112ac

213ab
5341
abd

113abc reduce 1

12 01∅

212a
113ac
5231ab 5342abd reduce 3*

213c 112ac

213ab
5341abd

313
abc

13 01∅

212a 113ac

213c 112ac

213ab
5341abd reduce 3*
313abc

14 01∅

212a 113ac

213c 112ac

213ab 313abc reduce 2

15 01∅

212a 113ac

213c 112ac

213
abc shift d

16 01∅

212a 113ac

213c 112ac

213abc 134
abcd reduce 1

17 01∅

212a 113ac

213c 112ac

213abc 5341
abcd reduce 3

18 01∅

212a 113ac

213c 112ac

214
abcd

accept



Generalized Predictive Shift-Reduce Parsing for HR Grammars 241

01
∅

112a . (See Sect. 5 for a discussion of strategies.) State Q1(1, 2) just allows a
reduction by rule 1, producing a nonterminal edge G(1, 2). This pops 112a from the
stack; processing G(1, 2) pushes the concrete state Q2(1, 2), which is represented
by 212a in step 2.

State 5231ab in step 7 allows both, to shift d = e(3, 4), and to reduce by rule 3,
with nonterminal edge G(1, 3). The resulting GSS nodes are 134abd and 213ab in
step 8. State 5341cd allows just a reduce action by grammar rule 3. However, this
reduce operation with nonterminal edge G(1, 4) is invalid. If it were valid, G(1, 4)
could be derived to the graph consisting of just c = e(2, 3) and d = e(3, 4), i.e.,
it would generate node 3. However, this contradicts the fact that the unread
edge b = e(2, 3) is attached to node 3, which must be generated earlier in the
derivation. Therefore, the stack with top-most state 5341cd is discarded in this step
(indicated by the asterisk), and analogously in steps 12 and 13.

Note that the shift action in step 9 results in a GSS where 134abd is the top-
most state of two stacks. The reduce operation in step 10, however, removes 134abd

from the GSS and from the corresponding stacks again, and produces the two
stacks with top-most states 5341abd and 5342abd.

The GSS in step 18 contains node 214abcd, i.e., the accept state Q2(1, 4) with
the entire input graph being read. The GPSR parser, therefore, has found a
successful parse of the input graph.

The current implementation stops when the first successful parse has been
found. Another successful parse could have been found if 112ac had been processed
in step 5 or later.

5 Parsing Experiments

We now report on runtime experiments with different parsers applied to series-
parallel graphs and to structured flowcharts. The latter are flowcharts that do
not allow arbitrary jumps, but represent structured programs with conditional
statements and while loops. They consist of rectangles containing instructions,
diamonds that indicate conditions, and ovals indicating begin and end of the
program. Arrows indicate control flow; see Fig. 2 for an example. Flowcharts are
easily represented by graphs as also shown in Fig. 2. Figure 3 defines the rules of
an HR grammar generating all graphs representing structured flowcharts. This
grammar is not PSR because a state of its CFA has conflicts.

We generated three different parsers for the grammar of series-parallel graphs
and for structured flowcharts: a Cocke-Younger-Kasami style parser (CYK, [11])
using DiaGen7, and two variants of the GPSR parser using Grappa (see foot-
note 1). The CYK parser was in fact optimized in two ways: the parser creates
nonterminal edges by dynamic programming, and each of these edges can be
derived to a certain subgraph of the input graph. The optimized parser makes
sure that it does not create two or more indistinguishable nonterminals for the
same subgraph, even if the nonterminals represent different derivation trees. And
it stops as soon as it finds the first derivation of the entire input graph.
7 Homepage: www.unibw.de/inf2/diagen.

https://www.unibw.de/inf2/diagen/


242 B. Hoffmann and M. Minas

Fig. 2. A structured flowchart (text within the blocks has been omitted) and its graph
representation.

Fig. 3. HR rules for structured
flowcharts.

Fig. 4. Definition of flowchart graphs Fn.

The GPSR parsers differ in the strategy that controls which of the currently
considered stacks is selected for the next step. GPSR 1 simply maintains a FIFO
queue of all such stacks, i.e., new states are enqueued as soon as they are created,
and a top-most state is selected for processing as soon as it is next in the queue.
GPSR 2, however, applies a more sophisticated strategy. It requires grammar
rules to be annotated with either first or second priority. The GPSR 2 parser
provides two queues, the first one using FIFO and the second LIFO. New states
that result from handling a first priority rule go into the first queue, the others
into the second. The parser always tries to select states from the first queue; it
selects from the second queue only if the first queue is empty. This way one can
control, by annotating grammar rules, which rules should be considered first.
This does not affect the correctness of the parser; it can still examine the entire
search space. However, it will stop as soon as it finds the first successful parse.
By appropriately annotating grammar rules, one can thus speed up the parser if
the input graph is valid. However, there is no speed-up for invalid input graphs,
since the parser must inspect the entire search space in this case.

The GPSR 2 parser for series-parallel graphs gives rule 3 (series) precedence
over rule 2 (parallel); it has been applied to graphs
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Sn =

· · ·
· · ·
· · ·
· · ·1

2 3
n

with different values of n. The GPSR 2 parser for structured flowcharts gives
sequences priority over conditional statements; it has been applied to flowcharts
Fn defined in Fig. 4 and consisting of n conditions and 3n + 1 instructions. The
flowchart in Fig. 2 is in fact F3. Fn has a subgraph Dn, which, for n > 0, contains
subgraphs Dm and Dm′ with n = m + m′ + 1. Note that the conditions in Fn

form a binary tree with n nodes when we ignore instructions. We always choose
m and m′ such that it is a complete binary tree.
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Series-parallel graphs
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Fig. 5. Runtime (in milliseconds) of different parsers for series-parallel graphs and
structured flowcharts.

Figure 5 shows the runtime of the different parsers applied to Sn and Fn with
varying value n. Runtime has been measured on an iMac 2017, 4.2 GHz Intel Core
i7, Java 1.8.0 181 with standard configuration, and is shown in milliseconds on
the y-axis while n is shown on the x-axis.

The experiments first demonstrate that the more sophisticated strategy of
GPSR 2 really pays off as GPSR 2 finds a derivation much faster than GPSR 1.
For parsing F1000, e.g., GPSR 1 needs 4 013 880 steps, but GPSR 2 just 13 004.
The experiments also show that GPSR 1 is in fact much slower than CYK,
which demonstrates the need for a sophisticated strategy for the GPSR parser.
But for series-parallel graphs, even GPSR 2 is much slower than CYK. Because,
the grammar of series-parallel graphs is highly ambiguous. For instance, S100

has the ridiculous number of 6.1 · 10281 derivation trees. The CYK parser has to
create 40 422 nonterminal edges for S100, and for S40 just 6 582, where most of
them represent a high number of different derivation trees. GPSR 2, however,
needs 908 122 steps to find a derivation for S40. Apparently, the compactification
by the optimized CYK is more effective to cut down the number of choices the
parser has to follow.
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6 Conclusions

We have generalized PSR parsing for HR grammars [6] to cope with ambiguous
graph grammars, by pursuing all possible parses of a graph in parallel until the
first derivation has been found. This work is inspired by Tomita’s GLR string
parsers [12], which extend D.E. Knuth’s LR string parsers [9]. For the academic
example grammars examined in Sect. 5, in particular the highly ambiguous gram-
mar for series-parallel graphs, comparison of our parser with the CYK parser
does not give a clear picture. Moreover, the speed-up obtained by choosing an
appropriate strategy only helps when parsing valid graphs, but not when process-
ing invalid graphs. Our experiments shall be extended in two respects: First, we
shall study more, and more realistic HR grammars, e.g., the modestly ambiguous
(and big) grammars used for processing abstract meaning representations in nat-
ural language processing (NLP). Second, we shall compare the GPSR parser with
the two parsers used for NLP: the Bolinas parser [1] by D. Chiang, K. Knight
et al. implements the polynomial algorithm for a restricted class of HR gram-
mars devised in [10]; the s-graph parser [7] by A. Koller et al. uses a similar
formalism.

We also intend to extend both the original and the generalized PSR parsers
to contextual HR grammars [2,3], which have greater generative power, and can
be used for analyzing graph models that are more general, and more relevant
in practice. Our experience with PTD parsing [4] suggests that this should be
relatively easy.
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Abstract. In this paper, we introduce context-dependent fusion gram-
mars as a new type of hypergraph grammars where the application of
fusion rules is restricted by positive and negative context conditions. Our
main result is that Petri nets can be transformed into these grammars
such that the reachable markings are in one-to-one correspondence to
the members of the generated language. As a corollary, we get that the
membership problem for context-dependent fusion grammars is at least
as hard as the reachability problem of Petri nets.

1 Introduction

In this paper, we introduce context-dependent fusion grammars generalizing
fusion grammars that we introduced in [1] as a novel approach to the gen-
eration of hypergraph languages. A fusion grammar imitates the basic DNA
operations that Adleman employed in his seminal experiment [2] where tubes of
molecules are replaced by disjoint unions of connected hypergraphs, the fusion
of complementary sticky ends by the fusion of complementary hyperedges, the
duplication of DNA molecules based on polymerase chain reaction by a mul-
tiplication of connected hypergraphs, and the filtering of molecules of interest
by a special extraction of terminal hypergraphs from derived ones. These gram-
mars become context-dependent if the fusion takes only place if certain positive
and negative context conditions are satisfied. As the main result, we construct a
transformation of Petri nets into context-dependent fusion grammars in such a
way that the reachable markings of a Petri net are in a one-to-one relation with
the members of the language generated by the corresponding grammar. The key
of the transformation is to simulate the firing of a transition by a sequence of
applications of fusion rules. The firing of a transition adds as many tokens to
the post-places and consumes as many tokens from the pre-places as the weight
function requires. While a fusion can do the appropriate addition in a single
step, the consumption needs more than one step in general because each fusion
consumes exactly two hyperedges. As a corollary, we get that the membership
problem for context-dependent fusion grammars is at least EXPSPACE-hard.
Recent research results conjecture that reachability problem for Petri nets is
non-elementary-hard [3].
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Petri nets have been related to graph transformation before (cf., e.g., [4–
6]). But in these cases, the transformation of Petri nets is easier because the
employed graph transformation approaches are universal and hence more flexible
than context-dependent fusion grammars. In particular, the simulation of firing
a transition can be done by a single rule application.

The paper is organized as follows. In Sect. 2, basic notions and notations of
hypergraphs are recalled. Section 3 recalls the notion of Petri nets. In Sect. 4,
context-dependent fusion grammars are defined. Section 5 presents the reduc-
tion of Petri nets to context-dependent fusion grammars and the main theorem.
Section 6 concludes the paper pointing out some open problems.

2 Preliminaries

In this section, the basic notions and notations of hypergraphs are recalled as
far as needed.

We consider hypergraphs the hyperedges of which have multiple sources and
multiple targets. A hypergraph over a given label alphabet Σ is a system H =
(V,E, s, t, lab) where V is a finite set of vertices, E is a finite set of hyperedges,
s, t : E → V ∗ are two functions assigning to each hyperedge a sequence of sources
and targets, respectively, and lab : E → Σ is a function, called labeling. The
components of H = (V,E, s, t, lab) may also be denoted by VH , EH , sH , tH , and
labH respectively. The class of all hypergraphs over Σ is denoted by HΣ .

Let H ∈ HΣ , and let ≡ be an equivalence relation on VH . Then the
fusion of the vertices in H with respect to ≡ yields the hypergraph H/≡ =
(VH/≡, EH , sH/≡, tH/≡, labH) with the set of equivalence classes VH/≡ = {[v] |
v ∈ VH} and sH/≡(e) = [v1] · · · [vk1 ], tH/≡(e) = [w1] · · · [wk2 ] for each e ∈ EH

with sH(e) = v1 · · · vk1 , tH(e) = w1 · · · wk2 .
Given H,H ′ ∈ HΣ , a hypergraph morphism g : H → H ′ consists of two

mappings gV : VH → VH′ and gE : EH → EH′ such that sH′(gE(e)) = g∗
V (sH(e)),

tH′(gE(e)) = g∗
V (tH(e)) and labH′(gE(e)) = labH(e) for all e ∈ EH , where

g∗
V : V ∗

H → V ∗
H′ is the canonical extension of gV , given by g∗

V (v1 · · · vn) = gV (v1)
· · · gV (vn) for all v1 · · · vn ∈ V ∗

H .
Given H,H ′ ∈ HΣ , H is a subhypergraph of H ′, denoted by H ⊆ H ′, if

VH ⊆ VH′ , EH ⊆ EH′ , sH(e) = sH′(e), tH(e) = tH′(e), and labH(e) = labH′(e)
for all e ∈ EH . H ⊆ H ′ implies that the two inclusions VH ⊆ VH′ and EH ⊆ EH′

form a hypergraph morphism from H → H ′. Given a morphism g : H → H ′, the
image of H in H ′ under g is a subhypergraph g(H) ⊆ H ′.

Let H ′ ∈ HΣ as well as V ⊆ VH′ and E ⊆ EH′ . Then the removal of (V,E)
from H ′ given by H = H ′ − (V,E) = (VH′ − V,EH′ − E, sH , tH , labH) with
sH(e) = sH′(e) tH(e) = tH′(e) and labH(e) = labH′(e) for all e ∈ EH′ − E
defines a subgraph H ⊆ H ′ if sH′(e), tH′(e) ∈ (VH′ − V )∗ for all e ∈ EH′ − E.

Let H ∈ HΣ and let att(e) be the set of sources and targets for e ∈ EH .
H is connected if for each v, v′ ∈ VH , there exists a sequence of triples
(v1, e1, w1) . . . (vn, en, wn) ∈ (VH × EH × VH)∗ such that v = v1, v

′ = wn and
vi, wi ∈ att(ei) for i = 1, . . . , n and wi = vi+1 for i = 1, . . . , n − 1.
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A subgraph C of H, denoted by C ⊆ H, is a connected component of H if it
is connected and there is no larger connected subgraph, i.e., C ⊆ C ′ ⊆ H and
C ′ connected implies C = C ′. The set of connected components of H is denoted
by C(H).

Given H,H ′ ∈ HΣ , the disjoint union of H and H ′ is denoted by H + H ′.
Further, k · H denotes the disjoint union of H with itself k times. We use the
multiplication of H defined by means of C(H) as follows. Let m : C(H) → N be
a mapping, called multiplicity, then m · H =

∑

C∈C(H)

m(C) · C.

3 Petri Nets

In this section, we shortly recall some basic definitions of Petri nets (for more
details see, e.g., [7–11] to mention just a few publications among the large number
of existing ones.)

A Petri net is defined as PN = (P,T,F,W,M0), where P and T are disjoint
finite sets of places and transitions, respectively, F ⊆ (P × T) ∪ (T × P) is the
flow relation, W : F → N>0 is the weight function, and M0 : P → N is the initial
marking where a marking is a function M : P → N that specifies a number of
tokens for every place.

If the places are numbered, i.e., P = {p1, . . . , p|P|}, where |X| denotes the
cardinality of the set X, a marking M is also denoted by (M(p1), . . . ,M(p|P|)).
Figure 1 shows an example of a Petri net with P = {p1, . . . , p5}, T = {t1, . . . , t4},
W(x) = 2 if x = (t4, p5) and W(x) = 1 otherwise, and M0 = (1, 0, 2, 1, 0).

p1 p2 p3 p4 p5

t1 t3

t2 t4 2

Fig. 1. A sample Petri net

For each t ∈ T, •t = {p ∈ P | (p, t) ∈ F} is the preset of t and t• = {p ∈ P |
(t, p) ∈ F} is the postset of t.

A transition t is enabled in some marking M if M(p) ≥ W(p, t) for each
p ∈ •t. In the Petri net in Fig. 1 only the transitions t1 and t4 are enabled.
If t is enabled in M, it may fire yielding the marking M

′ given by M
′(p) =

M(p) + W0(t, p) − W0(p, t) for each p ∈ P where for each x ∈ (P × T) ∪ (T × P)
W0(x) = W(x) if x ∈ F and W0(x) = 0 otherwise. This means that by firing t
in each p ∈ •t W(p, t) tokens are consumed and to each p ∈ t• W(t, p) tokens are
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added. The firing of t from M to M
′ is denoted by M[t〉M′. For example, after

firing the transition t4 in Fig. 1, we get the marking (1, 0, 1, 0, 2).
A marking M

′ is reachable from a marking M, denoted by M[∗〉M′, if M = M
′

or there is a marking M
′′ and a transition t such that M[∗〉M′′[t〉M′. For each

PN = (P,T,F,W,M0) Reach(PN ) is the set of markings reachable from M0.

4 Context-Dependent Fusion Grammars

In this section, we introduce context-dependent fusion grammars as a general-
ization of fusion grammars introduced in [1].

Fusion grammars generate hypergraph languages from start hypergraphs via
successive applications of fusion rules, multiplications of connected components,
and a filtering mechanism. The application of a fusion rule consumes two comple-
mentary hyperedges and fuses the sources of the one hyperedge with the sources
of the other as well as the targets of the one with the targets of the other.
Complementarity is defined on a set F of fusion labels that comes together with
a complementary label A for each A ∈ F . Given a hypergraph, the set of all
possible fusions is finite as fusion rules never create anything. To overcome this
limitation, arbitrary multiplications of disjoint components within derivations
are allowed. The language consists of the terminal part of all resulting con-
nected components that contain no fusion labels and at least one marker label,
where marker labels are removed in the end. These marker labels allow us to
distinguish between wanted and unwanted terminal components.

Definition 1. 1. F ⊆ Σ is a fusion alphabet if it is accompanied by a comple-
mentary fusion alphabet F = {A | A ∈ F} ⊆ Σ where F ∩ F = ∅ and A �= B
for A,B ∈ F with A �= B and a type function type : F ∪ F → (N × N) with
type(A) = type(A) for each A ∈ F .

2. For each A ∈ F with type(A) = (k1, k2), the fusion rule fr(A) is the hyper-
graph, depicted in Fig. 2, with the following components:

– Vfr(A) = {vi, v
′
i | i = 1, . . . , k1} ∪ {wj , w

′
j | j = 1, . . . , k2},

– Efr(A) = {e, e},
– sfr(A)(e) = v1 · · · vk1 , sfr(A)(e) = v′

1 · · · v′
k1

,
– tfr(A)(e) = w1 · · · wk2 , tfr(A)(e) = w′

1 · · · w′
k2

,
– labfr(A)(e) = A and labfr(A)(e) = A.

3. The application of fr(A) to a hypergraph H ∈ HΣ proceeds according to the
following steps: (1) Choose a matching morphism g : fr(A) → H. (2) Remove
the images of the two hyperedges of fr(A) yielding X. (3) Fuse the sources and
targets of the removed edges yielding the hypergraph H ′ = X/ ≡ where ≡ is
generated by the relation {(vi, v

′
i) | i = 1, . . . , k1} ∪ {(wj , w

′
j) | j = 1, . . . , k2}.

The application of fr(A) to H is denoted by H =⇒
fr(A)

H ′ and called a direct

derivation.



250 H.-J. Kreowski et al.

vk1

. . .
v1 v′

1
. . .

v′
k1

A A

wk2

. . .

w1 w′
1

. . .

w′
k2

k11

k21

k11

k21

Fig. 2. The fusion rule fr(A) with type(A) = (k1, k2)

Example 1. Let F = {t4, ◦} with type(t4) = (2, 1) and type(◦) = (0, 1). Let H
be the hypergraph depicted in Fig. 3a. The rule fr(t4) can be applied to the
hypergraph by fusion of the t4-hyperedge with the upper t4-hyperedge. In this
case, one gets the hypergraph in Fig. 3b. Please note that the enumeration of
the sources and targets is omitted in drawings if it is clear from the context.

t4

◦

◦
◦

t4

t4

◦

◦
◦

(a)

=⇒
fr(t4) t4

◦
◦

◦
◦
◦

◦

(b)

Fig. 3. Application of the fusion rule fr(t4)

Definition 2. 1. A context-dependent fusion rule is a triple cdfr = (fr(A), PC,
NC) for some A ∈ F where PC and NC are two finite sets of hypergraph
morphisms with domain fr(A) defining positive and negative context condi-
tions respectively.

2. The rule cdfr is applicable to some hypergraph H via a matching morphism
g : fr(A) → H if for each (c : fr(A) → C) ∈ PC there exists a hypergraph
morphism h : C → H such that h is injective on the set of hyperedges and
h ◦ c = g, and for no (c : fr(A) → C) ∈ NC there exists a hypergraph
morphism h : C → H such that h ◦ c = g.

3. If cdfr is applicable to H via g, then the direct derivation H =⇒
cdfr

H ′ is the

direct derivation H =⇒
fr(A)

H ′.
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Example 2. Consider the two context-dependent fusion rules fire(t4) = (fr(t4),
{fr(t4) → Mt4 + Lt4

}, {fr(t4) → Nt4,p3 + Lt4
, fr(t4) → Nt4,p4 + Lt4

}) where
Mt4 , Nt4,p3 , Nt4,p4 , and Lt4

are depicted in Fig. 4. The morphisms are uniquely
defined because the matching of the hyperedges is unique. fire(t4) can be applied
to the hypergraph H in Fig. 3a matching the upper t4-hyperedge and the t4-
hyperedge because both sources of the t4-hyperedge are attached to ◦-hyperedges
and neither the first nor the second source of the t4-hyperedge is attached to a
◦-hyperedge. Again H =⇒

fire(t4)
H ′ yields the hypergraph in Fig. 3b.

t4
◦

◦

(a) Mt4

t4

(b) Lt4

t4
◦

(c) Nt4,p3

t4
◦

(d) Nt4,p4

Fig. 4. The hypergraphs of the context-conditions of fire(t4) in Example 2

Definition 3. 1. A context-dependent fusion grammar is a system cdfg =
(Z,F,M, T, P ) where Z ∈ HF∪F∪T∪M is a start hypergraph, F ⊆ Σ is a
fusion alphabet, M ⊆ Σ with M ∩ (F ∪ F ) = ∅ is a set of markers, T ⊆ Σ
with T ∩ (F ∪ F ) = ∅ = T ∩ M is a set of terminal labels, and P is a set of
context-dependent fusion rules.

2. A direct derivation is either a context-dependent fusion rule application
H =⇒

cdfr
H ′ or a multiplication H =⇒

m
m·H for some multiplicity m : C(H) → N.

A derivation H
n=⇒H ′ of length n ≥ 0 is a sequence of direct derivations

H0 =⇒H1 =⇒ . . . =⇒Hn with H = H0 and H ′ = Hn. If the length does not
matter, one may write H

∗=⇒H ′.
3. L(cdfg) = {remM (Y ) | Z

∗=⇒H,Y ∈ C(H) ∩ (HT∪M − HT )} is the generated
language where remM (Y ) is the terminal hypergraph obtained by removing
all hyperedges with labels in M from Y .

Remark 1. Graph grammars with context conditions have been studied before
(cf., e.g., [12–15]). Our definition is an adaption of the definition in [13].

5 Transformation of Petri Nets into Context-Dependent
Fusion Grammars

In this section, Petri nets are transformed into context-dependent fusion gram-
mars in such a way that the set of reachable markings of a Petri net coincides with
the language generated by the corresponding context-dependent fusion grammar
up to representation. The basic ideas of this transformation, formally constructed
in Definition 4, are the following.
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Given a Petri net as input, one must choose suitable alphabets, construct
the connected components of the start hypergraph and equip fusion rules with
appropriate context conditions.

The main connected component, called net component, reflects the Petri net
structure and the initial marking. The static structure of the net is a bipartite
graph that is represented by a hypergraph where the transitions are considered
as hyperedges. Each such transition hyperedge is labeled with the transition
itself so that the label identifies the hyperedge uniquely. The initial marking is
represented by token-labeled flags, where a flag is a hyperedge without sources
and a single target node, attached to places where a place gets as many flags
as the marking requires. For technical reasons, the net component gets an extra
marker hyperedge that is attached to all places serving two purposes. On one
hand, it marks the components that can deliver members of the generated lan-
guage. On the other hand, it guarantees connectedness even if the net is not
connected.

To model the firing of a transition, the transition labels and the token labels
are used as fusion labels, and for each transition a connected component is
constructed as follows. Copy the corresponding transition hyperedge with its
sources, targets and label and accomplish it with a parallel hyperedge that is
labeled with the complementary transition. Moreover, the pre- and post-places
get flags according to the weight function. While the flags at the post-places are
labeled with the token label ◦, the flags at the pre-places are labeled with the
complementary token label ◦. If such a connected component is fused with the
respective transition hyperedge in the net component, then the transition hyper-
edge is reconstructed and the pre- and post-places get the additional flags. A flag
with the complementary token label can be seen as a reminder that the token has
been spent and must be removed from this place. This can be done by a fusion of
flags with token and complementary token labels. The context conditions make
sure that the firing fusion takes only place if the pre-places carry as many token
flags as the enabling requires and that the token fusion happens at a single
place. The construction so far guarantees a close relationship between firing and
fusion. If the net component has no complementary token flags, then the number
of flags at each place defines a marking M. If a transition can be fired yielding
the marking M

′, then the respective firing fusion can be performed. Moreover,
after performing then all possible token fusions the marking represented by the
net component is M

′.
The rest of the construction concerns the termination of a fusion derivation.

All transitions in the net component are removed, all tokens are converted into
terminal tokens and the marker is deleted. Each of these termination steps can
be done by fusion of hyperedges in the net component with complementary
hyperedges in additional components. Finally we get a member of the generated
language that represents a reachable marking. This and the converse is formally
stated in the theorem after the construction.
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Definition 4. Let PN = (P,T,F,W,M0) be a Petri net. Let P = {p1, . . . , p|P|}.
Let order(X) = pi1 . . . pi|X| with ij < ij+1 for j = 1, . . . , |X| − 1 for all X =
{pi1 , . . . , pi|X|} ⊆ P. Then

CDFG(PN ) = (ZPN , {◦} ∪ T, {μ}, {•}, PPN )

is the corresponding context-dependent fusion grammar with type(◦) = (0, 1)
and type(t) = (|•t|, |t•|) for each t ∈ T where ZPN and PPN are defined as
follows.
ZPN = hg(P,T,M0) + C• +

∑

t∈T

Ct +
∑

t∈T

Dt where

– hg(P,T,M0) represents the net component and is defined by the hypergraph
(P, {pn} + T + {(p, i) | p ∈ P, i = 1, . . . ,M0(p)}, shg, thg, labhg) where +
denotes the disjoint union of sets and

• shg(pn) = p1 . . . p|P|, thg(pn) = ε, and labhg(pn) = μ, where ε denotes the
empty sequence,

• shg(t) = order(•t), thg(t) = order(t•) and labhg(t) = t, and
• shg((p, i)) = ε, thg((p, i)) = p and labhg((p, i)) = ◦.

– C• = • ◦ (This component serves for the replacement of ◦-flags
by terminal •-flags.)

– Ct = (•t ∪ t•, {e, e} + {(p, i, pre) | p ∈ •t, i ∈ {1, . . . ,W(p, t)}} ∪ {(p, i, post) |
p ∈ t•, i ∈ {1, . . . ,W(t, p)}}, s, t, lab) with

• s(e) = s(e) = order(•t), t(e) = t(e) = order(t•), lab(e) = t, lab(e) = t,
• s((p, i, pre)) = ε, t((p, i, pre)) = p and lab((p, i, pre)) = ◦, and
• s((p, i, post)) = ε, t((p, i, post)) = p and lab((p, i, post)) = ◦.

A sketch of Ct is depicted in Fig. 5a. (The component Ct is used for modeling
the firing of t by fusing the t-hyperedge in Ct with the t-hyperedge in the net
component.)

– Dt is obtained from Ct by removing e and all flags, i.e., the t-hyperedge and
all hyperedges labeled with ◦ or ◦. A sketch of Dt is depicted in Fig. 5b.

...
...

t

k1

1

k2

1

t
k1

1

k2

1

◦

...

◦

◦

...

◦

◦

...

◦

◦

...

◦

(a) Ct

...
...t

k1

1

k2

1

(b) Dt

...
...

t

k1

1

k2

1

t
k1

1

k2

1

(c) Pt

Fig. 5. A sketch of Ct, Dt and Pt for a transition t
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PPN = {consume, replace} ∪ {delete(t), fire(t) | t ∈ T} where

– consume = (fr(◦), {fr(◦) → ◦ ◦ }, ∅), i.e., the positive context
condition requires that only complementary token flags attached to the same
vertex are fused.

– replace = (fr(◦), {fr(◦) → ◦ + • ◦ }, {fr(◦) →
◦ ◦ + ◦ , fr(◦) → ◦ + ◦ ◦ }), where

the three hypergraph morphisms map the two connected components of
fr(◦) into different connected components of the codomain each, i.e., the
positive context condition requires that the fusion rule can only be applied
if a •-hyperedge is attached to the same vertex to which the ◦-hyperedge
is attached; the negative context conditions forbids the rule application
if consume can be applied and if the matched vertex attached to the ◦-
hyperedge is attached to some ◦-hyperedge. As a result only the ◦-hyperedge
attached to C• is a possible match.

– delete(t) = (fr(t), ∅, {fr(t) → Lt + Pt}), where Lt is the t-hyperedge of fr(t)
with its sources and targets, Pt is obtained from Ct by removing all flags, and
the morphism maps the t-hyperedge into Lt and the t-hyperedge into Pt, i.e.,
the negative context condition makes sure that Ct is not used for deletion of
transitions. A sketch of Pt is depicted in Fig. 5c.

– fire(t) = (fr(t), {fr(t) → Mt + Lt}, {fr(t) → Nt,p + Lt | p ∈ •t}), where
• Lt is the t-hyperedge of fr(t) with its sources and targets.
• Mt = (•t ∪ t•, {e} ∪ {(p, i) | p ∈ •t, i ∈ {1, . . . ,W(p, t)}}, s, t, lab)

∗ s(e) = order(•t), t(e) = order(t•), lab(e) = t
∗ s((p, i)) = ε, t((p, i)) = p and lab((p, i)) = ◦,

• Nt,p = (•t ∪ t•, {e, ep}, s, t, lab)
∗ s(e) = order(•t), t(e) = order(t•), lab(e) = t
∗ s(ep) = ε, t(ep) = p and lab(ep) = ◦,

i.e., the positive context condition makes sure that each pre-place of t carries
at least as many token flags as the weight requires, and the negative context
conditions forbid any ◦-flag on the pre-places.
The mappings are uniquely determined by the labels t and t.

Example 3. The transformation of the sample Petri net in Sect. 3 yields
the context-dependent fusion grammar (Zexample, {◦, t1, t2, t3, t4}, {μ}, {•},
{consume, replace, fire(t1), . . . , fire(t4), delete(t1), . . . , delete(t4)}). Zexample

is depicted in Fig. 6 where flags are not shown, but their labels are depicted
inside their targets. The contexts of fire(t4) are shown in Fig. 4 in Sect. 4. For
the other fire rules the contexts are analogue. A sample derivation looks as
follows: Zexample =⇒

fire(t4)
Z1

2=⇒
consume

Z2
4=⇒

delete
Z3 =⇒

4·C•
Z4

4=⇒
replace

Z5. The first direct

derivation matches the two complementary t4- and t4-hyperedges in the net com-
ponent and Ct4 , respectively. The fusion yields the net component depicted in
Fig. 7a. Afterwards, consume is applied twice consuming the two complementary
flags yielding the net component depicted in Fig. 7b. Because this net component
has no complementary token flags, the numbers of flags at the places define a



Transformation of Petri Nets into Context-Dependent Fusion Grammars 255

marking. One may continue with applying a different fire-rule followed by con-
sume as long as possible. However, our sample derivation continues with applying
delete four times deleting all four transition hyperedges in the net component by
matching in each step one of the transition hyperedge in the net component and
the complementary transition hyperedge in the respective deletion component
(out of the Dt1 , . . . , Dt4). In order to obtain a terminal hypergraph each ◦-flag
is replaced by a •-flag. Because the start hypergraph contains each connected
component only once, C• must be multiplied. Afterwards, replace is applied four
times. The removal of the μ-hyperedge from the resulting net component yields
the terminal hypergraph .

◦ ◦◦

µ

◦ ◦•

1

2 3 4

5

t1 t3

t2 t4

(a)

◦
◦

◦

t1

t1

◦

◦
◦◦

t2

t2

◦
◦

◦

t3

t3

◦

◦
◦

t4

t4

(b)

t1 t2 t3 t4

(c)

Fig. 6. The start hypergraph Zexample where (a) shows the net component and C•;
(b) shows Ct1 , . . . , Ct4 ; and (c) shows Dt1 , . . . , Dt4 .

We can now state the main result of the paper using the following definition
of (hyper)graph representation of markings in which the places are the nodes
and the number of tokens of each place equals the number of terminal token
flags at this place.

Definition 5. Let M : P → N be a marking. Then its (hyper)graph representation
is given by gr(M) = (P, {(p, i) | p ∈ P, i = 1, . . . ,M(p)}, sM, tM, labM) with
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◦ ◦◦ ◦◦

µ

◦◦
◦

t1 t3

t2 t4

(a)

◦ ◦ ◦◦

µ

t1 t3

t2 t4

(b)

Fig. 7. The net components of Z1 and Z2 of the derivation

sM((p, i)) = ε, tM((p, i)) = p and lab((p, i)) = • for all flags. This operator is
extended to a set X of markings by gr(X) = {gr(M) | M ∈ X}.

Theorem 1. Let PN = (P,T,F,W,M0) be a Petri net. Let CDFG(PN ) be the
corresponding context-dependent fusion grammar. Then

L(CDFG(PN )) = gr(Reach(PN )).

Proof (Sketch). A firing M[t〉M′ in PN is reflected by an application of fire(t)
fusing the t-hyperedge in hg(P,T,M) with the t-hyperedge of some Ct followed
by the application of consume as long as possible. This yields hg(P,T,M′). By
induction, one gets that a firing sequence M[∗〉M′ is reflected by a derivation
from the start hypergraph with hg(P,T,M0) to a hypergraph with hg(P,T,M).
The latter can be terminated by applying delete and replace as long as possible.
This yields gr(M) by removing the marker. Altogether, we get L(CDFG(PN )) ⊆
gr(Reach(PN )). The converse follows from the fact that the derivation con-
structed above is a normal form in CDFG(PN ).

The full proof is omitted because of lack of space.

It is well-known that the reachability problem of Petri nets is EXPSPACE-
hard. Due to our construction, reachability is reduced to the membership prob-
lem of context-dependent fusion grammars, which in consequence, is at least as
hard as the reachability problem.

Corollary 1. The membership problem for context-dependent fusion grammars
is EXPSPACE-hard.

In [3], it is claimed that the reachability problem of Petri nets is not elemen-
tary. In this case, the mebership problem of context-dependent fusion grammars
would be non-elementary-hard.
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6 Conclusion

In this paper, we have started the study on context-dependent fusion grammars
by transforming Petri nets into this type of hypergraph grammars. To get a
better insight, further research is needed including the following issues.

1. Is it true (as we believe) that Petri nets cannot be embedded into fusion
grammars without context conditions? Is it even true that only positive or
only negative context conditions are not powerful enough to cover Petri nets?

2. Is the membership problem of context-dependent fusion grammars decidable?
In this context, it should be noted the even the decidability of the membership
problem of fusion grammars is an open problem.

3. In [16], we introduced splicing/fusion grammars enhancing fusion grammars
by the inversion of fusions. How does a natural transformation of context-
dependent fusion grammars into splicing/fusion grammars look like?

4. A promising application area of fusion grammars is the modeling of bio-
chemical reactions. This should be demonstrated by convincing examples.
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Abstract. Register context-free grammars (RCFG) is an extension of
context-free grammars to handle data values in a restricted way. This
paper first introduces register type as a finite representation of the reg-
ister contents and shows some properties of RCFG. Next, generalized
RCFG (GRCFG) is defined by permitting an arbitrary relation on data
values in the guard expression of a production rule. We extend register
type to GRCFG and introduce two properties of GRCFG, the simulation
property and the type oracle. We then show that ε-rule removal is possi-
ble and the emptiness and membership problems are EXPTIME solvable
for GRCFG that satisfy these two properties.

1 Introduction

This paper focuses on register context-free grammars (abbreviated as RCFG),
which were introduced by Cheng and Kaminsky in 1998 [6]. Recently, register
automata (abbreviated as RA) [10] have been paid attention [11–13] as a core
computational model of query languages for structured documents with data
values such as XPath. For example, XPath can specify both a regular pattern of
node labels (e.g., element names) and a constraint on data values (e.g., attribute
values and PCDATA) in a tree representing an XML document. While RA have
a power sufficient for expressing regular patterns on paths of a tree or a graph,
it cannot represent tree patterns (or patterns over branching paths) that can be
represented by some query languages such as XPath. Hence, a computational
model that can represent both local tree patterns and constraints on data values
is expected.

RCFG [6] is defined as an extension of CFG in a similar way to extending
finite automata to RA. In a derivation of a k-RCFG, k data values are associated
with each occurrence of a nonterminal symbol (called a register assignment) and
a production rule can be applied only when the guard condition of the rule,
which is a Boolean combination of the equality check between an input data
value and the data value in a register, is satisfied. In [6], properties of RCFG were
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shown including the decidability of the membership and emptiness problems, and
the closure properties. In our previous study [17], the membership problem for
RCFG, ε-rule free RCFG and growing RCFG are shown EXPTIME-complete,
PSPACE-complete and NP-complete, respectively, and the emptiness problem
for these classes are shown EXPTIME-complete.

In this paper, we first show that ε-rules can be removed from a given RCFG
without changing the generated language. To prove this property, we introduce
a notion called register type, which is the quotient of registers by the equivalence
classes induced by equality relation among the contents of registers. Next, we
move to the main topic of this paper, a generalization of RCFG abbreviated
as GRCFG. As we mentioned, what an RCFG (and also an RA) can do when
applying a rule is the equality check between the content of a register and an
input data value. Then, we come to a natural question that what happens if we
allow the check of an arbitrary relation (such as the total order on numbers).
Generally, basic problems including membership and emptiness become unde-
cidable. Hence, we want to introduce appropriate conditions for such extensions
of RCFG to keep the decidability and complexity of those problems unchanged.
For this aim, we extend the above mentioned register type for an arbitrary rela-
tion and then we introduce two conditions, namely, the simulation and the type
oracle. We show that the emptiness and membership are decidable and ε-removal
is possible for GRCFG that satisfies these two conditions. As a corollary, we also
show that those properties hold for GRCFG with a total order on a dense set.

Related Work. Register automata (RA) was proposed in [10] as finite-memory
automata where they show that the membership and emptiness problems are
decidable, and the class of languages recognized by RA are closed under union,
concatenation and Kleene-star. Later, the computational complexity of the for-
mer two problems are analyzed in [7,16]. In [6], register context-free grammars
(RCFG) as well as pushdown automata over an infinite alphabet were intro-
duced and the equivalence of the two models were shown. Also, the decidability
of membership and emptiness problems and the closure under union, concate-
nation, Kleene-star were shown in [6]. Extension of RA to a totally ordered set
was discussed in [1,9], which is also provided in RCFG in the last section of this
paper.

There have been many studies on other extensions of finite models to deal
with data values in restricted ways. Other automata for data words: As exten-
sions of finite automata other than RA, data automata [5], pebble automata
(PA) [14] and nominal automata (NA) [4] are known. Libkin and Vrgoč [13]
argue that register automata (RA) is the only model that has efficient data
complexity for membership among the above mentioned formalisms. Neven, et
al. consider variations of RA and PA, which are either one way or two ways,
deterministic, nondeterministic or alternating. They show inclusion and separa-
tion relationships among these automata, FO(∼, <) and EMSO(∼, <), and give
the answer to some open problems including the undecidability of the univer-
sality problem for RA [15]. Nominal (G-)automata (NA) is defined by a data
set with symmetry and finite supports, and properties of NA are investigated
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including Myhill-Nerode theorem, closure and determinization in [4]. (Usual) RA
with equality and RA with total order can be regarded as NA where the data
sets have equality symmetry and total order symmetry, respectively. In [4], nom-
inal CFG is also introduced but decidability of related problems is not discussed.
Finiteness of orbits and that of register types in this paper are related, but deeper
observation is left as future study. LTL with freeze quantifier: Linear temporal
logic (LTL) was extended to LTL↓ with freeze quantifier [7,8]. The relationship
among subclasses of LTL↓ and RA as well as the decidability and complexity of
the satisfiability (nonemptiness) problems are investigated [7]. They especially
showed that the emptiness problem for (both nondeterministic and determin-
istic) RA are PSPACE-complete. Two-variable logics with data equality: It is
known that two-variable FO2(<,+1) where < is the ancestor-descendant rela-
tion and +1 is the parent-child relation is decidable and corresponds to Core
XPath. The logic was extended to those with data equality. It was shown in [3]
that FO2(∼, <,+1) with data equality ∼ is decidable on data words. Note that
FO2(∼, <,+1) is incomparable with LTL↓ of [7]. Also it was shown in [2] that
FO2(∼,+1) and existential MSO2(∼,+1) are decidable on unranked data trees.

2 Register Context-Free Grammars

Let N = {1, 2, . . .} and N0 = {0} ∪ N. We assume an infinite set D of data
values as well as a finite alphabet Σ. For a given k ∈ N0 specifying the number
of registers, a mapping θ : [k] → D is called an assignment (of data values
to k registers) where [k] = {1, 2, . . . , k}. We assume that a data value ⊥ ∈ D
is designated as the initial value of a register. Let Θk denote the collection of
assignments to k registers. For θ, θ′ ∈ Θk, we write θ′ = θ[i ← d] if θ′(i) = d and
θ′(j) = θ(j) for j 	= i. Let Fk denote the set of guard expressions over k registers
defined by ψ := tt | x=

i | ¬ψ | ψ ∨ψ where xi ∈ {x1, . . . , xk}. Let ff, x�=
i , ψ1 ∧ψ2

denote ¬tt,¬x=
i ,¬(¬ψ1 ∨ ¬ψ2), respectively. The description length of a guard

expression ψ, denoted as ‖ψ‖, is defined as usual where ‖x=
i ‖ = 1 + log k. For

d ∈ D, θ ∈ Θk and ψ ∈ Fk, the satisfaction relation d, θ |= ψ is defined as
d, θ |= x=

i iff θ(i) = d and is recursively defined for ¬ and ∨ in a usual way.
For a finite alphabet Σ and a set D of data values disjoint from Σ, a data

word over Σ × D is a finite sequence of elements of Σ × D and a data language
over Σ × D is a subset of (Σ × D)∗. |β| denotes the cardinality of β if β is a set
and the length of β if β is a finite sequence.

For k ∈ N0, a k-register context-free grammar (k-RCFG) over Σ and D is a
triple G = (V,R, S) where

– V is a finite set of nonterminal symbols (abbreviated as nonterminals) where
V ∩ (Σ ∪ D) = ∅,

– R is a finite set of production rules (abbreviated as rules) having either of the
following forms: (A,ψ, i) → α or (A,ψ) → α where A ∈ V , ψ ∈ Fk, i ∈ [k]
and α ∈ (V ∪ (Σ × [k]))∗; we call (A,ψ, i) (or (A,ψ)) the left-hand side and
α the right-hand side of the rule, and,
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– S ∈ V is the start symbol.

A rule whose right-hand side is ε is an ε-rule. If R contains no ε-rule, G is called
ε-rule free. A k-RCFG G for some k ∈ N0 is just called an RCFG.

In the following, we write (A,ψ, i)/(A,ψ) → α ∈ R to represent (A,ψ, i) →
α ∈ R or (A,ψ) → α ∈ R. The description length of a k-RCFG G = (V,R, S) is
defined as ‖G‖ = |V |+|R|max{(|α|+1)(log |V |+log k)+‖ψ‖ | (A,ψ, i)/(A,ψ) →
α ∈ R}, where ‖ψ‖ is the description length of ψ.

We define ⇒G as the smallest relation containing the instantiations of rules
in R and closed under the context as follows. For A ∈ V , θ ∈ Θk and X ∈ ((V ×
Θk)∪(Σ×D))∗, we say (A, θ) directly derives X, written as (A, θ) ⇒G X if there
exist d ∈ D (regarded as an input data value) and r = (A,ψ, i) → c1 . . . cn ∈ R
(resp. r = (A,ψ) → c1 . . . cn ∈ R) such that

d, θ |= ψ,X = c′
1 . . . c′

n, θ′ = θ[i ← d] (resp. θ′ = θ) where

c′
j =

{
(B, θ′) if cj = B ∈ V,
(b, θ′(l)) if cj = (b, l) ∈ Σ × [k].

For X,Y ∈ ((V ×Θk)∪(Σ×D))∗, we also write X ⇒G Y if there are X1,X2,X3 ∈
((V ×Θk)∪ (Σ ×D))∗ such that X = X1(A, θ)X2, Y = X1X3X2 and (A, θ) ⇒G

X3. If we want to emphasize the applied rule r and the input data value d, we
write X ⇒d

G,r Y .

Let ∗⇒G and +⇒G be the reflexive transitive closure and the transitive closure
of ⇒G, respectively, called the derivation relation of zero or more steps (resp.
the derivation relation of one or more steps). We abbreviate ⇒G, ∗⇒G and +⇒G

as ⇒, ∗⇒ and +⇒ if G is clear from the context.
We denote by ⊥ the register assignment that assigns the initial value ⊥ to

every register. We let L(G) = {w | (S,⊥) +⇒ w ∈ (Σ × D)∗}. L(G) is called
the data language generated by G. (S,⊥) +⇒ w is called a derivation of w in G.
RCFGs G1 and G2 are equivalent if L(G1) = L(G2).

Example 1. For Σ = {a, b}, let G = ({S,A}, R, S) be a 2-RCFG where R =
{(S, tt, 1) → (a, 1)A(a, 1), (A, x�=

1 , 2) → (b, 2)A(b, 2), (A, x=
1 ) → (a, 1)}. Then,

L(G) = {(a, d0)(b, d1) . . . (b, dn)(a, d0)(b, dn) . . . (b, d1)(a, d0) | n ≥ 0, di 	= d0 for
i ∈ [n]}.

3 Register Type, Normal Forms and ε-rule Removal

3.1 Register Type

In this subsection, we will define register type, which is useful in expressing
equalities among the contents of registers, transforming a given RCFG into a
certain normal form and proving some important properties of RCFG. The idea
is simple; instead of remembering concrete data values in registers, it suffices to
remember the induced equivalence classes of the indices of registers as long as
the equalities among data values in the registers are concerned.
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Definition 2. A decomposition of [k] into disjoint non-empty subsets is called a
register type of k-RCFG. Let Γk denote the collection of all register types of k-
RCFG. For a register type γ ∈ Γk, let γ[i] (i ∈ [k]) denote the subset containing
i. ��
For example, γ1 = {{1, 2}, {3, 5}, {4}} is a register type of 5-RCFG and γ1[1] =
{1, 2}, γ1[5] = {3, 5}. For a register assignment θ ∈ Θk and a register type
γ ∈ Γk, we define the typing relation as:

θ |= γ :⇐⇒ ∀i, j.(θ[i] = θ[j] ⇐⇒ γ[i] = γ[j]).

For example, θ1 ∈ Θ5 such that θ1(1) = θ1(2) = 8, θ1(3) = θ1(5) = 10, θ1(4) = 5
satisfies θ1 |= γ1. By definition, for each θ ∈ Θk, there is exactly one γ ∈ Γk such
that θ |= γ. In this case, we say that the type of θ is γ.

3.2 Normal Forms for Guard Expressions

By using register types, we show that a given RCFG can be transformed into
an equivalent RCFG G′ such that for any rule r = (A,ψ, i)/(A,ψ) → α, r can
be applied for any (A, θ), that is, the guard ψ never blocks any (A, θ) and only
specifies the equality or inequality among an input data value d and the current
contents of the registers. This transformation is the key of the ε-rule removal
shown in the next subsection.

First, it is easy to transform a given k-RCFG into an equivalent k-RCFG
where the guard expression ψ of every rule has the following form:

ψ = (x=
i1 ∧ . . . ∧ x=

im) ∧ (x�=
j1

∧ . . . ∧ x�=
jn

) (1)

The above guard can be obtained by the following equivalence transformations:

1. Transform the guard expression of every rule to an equivalent disjunctive
normal form.

2. Replace a rule (A,ψ1 ∨ ψ2, i) → α into (A,ψ1, i) → α and (A,ψ2, i) → α.

For a guard expression ψ in (1), we let ψ= = {i1, . . . , im} and ψ �= = {j1, . . . , jn}.
We assume ψ=∩ψ �= = ∅ (the rule with ψ=∩ψ �= 	= ∅ can be removed). For γ ∈ Γk

and ψ ∈ Fk in the form of (1), we define

γ |= ψ :⇐⇒
∧

i∈ψ=

(
∧

j∈ψ=

γ[i] = γ[j] ∧
∧

j∈ψ �=
γ[i] 	= γ[j]).

Note that ψ= = ∅ implies γ |= ψ for any γ. It is easy to see that the following
property holds, which means that for an assignment θ that conforms to γ, there
is a data value d that satisfies ψ if and only if γ |= ψ.

θ |= γ ⇒ (γ |= ψ ⇐⇒ ∃d. d, θ |= ψ).

Lemma 3. For an arbitrary k-RCFG G, we can construct a k-RCFG G′ such
that L(G′) = L(G) and the guard expression of every rule in G′ is one of the
following k + 1 expressions: x=

1 , x=
2 , . . . , x=

k , x�=
1 ∧ · · · ∧ x�=

k .
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Proof. We assume that the guard expression of every rule of G has the form of
(1). For such a guard expression ψ and a register type γ ∈ Γk, let [ψ, γ] be the
set of guard expressions defined as follows.

[ψ, γ] =

{
{x=

i | i = min ψ=} if ψ= 	= ∅,

{x=
i | i ∈ [k] \ ⋃

j∈ψ �= γ[j]} ∪ {x�=
1 ∧ . . . ∧ x�=

k } if ψ= = ∅.

Then the following properties hold.

(i) ψ′ ∈ [ψ, γ] ⇒ ∀θ ∃d. d, θ |= ψ′ (The guard in [ψ, γ] is always satisfiable.)

(ii) θ |= γ ⇒ ∀d. (d, θ |= ψ ⇐⇒ ∃ψ′ ∈ [ψ, γ]. d, θ |= ψ′)
(The same input value can be used for ψ and [ψ, γ].)

(iii) ψ′ ∈ [ψ, γ] ⇒ ∀i∃γ′ ∀θ, d. ((θ |= γ ∧ d, θ |= ψ′) ⇒ θ[i ← d] |= γ′).
(The register type after the rule application is unique.)

The register type γ′ in the above third property is uniquely determined by γ,
ψ′, and i, and we write the register type as after(γ, ψ′, i).

We construct k-RCFG G′ = (V ′, S′, R′) from G = (V, S,R) where V ′ =
V × Γk, S′ = (S, {[k]}), and R′ is the smallest set that satisfies the following
inference rule, where αaug(γ′) is the sequence obtained from α by replacing every
occurrence of every nonterminal A in V with (A, γ′); that is, (X1 . . . Xn)aug(γ

′) =
X ′

1 . . . X ′
n where X ′

� = (X�, γ
′) if X� ∈ V and X ′

� = X� otherwise for every
� ∈ [n].

(A,ψ, i) → α ∈ R (resp. (A,ψ) → α ∈ R)
γ |= ψ, ψ′ ∈ [ψ, γ], γ′ = after(γ, ψ′, i) (resp. γ′ = γ)
((A, γ), ψ′, i) → αaug(γ′) ∈ R′ (resp. ((A, γ), ψ′) → αaug(γ′) ∈ R′)

We can show the following properties, which establish the lemma.

– For a derivation of a data word w in G, if we replace each (A, θ) with ((A, γ), θ)
where γ is the register type that satisfies θ |= γ, then we obtain a derivation
of w in G′. Note that by the above property (ii), there must exist ψ′ ∈ [ψ, γ]
that allows this derivation in G′ where ψ is the guard expression of the rule
used for the derivation in G.

– For every ((A, γ), θ) appearing in a derivation in G′, it holds that θ |= γ.
– For a derivation of a data word w in G′, if we replace each ((A, γ), θ) with

(A, θ), then we obtain a derivation of w in G.

3.3 ε-rule Removal

Theorem 4. For an arbitrary k-RCFG, we can construct an equivalent k-RCFG
having no ε-rule.

Proof. By Lemma 3, we can transform any k-RCFG G = (V,R, S) into another
k-RCFG G′ = (V ′, R′, S′) such that L(G′) = L(G) and the guard expression
of every rule in G′ is either x=

1 , . . . , x=
k , or x�=

1 ∧ . . . ∧ x�=
k . Because the guard
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expressions of G′ never block the application of each rule, we can compute the
set Nu of nullable nonterminals (i.e. the set that consists of every nonterminal
A such that A ⇒∗

G′ ε) in the same way as CFG; that is, we can compute Nu as
the smallest set that satisfies the following conditions:

– If (A,ψ, i)/(A,ψ) → ε ∈ R′, then A ∈ Nu.
– If (A,ψ, i)/(A,ψ) → α ∈ R′ and α consists of nonterminals in Nu, then

A ∈ Nu.

And thus we can remove the ε-rules of G′ also in the same way as CFG.

4 Generalized RCFG

4.1 Definitions

We define generalized register context-free grammar by allowing an arbitrary
binary relation on the set of data values. Let Σ be a finite alphabet, D be a set
of data values such that Σ ∩D = ∅ equipped with a finite set of binary relations
R. We call D = (D,R) a data structure. For k ∈ N0, a generalized k-register
context-free grammar (k-GRCFG) is a triple G = (V,R, S) where V , R and S
are the same as in k-RCFG except that an atomic formula in a guard expression
is x��

i and x��−1

i (i ∈ [k], � ∈ R) and its semantics is defined by

d, θ |= x��
i iff θ(i) � d and d, θ |= x��−1

i iff d � θ(i)

for any d ∈ D and θ ∈ Θk. We sometimes write k-GRCFG(R) to emphasize R
and abbreviate it as k-GRCFG(�) when R = {�}. Notions and notations for
RCFG such as ε-rule, derivation relation ⇒, the data language L(G) generated
by G are defined in the same way. We also write k-GRCFG(=) to denote a
(usual) k-RCFG.

The following properties can be proved in a similar way to the case of k-
GRCFG(=) [6].

Theorem 5. The class of data languages generated by k-GRCFG(R) is closed
under union, concatenation and Kleene-closure. It is not closed under intersec-
tion, complement, homomorphisms or inverse homomorphisms.

4.2 Simulation Property and Type Oracle

In Sect. 3, we showed that a given RCFG can be transformed to an equivalent
RCFG where the guard expression of a production rule never blocks its applica-
tion by associating a register type with each nonterminal symbol. We can extend
register type to GRCFG in a natural way, but the above transformation cannot
guarantee the equivalence because the register type no longer has information
enough to represent the applicability of a rule in GRCFG.
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Example 6. Consider the set of integers with the usual strict total order Z =
(Z, {<Z , >Z}) as a data structure. We might extend register type of GRCFG(=)
by introducing <Z among the equivalence classes of [k]. For example, let ϕ =
x<
1 ∧x>

2 be a guard expression of 3-GRCFG(Z) and consider register assignments
θ1, θ2 ∈ Θ3 such that θ1(1) = θ1(3) = 4, θ1(2) = 7 and θ2(1) = θ2(3) = 5, θ2(2) =
6. Also let γ be the register type (informally) defined as γ = {{1, 3} <Z {2}}.
Both θ1 |= γ and θ2 |= γ hold. However, there is no d ∈ Z such that d, θ2 |= ϕ
while 5, θ1 |= ϕ. ��
Similarly, the membership and emptiness lose decidability for GRCFG because a
binary relation appearing in a guard expression may be an undecidable relation.
To limit the influence of binary relations in a data structure so that GRCFG
have mild expressive power, we introduce two properties of a GRCFG, namely,
the simulation property and (the existence) of type oracle.

In the rest of this paper, we assume R is a singleton R = {�} for simplicity.
The properties we show below can be extended in a general case that R has more
than one binary relation. We first extend a register type as a binary relation
γ : ([k] × [k])\{(i, i) | i ∈ [k]} → {tt, ff}1. We say that the type of a register
assignment θ is γ (and write θ |= γ) iff for all i, j ∈ [k] (i 	= j),

γ(i, j) = tt iff θ(i) � θ(j).

We write θ ∼�� θ′ if the types of register assignments θ and θ′ are the same. The
collection of all register types of k-GRCFG is denoted by Γk as before.

Definition 7 (Simulation). Let G be a k-GRCFG(�) G = (V,R, S). G has
the simulation property (with respect to �) if the following condition is met.

For all θ, θ′ ∈ Θk, d ∈ D, r = (A,ϕ, i)/(A,ϕ) → α ∈ R such that θ ∼�� θ′

and d, θ |= ϕ, there exists d′ ∈ D such that d′, θ′ |= ϕ, and if the left-hand
side of r is (A,ϕ, i), then θ[i ← d] ∼�� θ′[i ← d′].

The following diagram illustrates the condition of the simulation property.

(A, θ) =⇒d
r . . . (B, θ[i ← d]) . . .

� �
(A, θ′) =⇒d′

r . . . (B, θ′[i ← d′]) . . .

Definition 8 (Type Oracle). Let O : Γk × Fk → {tt, ff} be the predicate
defined by: for γ ∈ Γk and ψ ∈ Fk, O(γ, ψ) = tt iff

there are θ ∈ Θk and d ∈ D such that θ |= γ and d, θ |= ψ.

We say that D has the type oracle if there is a polynomial time algorithm that
answers whether O(γ, ψ) = tt or ff for given γ ∈ Γk and ψ ∈ Fk. ��

1 We exclude the diagonal elements {(i, i) | i ∈ [k]} from the domain of a register type
because the applicability of a rule does not depend on whether θ(i) �� θ(i).
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Finally, we define data type as an extension of register type by adding the infor-
mation on equality between data values in the registers and data values appear-
ing in a given data word w.

Definition 9 (Data Type). Let w be a data word and Dw be the set of data
values appearing in w; i.e. Dw = {di | i ∈ [n], w = (a1, d1) . . . (an, dn)}. Also let
d �= 	∈ Dw be a newly introduced symbol. We use a function e : [k] → Dw ∪ {d �=},
whose codomain is finite, to represent the register assignment by replacing every
data value that does not appear in w with d �=. We write θ |= e iff for all i ∈ [k],

e(i) = θ(i) if θ(i) ∈ Dw and e(i) = d �= otherwise.

The collection of all such functions e : [k] → Dw ∪ {d �=} is denoted by Ew,k.
The data type of a register assignment θ ∈ Θk for a data word w is a pair

(γ, e) ∈ Γk × Ew,k. We write θ |= (γ, e) iff θ |= γ and θ |= e. We define
the simulation property with data type and the data type oracle Ow(γ, e, ϕ) of
w ∈ (Σ ×D)∗ defined for γ ∈ Γ, e ∈ Ew,k, ϕ ∈ Fk in the same way as in the case
of register types.

5 Properties of GRCFG

5.1 ε-rule Removal

Theorem 10. For an arbitrary GRCFG(�) G such that G has the simulation
property and D has the type oracle, we can construct an equivalent GRCFG(�)
G′ having no ε-rule.

Proof. The theorem can be proved in a similar way to Theorem 4 by using the
simulation property and the type oracle. Let G = (V,R, S) be a k-GRCFG(�).
We assume that the guard expression of every rule in R is the conjunction of
literals (atomic formulas or their negations). We first construct k-GRCFG(�)
G′ = (V ′, R′, S′) from G where

– V ′ = V × Γk,
– R′ is the smallest set of rules defined as follows. Define the subset of guard

expressions Ψ as

Ψ = {
∧

i∈[k]

ζi ∧
∧

i∈[k]

ηi | ζi ∈ {x��
i ,¬x��

i }, ηi ∈ {x��−1

i ,¬x��−1

i }}.

Let r = (A,ϕ, i) → α ∈ R. (A rule (A,ϕ) → α can be processed in a similar
way.) Also let γ ∈ Γk and ψ ∈ Ψ . If O(γ, ϕ ∧ ψ) = tt,

((A, γ), ϕ ∧ ψ, i) → αaug(γ′) ∈ R′

where γ′ ∈ Γk is a register type that satisfies θ[i ← d] |= γ′ for any θ and d
such that θ |= γ and d, θ |= ϕ∧ψ (see the proof of Lemma 3 for the definition
of αaug(γ′)). Note that γ′ must exist and γ′ is uniquely determined by γ,
ϕ∧ψ and i because γ specifies whether θ(i) � θ(j) holds or not for each pair
i, j ∈ [k] (i 	= j) and also ψ specifies whether θ(i) � d and d � θ(i) hold or
not for each i ∈ [k] and an input data value d.
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– S′ = (S, γ0) where ⊥k |= γ0.

See an example of the construction in Example 11. We can show L(G) = L(G′)
by induction on the length of derivations in G and G′, using the simulation
property (to show L(G′) ⊆ L(G)) and the type oracle (to show both inclusions).

The rest of the proof is similar to the one in Theorem 4.

Example 11. Let k = 2 and consider a rule r = (A,ϕ, 1) → α where ϕ =
x��
1 ∧ x��−1

2 . The possible register types are γ1 = (δ12 ∧ δ21), γ2 = (δ12 ∧ ¬δ21),
γ3 = (¬δ12 ∧ δ21) and γ4 = (¬δ12 ∧ ¬δ21) where δ12 = (θ(1) � θ(2)) and
δ21 = (θ(2) � θ(1))2. After the elimination of the unsatisfiable ones and Boolean
simplification, we can assume that Ψ = {ψ1, ψ2, ψ3, ψ4} where ψ1 = x��−1

1 ∧ x��
2 ,

ψ2 = x��−1

1 ∧¬x��
2 , ψ3 = ¬x��−1

1 ∧x��
2 and ψ4 = ¬x��−1

1 ∧¬x��
2 . If O(γi, ϕ∧ψj) = tt,

the register type γ′ after the rule application is γ1, γ2, γ1, γ2 for ψ1, ψ2, ψ3, ψ4,
respectively. In this example, the type γ′ is determined depending only on ψj

and independent of γi because k = 2 and an input data value is loaded to the
first register when r is applied.

5.2 Emptiness and Membership

Theorem 12. The emptiness problem for GRCFG(�) such that G has the sim-
ulation property and D has the type oracle, is EXPTIME-complete.

Proof. Let G = (V,R, S) be such a k-GRCFG(�) and G′ = (V ′, R′, S′) be the
k-GRCFG(�) constructed from G in the proof of Theorem 10. As shown in that
proof, L(G′) = L(G). We construct CFG G′′ = (V ′, R′′, S′) from G′ where

R′′ = {(A, γ) → X1 . . . Xn | ((A, γ), ϕ, i)/((A, γ), ϕ) → X ′
1 . . . X ′

n ∈ R′ for
some ϕ and i, and Xj = X ′

j if X ′
j ∈ V ′ and Xj = a if Xj /∈ V ′ for each

j ∈ [n]}.

We can easily show L(G′) = ∅ ⇔ L(G′′) = ∅ because a rule application is never
blocked in G′.

Because the size of the CFG constructed in this way is exponential to k
and the emptiness problem for CFG is decidable in linear time, the emptiness
problem for GRCFG is decidable in deterministic time exponential to k.

The lower bound can be obtained from EXPTIME-completeness of the empti-
ness problem for k-GRCFG(=) [17].

Theorem 13. The membership problem for GRCFG(�) such that G has the
simulation property with data type and D has the data type oracle, is EXPTIME-
complete.

(This theorem can be proved in a similar way to Theorem 12.)

2 For readability, we denote a register type as a Boolean formula on a register assign-
ment θ. For example, γ2(1, 2) = tt and γ2(2, 1) = ff if we follow the notation defined
in Sect. 4.2.
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5.3 GRCFG with a Total Order on a Dense Set

Lemma 14. Every GRCFG(<Q) has the simulation property and Q has the type
oracle where <Q is the strict total order on the set Q of all rational numbers.
Similarly, it has the simulation property with data type and Q has the data type
oracle.

Proof. We abbreviate <Q as <. Let G = (V,R, S) be a k-GRCFG(<), θ ∈ Θk,
γ ∈ Γk and r = (A,ϕ, i) → α ∈ R where ϕ is the conjunction of literals (of the
form x<

i or ¬x<
j ). (The case r = (A,ϕ) → α ∈ R can be treated in a similar

way.) Assume that θ |= γ. The rule r can be applied to (A, θ) iff there is d ∈ Q
such that d, θ |= ϕ. The condition d, θ |= ϕ as well as the assumption θ |= γ
can be represented as a set of inequations on d, θ(1), . . . , θ(k). Whether this
set of inequations has a contradiction does not depend on the concrete values
θ(1), . . . , θ(k), and if it does not have a contradiction, then there must exist d ∈ Q
that satisfies it because Q is dense. Moreover, whether θ[i ← d] |= γ′ holds for a
given γ′, which can also be represented as the consistency of a set of inequations
on d, θ(1), . . . , θ(k), does not depend on θ. Hence, if θ |= γ, θ′ |= γ, d, θ |= ϕ and
θ[i ← d] |= γ′, there is d′ ∈ Q satisfying d′, θ |= ϕ and θ′[i ← d′] |= γ′ and the
simulation property holds.

Similarly, for deciding O(γ, ϕ) = tt, it suffices to represent the condition

d, θ |= ϕ ∧ θ |= γ

as a set of inequations on d, θ(1), . . . , θ(k) as above and solve it.
We can show the simulation property with data type and the existence of

the data type oracle in a similar way.

Example 15. Consider a 2-GRCFG(<)= (V,R, S) and a rule (A,ϕ, 1) → B ∈ R
where ϕ = x<

1 ∧¬x<
2 . We see that d, θ |= ϕ ⇔ θ(1) < d ≤ θ(2). Because k = 2 and

< is a total order on Q, there are three possible register types γ1 = (θ(1) < θ(2)),
γ2 = (θ(2) < θ(1)) and γ3 = (θ(1) = θ(2)). As easily known, (i) there is d ∈ Q
such that d, θ |= ϕ and θ |= γ if and only if γ = γ1, and (ii) if γ = γ1 then
such d ∈ Q satisfies either (ii-a) d < θ(2), θ[1 ← d] |= γ1 or (ii-b) d = θ(2),
θ[1 ← d] |= γ3.

Corollary 16. For a given GRCFG(<Q), we can construct an equivalent
GRCFG(<Q) having no ε-rule. The emptiness and membership problems are
both EXPTIME-complete for GRCFG(<Q).

Proof. By Lemma 14 and Theorems 10, 12 and 13.

6 Conclusion

We have introduced register type to RCFG and shown an equivalence transfor-
mation to RCFG that never blocks a rule application by associating a register
type with each nonterminal symbol. Then we have defined generalized RCFG
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(GRCFG) that can use an arbitrary relation in the guard expression. Using the
technique of register type and making two reasonable assumptions, the simula-
tion property and the existence of type oracle, the decidability of emptiness and
membership for GRCFG and a transformation to an ε-free GRCFG have been
provided.

Nominal CFG [4] with equality symmetry, total order symmetry and integer
symmetry correspond to GRCFG(=), GRCFG(<Q) (Sect. 5.3) and GRCFG(<Z)
(Example 6), respectively. Investigating the relation between nominal CFG and
GRCFG in depth is future work.
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7. Demri, S., Lazić, R.: LTL with the freeze quantifier and register automata. ACM
Trans. Comput. Log. 10(3), 16:1–16:30 (2009). https://doi.org/10.1145/1507244.
1507246
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Abstract. We show that an extension of MSO with Presburger arith-
metic, named P-MSO, is as expressive as branching automata over scat-
tered and countable N-free posets. As a consequence of the effectiveness
of the constructions from one formalism to the other, the P-MSO theory
of the scattered and countable N-free posets is decidable.

Keywords: Automata and logic · Transfinite N-free posets ·
Series-parallel posets · Series-parallel rational languages ·
Branching automata · Monadic second-order logic ·
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1 Introduction

Since their introduction in computer science by Kleene [12], finite automata on
words have been extended in many directions, because of the variety of their
uses. One of the early extensions of automata are from Büchi [6]. First, Büchi,
and independently Elgot [10] and Trakhtenbrot [21], showed that finite automata
and monadic second-order logic (MSO) are expressively equivalent for languages
of finite words, with effective constructions from one formalism to the other.
A decision procedure for the MSO theory of finite words immediately follows.
This early connection between automata on words and logic has been quickly
developed in many ways. Büchi extended automata over finite words to infinite
words and continued to study their connections with MSO. With automata over
ω-words [7] he gave in particular a decision procedure for the first-order logic
theory of (N,+), retrieving a result of Presburger. With automata over ordinals,
he proved that the MSO theory of all countable ordinals is decidable [8]. All
those decision procedures are relative to the theory of one successor, and Büchi
asked if automata over words could be extended to obtain decision procedures
for logics of many successors. This question has been answered positively by
Rabin [18] with automata on infinite trees. Encoding linear orderings into trees,
Rabin deduced the decidability of MSO over countable linearly ordered sets.
Automata over linear orderings were introduced more recently [5] and used to
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give another proof of the decidability of MSO over countable and scattered linear
orderings [3].

Finite automata on words are natural models for finite sequential processes.
Many extensions have been proposed in order to model concurrency. Rabin
automata on trees are one of them. We focus in this work on branching automata
introduced by Lodaya and Weil [14–17]. They recognize languages of finite
series-parallel partially ordered sets (posets), or equivalently [19,22] finite N-free
posets. Lodaya and Weil developed rational expressions equivalent to branching
automata, and their algebraic approach. Branching automata have been shown
effectively equivalent [1] to an extension of MSO with Presburger arithmetic
named P-MSO, providing a decision procedure for the P-MSO theory of finite
N-free posets. Branching automata have been extended to ω-N-free posets by
Kuske [13], with a connection with MSO in the particular case of languages of
N-free posets with bounded-size antichains.

In this paper we focus on the class SP �(A) of N-free labeled posets with
finite antichains and countable and scattered chains. By extension of branching
automata of Lodaya and Weil, a model of branching automata for languages
of posets of SP �(A) have been introduced in [4] as well as equivalent rational
expressions. The main result presented in this paper is that L ⊆ SP �(A) is
rational if and only if L is definable in P-MSO, with effective constructions from
one formalism to the other. As a consequence, the P-MSO theory of SP �(A)
is decidable. Well-known techniques can be easily adapted for the construction
of a rational expression from a P-MSO formula. Since this is not true for the
converse, we particularly focus on this part.

2 Notation and Basic Definitions

We let |E| denote the cardinality of a set E, 2E its powerset, [n] the set {1, . . . , n}
(for any non-negative integer n ∈ N), and πi(c) the ith component of a tuple c.

We start by some basic definitions on linear orderings (see [20] for a detailed
presentation). Let J be a set equipped with an order <. The ordering J is
linear if either j < k or k < j for any distinct j, k ∈ J . We denote by −J
the backward linear ordering obtained from the set J with the reverse ordering.
A linear ordering J is dense if for any j, k ∈ J such that j < k, there exists
an element i of J such that j < i < k. It is scattered if it contains no dense
sub-ordering. The ordering ω of natural integers is scattered. Ordinals are also
scattered orderings. We let O and S denote respectively the class of countable
ordinals and the class of countable scattered linear orderings. We also let 0 denote
the empty linear ordering. Let J ∈ S. An interval K of J is a subset K ⊆ J such
that for all k1, k2 ∈ K and j ∈ J , if k1 < j < k2 then j ∈ K. A cut (K,L) of J
consists of a pair of two disjoint intervals K and L of J such that K ∪L = J and
k < l for all (k, l) ∈ K × L. The set Ĵ of all cuts of J is naturally equipped with
the ordering (K1, L1) < (K2, L2) if and only if K1 � K2. This linear ordering
can be extended to J ∪ Ĵ by keeping the orderings on the elements of J and of Ĵ ,
and, for any j ∈ J and c = (K,L) ∈ Ĵ , by setting j < c (resp. c < j) whenever
j ∈ K (resp. j ∈ L). We let Ĵ∗ denote Ĵ \ {(∅, J), (J, ∅)}.
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A poset (P,<) is a set P partially ordered by <. For short we often denote the
poset (P,<) by P . The width of P is wd(P ) = sup{|E| : E is an antichain ofP}
where sup denotes the least upper bound of the set. In this paper, we restrict
to posets with finite antichains and countable and scattered chains. We let ε
denote the empty poset. Let (P,<P ) and (Q,<Q) be two disjoint posets. The
union (or parallel composition) P ∪ Q of (P,<P ) and (Q,<Q) is the poset
(P ∪ Q,<P ∪ <Q). The sum (or sequential composition) P + Q of P and Q
is the poset (P ∪ Q,<P ∪ <Q ∪P × Q). The sum of two posets can be gener-
alized to any linearly ordered sequence ((Pj , <j))j∈J of pairwise disjoint posets
by

∑
j∈J Pj = (

⋃
j∈J Pj , (

⋃
j∈J <j) ∪ (

⋃
j,j′∈J, j<j′ Pj × Pj′)). The sequence

((Pj , <j))j∈J is called a J-factorization, or (sequential) factorization for short,
of the poset

∑
j∈J Pj . A poset P is sequential if it admits a J-factorization where

J contains at least two elements j �= j′ with Pj , Pj′ �= ε, or P is a singleton. It
is parallel when P = P1 ‖ P2 for some P1, P2 �= ε. A sequential factorization is
irreducible when all the Pj are either singletons or parallel posets. The notion
of irreducible parallel factorization is defined similarly. The class SP � of series-
parallel scattered and countable posets is the smallest class of posets containing ε,
the singleton and being closed under finite parallel composition and sum indexed
by countable scattered linear orderings. It has a nice characterization in terms of
graph properties: SP � coincides with the class of scattered and countable N-free
posets without infinite antichains [4]. Recall that (P,<) is N-free if there is no
X = {x1, x2, x3, x4} ⊆ P such that < ∩X2 = {(x1, x2), (x3, x2), (x3, x4)}. We
let SP �+ denote SP � \ {ε}. When P ∈ SP � and P = R + P ′ + S or P = P ′ ∪ R
for some R,S, P ′ ∈ SP � then P ′ is a factor of P ; the factors of P ′, R and S are
also factors of P .

An alphabet A is a non-empty finite set whose elements are called letters. A
poset P is labeled by A when it is equipped with a labeling total map l : P → A.
The notion of a labeled poset corresponds to pomset in the literature. Also, the
finite labeled posets of width at most 1 correspond to the usual notion of words.
For short, the singleton poset labeled by {a} is denoted by a, and we often
make no distinction between a poset and a labeled poset, except for operations.
The sequential product (or concatenation, denoted by P · P ′ or PP ′ for short)
and the parallel product P ‖ P ′ of labeled posets are respectively obtained by
the sequential and parallel compositions of the corresponding (unlabeled) posets.
The sequential product of a linearly ordered sequence of labeled posets is denoted
by

∏
. The class of posets of SP � labeled by A (or over A) is denoted by SP �(A),

and SP �(A)\{ε} by SP �+(A). Observe that the elements of A� = {P ∈ SP �(A) :
wd(P ) ≤ 1} are the words on scattered and countable linear orderings, as defined
in [5]. A language of a set S is a subset of S. The sequential product is extended
from posets to languages of posets by L · L′ = {P · P ′ : P ∈ L,P ′ ∈ L′}. A
similar extension holds for the parallel product. Let A and B be two alphabets
and P ∈ SP �(A), L ⊆ SP �(B) and ξ ∈ A. The language consisting of the
labeled poset P in which each element labeled by the letter ξ is non-uniformly
replaced by a labeled poset of L is denoted by L◦ξ P . By non-uniformly we mean
that the elements labeled by ξ may be replaced by different elements of L. This
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substitution L◦ξ is the homomorphism from (SP �(A), ‖,
∏

) into the powerset
algebra (2SP �(A∪B), ‖,

∏
) with a �→ a and ξ �→ L.

3 Rational Languages

Let A be an alphabet, ξ ∈ A, L and L′ be languages of SP �(A). Set

L ◦ξ L′ =
⋃

P∈L′
L ◦ξ P L∗ = {

∏

j∈[n]

Pj : n ∈ N, Pj ∈ L}

L∗ξ =
⋃

i∈N

Liξ with L0ξ = {ξ} and L(i+1)ξ = (
⋃

j≤i

Ljξ) ◦ξ L

Lω = {
∏

j∈ω

Pj : Pj ∈ L} L−ω = {
∏

j∈−ω

Pj : Pj ∈ L}

L� = {
∏

j∈α

Pj : α ∈ O, Pj ∈ L} L−� = {
∏

j∈−α

Pj : α ∈ O, Pj ∈ L}

L  L′ = {
∏

j∈J∪Ĵ∗

Pj : J ∈ S \ {0} and Pj ∈ L if j ∈ J and Pj ∈ L′ if j ∈ Ĵ∗}

Set op = {‖, ◦ξ,
∗ξ ,∪, ·, ∗, , ω,−ω, �,−�}. The class of rational languages [4]

of SP �(A) is the smallest class containing ∅, {ε}, {a} for all a ∈ A, and being
closed under the operations of op, provided ε /∈ L in L◦ξ L′, and with conditions
on ∗ξ: L∗ξ is rational if L is rational, ε �∈ L and for every P ∈ L, if ξ is the label
of some element x of P , there exists y ∈ P such that x and y are distinct and
incomparable. This latter condition excludes from the rational languages those
of the form (aξb)∗ξ = {anξbn : n ∈ N}, for example, which are known to be not
Kleene rational. Observe that the usual Kleene rational languages [12] of A∗ are
a particular case of the rational languages defined above, in which the operators
‖, ◦ξ, ∗ξ, ω, −ω, �, −� and  are not allowed. Note also that the rational languages
of SP �(A) are precisely those of Bruyère and Carton [5] of A� when ‖, ◦ξ and ∗ξ

are not allowed, and are also precisely those of Lodaya and Weil [14–17] of finite
N-free posets when ω, −ω, �, −� and  are not allowed. A rational expression e
is a term of the free algebra over {∅}∪A using the operations of op as functions,
where the union is denoted as usual by + instead of ∪. Its language L(e) is
defined inductively using the definitions of the operations of op.

Example 1. Let A = {a, b, c} and L = c ◦ξ (a ‖ (bξ))∗ξ. Then L is the smallest
language containing c and such that if x ∈ L, then a ‖ (bx) ∈ L. Thus L =
{c, a ‖ (bc), a ‖ (b(a ‖ (bc))), . . . }.

Let L be a language where the letter ξ is not used. Define L� = {ε} ◦ξ (L ‖
ξ)∗ξ = {‖i<n Pi : n ∈ N, Pi ∈ L}. When A is an alphabet, A� is the class of all
finite antichains over A, or equivalently, the class of all finite commutative words
over A. Recall that a language of a commutative monoid is rational (as defined
by Kleene for finite words) if and only if it is semi-linear (see e.g. [9]). In order
to avoid confusion between rational languages of a commutative monoid and
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rational languages of transfinite words or posets we call semi-linear a rational
language of a commutative monoid.

4 P-MSO

Presburger arithmetic and MSO are two classical logics in computer science.
Recall that Presburger arithmetic is the first-order logic of (N,+). The Pres-

burger set L(ρ) of a Presburger formula ρ(x1, . . . , xn) whose free variables are
x1, . . . , xn consists of all interpretations of (x1, . . . , xn) satisfying ρ. A language
L ⊆ Nn is a Presburger set of Nn if it is the Presburger set of some Presburger for-
mula. We let Pn denote the class of all Presburger formulæ with n free variables
and we set P =

⋃
i∈N

Pi. Presburger logic provides tools to manipulate semi-
linear sets of commutative monoids with formulæ. Indeed, let A = {a1, . . . , an}
be an alphabet totally ordered by the indexes of the ais. As u ∈ A� can be
thought of as a n-tuple (|u|a1

, . . . , |u|an
) ∈ Nn, where |u|a denotes the number

of occurrences of letter a in u, then A� is isomorphic to (Nn,+). It is known
from [11] that a language L of A� is semi-linear if and only if it is the Presburger
set L(ρ) of some Presburger formula ρ(x1, . . . , xn), i.e. (|u|a1

, . . . , |u|an
) ∈ L(ρ)

if and only if u ∈ L. Observe that the ordering of the free variables x1, . . . , xn

of ρ is related to the ordering of A. Note that {ε} is the Presburger set of any
closed tautology.

Let ρ(x1, . . . , xk) and ρ′(x′
1, . . . , x

′
k′) be Presburger formulæ and let A =

{a1, . . . , ak} and B = {b1, . . . , bk′} be two totally ordered alphabets such that
A ∩ B = ∅ or A = B. Consider the Presburger sets of ρ and ρ′ as semi-linear
languages L and L′ of respectively A� and B�. For all i ∈ [k′], L ◦bi

L′ (resp.
L′∗bi) is a semi-linear language of X� where X is the totally ordered alphabet
A ◦bi

B when A ∩ B = ∅ or A when A = B (resp. B). It is also the Presburger
set of some formula that we denote by ρ ◦x′

i
ρ′ (resp. ρ′∗x′

i).
From the point of view of syntax, formulæ of P-MSO obey the following

grammar:

ψ ::= a(x) | x ∈ X | x < y | ψ1 ∨ ψ2 | ψ1 ∧ ψ2 | ¬ψ

| ∃xψ | ∃Xψ | ∀xψ | ∀Xψ | Q(Z,ψ1, . . . , ψn, ρ(x1, . . . , xn))

The 10 first items of the grammar syntactically define MSO. The last one
extends MSO to P-MSO. We interpret P-MSO over posets of SP �(A). Here low-
ercase variables x, y are first-order variables interpreted over elements of posets,
x1, . . . , xn first-order variables interpreted over non-negative integers, and upper-
case variables X,Y,Z are second-order variables interpreted over sets of elements
of posets. Atomic formulæ x < y and x ∈ X are self-explanatory. For each letter
a ∈ A, the atomic formula a(x) tells if the element x is labeled by a. In the last
item of the grammar, Z is the name of a free second-order variable, each ψi a
P-MSO formula and ρ a Presburger formula with n free variables x1, . . . , xn.

Semantics of P-MSO formulæ is defined by extension of semantics of Pres-
burger and MSO logics. The notions of a language and definability natu-
rally extend from MSO to P-MSO. Let us turn to the semantics of φ(Z) ≡
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Q(Z,ψ1, . . . , ψn, ρ(x1, . . . , xn)). Let P ∈ SP �+(A) and Z ⊆ P . Then Z sat-
isfies φ if it is a non-empty factor of P , and there exist (v1, . . . , vn) ∈ L(ρ)
and sequential posets Z1,1, . . . , Z1,v1 , . . . , Zn,1, . . . , Zn,vn

∈ SP �+(A) such that
Z = ‖i∈[n]‖j∈[vi] Zi,j and Zi,j satisfies ψi for all i ∈ [n] and j ∈ [vi].

Example 2. Let A = {a1, a2}, and let ψi ≡ ∃x ai(x), i ∈ [2]. Let ρ(x1, x2) ≡
∃k1, k2 x1 = 2k1 ∧ x2 = 2k2 + 1 ∈ P. Let P1 = a1(a1 ‖ a1)a1, P2 = a2a2 and
P3 = (a1 ‖ a2)a1. Then P = P1 ‖ P2 ‖ P3 satisfies Q(P,ψ1, ψ2, ρ(x1, x2)) since
{1, 2, 3} can be partitioned into (K1,K2) = ({1, 3}, {2}) with (|K1|, |K2|) ∈ L(ρ),
and for all i ∈ Kj , j ∈ [2], Pi satisfying ψj .

The main result of this paper is the following:

Theorem 3. Let A be an alphabet. A language L of SP �(A) is rational if and
only if it is P-MSO definable. Furthermore the constructions from one formalism
to the other are effective.

5 From Rational Expressions to P-MSO

Let A be an alphabet. In this section we build by induction on a rational expres-
sion e a P-MSO formula that checks if a poset P ∈ SP �(A) has the structure
induced by e. In this construction, we need a slightly modified (but equivalent)
notion of a rational expression, that we named >1-expression. The construc-
tion is divided in two steps. First, we build by induction on the >1-expression
e an intermediary structure called the D-graph De of e. Then, we inductively
parse De in order to construct a P-MSO formula equivalent to e.

>1-expressions are built using sequential operations that compose at least
two non-empty posets. They use new sequential operators op>1 when op ∈
{·, ∗, , ω,−ω, �,−�} instead of op. When L,L′ ⊆ SP �(A) let

L·>1L′ = (L \ {ε}) · (L′ \ {ε}) L∗>1
= {

∏

i∈[n]

Pi : n > 1, Pi ∈ L \ {ε}}

Lω>1
= {

∏

i∈ω

Pi : Pi ∈ L for all i ∈ ω and Pi, Pj �= ε for some i, j with i �= j}

L>1L′ = {
∏

j∈J∪Ĵ∗

Pj : J ∈ S \ {0}, Pj ∈ L if j ∈ J, Pj ∈ L′ if j ∈ Ĵ∗

and Pi, Pj �= ε for some i, j ∈ J ∪ Ĵ∗, i �= j}

We let L +c L′ denote L + L′ when condition c is verified, L otherwise. Then
L · L′ = L·>1L′ +ε∈L L′ +ε∈L′ L, L∗ = L∗>1

+ L + ε, Lω = Lω>1
+ε∈L L∗ and

L  L′ = L>1L′ + L +ε∈L L′. Similar definitions and equalities hold for −ω,
� and −�. Every rational expression can be transformed into an >1-expression.
Considering the equalities above as rewriting rules this transformation is unique.

A D-graph D is a rooted, directed and ordered finite graph whose vertices are
labeled and edges are of two disjoint kinds: normal and special. Here, ordered
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graph means that the edges outgoing from a node n are totally ordered. The
root r(D) of D is unique. The set of all normal and special edges of D are
respectively denoted by EN (D) and ES(D). We call leaf a node without nor-
mal outgoing edges. We say that a node n is edged by out(n) = e1 . . . ek to
express that the ordered sequence of edges that outgoes from n is e1 . . . ek.
The label of a leaf n of D is either a letter of the alphabet, and in this case
out(n) is empty, or from the class P of Presburger formulæ, and in this case
out(n) is composed exclusively of special edges. Labels of other nodes are from
P∪{·>1, ∗>1, >1, ω>1,−ω>1, �>1,−�>1}. The length of out(n) is consistent with
the label γ(n) of a node n: 0 for letters, 2 for ·>1 and >1, k for a label in Pk,
1 otherwise. We let n → m denote an edge from n to m; n is a direct ascendant
of m, and m a direct descendant of n. We often see sequences as words. For
example, we let e ◦e′ s denote the sequence of edges obtained by replacing in the
sequence of edges s each occurrence of the edge e′ by the edge e. We let n′ ◦srcn s
denote the sequence of edges obtained from s by replacing every occurrence of n
in sources of edges by n′.

The existence of a path labeled by P ∈ SP �(A) from a node n is defined by
induction on P as follows. When γ(n) = a ∈ A there is a path from n labeled
by a. When γ(n) is some sequential operation op>1 then the existence of a path
from n and its label are defined consistently with the definition of op>1 and the
existing paths from the direct descendants of n. When γ(n) is some Presburger
formula ρ and the sequence of its direct descendants is some n1, . . . , nk then
there is a path α from n and labeled by P when P =‖i∈[k]‖j∈[xi] Pi,j for some
(x1, . . . , xk) ∈ L(ρ) and Pi,j label of some path αi,j from ni, i ∈ [k], j ∈ [xi].
When n → ni ∈ ES(D) we say that the factors Pi,j , j ∈ [xi], of P are marked by
n → ni in α. The αi,js are sub-paths of α. Sub-paths and marking are hereditary
notions of paths: sub-paths of sub-paths of α are sub-paths of α, and every factor
of P marked by a special edge e in a sub-path of α is also considered marked
by e in α. The language L(n) of n consists of all labels of paths from n, and the
language L(D) of D is L(D) = L(r(D)).

We build De from e such that L(De) = L(e) and De fulfills the properties:

PP: there is no edge n → m such that both n and m are labeled in P;
SS: there is no special edge n → m such that m is labeled in P;
DAG: De without its special edges has a structure of rooted directed acyclic

graph.

Property PP is used in particular in order to compute, during the construction of
De from e, the Presburger formulæ that will appear later in the P-MSO formula
built from De. Property SS ensures that L(n) do not contain parallel posets
when n is the destination of a special edge. In a D-graph with those properties,
the above definition of the existence of a path is well-founded.

5.1 From >1-expressions to D-graphs

The D-graph De is built by induction on the >1-expression e. Except when the
contrary is specified, new edges added during the constructions of this section
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are normal. Before starting the construction we need to introduce a new notion.
A D-graph D is ξ-normalized if any node n labeled by some Presburger formula
has at most one direct descendant m such that ξ ∈ L(m). As every D-graph
D with Property PP can easily be transformed into a ξ-normalized D-graph D′

with L(D′) = L(D), we assume further that D-graphs are ξ-normalized.
Let us start the construction of De. When e = ε (resp. e = a ∈ A), De is just

a node labeled by any closed tautology (resp. labeled by a), without edges.
Assume e has the form e = e1 op e2 (resp. e = e′op) with op ∈ {·>1, >1}

(resp. op ∈ {∗>1, ω>1,−ω>1, �>1,−�>1}). Then De is built from the union of
De1 and De2 (resp. from De′), with one more node n as a root, labeled by op,
and edged by n → r(De1), n → r(De2) (resp. n → r(De′)).

Let us turn now to the more tricky case e = e1 ◦ξ e2. When e2 = ξ then
De is identical to De1 . Otherwise, De is built from the union of De1 and De2 as
follows. For any node n of De2 with label γ(n) = ξ, we change γ(n) by γ(r(De1))
and set out(n) to be n ◦srcr(De1 )

out(r(De1)). We now need to ensure Property PP.
If γ(r(De1)) �∈ P this is done. Otherwise, it is some ρ(x1, . . . , xk) ∈ P. For each
direct ascendant p of n that is labeled by some ρ′(x′

1, . . . , x
′
k′) and edged by some

out(p) = f1 . . . fk′ with n the destination of some fi, i ∈ [k′], change γ(p) by
ρ◦x′

i
ρ′ and out(p) by (p◦srcn out(n))◦fi

out(p). If the inner degree of n becomes 0
after this modification of its direct ascendants, then remove n from the D-graph.
Remove also r(De1). The root of the new D-graph is r(De2).

The construction of De∗ξ from De relies on the same principle: each node
of De labeled by ξ should be replaced by a copy of the root. Again, this may
be not so simple in some cases because of Property PP. The construction is
as follows, starting from De. We proceed in two steps. The first step consists
in transforming the root. If γ(r(De)) is some ρ(x1, . . . , xn) there are two cases.
Assume that out(r(De)) = e1 . . . en for some e1 . . . en. The first case is when there
exists ei : r(De) → ni, i ∈ [n] such that γ(ni) = ξ. Since De is ξ-normalized i is
unique. Replace γ(r(De)) by ρ∗xi . Otherwise, add a new node x labeled by ξ,
transform γ(r(De)) into (ρ(x1, . . . , xn) ∧ xn+1 = 0) ∨ (∧i∈[n]xi = 0 ∧ xn+1 = 1)
and out(r(De)) into out(r(De))(r(De) → x) where r(De) → x is a new normal
edge. If γ(r(De)) �∈ P then consider De+ξ instead of De for the remainder of
the construction. This ends the first step of the construction. After this first
step, the root r of the D-graph is labeled by some ρ(x1, . . . , xk). Let X be the
set of nodes labeled by ξ which are not direct descendants of r. The second
step consists in replacing, for each node n ∈ X, its label by γ(r) and its edging
by n ◦srcr out(r), considering that those new edges are special. Some additional
transformations are necessary in order to ensure Property PP. For each n ∈ X,
and for each of its direct ascendants p that is labeled by some ρ′(x′

1, . . . , x
′
k′)

and edged by some out(p) = f1 . . . fk′ with fi : p → n for some i ∈ [k′], change
γ(p) by ρ ◦x′

i
ρ′ and the edging of p by (p ◦srcn out(n)) ◦fi

out(p). The new edges
introduced here are special. Then remove n from the D-graph if its inner degree
is 0. This is the only case where special edges are added. Note that after the first
step, γ(r) ∈ P and the D-graph fulfills Property PP. In particular, none of the
direct descendants n1, . . . , nk of r has its label in P. Since the new special edges
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have their destinations in n1, . . . , nk then the construction preserves Property
SS.

Now assume e has the form e = e1 + e2 (resp. e = e1 ‖ e2). If γ(r(De1))
and γ(r(De2)) are not in P, then De is built from the union of De1 and De2 ,
with a new node n labeled by ρ(x1, x2) ≡ ∑

i∈[2] xi = 1 (resp. x1 = x2 = 1),
edged by n → r(De1), n → r(De2), which is the root of De. If γ(r(Dei

)) is some
ρi(xi,1, . . . , xi,ni

) for all i ∈ [2], then De is built from the union of De1 and
De2 , with a new node n as a root labeled by ρ1 ◦x1 ρ2 ◦x2 ρ(x1, x2) and edged
by (n ◦srcr(De1 )

out(r(De1)))(n ◦srcr(De2 )
out(r(De2))), and with r(De1) and r(De2)

deleted. The construction is similar in the other cases.
In a D-graph, two edges s1 → d1 and s2 → d2 are consecutive if d1 = s2.

Roughly speaking, the following proposition is a consequence of the fact that by
definition of L∗ξ in rational languages, in any poset of L, any element labeled by ξ
must be in parallel with some other element. In the remainder of the paper we let
De denote the D-graph of e when e is a >1-expression, or of the >1-expression
of e when e is a rational expression.

Proposition 4. Let Df be the D-graph of some rational expression f . For any
sequence α = e1 . . . el of consecutive edges of Df with e1, el ∈ ES(Df ), l > 1,
there exists a node n source of some ei, i ∈ [l], such that n is labeled by some
Presburger formula ρ(x1, . . . , xm), out(n) is some g1, . . . , gm, ei = gr for some
r ∈ [m] and for all (y1, . . . , ym) ∈ L(ρ), if yr > 0 then

∑
i∈[m] yi > 1.

As a consequence, when there is a path from r(Df ) labeled by some P , if it
contains two sub-paths labeled by F1 and F2 both marked by some e ∈ ES(Df ),
then F1 and F2 are necessarily sequential posets (Property SS), and either

1. F1 ∩ F2 = ∅. Possibly, F1F2 is a sequential factor of P ;
2. one is strictly included into the other, wlog. F1 � F2. In this case, there is

some x ∈ F2 \ F1 such that x is incomparable to all the elements of F1.

5.2 From D-graphs to P-MSO

Let De be the D-graph of (the >1-expression of) some rational expression e. We
are now going to recursively parse De in order to compute a P-MSO sentence φDe

such that P ∈ SP �(A) is a model for φDe
if and only if P ∈ L(De). For each node

n of De, we define a P-MSO formula φn(X) which depends on a second-order
parameter X. We want a factor X of P to satisfy φn if and only if X ∈ L(n).
When γ(n) = ·>1, n has two direct descendants n1 and n2, and φn(X) expresses
that there exists a partition of X into X1,X2 such that X1 < X2 and Xi, i ∈ [2],
satisfies φni

. Here we let X1 < X2 denote that x1 < x2 for all x1 ∈ X1, x2 ∈ X2.
This construction for ·>1 is P-MSO definable. The cases of other labels are mere
adaptations of the case of linear orderings [3], except for Presburger formulæ.
Indeed, nodes labeled in P may be sources of special edges, which may cause
circular dependencies between the φns. We use a technique named s-coloring in
order to avoid such circular dependencies.



284 A. Amrane and N. Bedon

Let C be a finite set whose elements are named colors and P ∈ SP �. Let us
denote by Fs(P ) the class of all sequential factors of P , and set B = {false, true}.
A s-coloring c of P is a partial map c : Fs(P ) → C. While in general maps cannot
be expressed with MSO, Proposition 5 states that s-colorings can be encoded by
means of MSO, under assumptions on the sequential factors F of P on which c(F )
is defined. This encoding sX

C , that we do not give here, uses a bunch of second-
order variables that we also denote by sX

C for convenience. We let sX
C (F ) = c

denote that it associates the color c to F ∈ Fs(P ). We use s-coloring in order to
associate a special edge to some F ∈ Fs(P ) as follows.

Proposition 5. Let De be the D-graph of a rational expression e, C = B ×
ES(De), n a node of De. Assume there is a path γ from n labeled by some P .
There exist a s-coloring of P with C and its encoding sX

C with MSO such that
π2(sX

C (F )) = c ∈ ES(De) if and only if F is marked by c in γ, for any F ∈ Fs(P ).

The encoding for s-colorings does not allow sX
C (F ) = sX

C (F ′) when F, F ′, FF ′ ∈
Fs(P ). Alternation of the booleans in C is used when we need a s-coloring to
associate the same special edge to F and F ′.

Set C as in Proposition 5. When the label of a node n is some ρ(x1, . . . , xk)
and out(n) = n → n1, . . . , n → nk, set

φn(X) ≡ Q(X,χ1, . . . , χk, ρ(x1, . . . , xk))

where χi ≡ ∀Y (∀y y ∈ Y ) → φni
(Y ) when n → ni ∈ EN (De), χi ≡ ∀Y (∀y y ∈

Y ) → ∨b∈B sX
C (Y ) = (b, n → ni) when n → ni ∈ ES(De). The sentence φDe

consists in claiming that there exists an encoding of a s-coloring of P ∈ SP �(A)
on which it is interpreted, such that

– for all n → m ∈ ES(De) and any F ∈ Fs(P ), if π2(sX
C (F )) = n → m then F

satisfies φm;
– P satisfies φr(De).

6 From P-MSO to Rational Expressions

Provided a P-MSO formula, the first step is to construct an equivalent branching
automaton (see [4]) over scattered and countable N-free posets. This is done
merely by melting several techniques; those of the translation of a MSO formula
to an automaton over countable and scattered linear orderings [3], and those of
the translation of a P-MSO formula to a branching automaton over finite N-free
posets [1]. The crucial argument here is the effective closure of rational languages
of SP �(A) under boolean operations [2]. The final step is the construction of
a rational expression from a branching automaton over SP �(A) [4]. As those
constructions are effective, and because the emptiness of rational languages is
decidable, we conclude:

Theorem 6. Let A be an alphabet. The P-MSO theory of SP �(A) is decidable.
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7 An Example

When L ⊆ SP �(A) set L+ = L∗>1
+L. In this section we detail the construction

of a P-MSO formula from the extended rational expression (a ‖ b)◦ξ ((ξ ‖ ξ)+)∗ξ.
The corresponding >1-expression is e = (a ‖ b) ◦ξ ((ξ ‖ ξ)∗>1

+ (ξ ‖ ξ))∗ξ. The
different steps of the construction of De are shown in Fig. 1. We have ES(De) =
{n3 → n2}, C = {(false, n3 → n2), (true, n3 → n2)}.

ξ‖ξ
==⇒

x1 = x2 = 1

ξ ξ
ξ−normalisation
===========⇒1 2 (ξ‖ξ)+

====⇒

x1 = 2

ξ
((ξ‖ξ)+)∗ξ

=======⇒
1

(x1 = 1 ∧ x2 = 0)
∨ (x1 = 0 ∧ x2 = 2)

∗>1 ξ

x1 = 2

ξ

1 2

1

1

x1 + x2 ≥ 1

∗>1 ξ

x1 = 2

x1 + x2 ≥ 1

1 2

1

1
1

2

x1 + x2 ≥ 1

∗>1 ξEnsuring PP
========⇒

x1 + x2 ≥ 2

1 2

1
1

2

x1 + x2 ≥ 1

∗>1 x1 = x2 = 1

ba

(a‖b)◦ξ((ξ‖ξ)+)∗ξ

===========⇒

x1 + x2 ≥ 2

1 2

2111
2

x1 + x2 ≥ 1 ∧ x2 = x3

∗>1 a bEnsuring PP
========⇒

x1 + x2 ≥ 2 ∧ x2 = x3

1
32

1
1 3

2

n1

n2

n3 n4 n5

Fig. 1. The step-by-step construction of the D-graph of (a ‖ b)◦ξ((ξ ‖ ξ)∗>1
+ (ξ ‖ ξ))∗ξ

Let us turn to the construction of φDe
. The notion of an interval of a linear

ordering naturally extends to partial orderings. We use MSO-definable short-
cuts [3] X ⊆max Y , Finite(X), Partition(X,X1,X2) and Trace(Y, T ) that
are satisfied respectively when X is an interval of Y maximal with respect to
inclusion, when X is a finite linear ordering, when X1 and X2 form a partition
of X and when T consists of exactly one element of each Z ⊆max Y . Then

φn1(X) ≡ Q(X, φn2(Y ), φn4(Y ), φn5(Y ), x1 + x2 ≥ 1 ∧ x2 = x3)

φn2(X) ≡ ∃X1, X2, T1, T2 Partition(X, X1, X2) ∧ Trace(X1, T1) ∧ Trace(X2, T2)

∧ Finite(T1 ∪ T2) ∧ ∀Z ((Z ⊆max X1) ∨ (Z ⊆max X2)) → φn3(Z)

φn3(X) ≡ Q(X, ∨
b∈B

sX
C (Y ) = (b, n3 → n2), φn4(Y ), φn5(Y ), x1 + x2 ≥ 2 ∧ x2 = x3)

φn4(X) ≡ |X| = 1 ∧ ∀x (x ∈ X → a(x)) φn5(X) ≡ |X| = 1 ∧ ∀x (x ∈ X → b(x))

φDe ≡ ∃R∃sX
C (∀x x ∈ R) ∧ s-Coloring(R, sX

C ) ∧ φn1(R)

∧ (∀F (Fs(F, R) ∧ ∨
b∈B

sX
C (F ) = (b, n3 → n2)) → φn2(F ))

where ψ(Y ) ≡ ∀Y (∀y y ∈ Y ) → ψ(Y ), s-Coloring(R, sX
C ) checks if sX

C encodes
a s-coloring of R and Fs(F,R) checks if F belongs to Fs(R).

Let F ′
1 = F ′

2 = (ξ ‖ ξ) · (ξ ‖ ξ), F ′
3 = (F ′

2 ‖ ξ) · (ξ ‖ ξ). Let Fi = {(a ‖ b)} ◦ξ F ′
i

for all i ∈ [3]. Let P1 = (F1 ‖ F3) · ((a ‖ b) ‖ (a ‖ b)), P2 = a and P3 = b.
Note that P = P1 ‖ P2 ‖ P3 ∈ L(e). Regarding De, F1, F2, F3, P1 ∈ L(n2),
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F1 ‖ F3 ∈ L(n3), P2 ∈ L(n4) and P3 ∈ L(n5). Thus P ∈ L(n1). There is
a path α from n1 labeled by P such that F ∈ {F1, F2, F3} if and only if F
is marked by n3 → n2 in α. Hence, each Fi, i ∈ [3], must be s-colored by
(bi, n3 → n2) for some bi ∈ B. Under this s-coloring observe that F1, F2 and F3

satisfy ∨b∈B sX
C (Y ) = (b, n3 → n2) as well as φn2 , F1 ‖ F3, P1, P2 and P3 satisfy

respectively φn3 , φn2 , φn4 and φn5 . Thus P satisfies φn1 and is a model for φDe
.

Acknowledgments. The authors would like to thank all the referees for their helpful
comments.
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Abstract. Toroidal codes of pictures are introduced as the generaliza-
tion of circular codes of strings in two dimensions. They are characterized
by a property of very pureness on a generated language. The class of such
codes is compared with other close classes of codes of pictures. In anal-
ogy to the string case, toroidal codes are investigated in relation to the
conjugate pictures. Conjugacy between pictures is here defined and many
properties and characterizations are shown.

Keywords: Two-dimensional languages · Circular codes · Conjugacy

1 Introduction

Circular strings are different from linear strings in that the last symbol is con-
sidered to precede the first symbol. A circular string is sometimes referred to
as a necklace. Circular strings have played, and still play, an important role in
many areas of computer science and related fields, notably bioinformatics. As an
example, the properties of circular strings are of interest in the circular string
matching problem, in the alignment of circular strings problem [10,18] and in
the investigation of circular splicing systems which are inspired by a recombinant
behaviour of circular DNA [13,14].

Coding with circular strings is a classical topic in the theory of (variable-
length) codes (see [11,19,22]). A circular code is a set of strings such that any
circular string has at most one decomposition with strings in the set. The inves-
tigation on circular codes of strings relies on the notion of conjugacy of strings.
Two strings (of same length) are conjugate if one can be obtained from the other
one by a cyclic permutation. In other words, two conjugate strings can be read
on the same necklace.
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The aim of this paper is to extend this theory to the two-dimensional world.
The generalization of the classical notion of string to the two dimensions

leads to the definition of polyomino, in its different declinations - labeled poly-
ominoes, directed polyominoes, as well as rectangular labeled polyominoes, that
we will refer to as pictures. In the literature, one can find different attempts to
generalize the notion of code to 2D objects [1,12,21]. In this paper, we consider
the definition of code of pictures introduced in [3,4]. A set X is a code if any
picture is tileable, without holes or overlapping, in at most one way with pictures
in X. In this framework, one can find the definition of prefix and strong prefix
code of pictures, as well as that of code of pictures with finite deciphering delay
and comma-free code of pictures [2,4,7,8]. Moreover, recently, a generalization
of the circular codes of strings has been proposed in [9], where the cylindric
codes of pictures are defined. A language X is a cylindric code if the pictures of
X cannot tile the lateral surface of any cylinder (for any height and radius) in
two different ways. In this paper, we take a further step forward and consider a
torus instead of a cylinder; we define the toroidal codes of pictures.

In order to study the torus, in an easier and handier way, we cut it along a
vertical line and then along a horizontal line, in such a way to obtain a picture
(to come back to the torus, just let the top and the bottom sides of the picture
coincide, as well as the left and the right ones). Subsequently, instead of investi-
gating the tiling of a torus with pictures in a given language X, we will consider
the toroidal decomposition over X of the associated picture. Observe that when
cutting a labeled torus in all the possible ways, we obtain several pictures of
the same size which are characterized by a nice relation; they are conjugate. We
introduce the conjugacy relation on pictures and show several properties and
characterizations of conjugate pictures. Note that a (partial) notion of horizon-
tal/vertical conjugacy was already introduced in [20] in order to capture the
2D horizontal/vertical periodicity of a picture, and to yield a succinct and effi-
cient algorithm for 2D dictionary matching. Similar periodicity properties are
obtained, in a wider framework, considering the overlapping of a picture with
itself [5,6].

A particular attention is devoted to the self-conjugate pictures, i.e., pictures
that are proper conjugate of themselves. Non-self-conjugate pictures play in 2D
the role of primitive strings in 1D. Observe that the notion of non-self-conjugacy
in 1D coincides with that of primitiveness; this does not hold in 2D. The count-
ing of the number of conjugacy classes of strings is classically based on the
counting of primitive classes [11,19]. We give an upper bound on the number
of non-self-conjugate conjugacy classes of pictures which yields an upper bound
on the cardinality of a toroidal code. As a main result, the toroidal codes are
characterized by a property of very pureness on a generated language. At the
end, we compare all the families of codes of pictures considered in this paper
and show examples of languages that separate them.
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2 Preliminaries

We recall some definitions about two-dimensional languages (see [16]). A picture
over a finite alphabet Σ is a two-dimensional rectangular array of elements of
Σ. Given a picture p, |p|row and |p|col denote the number of rows and columns,
respectively, while size(p) = (|p|row, |p|col) denotes the picture size. We also
consider all the empty pictures, referred to as λm,0 and λ0,n, for all m,n ≥ 0;
they correspond to the pictures of size (m, 0) or (0, n), respectively. The set
of all pictures over Σ of fixed size (m,n) is denoted by Σm,n, while Σm∗ and
Σ∗n denote the set of all pictures over Σ with a fixed number m of rows and
n of columns, respectively. The set of all pictures over Σ is denoted by Σ∗∗,
while Σ++ refers to the set of all non-empty pictures on Σ. A two-dimensional
language (or picture language) over Σ is a subset of Σ∗∗.

In order to locate a position in a non-empty picture, it is necessary to put the
picture in a reference system. The set of coordinates dom(p) = {1, 2, . . . , |p|row}×
{1, 2, . . . , |p|col} is referred to as the domain of a picture p. We let p(i, j) denote
the symbol in p at coordinates (i, j). Moreover, to easily detect the border posi-
tions of pictures, we use the initials of the words “top”, “bottom”, “left” and
“right”; for example the tl-corner of p refers to position (1, 1) the tl-corner of p.

A subdomain of dom(p) is a set d of the form {i, i + 1, . . . , i′} × {j, j +
1, . . . , j′}, where 1 ≤ i ≤ i′ ≤ |p|row, 1 ≤ j ≤ j′ ≤ |p|col, also specified by
[(i, j), (i′, j′)]. The portion of p corresponding to the subdomain [(i, j), (i′, j′)]
is denoted p[(i, j), (i′, j′)]. Then, a non-empty picture x is subpicture of p if
x = p[(i, j), (i′, j′)], for some 1 ≤ i ≤ i′ ≤ m, 1 ≤ j ≤ j′ ≤ n; it will be referred
to as the subpicture associated with [(i, j), (i′, j′)] and we will say that x occurs
at position (i, j) (its tl-corner).

Dealing with pictures, two “classical” concatenation products are defined.
Let p, q ∈ Σ∗∗ be pictures of size (m,n) and (m′, n′), respectively. The column
concatenation of p and q (denoted by p � q) and the row concatenation of p and
q (denoted by p�q) are partial operations, defined only if m = m′ and if n = n′,
respectively, as:

p � q = p q p � q =
p
q

.

These definitions can be extended to define row- and column- concatenations,
and row- and column- stars of two-dimensional languages. We also consider
another star operation for picture languages, the tiling star. The idea is to com-
pose pictures in a way to cover a rectangular area as, for example, in the figure
below.

Let X ⊆ Σ∗∗. The set X++ is the set of all the non-empty pictures p over Σ
whose domain can be partitioned into disjoint subdomains {d1, d2, . . . , dk} such
that any subpicture ph of p associated with the subdomain dh belongs to X, for
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all h = 1, ..., k. Then, the tiling star of X, denoted by X∗∗, is the union of the set
X++ with all the empty pictures. Language X∗∗ is called the set of all tilings by
X in [23]. In the sequel, if p ∈ X++, the corresponding partition {d1, d2, . . . , dk}
of dom(p), is called a tiling decomposition of p over X.

3 Two-Dimensional Codes and Cylindric Decompositions

In this section, we recall the definitions of code of pictures, given in [4], comma-
free code and cylindric code of pictures, given in [9], together with some exam-
ples. They are strictly related to the toroidal codes which are a central topic of
this paper.

Let Σ be a finite alphabet. A language X ⊆ Σ++ is a code if any p ∈ Σ++

has at most one tiling decomposition over X. For example, let Σ = {a, b}. It

is easy to see that X1 =
{

a b ,
a
b
,

a a
a a

}
is a code. On the other hand, the

language X2 =
{

a b , b a ,
a
a

}
is not a code. Indeed, picture

a b a
a b a

has two

different tiling decompositions over X2, t1 =
a b a
a b a

and t2 =
a b a
a b a

.

The comma-free codes of pictures are a generalization of the comma-free, or
self-synchronizing, codes of strings. It is worthy to mention that their definition
does not need a privileged decoding direction, as it will be for the toroidal codes.
A language X ⊆ Σ++ is comma-free if no picture p ∈ X is covered by pictures
in X. Informally, a picture p is covered by pictures in a set X, if p can be tiled
(without holes and overlapping) with pictures in X which possibly exceed the
borders (cf. [3,8]). It is immediate to observe that any comma-free set is a code,
that we will call a comma-free code.

Comma-free codes of strings are studied inside the class of circular codes.
In the literature, the circular codes are usually defined as follows. A language
X ⊆ Σ+ is a circular code of strings if for all m,n ≥ 1 and x1, x2, . . . , xn ∈ X,
y1, y2, . . . , ym ∈ X, t ∈ Σ∗ and s ∈ Σ+, the equalities sx2 . . . xnt = y1y2 . . . ym,
x1 = ts imply that t is the empty string, m = n and xi = yi for 1 ≤ i ≤ n. In view
of the generalization of such definition to two dimensions, let us introduce the
following definition. A circular decomposition of a string w ∈ Σ∗ is a sequence s,
x2, . . . , xn, t such that w = sx2 . . . xnt and ts, x2, . . . , xn ∈ X. When s = 1 then
w ∈ X∗.

The translation of the definition of circular code of strings into the world of
pictures leads to some new situations. Following [9], the role of a circle in the
plane can be played, in the space, by a cylinder, either horizontally or vertically
placed. Then, a set X of pictures is a (horizontal or vertical) cylindric code if the
pictures of X cannot tile the lateral surface of any cylinder (for any height and
radius) in two different ways. In order to avoid the difficulty of handling objects
in the space, we are going to cut the surface of the cylinder and investigate the
rectangular picture we obtain. Let us introduce the following notations.
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Given a picture p of size (m,n) a horizontal across subdomain of dom(p) is
a set d of the form {i, i + 1, . . . , i′} × {j, j + 1, . . . , n, 1, 2, . . . , j′}, where 1 ≤ i ≤
i′ ≤ m, 1 ≤ j′ < j ≤ n; d will be denoted by the pair [(i, j), (i′, j′)].

In an analogous way, a vertical across subdomain of dom(p) is a set d of the
form {i, i + 1, . . . , m, 1, 2, . . . , i′} × {j, j + 1, . . . , j′}, where 1 ≤ i′ < i ≤ m, 1 ≤
j ≤ j′ ≤ n; d will be denoted by the pair [(i, j), (i′, j′)].

In order to stress the difference between a horizontal or vertical across subdo-
main and a subdomain, as defined in Sect. 2, the latter will be sometimes called
an internal subdomain. The portion of p corresponding to the positions in an
across subdomain [(i, j), (i′, j′)] is denoted by p[(i, j), (i′, j′)]. It is a union of two
(internal) subdomains.

A horizontal (vertical, resp.) cylindric tiling decomposition of a picture
p ∈ Σ++ over X is a partition of dom(p) into disjoint internal and/or horizontal
(vertical, resp.) across subdomains {d1, d2, . . . , dk} such that, for all h = 1, ..., k,
the subpicture ph of p associated with the subdomain dh belongs to X. A horizon-
tal cylindric tiling decomposition is simply called a cylindric tiling decomposition
in [9].

Finally, a language X ⊆ Σ++ is a horizontal (vertical, resp.) cylin-
dric code if any picture in Σ++ has at most one horizontal (vertical, resp.)
cylindric tiling decomposition over X. A horizontal cylindric code is sim-
ply called a cylindric code in [9]. As an example, the language X ={

a b , a a b a ,
a a a
b a b

,
a a a
b b a

,
a a a b
b a b a

}
is not a horizontal cylindric

code. One can easily show that the picture p =
a a a a a a b
b b a b a b a

has two different

horizontal cylindric tiling decompositions over X.

4 Primitive Pictures and Conjugacy

In this section, we are going to introduce the notion of conjugacy in pictures and
to explore some combinatorial properties of primitive and conjugate pictures.
They are involved in the investigation on the toroidal codes introduced in the
next section.

In 1D, two strings x, y are called conjugate if there exist strings u, v such
that x = uv and y = vu. We frequently say that y is a conjugate of x. The
conjugacy is an equivalence relation and a class of conjugacy is often called a
necklace. The necklaces are classically investigated in connection with circular
codes (see [11,22]). Let us introduce the following definitions and notations for
the pictures.

Given p ∈ Σ++ and m,n > 0, pm� denotes the picture pm� = p� p�· · ·� p
obtained by row concatenation of m copies of p, while pn� denotes the picture
pn� = p � p � · · · � p obtained by column concatenation of n copies of p.
Furthermore, pm,n is defined as pm,n = (pm�)n� = (pn�)m�.

Given p1, p2, p3, p4 ∈ Σ∗∗, with p1 ∈ Σh,k, p2 ∈ Σh,j , p3 ∈ Σi,k, p4 ∈ Σi,j ,
let us denote by ⊕(p1, p2, p3, p4) the picture p = (p1 � p2) � (p3 � p4).
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A picture p ∈ Σ++ is called primitive if it is not a power of another picture.
Thus, p is primitive iff p = qm,n with m,n > 0 implies p = q. Each non-empty
picture p is a power of a unique primitive picture (see [15]). The unique primitive
picture r such that p = rm,n, for some integer m > 0 or n > 0, is called the
primitive root of p; the pair (m,n) is the exponent of p (see [15,17]).

Definition 1. Let p, p′ ∈ Σm,n. The pictures p and p′ are conjugate, and we
write p ∼ p′, if there exist p1, p2, p3, p4 ∈ Σ∗∗, where p1 is not empty, such that
p = ⊕(p1, p2, p3, p4) and p′ = ⊕(p4, p3, p2, p1).

We will also say that p′ is a conjugate of p. In the case that h = m and k = n
then p = p1 and we have that p is trivially conjugate of itself. If h < m and
k < n then we will say that p′ is the conjugate of p in position (h + 1, k + 1).
Note that (h + 1, k + 1) is the position of the tl-corner of p4 inside p. If h = m
and k < n, we will say that p′ is the conjugate of p in position (1, k + 1) (the
position of the tl-corner of p2). If h < m and k = n, we will say that p′ is the
conjugate of p in position (h + 1, 1) (the position of the tl-corner of p3).

The following results characterize the conjugates of a picture. The first one
generalizes the result stating that two conjugate strings are obtained from each
other by a cyclic permutation. The second one can be obtained as a corollary.
Let us introduce the following notations (see [20]). Two pictures p, q ∈ Σm,n are
horizontal conjugate, denoted p ∼h q, if p = pL � pR and q = pR � pL, for some
pL, pR ∈ Σm,∗. Similarly, p, q ∈ Σm,n are vertical conjugate, denoted p ∼v q, if
p = pU � pD and q = pD � pU , for some pU , pD ∈ Σ∗,n. It can be proved that
the relations ∼h and ∼v are equivalence relations.

Proposition 2. Two pictures p, q ∈ Σm,n are conjugate if and only if there
exists r ∈ Σm,n such that q ∼v r and r ∼h p.

Proof. Let p, q ∈ Σm,n be two conjugate pictures. By definition, we have that
p = ⊕(p1, p2, p3, p4) and q = ⊕(p4, p3, p2, p1), for some pictures p1, p2, p3, p4.
Let r = ⊕(p2, p1, p4, p3). Then q ∼v r and r ∼h p.

Vice versa, let r ∈ Σm,n be a picture such that q ∼v r and r ∼h p. By defini-
tion, we have q = qU �qD, r = qD�qU and r = rL�rR, p = rR�rL. Then, there
exist r1, r2, r3, r4 ∈ Σ∗∗, as in Definition 1, such that r = ⊕(r1, r2, r3, r4), with
qD = r1 � r2, qU = r3 � r4, rL = r1 � r3 and rR = r2 � r4. Then p = rR � rL =
(r2 � r4) � (r1 � r3) = ⊕(r2, r1, r4, r3) and q = qU � qD = ⊕(r3, r4, r1, r2). We
obtain that p and q are conjugate. 	

Corollary 3. Two pictures p, q ∈ Σm,n are conjugate if and only if q is a
subpicture of p2,2.

Proof. Let p, q ∈ Σm,n. Applying Proposition 2, p and q are conjugate pictures iff
there exists r ∈ Σm,n such that q ∼v r and r ∼h p. Let p, q, r be decomposed as in
the proof of Proposition 2. Then, p2,2 = (rR�rR)�(qD�qU�qD�qU )�(rL�rL).
Hence, p and q are conjugate iff q is a subpicture of p2,2. 	

Proposition 4. The conjugacy relation is an equivalence relation.
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Proof. It follows by definition that conjugacy is a reflexive and symmetric rela-
tion. We prove that it is a transitive relation. Let p, q, r ∈ Σn,m be such that
p ∼ q and q ∼ r. We will show that p ∼ r. By Corollary 3, we have that q is a
subpicture of p2,2. From the fact that p and q have the same size follows that q2,2

is a subpicture of p3,3. Applying Corollary 3, we obtain that r is a subpicture
of q2,2 and then r is a subpicture of p3,3. Since p, q, r have the same size, r is
also a subpicture of p2,2. So, again by Corollary 3, we obtain that r and p are
conjugate pictures. 	

A conjugacy class is a class of this equivalence relation. The class of all the
conjugates of p is denoted p∼. Among all the conjugacy classes, it is possible to
point out some special ones that will be important in the counting of conjugacy
classes.

We observed that any picture is trivially a conjugate of itself. On the other
hand, we distinguish the case when a picture is a “strict” conjugate of itself,
as stated in the following definition. Corollary 7 and Proposition 8 justify the
definition of primitive and of non-self-conjugate conjugacy classes.

Definition 5. Let p ∈ Σ++. The picture p is self-conjugate if there exist p1, p2,
p3, p4 ∈ Σ∗∗, p1 �= p, such that p = ⊕(p1, p2, p3, p4) and p = ⊕(p4, p3, p2, p1).

Proposition 6. Two conjugate pictures have the same exponent and their prim-
itive roots are conjugate.

Proof. Let p, q ∈ Σm,n be two conjugate pictures. By definition, we have that
p = ⊕(p1, p2, p3, p4) and q = ⊕(p4, p3, p2, p1), with p1, p2, p3, p4 as in Definition 1.
Suppose that p = rm,n, for r ∈ Σ++. It can be proved that there exist ri ∈ Σ∗∗,
1 ≤ i ≤ 4, such that r = ⊕(r1, r2, r3, r4) and q = rm,n with r = ⊕(r4, r3, r2, r1)
(ri’s are obtained cutting r along the vertical and horizontal lines giving q from
p). 	

As a consequence of Proposition 6, we obtain the following corollary.

Corollary 7. Let p ∈ Σ++. If p is primitive then all the conjugates of p are
primitive.

Proposition 8. Let p ∈ Σm,n. If p is self-conjugate then all the conjugates of
p are self-conjugate.

Proof. Let p be a self-conjugate picture and let q be a conjugate of p. By Corol-
lary 3, p and q are subpictures of p2,2. Let (i, j) be the position of the topmost
and leftmost non-trivial occurrence of p inside p2,2 and let (s, t) be the position
of the topmost and leftmost occurrence of q inside p2,2. One can prove that
1 ≤ i, s ≤ m and 1 ≤ j, t ≤ n. Since p2,2 is a subpicture of p3,3, then q2,2 is the
subpicture of p3,3 with tl-corner in (s, t). Now, suppose s = i + h and t = j + k,
for some h, k ≥ 0 (the other cases can be proved similarly). Then (m+h, n+k) is
the position of a non-trivial occurrence of q inside p3,3. Hence, q is a subpicture
of q2,2. 	
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In 1D, the counting of the conjugacy classes is based on the counting of the prim-
itive conjugacy classes (see for example [11,22]). Note that a string is primitive
if and only if it is non-self-conjugate. On the other hand, one can easily show by
contradiction that the following result holds in 2D.

Proposition 9. Let p ∈ Σ++. If p is non-self-conjugate then p is a primitive
picture.

The converse of Proposition 9 does not hold. Indeed, there exist primitive

and self-conjugate pictures, as, for example,
a b
b a

. In 2D, the counting of the

conjugacy classes of pictures will focus on non-self-conjugate conjugacy classes.

Proposition 10. Let p ∈ Σm,n. If p is non-self-conjugate then the cardinality
of its conjugacy class is |p∼| = mn.

Proof. Let p be a non-self-conjugate picture. We claim that the conjugates of p
in each of its positions are all different. By the contrary, let p′ and p′′ be the
conjugates of p in two different positions, and suppose p′ = p′′. By the transitive
property of the conjugacy, p′ and p′′ are conjugate, and they are conjugate in a
non-trivial way, that is p′ is self-conjugate against Proposition 8. 	


Let Σ be an alphabet with |Σ| = k, ψk(m,n) (νk(m,n), resp.) be the number
of primitive (non-self-conjugate, resp.) pictures in Σm,n and φk(m,n) be the
number of non-self-conjugate conjugacy classes in Σm,n. In the sequel, μ is the
Möbius function.

Proposition 11. Let Σ be an alphabet with |Σ| = k. Then,
φk(m,n) ≤ (∑

d1|m
∑

d2|n μ(d1)μ(d2)kmn/(d1d2)
)
/mn.

Proof. It follows by Proposition 10 that φk(m,n) ≤ νk(m,n)/mn. From Propo-
sition 9, νk(m,n) ≤ ψk(m,n). Hence, φk(m,n) ≤ νk(m,n)/mn ≤ ψk(m,n)/mn.
Finally, in [15] it is proved that ψk(m,n) equals the sum in the formula. 	


5 Toroidal Codes

The translation of the definition of circular code of strings into the picture world
leads to some new situations. The role of a circle on the plane can be played in
the 3D space, not only by a cylinder, either horizontally or vertically placed (as
discussed in Sect. 3), but also by a torus. This more general approach has the
advantage to be independent from a decoding direction or border constraint.

A set X of pictures is a toroidal code if the pictures of X cannot tile any
torus (of any dimension) in two different ways. In order to avoid the difficulty
of handling objects in a 3D space, we are going to cut the surface of the labeled
torus and consider the rectangular picture p we obtain. The picture p will be
tiled by some pictures in X which may exceed a border and, consequently, let
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uncovered the corresponding positions of p in the opposite side. This special kind
of tiling of p will be called a toroidal tiling decomposition of p.

In order to formalize this notion, let us introduce another type of subdomain
of the domain of a picture, besides the internal, the horizontal and the vertical
across subdomains introduced in Sect. 3. A corner across subdomain of dom(p)
is a set d of the form

{i, i + 1, . . . , m, 1, 2, . . . , i′} × {j, j + 1, . . . , n, 1, 2, . . . , j′}

where 1 ≤ i′ < i ≤ |p|row, 1 ≤ j′ < j ≤ |p|col; d will be denoted by the
pair [(i, j), (i′, j′)]. The portion of p corresponding to the positions in a corner
across subdomain [(i, j), (i′, j′)] is denoted by p[(i, j), (i′, j′)]. It is a union of four
(internal) subdomains, each one containing a different corner of p.

Let us introduce the definition of toroidal tiling decomposition of a picture as
the generalization of the notion of circular decomposition of a string (see Sect. 3).

Definition 12. A toroidal tiling decomposition of a picture p ∈ Σ++ over
X is a partition of dom(p) into disjoint internal and/or across subdomains
{d1, d2, . . . , dk} such that, for all h = 1, ..., k, the subpicture ph of p associated
with the subdomain dh belongs to X.

Remark 13. Observe that a toroidal tiling decomposition of a picture p provides
a tiling of a torus; it suffices to let the top border of p coincide with its bottom
border, and the left border with its right one. The converse is true, too. Note
that a toroidal tiling decomposition of p induces a toroidal tiling decomposition
for any conjugate of p. In fact, each conjugate p′ of p can be obtained by cut-
ting the surface of the torus, corresponding to p, along some vertical and some
horizontal lines. So, we will talk about the toroidal tiling decomposition of a
class of conjugacy, i.e., a labeled torus (just as in 1D for necklaces). Indeed, the
toroidal tiling decompositions of a conjugacy class have to be considered just as
one single decomposition (and not many different ones).

Example 14. Let X = {x1, x2, x3} where x1 =
b a b
a b a

, x2 = b a b , x3 =

a
a
a

and let p =
a a a a b
b a a b a
b a a b a

. A toroidal tiling decomposition of p over X is

{d1, d2, d3, d4}, where d1 = [(3, 4), (1, 1)] is a corner across subdomain, d2 =
[(1, 2), (3, 2)] is an internal subdomain, d3 = [(2, 3), (1, 3)] is a vertical across sub-
domain and d4 = [(2, 4), (2, 1)] is a horizontal across subdomain (see also Fig. 1).
The subpictures associated to the subdomains d1, d2, d3 and d4 are p1 = x1,
p2 = p3 = x3 and p4 = x2.

We are now ready to introduce the definition of toroidal code.

Definition 15. A language X ⊆ Σ++ is a toroidal code if any picture in Σ++

has at most one toroidal tiling decomposition over X.
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a a a a b

b a a b a

b a a b a

Fig. 1. The toroidal tiling decompositions of p given in Example 14.

Remark 16. Let us sketch a method to construct toroidal codes. Choose two
disjoint languages P and Q such that ∀p ∈ P , p cannot be covered by pictures
in X and ∀q ∈ Q, q can be covered by pictures in X, but each covering of q
makes use of at least one picture of P . Then, X is a toroidal code. Suppose by
contradiction that there exists a picture t ∈ Σ++ which admits two different
toroidal tiling decompositions c and d over X. Note that any subpicture of t
associated with a subdomain in c is covered by pictures of X associated with
some subdomains of d. It follows by definition of P that, if a subpicture th ∈ P
of t is associated with a subdomain belonging to c then th can be covered only by
itself in d. But, since the two toroidal decompositions of t over X are different,
it must exist at least a subpicture tk ∈ Q of t, associated with a subdomain of
c and, for what has been said before, tk must be covered only by pictures of
Q, associated with some subdomains of d. This contradicts the definition of Q.
Moreover, X is not a comma-free code since the pictures of Q are covered by
pictures in X.

Example 17. Let X = {x1, x2, x3, x4, x5, x6, x7} where x1 =
a b
b b

, x2 =
a a
b c

,

x3 = c b a c d d , x4 =
a d d
b d d

, x5 =
a d b
c c b
b a c

, x6 =
a c
c c
b d

, x7 = d b b b d . The

language X is a toroidal code. In fact, X = P ∪Q, with P = {x1, x2, x3, x4} and
Q = {x5, x6, x7}, which satisfy the requirements in Remark 16.

Proposition 18. Let X ⊆ Σ++ be a toroidal code. Then, the following proper-
ties hold.

(1) X cannot contain two different conjugate pictures.
(2) X cannot contain a self-conjugate picture.

Proof. (1) Suppose by contradiction that there exist p, q ∈ X with p ∼ q
i.e. there exist p1, p2, p3, p4 ∈ Σ∗∗, such that p = ⊕(p1, p2, p3, p4) and
q = ⊕(p1, p2, p3, p4). Consider the case with pi not empty, for i = 1, 2, 3, 4
(the other cases can be similarly handled) and suppose that q is the con-
jugate of p in position (i, j). The picture p has two different toroidal tiling
decompositions over X, say t and t′, with t = {d} = {[(1, 1), (|p|row, |p|col)]}
and t′ = {d′} = {[(i, j), (i − 1, j − 1)]}. This is a contradiction to X toroidal
code.

(2) The proof is the analogous of the one for item 1).
	




298 M. Anselmo et al.

The inverse of Proposition 18 is not verified, as shown in the following exam-
ple.

Example 19. Consider the language X = {p, q} with p =
a a
a b

and q =
b b
b a

.

The pictures p and q are non-self-conjugate and they are not conjugate each

other, but X is not a toroidal code. Actually, the picture r =

a a b b
a b b a
b b a a
b a a b

has

two different toroidal decompositions. The first one has only internal across
subdomains. It is {d1, d2, d3, d4}, with d1 = [(1, 1), (2, 2)], d2 = [(1, 3), (2, 4)],
d3 = [(3, 1), (4, 2)], d4 = [(3, 3), (4, 4)], where the pictures of X associated with
are p, q, q, p, respectively. The second decomposition is {s1, s2, s3, s4}, with s1 =
[(2, 2), (3, 3)], s2 = [(2, 4), (3, 1)], s3 = [(4, 2), (1, 3)], s4 = [(4, 4), (1, 1)], where
the pictures of X associated with are q, p, p, q, respectively.

Applying Propositions 11 and 18, we obtain an upper bound on the cardinal-
ity of a toroidal code in the uniform case. In the general case of X ⊆ Σ++, the
bound applies to each X ∩ Σm,n.

Proposition 20. Let X ⊆ Σm,n be a toroidal code and |Σ| = k. Then,
|X| ≤ ( ∑

d1|m
∑

d2|n μ(d1)μ(d2)kmn/(d1d2)
)
/mn.

In 1D, the definition of circular code is related to the notion of pureness of
the monoid X∗ generated by X. In 2D, the situation is more involved. There
is no proper definition of a generated monoid. We are going to associate to X
the language Xtor, which will play in 2D the role of X∗, and then introduce a
proper definition of pureness.

Definition 21. The toroidal tiling star of a language X ⊆ Σ++, denoted by
Xtor, is the set of pictures p whose domain can be partitioned into disjoint inter-
nal and/or across subdomains {d1, d2, . . . , dk} such that any subpicture ph of p
associated with the subdomain dh belongs to X, for all h = 1, ..., k, and the
subdomain containing (1, 1) is an internal domain.

Definition 22. Let X ⊆ Σ++. The language Xtor is very pure if for any
p, p′ ∈ Xtor, p ∼ p′, with p1, p2, p3, p4 as in Definition 1, and any toroidal
decomposition d of p and d′ of p′ over X, we have that, for any i = 1, 2, 3, 4, the
restriction of d to dom(pi) is equal to the restriction of d′ to dom(pi).

Let us state the main result of this section.

Proposition 23. The language X is a toroidal code if and only if Xtor is very
pure.

Proof. Let X be a toroidal code and suppose, by contradiction, that Xtor is
not very pure. Then, there exist p, p′ ∈ Xtor, p ∼ p′, with p = ⊕(p1, p2, p3, p4)
and p′ = ⊕(p4, p3, p2, p1), a toroidal decomposition d of p over X and a toroidal
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decomposition d′ of p′ over X such that, for some i ∈ {1, 2, 3, 4}, the restriction
of d to dom(pi) is different from the restriction of d′ to dom(pi). Note that the
toroidal decomposition d′ of p′ over X, induces a toroidal decomposition d” of p
over X, different from d and this is a contradiction to X toroidal code.

Now, let X ⊆ Σ++ such that Xtor is very pure and suppose, by contra-
diction, that X is not a toroidal code. Then, there exists q ∈ Σ++ with two
different toroidal tiling decompositions over X, say t = {d1, d2, . . . , ds} and t =
{d1, d2, . . . , dr}. Note that there exist two different positions (i, j), (ı, j) ∈ dom(q)
such that, the position (i, j) is covered in t by the tl-corner of a picture of X
and the position (ı, j) is covered in t by the tl-corner of a picture of X.

Then, set p1 = q[(1, 1), (i − 1, j − 1)], p2 = q[(1, j), (i − 1, n)], p3 =
q[(i, 1), (m, j − 1)], p4 = q[(i, j), (m,n)] and p = ⊕(p4, p3, p2, p1). Clearly, p
is the conjugate of q in position (i, j) and p ∈ Xtor. In an analogous way, set
p′
1 = q[(1, 1), (ı − 1, j − 1)], p′

2 = q[(1, j), (ı − 1, n)], p′
3 = q[(ı, 1), (m, j − 1)],

p′
4 = q[(ı, j), (m,n)] and p′ = ⊕(p′

4, p
′
3, p

′
2, p

′
1). Clearly, p′ is the conjugate of q in

position (ı, j) and p′ ∈ Xtor.
Note that, since conjugacy is a transitive relation, we have that p and p′ are

conjugate. Moreover, the toroidal tiling decomposition t of q induces a toroidal
tiling decomposition d of p over X and the toroidal tiling decomposition t of q
induces a toroidal tiling decomposition d′ of p′ over X. Since t and t are different,
this implies that, for some i ∈ {1, 2, 3, 4}, the restriction of t to dom(pi) is
different from the restriction of t to dom(pi). This, in turn, implies that, for some
i ∈ {1, 2, 3, 4}, the restriction of d to dom(pi) is different from the restriction of
d′ to dom(pi). This contradicts our assumption Xtor very pure. 	


We now compare all the classes of two-dimensional codes considered. We
denote them as follows. Let C be the class of (two-dimensional) codes, CY LV
be the class of vertical cylindric codes, CY LH be the class of horizontal cylindric
codes, TOR be the class of toroidal codes, CF be the class of comma-free codes.

Using the definitions, one can prove the following result. The strictness of
the inclusions is shown in Example 25.

Proposition 24. CF � TOR � CY LV ∩ CY LH.
Moreover, CY LV ∩CY LH � CY LH � C and CY LV ∩CY LH � CY LV �

C.

Example 25. The language X1 =
{

a a
a a

}
is a code, but it is neither vertical nor

horizontal cylindric code. The language X2 =
{

a b
a b

}
is a horizontal cylindric

code which is not a vertical cylindric one. The language X3 =
{

a b
b a

}
is both a

horizontal and a vertical cylindric code, but it is not a toroidal code. Actually,
a b
b a

has two different toroidal tiling decompositions, {d1} and {d2}, where d1 =

[(1, 1), (2, 2)] and d2 = [(1, 2), (1, 1)].
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An example of toroidal code that is not a comma-free code is given in Exam-
ple 17.
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Abstract. We define the geometrical closure of a language over a j-
ary alphabet, and we prove that in the case of dimension 2 the family
V3/2 in the Straubing-Thérien hierarchy of languages is closed under
this operation. In other words, the geometrical closure of a V3/2 binary
language is still a V3/2 language. This is achieved by carrying out some
transformations over a regular expression representing the V3/2 language,
which leads to a V3/2 regular expression for the geometrical closure.

Keywords: Regular language · Geometrical language ·
Regular expression · Straubing-Thérien hierarchy

1 Introduction

A connex figure in a j-dimensional space is a set of points of Nj such that, for
any point in the figure, there exists a path from the origin to this point. A path
is intended to proceed by an incremental step in one of the j dimensions at a
time. For a language L over a j-ary alphabet, the figure of L is the set of the
points in N

j corresponding to the Parikh vectors of the prefixes of its words.
Conversely, the language of a connex figure is the set of words covering all the
possible paths from the origin in the figure. A language L is geometrical if the
set of its prefixes is equal to the language of the figure of L.

Geometrical languages have been introduced in [4]. Initially, their study was
motivated by their application to the modeling of real-time task systems [2], via
regular languages [7] or discrete geometry [7,9]. This led to the study of their
behaviour in language theory. While geometrical languages occur in any level of
the Chomsky hierarchy, it is the geometrical regular languages that have been
mainly studied. There exist two polynomial algorithms [3,6] to check if a binary
regular language is geometrical, and an exponential one [3] for regular languages.

In this paper we investigate the following property: a family of languages is
geometrically closed if, for any of its languages L, the geometrical closure of L,
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which we define as the language of its figure, belongs to the family. We remark
that the class of regular languages is not geometrically closed. Indeed let L be
the language (aa∗b)∗. The figure is composed of all the points below and on
the diagonal {(n, n) | n ≥ 0}. Then the language of the figure of L is the set of
words whose prefixes contain a number of b less than or equal to the number of a.
We take into account the Straubing-Thérien hierarchy of regular languages over
an alphabet A, first considered implicitly in [16] and explicitly in [15], and we
focus on the family of languages corresponding to the level 3/2. This hierarchy
is defined starting by the empty set and the free monoid A∗, and alternating
polynomial closures and Boolean closures. For recent references on the Straubing-
Thérien hierarchy, the reader is referred to [11,13,14]. The level V3/2 has been
proved to be decidable [1,12]. Moreover, it is shown in [1] that the languages of
V3/2 are finite unions of languages of the form A∗

0a1A
∗
1a2 · · · akA

∗
k, with ai ∈ A

and Ai ⊆ A. We rely on this combinatorial characterization to yield our main
result. We also recall that V3/2 is one of the few interesting families of regular
languages which are known to be closed under partial commutations [5,8].

The main result of this paper is that the family V3/2 over a two-letters alpha-
bet is also geometrically closed, and we effectively provide a V3/2 expression for
the language of the figure of a V3/2 language. We first show that any binary
V3/2 expression can be converted, preserving the figure, into a particular kind of
regular expression, a sum of components, made of planes, wires and strips, which
have at most one starred sub-alphabet each. Then we explain how to normal-
ize and reduce these sums in order to get independent parts whose geometrical
closure can be easily computed.

The paper is organized as follows. In the second section we recall the defini-
tions concerning geometrical languages. In Sect. 3 we show the first transforma-
tion of a regular expression denoting a V3/2 language (in sum of components).
In Sect. 4 we present the next transformations, normalization and reduction.
Finally, in Sect. 5 we show how to compute a regular expression denoting the
geometrical closure of the starting V3/2 language. In Sect. 6 we present a web
application allowing to display in the 2-dimensional space the transformations
we operate, together with the corresponding regular expressions.

2 Preliminaries

In the following, we consider the alphabets Aj = {a1, . . . , aj} for any integer
j > 0. The vector Vector(w) of a word w in A∗

j is its Parikh vector, i.e. the
j-tuple (|w|a1 , . . . , |w|aj

), where |w|ak
is the number of occurrences of ak in w,

for any integer 1 ≤ k ≤ j. The set of the prefixes of a language L is denoted by
Pref(L). The figure of a language L ⊆ A∗

j is the set F(L) of j-tuples {Vector(w) |
w ∈ Pref(L)}. More generally, a figure of dimension j is a subset of Nj . Two
j-tuples c = (c1, . . . , cj) and c′ = (c′

1, . . . , c
′
j) are consecutive if there exists an

integer i ≤ j such that |ci−c′
i| = 1 and ck = c′

k for any integer k ≤ j distinct from
i. In this case, the integer i is said to be the shift of (c, c′), denoted by Shift(c, c′).
Moreover, we say that c precedes c′ if c′

i − ci = 1. A figure F is connex if for any
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tuple c in F \ {0j}, F contains a tuple c′ preceding c. A path is a non-empty
finite sequence of consecutive j-tuples [p1, . . . , pn] such that pk precedes pk+1 for
any integer 1 ≤ k ≤ n − 1. The set Paths(F ) is the set of the paths of a connex
figure F that start from the origin. The word Word(p) associated with a path
p = [p1, p2, . . .] is inductively defined by Word([p1]) = ε, Word([p1, . . . , pk]) =
Word([p1, . . . , pk−1])·aShift(pk−1,pk). The language of a connex figure F is L(F ) =
{Word(p) | p ∈ Paths(F )}. A language L is geometrical if Pref(L) = L(F(L)).

Example 1. Let us consider the two figures F1 and F2 over A2

F1 = {(0, 0), (1, 1), (1, 2), (2, 1), (2, 2), (3, 3), (3, 4), (4, 4)}, F2 = F1 ∪ {(0, 1), (3, 2)}

respectively represented in Figs. 1 and 2. By definition, F1 is not connex, whereas
F2 is. Moreover, if we consider the language L defined by

L = {a2a1a1, a2a1a2a1a1a2a2a1},

it can be checked that F2 = F(L). However, L is not geometrical, since the word
a2a1a1a2 is in L(F2) \ Pref(L).

Fig. 1. A non connex figure. Fig. 2. A connex figure.

In the sequel, we only consider connex figures.
A regular expression E over Aj is inductively defined by

E = ai, E = ε, E = ∅,

E = E1 + E2, E = E1 · E2, E = E∗
1 ,

where 1 ≤ i ≤ j, and E1 and E2 are any two regular expressions over Aj . The
language denoted by a regular expression E over Aj is the language inductively
defined by:

L(ai) = {ai}, L(ε) = {ε}, L(∅) = ∅,

L(E1 + E2) = L(E1) ∪ L(E2), L(E1 · E2) = L(E1) · L(E2), L(E∗
1 ) = (L(E1))

∗,

where 1 ≤ i ≤ j and E1 and E2 are any two regular expressions over Aj .
By extension the figure F(E) of a regular expression E is the set of j-tuples
F(L(E)). A regular expression E is:
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– a block if it equals u(ai1 + · · · + aik)∗, with u in A∗
j and {ai1 , . . . , aik} ⊆ Aj ,

– elementary if it is a concatenation of blocks.

An expression is V3/2 if it is a finite sum of elementary regular expressions. A
language is V3/2 if it is denoted by a V3/2 expression. The family of V3/2 languages
corresponds to the level 3/2 of the Straubing-Thérien hierarchy [1].

3 Geometrical Equivalence and Sums of Components

There are several different languages, geometrical or not, that have the same
figure. This leads to the definition of an equivalence of languages.

Definition 2. Two languages L and L′ over Aj are geometrically equivalent,
denoted by L ∼ L′, if F(L) = F(L′). Two regular expressions E and E′ are
geometrically equivalent if F(E) = F(E′).

Example 3. The languages L = {a2a1a1, a2a1a2a1a1a2a2a1} of Example 1 and
the language L′ = {a2a1a2, a2a1a1a2a1a2a2a1} are geometrically equivalent.

Definition 4. The geometrical closure L of a language L over Aj is the lan-
guage L(F(L)).

If a language is geometrical, then its geometrical closure is just its prefix-closure.
Remark that two geometrically equivalent languages have the same geometrical
closure.

In the sequel we apply these definitions to the family of V3/2 languages. A
V3/2 language is not necessarily geometrical. Take for example L = L(a∗

1a2). The
words in L(a2a

+
1 ) belong to L(F(L)), but they are not prefixes of L. Besides, a

V3/2 language is not in general closed by prefixes, but its closure by prefixes is
still a V3/2 language. Our aim is to prove that the geometrical closure of a V3/2

language is still a V3/2 language, and we achieve our purpose here in the case of
a 2-ary alphabet.

N.B. From now on, we implicitly consider binary languages. Moreover, in
order to simplify the notations, we set a = a1 and b = a2.

Example 5. The geometrical closure L(F(L)) of L in Example 1 is

{ε, b, ba, baa, bab, baab, baba, baaba, babaa, baabab, babaab,

baababb, babaabb, baababba, babaabba}.

This example also shows that the geometrical closure of a V3/2 expression is
not necessarily equal to the sum of the closures of its elementary expressions.
Hence, we make several transformations on a V3/2 expression, in order to get
an expression which is geometrically equivalent to the starting expression, and
that we are able to close easily. In this section we make a first transformation,
preserving the figure: a V3/2 expression will be converted into a sum of special
expressions, called components, like wires, strips and planes. Throughout the
paper a sum of components will always be intended as finite.
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A regular expression E is:

– a plane if it equals u(a + b)∗,
– a vertical (resp. horizontal) strip of width n if it equals ub∗an−1 (resp.

ua∗bn−1),
– a wire if it equals u,

for some word u in A∗
2. In all these cases, E is said to be a component. If E is

a strip or a plane, then u is said to be the affix of E. In the case of a vertical
(resp. horizontal) strip, the word uan−1 (resp. ubn−1) is the end of the strip.

Example 6. Let us consider the expression E defined by

E = baa + aa + bb∗a + bbaa(a + b)∗ + ba + a∗.

It is the sum of three wires (baa, aa and ba), a plane (bbaa(a + b)∗), a vertical
strip of width two (bb∗a) and a horizontal strip of width one (a∗). The figure of
E is represented in Fig. 3.

To improve readability, we will use in the sequel the graphic representation
defined as follows: the planes and the strips are represented by colored areas
(red for the planes, green for the horizontal strips, blue for the vertical strips),
whereas the wires, the affixes and the ends are represented as black lines. As an
example, the figure of the previous example is represented in Fig. 4. Notice that
the wire aa is covered by the green strip a∗.

Fig. 3. The figure of E. Fig. 4. The geometrical representation
of F(E). (Color figure online)

We immediately get the following result.

Proposition 7. A sum of components denotes a V3/2 language.

Moreover, let us show that any V3/2 language is geometrically equivalent to a
language denoted by a sum of components. For this purpose, we focus on some
geometrical equivalences.
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Lemma 8. Let L be a language over A2, u and v be two words in A∗
2, and

Vector(v) = (x, y). Then:

{u} · A∗
2 · L ∼ {u} · A∗

2, (1)

{u} · {a}∗ · {v} ∼ {uax} · {a}∗ · {by} ∪ {uaiv | 0 ≤ i ≤ x}, (2)

{u} · {b}∗ · {v} ∼ {uby} · {b}∗ · {ax} ∪ {ubiv | 0 ≤ i ≤ y}, (3)
{u} · {α}∗ · {v} · {α}∗ · L ∼ {u} · {α}∗ · {v} · L, α ∈ A2, (4)

{u} · {a}∗ · {v} · {b}∗ · L ∼ {uax} · A∗
2 ∪ {uaiv | 0 ≤ i ≤ x}, (5)

{u} · {b}∗ · {v} · {a}∗ · L ∼ {uby} · A∗
2 ∪ {ubiv | 0 ≤ i ≤ y}, (6)

{u} · {a}∗ · {v} · A2
∗ · L ∼ {uax} · A∗

2 ∪ {uaiv | 0 ≤ i ≤ x}, (7)

{u} · {b}∗ · {v} · A2
∗ · L ∼ {uby} · A∗

2 ∪ {ubiv | 0 ≤ i ≤ y}. (8)

Hence,

– according to Eq. (1), if the first starred expression is a plane, then all the
following blocks can be dropped,

– according to Eqs. (2) and (3), a V3/2 expression with a unique starred symbol
can be replaced by a strip and a sum of wires,

– according to Eq. (4), if the two first starred expressions are two identical
starred symbols separated by a word, then the second one can be dropped,

– according to Eqs. (5), (6), (7) and (8), if the two first starred expressions
are two distinct starred nonempty alphabets separated by a word, then the
expression can be transformed into a plane and a sum of wires.

Consequently,

Proposition 9. Any V3/2 language is geometrically equivalent to a language
denoted by a sum of components.

4 Reduction of a Sum of Components

Let us now show how to transform a sum of components, preserving the figure,
in order to obtain an easy-to-close expression. We proceed in two steps. The
normalization is an operation where some wires are added and some planes and
strips are shifted, w.r.t. to the frontiers. The next step, the reduction, deals
with planes and strips by getting rid of unnecessary components, and merging
together some others.

4.1 Normalization

We show how to normalize a sum of components, that allows us to determine
what is the part of the language we need to close. This process will allow (1) to
highlight a rectangle in the figure, containing only wires and all the wires, and
determined by the frontiers, and (2) to shift the strips and the planes beyond
this rectangle by adding some wires. More formally, the frontiers are two integers
l and h such that
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– any point (x, y) of the figure satisfying x < l and y < h belongs to at least
one wire and only to wires;

– any point (x, y) of the figure satisfying x = l or y = h belongs to at least one
wire, and can appear in a strip or in a plane;

– any point (x, y) of the figure satisfying x > l or y > h only belongs to planes
or strips.

From now on, we use the notation Vector(u) = (xu, yu) for any u ∈ A∗
2.

Definition 10. A regular expression E is normalized if it is a sum of planes,
strips and wires such that there exist two integers l and h, satisfying:

1. for any of its wires u,

xu ≤ l, yu ≤ h, (9)

2. for any of its vertical (resp. horizontal) strips of affix u, of width n and of
end e, the following conditions hold:

(ye = h) ∧ (xe ≤ l) (resp. (xe = l) ∧ (ye ≤ h)), (10)

E contains the wire uan−1 (resp. ubn−1), (11)

3. for any of its planes of affix u, the following conditions hold:

(yu = h) ∧ (xu ≤ l) ∨ (xu = l) ∧ (yu ≤ h), (12)

E contains the wires ual−xu , ubh−yu . (13)

The two integers l and h are the frontiers of E.

Let us then show how to normalize a sum of components. Let E be a non-empty
sum of components. We denote by X the set

X = {u ∈ A∗
2 | u is a wire or an affix or an end of a component in E},

and we consider the two integers l and h defined by

l = max{xw | w ∈ X}, h = max{yw | w ∈ X}.

Notice that E satisfies Eq. (9). Let us show how to transform E into a geo-
metrically equivalent normalized expression.

Consider a plane p of affix u. Then xu ≤ l and yu ≤ h. We set l′ =
l − xu and h′ = h − yu. The figure of p is equal to the figure of the sum
of the planes p′ = ual′(a + b)∗ and p′′ = ubh

′
(a + b)∗ and the expression

E′ = ual
′
+ ubh

′
+ u(al

′
bh

′
) , where is the classical shuffle product. We

recall that for any two words u and v over an alphabet A, u v is the sum
of the words u1v1 · · · unvn with u1 · · · un = u, v1 · · · vn = v and ui, vi ∈ A∗ for
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1 ≤ i ≤ n. Since E′ denotes a finite language, it is equivalent to a sum E′′ of
wires, which satisfies Eq. (9). Moreover, the wires ual′ and ual′bh

′
needed by

p′ to satisfy Eq. (13), and the wires ubh
′

and ubh
′
al′ needed by p′′ to satisfy

Eq. (13), are all included in E′′. Finally, p′ and p′′ satisfy Eq. (12), and therefore
E′′ + p′ + p′′ is a normalized sum of components geometrically equivalent to p.

Consider now a vertical strip s of affix u and of width n. If yu < h, let
h′ = h − yu. The figure of s is equal to the figure of the sum of the vertical strip

s′ = ubh
′
b∗an−1 and the expression E′ = u(an−1 bh

′
). Since E′ denotes a finite

language, it is equivalent to a sum E′′ of wires, which satisfies Eq. (9). Finally s′

satisfies Eq. (10), and the wire ubh
′
an−1 needed for Eq. (11) is included in E′′.

Therefore E′′+s′ is a normalized sum of components geometrically equivalent to
s. If a horizontal strip is not normalized, then the normalization can be performed
similarly.

As a direct consequence of the previous conclusions, since each plane and
each strip can be treated independently, we get the following results.

Proposition 11. Any sum of components can be normalized into a geometri-
cally equivalent sum of components.

Example 12. Let us consider the expression E of Example 6. The normalization
of E produces the expression E′ defined by

E′ = baa + aa + bbb∗a + bba + bab + bbaa(a + b)∗ + bbaa + ba + aaa∗.

Indeed,

– the frontiers are l = 2 and h = 2,
– the strip bb∗a is removed and produces

the strip bbb∗a and the wires bba and bab
(according to the normalization),

– the plane bbaa(a + b)∗ produces the wire
bbaa (Eq. (13)),

– the strip a∗ is transformed into the strip
aaa∗ (Eq. (10)), satisfying Eq. (11) since
aa is already in E.

Fig. 5. The figure of E′.

The associated figure is represented in Fig. 5. The frontiers l and h are marked
by a yellow point.

4.2 Reduction of a Normalized Expression

Let us now explain how to reduce a normalized expression preserving the figure.
As an example, if a component is included in a plane, then it can be removed.
As another example, if two vertical strips overlap, or if the end of a strip and the
affix of the other have the same vector or correspond to two consecutive points,
then they can be merged.
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Definition 13. A regular expression E with frontiers l and h is reduced if it is
normalized and satisfies the following three conditions:

1. E contains at most two planes of affix u and u′ with xu = l and yu′ = h,
such that either xu′ < l and yu < h, or u = u′,

2. for any plane of affix u and for any vertical (resp. horizontal) strip of end e,
xe < xu − 1 (resp. ye < yu − 1),

3. for any two vertical (resp. horizontal) strips of affixes u and u′ and of ends e
and e′, xe < xu′ − 1 or xe′ < xu − 1 (resp. ye < yu′ − 1 or ye′ < yu − 1).

Let us show how to reduce a normalized expression E with frontiers l and h.
Suppose that E contains two planes p and p′ of affixes u and u′, with xu ≤ xu′

and yu = yu′ . Then removing p′ from E produces a geometrically equivalent
expression. Notice that the case when yu ≤ yu′ and xu = xu′ can be treated
similarly. Consequently, by recurrence on the number of planes, it can be shown
that E is geometrically equivalent to a normalized expression with

– at most two planes,
– at most one plane u(a + b)∗ such that xu ≤ l,
– at most one plane u(a + b)∗ such that yu ≤ h.

Consider now two components of E, a vertical strip s of affix u and of end e,
and a plane p of affix u′ (resp. a vertical strip s′ of affix u′ and of end e′), such that
xe ≥ xu′ −1 (resp. xe ≥ xu′ −1 and xe′ ≥ xe). If xu ≥ xu′ (and necessarily yu =
yu′), then removing s from E produces a geometrically equivalent expression.
Otherwise, s can be replaced by the plane p′ = u(a + b)∗ and by the wire w = u
(resp. s and s′ can be merged into an equivalent vertical strip p′ = ub∗axe′ −xu and
they are equivalent to p′ +w, where w is the wire uaxe′−xu). Therefore, replacing
s (resp. s and s′) by p′ +w in E produces a geometrically equivalent expression.
In the case of a new plane creation, the reduction step can be performed one
more time if needed to get rid of an unnecessary plane (see Example 14). Notice
that this creation is needed when p is a plane with xu′ = l = xe and yu′ �= h.
The case of horizontal strips can be performed similarly.

The expression obtained by the reduction step is still normalized, with the
same frontiers l and h of the starting expression.

Example 14. Let us consider the normalized expressions E1 and E2 defined by

E1 = b(a + b)∗ + b + aa + aaa∗ + baa, E2 = baa(a + b)∗ + baa + aa + aaa∗.

In both of these cases, the strip aaa∗ is replaced by aa(a + b)∗ during the reduc-
tion step. However, in E2, the other plane baa(a + b)∗ has to be removed to
obtain a reduced expression, while b(a + b)∗ is not removed in E1.

From the previous construction, we directly get the following result.

Proposition 15. Any normalized expression E can be reduced to a geometri-
cally equivalent expression, which is normalized with the same frontiers as E.
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As a direct consequence of Propositions 9, 11 and 15,

Proposition 16. Any V3/2 language is geometrically equivalent to a language
denoted by a reduced sum of components.

Example 17. Let us consider the normalized ex-
pression E′ of Example 12. The reduction of E′ pro-
duces the expression E′′ defined by

E′′ = baa + aa + bba + bab + bb(a + b)∗

+ bb + bbaa + ba + aaa∗.

Indeed, the strip bbb∗a and the plane bbaa(a + b)∗

are merged into the plane bb(a + b)∗. The wire bb
is added in order to satisfy Eq. (13). The associated
figure is represented in Fig. 6.

Fig. 6. The figure of L(E′′).

5 Geometrical Closure of a Reduced Expression

In this section we show how to compute a regular expression denoting the geo-
metrical closure of a reduced expression.

For a reduced expression E of frontiers l and h, the points (x, y) of F(E)
satisfying x = l ∧ y ≤ h or y = h ∧ x ≤ l will also be called frontiers.

In order to compute the closure, notice that since E is reduced, the closure
of a plane or a strip can be performed independently of every other compo-
nent. Indeed, the closure of a language L will add some words when there exist
two consecutive points p1 and p2 in F(L) and a word w in Pref(L) such that
Vector(w) = p1 and waShift(p1,p2) /∈ Pref(L). Now, two consecutive points cannot
belong to two distinct strips, or to a plane and a strip (if two consecutive points
belong to two distinct planes, then they both belong to the same plane too).
Moreover, if p is a point included in the part of the figure beyond the frontiers,
then a path in the figure, from the origin to p, necessarily goes through a point
in the frontiers, and this point is included in a wire. Therefore, it is sufficient
to compute (1) the geometrical closure of the set of wires (by enumerating the
finite set of paths of its associated finite figure) and (2) all the paths from the
frontiers to any point in a component (plane or strip), and (3) to combine these
two parts appropriately.

First, in a plane, the set of paths from the frontier to any point of the plane
is denoted by (a + b)∗.

Let s be a vertical strip of affix u and of width n, and consider a point
(xu+k, yu) on the frontier of s (with k ≤ n−1). Then the set of the paths inside
the strip, starting from (xu + k, yu), is denoted by

∑

0≤j≤n−1−k

b∗(ab∗)j .
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Likewise, the set of the paths from a point (xu, yu + k) on the frontier of a
horizontal strip of affix u and of width n inside the strip is denoted by

∑

0≤j≤n−1−k

a∗(ba∗)j .

Let us now show how to compute the geometrical closure of a reduced expres-
sion. Let E be a reduced expression and X be the set of the wires of E.

First, the geometrical closure X of X is a finite language that can be com-
puted directly from the figure. Moreover, for any couple (x, y) of integers, we
denote by X(x,y) the set defined by {w ∈ X | Vector(w) = (x, y)}. An expression
F is a geometrical representation of a component c of E if

L(F ) = {u ∈ L(E) | Vector(u) ∈ F(c)}.

Denoting by C the set of strips and planes of E and by Fc a geometrical repre-
sentation of c, we get

L(E) = X ∪ L(
∑

c∈C

Fc).

Let us now compute geometrical representations of strips and planes. If c =
ub∗an−1 is a vertical strip of E, then we set

ĉ =
∑

0≤k≤n−1,

w∈XVector(uak),

0≤j≤n−1−k

wb∗(ab∗)j .

Remark that ĉ geometrically represents c and that L(ĉ) is a V3/2 language. If
c = ua∗bn−1 is a horizontal strip of E, then we set

ĉ =
∑

0≤k≤n−1,

w∈XVector(ubk),

0≤j≤n−1−k

wa∗(ba∗)j .

Similarly to the previous case, ĉ geometrically represents c and L(ĉ) is a V3/2

language. Finally, if c = u(a + b)∗ is a plane of E, and l and h are the frontiers
of E, then

– if xu = l,

ĉ =
∑

0≤i≤h−yu,

w∈XVector(ubi)

w(a + b)∗;

– if yu = h,

ĉ =
∑

0≤i≤l−xu,

w∈XVector(uai)

w(a + b)∗
.
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Similarly to the previous cases, ĉ geometrically represents c and L(ĉ) is a V3/2

language. As a conclusion,

Theorem 18. The family of V3/2 languages is geometrically closed.

Example 19. Let us consider the reduced expression E′′ of Example 17. Hence,

X = {baa, aa, bba, bab, bb, bbaa, ba}, X =
⋃

0≤i,j≤2

(ai bj),

X((x,y)|x≤2,y≤2) = (ax by), Faaa∗ = aaa∗,

Fbb(a+b)∗ = bb(a+ b)∗ + abb(a+ b)∗ + bab(a+ b)∗ + bba(a+ b)∗

+ aabb(a+ b)∗ + abab(a+ b)∗ + abba(a+ b)∗ + baab(a+ b)∗

+ baba(a+ b)∗ + bbaa(a+ b)∗.

6 Web Application

The computation of a component sum, its normalization, its reduction and its
closure have been implemented in Haskell (made in Haskell, compiled in Java-
script using the reflex platform) in order to help the reader to manipulate
the notions. This web application can be found here [10]. As an example, the
expression baa + aa + bb∗a + bbaa(a + b)∗ + ba + a∗ of Example 6 can be defined
from the literal input b.a.a+a.a+b.b*.a+b.b.a.a.(a+b)*+b.a+a*.

7 Perspectives

We plan to investigate our constructions in higher dimensional spaces to deter-
mine whether the whole V3/2 family is geometrically closed. The adjunction of a
third dimension implies the consideration of more complex objects, but we hope
that our two steps (normalization and reduction) can still be applied.
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Abstract. We propose the notion of a deterministic biautomaton, a
machine reading an input word from both ends. We focus on various
subclasses of deterministic linear languages and give their characteri-
zations by certain subclasses of deterministic biautomata. We use these
characterizations to establish closure properties of the studied subclasses
of languages and to get basic decidability results concerning them.

1 Introduction

Formal languages can be generated by grammars or, alternatively, they can be
recognized by various devices. The second approach is useful when we want
to decide whether a given word belongs to a given language. The devices may
be nondeterministic or deterministic, and the latter ones are usually more effi-
cient in the task. Nevertheless, this advantage is often compensated by a weaker
expressive power of that machines.

The machines considered in this paper are based on the notion of nonde-
terministic biautomata introduced by Holzer and Jacobi [5]. A nondeterministic
biautomaton is a device consisting of a finite control which reads symbols from
a read-only input tape using a pair of input heads. The left head reads the sym-
bols from left to right, and the right one from right to left. In one step of a
computation, the finite control nondeterministically chooses one of the heads,
reads the next symbol by it, and moves into a new state. The choice of the new
state is again made nondeterministically. A computation ends when the heads
finish the reading of the input word and meet somewhere inside the tape. And
as usually, the input word is accepted if there is a computation which ends in a
final state.
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Nondeterministic biautomata recognize the class of linear context-free lan-
guages that are generated by context-free grammars in which every production
has at most one nonterminal in its right hand side. The conversion from a biau-
tomaton to a linear grammar, or vice versa, is straightforward [5].

In this paper we consider deterministic biautomata for which at most one
computation is possible for every input word. Our motivation comes from
the papers by Nasu, Honda [15], Ibarra, Jiang, Ravikumar [9], de la Higuera,
Oncina [4], and Holzer, Lange [6] that studied subclasses of linear languages
obtained by applying a kind of determinism to linear grammars. Our aim is
to provide characterizations of the above mentioned subclasses by deterministic
biautomata.

We propose the notion of a deterministic biautomaton in the next section.
In Sect. 3, we describe certain subclasses of deterministic biautomata that rec-
ognize exactly the classes of languages generated by DL, LinLL(1), and NH-DL
grammars considered in [4]. We use these characterizations in Sect. 4, to study
closure properties of the considered subclasses. Using these properties we are
able to answer basic decidability question in Sect. 5.

To conclude this introduction, let us mention that several other devices recog-
nizing linear languages have been introduced in the literature. Nondeterministic
linear automata have been studied by Loukanova [14] and their deterministic
counterparts have been considered by Bedregal in [3], where some partial obser-
vations concerning deterministic linear languages were also given. Another exam-
ple of devices recognizing linear languages has been provided by Rosenberg [16]
who used some kind of 2-tape automata.

2 Linear Languages and Nondeterministic Biautomata

For a finite non-empty alphabet Σ, let Σ∗ denote the set of all words over Σ
including the empty word λ. Let P(X) denote the set of all subsets of a set X.

A linear grammar is a tuple (N,Σ,P, S) where N and Σ are disjoint sets of
nonterminals and terminals, respectively, P is a set of production rules of the
form A → w where A ∈ N and w ∈ Σ∗NΣ∗ ∪ Σ∗, and S is the initial non-
terminal. We use the standard notation for grammars like ⇒ for one derivation
step and ∗⇒ for the transitive-reflexive closure of the relation ⇒. The language
generated by a grammar (N,Σ,P, S) is the set {w ∈ Σ∗ | S

∗⇒ w}. A language
is linear if it is generated by a linear grammar.

A nondeterministic biautomaton (NB) is a sextuple B = (Q,Σ, ·, ◦, I, F )
where Q is a finite set of states, Σ is an input alphabet, · : Q × Σ → P(Q) is a
left action, ◦ : Q × Σ → P(Q) is a right action, I ⊆ Q is the set of initial states
and F ⊆ Q is the set of final states.

A configuration is a pair (q, w), where q is a state and w is a word which
remains to be read. The relation � on the set of all configurations is defined as
follows: For q, q′ ∈ Q, w ∈ Σ∗ and a ∈ Σ, we have (q, aw) � (q′, w) if q′ ∈ q · a
and (q, wa) � (q′, w) if q′ ∈ q◦a. Furthermore, the reflexive and transitive closure
of � is denoted by �∗. Let LB(q) = {w ∈ Σ∗ | (q, w) �∗ (f, λ) for some f ∈ F} be
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the set of words accepted from the state q. Then the language recognized by B
is LB =

⋃
i∈I LB(i). The class of all languages recognized by NBs is denoted

by NB. It is known that it coincides with the class of linear languages [5].

Remark 1. For each NB, one can use the power-set construction [10] and obtain
a biautomaton in which both · and ◦ are mappings from Q × Σ into Q. The
resulting biautomaton is deterministic in the terminology used in [10]. However,
it is far from being a deterministic biautomaton in our sense since either the left
or the right reading head can still be nondeterministically chosen.

3 Determinism for Biautomata and Linear Languages

In this section we introduce a formal definition of a deterministic biautomaton.
Furthermore, we define certain subclasses of deterministic biautomata which cor-
respond to the classes of deterministic linear languages studied in the literature.

We are interested in biautomata which admit at most one computation for
every input word. In particular, they have just one initial state. Furthermore,
each state must determine which head will be used in the next step of the
computation. And of course, the actions · and ◦ must be deterministic.

Definition 2. A biautomaton B = (Q,Σ, ·, ◦, I, F ) is deterministic (DB) if

(1) |I| = 1;
(2) for each q ∈ Q and a ∈ Σ, we have |q · a| ≤ 1 and |q ◦ a| ≤ 1,
(3) if q · a 
= ∅ for some a ∈ Σ, then q ◦ b = ∅ for each b ∈ Σ,
(4) if q ◦ a 
= ∅ for some a ∈ Σ, then q · b = ∅ for each b ∈ Σ.

The class of all languages which are recognized by DBs is denoted by DB.

It follows from the definition that there are states of two different kinds. The
first ones, called left states, have the property that q ◦ a = ∅ for each a ∈ Σ,
and the second ones, called right states, have the property that q ◦ a 
= ∅ for
some a ∈ Σ and consequently q · b = ∅ for every b ∈ Σ. We denote the set
of all left states by QL and the set of all right states by QR. Therefore Q is a
disjoint union of QL and QR. Now a deterministic biautomaton can be written
as B = (QL, QR, Σ, ·, ◦, i, F ) where i ∈ QL ∪ QR is the initial state, · is a partial
function from QL to QL ∪ QR and ◦ is a partial function from QR to QL ∪ QR.
Note that every state q satisfying q · a = q ◦ a = ∅ for each a ∈ Σ belongs
to QL. This definition is almost identical with the definition of deterministic
linear automaton from [3]; the main difference is that we have a unique initial
state while in [3] more initial states are allowed.

Notice that every DB can be modified, by adding an additional state, to an
equivalent complete DB which satisfies |q · a| = 1 for each a ∈ Σ and q ∈ QL,
and |q ◦ a| = 1 for each a ∈ Σ and q ∈ QR.

Remark 3. Consider a complete DB B = (QL, QR, Σ, ·, ◦, i, F ) recognizing a lan-
guage L. Then, for every w ∈ Σ∗, there is a uniquely determined state q ∈ Q such
that (i, w) �∗ (q, λ). Therefore, DB Bc = (QL, QR, Σ, ·, ◦, i, Q\F ) recognizes the
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complement of L. Consequently, the class DB is closed under complementation.
On the other hand, the class NB is not closed under complementation since it is
closed under union, but it is not closed under intersection as shown by a folklore
example of two linear languages the intersection of which is not context-free:
{anbmcm | m,n ≥ 0} ∩ {anbncm | m,n ≥ 0}. Thus DB � NB.

3.1 Characterization of Deterministic Linear Languages

The following definition of deterministic linear grammars is taken from [4]. The
first property of these grammars is that they do not contain production rules
with the right hand side starting with a non-terminal. Moreover, for a fixed
nonterminal A, the first terminal on the right hand side of a rule having A on the
left hand side uniquely determines the rule and it is followed by a nonterminal.

Definition 4 [4]. A deterministic linear (DL) grammar G = (N,Σ, S, P ) is a
grammar where all productions are of the form A → aBu or A → λ and which
satisfies the following condition: for each A,B,C ∈ N, a ∈ Σ, u, v ∈ Σ∗, if the
rules A → aBu and A → aCv are in P, then B = C and u = v .

Theorem 6 in [3] shows a construction of a DB recognizing a language given
by a deterministic linear grammar. Our goal is to specify the corresponding class
of DBs more precisely. Since left states of the constructed DB are obtained from
nonterminals, the following definition assumes that the initial state and all final
states are left states, and every right state has exactly one out-going transition.

Definition 5. A DB B = (QL, QR, Σ, ·, ◦, i, F ) is weak from the right (DBW)
if {i} ∪ F ⊆ QL and for each q ∈ QR, there is a unique a ∈ Σ such that q ◦ a is
defined. The class of all languages recognized by DBWs is denoted by DBW.

Theorem 6. A language is generated by a deterministic linear grammar if and
only if it is recognized by a deterministic biautomaton weak from the right.

Proof (Sketch). Let G = (N,Σ, S, P ) be a DL grammar generating a language L.
We construct a DB B = (N,QR, Σ, ·, ◦, S, F ) in which for each production in P
of the form A → aBb1 · · · bk, where k ≥ 1 and a, b1, . . . , bk ∈ Σ, we put the state
(B, b1 · · · b�) into QR for each � with 1 ≤ � ≤ k, and we set A · a = (B, b1 · · · bk).
Furthermore, for each � with 2 ≤ � ≤ k, we set (B, b1 · · · b�)◦b� = (B, b1 · · · b�−1),
and finally, we set (B, b1) ◦ b1 = B. For each production of the form A → aB,
we set A · a = B. For each production of the form A → λ, we just put A into F .
The resulting biautomaton is a DBW and it recognizes the language L.

Let B = (QL, QR, Σ, ·, ◦, i, F ) be a DBW for L. We may assume that B is
trim, that is, each its state is reachable, and some final state can be reached
from each of its states. We construct the grammar (QL, Σ, i, P ) where rules are
of the form A → aBu, where B is the uniquely determined first possible left
state accessible from A · a and u is the word which is read by the right head
during the move from A · a into B. Finally, we add rules A → λ for A ∈ F . ��
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3.2 Characterization of Linear LL(1) Languages

Inside context-free languages, the hierarchy of LL languages is defined; see [1].
Since we are interested only in linear languages and since we deal with determin-
istic grammars, we concentrate on linear LL(1) grammars. The next definition
is from [6] and it uses the following technical notation. Let G = (N,Σ, S, P )
be a grammar and α ∈ (N ∪ Σ)∗. Then FIRSTG(α) is defined as the set
{a ∈ Σ | α

∗⇒ aβ for some β ∈ (N ∪ Σ)∗} extended by λ whenever α
∗⇒ λ.

Definition 7 [6]. A linear grammar G = (N,Σ, S, P ) is a linear LL(1) gram-
mar if the following condition is satisfied for every A ∈ N : for every sentential
form S

∗⇒ uAv, with u, v ∈ Σ∗, and every pair of distinct productions A → α1

and A → α2 in P , the sets FIRSTG(α1v) and FIRSTG(α2v) are disjoint.

Although linear LL(1) grammar need not be deterministic, it is known that
we can construct an equivalent linear LL(1) grammar which is deterministic:
First, each linear LL(1) grammar has an equivalent linear LL(1) grammar with
productions of the forms A → aα or A → λ [13, Theorem 4]. Then, every
production of the form A → aα can be replaced by a sequence of productions
which satisfy the conditions in Definition 4; cf. [4, Theorem 2].

Our aim is to define a subclass of DBWs which recognize exactly linear
LL(1) languages. The problematic situation occurs with pairs of rules A → λ

and A → aα with S
∗⇒ wAaw′. In the proof of Theorem 6, the rule A → λ

implies that A ∈ F . Therefore, we cannot have a final state A in which the
transition on a symbol a is defined, and at the same time a right state p and
symbols a1, a2 . . . , a� with (p ◦ a) · a1 · a2 · · · a� = A. Therefore, the pattern in
Fig. 1 is forbidden. In all our figures, left states are in circles and right states
are in squares. Triangles mean that we do not know whether the state is left or
right. Moreover, we use solid lines for the action · and dashed lines for ◦. This
combines notations from both [3] and [12].

A. . .p a a1 a2 a a

Fig. 1. A forbidden pattern in a DBWR.

Definition 8. We say that a DBW B = (QL, QR, Σ, ·, ◦, i, F ) has restricted
final states (DBWR) if for every final state f , such that there is a state p in QR,
and letters a, a1, . . . , a� satisfying (p ◦ a) · a1 · · · a� = f , the transition f · a is
undefined. The class of languages recognized by DBWRs is denoted by DBWR.

Theorem 9. A language is generated by a linear LL(1) grammar if and only if
it is recognized by a DBWR.
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Proof (Sketch). Let L be generated by a linear LL(1) grammar G = (N,Σ, S, P ).
Then L is generated by a deterministic linear grammar [13, Theorem 4]. There-
fore L is recognized by a DBW B = (QL, QR, Σ, ·, ◦, i, F ) by Theorem 6. We can
show that B is a DBWR if and only if G is a linear LL(1) grammar. ��

Since DBWR ⊆ DBW, there is a natural question whether the inclusion
is strict. The following example of a language L in DBW\DBWR is taken
from [4]. However, there is no formal proof of this fact in [4], because there is
a fault in the argument – it is overlooked that all regular languages are linear
LL(1) languages. The next proof can be seen as a first application of Theorem9.

Lemma 10. Let L = {akb� | 0 ≤ k ≤ �}. Then L ∈ DBW\DBWR.

Proof (Sketch). The language L is recognized by the DBW shown in Fig. 2.

a

b

b

Fig. 2. A DBW recognizing the language {akb� | 0 ≤ k ≤ �}.

Suppose, to get a contradiction, that the language L is recognized by a trim
DBWR B = (QL, QR, Σ, ·, ◦, i, F ). Let n = |QL| + |QR|. Now the idea is that B
must enter a cycle while reading the word w = anbn, and it may leave this cycle
only in a left state by reading b. Then depending on the number of a’s and b’s
read while working in the cycle, we can either find a word in L which is not
accepted by B, or a word which is accepted by B but is not in L. ��

3.3 Another Variant of Deterministic Linear Grammars

Nasu and Honda [15] introduced another class of deterministic linear languages
called NH-deterministic languages by Higuera and Oncina [4] who also proved
that these languages form a subclass of LinLL(1). We present a modification of
DBWs to get a characterization of NH-deterministic languages.

Definition 11 (Definition 3 in [4]). A NH-DL grammar G = (N,Σ, S, P ) is
a linear grammar where all productions are of the form A → aBu or A → a and
which satisfies the following condition: for all A ∈ N, a ∈ Σ,α, β ∈ NΣ∗ ∪ {λ},
if A → aα,A → aβ ∈ P , then α = β .

Definition 12. A DBW B = (QL, QR, Σ, ·, ◦, i, {f}) is called weak from the
right with a passive final state (DBWP) if i 
= f and f · a = ∅ for every a ∈ Σ.
The class of all languages recognized by DBWPs is denoted by DBWP.
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Theorem 13. A language L is generated by an NH-DL grammar if and only
if L ∈ DBWP. ��

Note that Higuera and Oncina [4] considered also the class of languages
generated by IJR-DL grammars [9]. However, the difference between IJR-DL
grammars and NH-DL grammars is very subtle: there is exactly one language
which is generated by a IJR-DL grammar but it is not generated by any NH-DL
grammar, namely the language {λ} as mentioned in [6, Theorem 3]. Thus we
could obtain a characterization of languages generated by IJR-DL grammars if
we remove the condition i 
= f in the definition of DBWPs. In the case of i = f ,
the considered modification of DBWP recognizes exactly the language {λ}.

4 Closure Properties of Deterministic Linear Languages

First of all, we state that DBWP � DBWR � DBW � DB � NB. The first
two strict inclusions were stated in [4] via corresponding grammars; however,
with some incompleteness of arguments as mentioned before Lemma 10. Since
DB is closed under complementation by Remark 3 and, as we show later, DBW
is not, we obtain DBW � DB. Finally, DB � NB was discussed in Remark 3.

Another interesting question is the relation with the class of all regular lan-
guages Reg. Since every finite deterministic automaton can be viewed as a DBW
with the empty set of right states, we have Reg ⊆ DBWR. On the other hand,
the class DBWP is incomparable with Reg since over a unary alphabet, the
languages in DBWP are exactly languages consisting of a single word. On the
other hand, the DBWP in Fig. 3 recognizes a non-regular language.

a

b
b

Fig. 3. A DBWP recognizing the language {anbn+1 | n ≥ 1}.

The main aim of this section is a better understanding of closure properties
of the considered subclasses of linear languages. We use these properties in the
next section, to answer some decidability questions related to the class of linear
languages. Table 1 summarizes the results of this section.

The class NB forms a full trio, that is, it is closed under homomorphisms,
inverse homomorphisms and intersection with regular languages [8, Exercise
11.1]. Every full trio is closed under quotient with a regular language [8, Theorem
11.3] and under regular substitutions [8, Theorem 11.4]. It is an easy exercise
to show that NB is closed under concatenation with regular languages. On the
other hand, as mentioned in Remark 3, the class NB is not closed under inter-
section and complementation. It is also not closed under concatenation since the
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Table 1. Closure properties of the studied subclasses of linear languages.

class of languages NB DB DBW DBWR DBWP

grammars linear DL LinLL(1) NH-DL

intersection No No

intersection with regular Yes Yes

concatenation No No

concatenation with regular Yes No

complementation No Yes No

union Yes No

reversal No Yes No

right quotient by a letter Yes Yes No

homomorphic images Yes No

language {anbn | n ≥ 0}{anbn | n ≥ 0} is not linear (see e.g. [1, Section 6.1]).
This gives the second column in Table 1. The following example shows that all
the remaining subclasses are not closed under intersection.

Example 14. We slightly modify the example from Remark 3 to get a pair of
languages in class DBWP. Consider K = {anbmcn+1 | m ≥ 1, n ≥ 0} and L =
{ambncn+1 | m ≥ 0, n ≥ 1}. The DBWPs recognizing K and L are shown in
Fig. 4, while K ∩ L = {anbncn+1 | n ≥ 1} is not a context-free language.

a

c

b

b

c

bca

b

c

Fig. 4. DBWPs for {anbmcn+1 | m ≥ 1, n ≥ 0} and {ambncn+1 | m ≥ 0, n ≥ 1}.

Remark 15. Since all the classes in Table 1 are not closed under intersection,
they cannot be closed under union and complementation at the same time.

In the rest of this section we demonstrate the techniques that use determin-
istic biautomata to get the results in Table 1.

Theorem 16. The classes of languages DB, DBW, DBWR, DBWP are
closed under intersection with regular languages.
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Proof. For a given regular language L, the syntactic relation ≡L of the lan-
guage L is an equivalence relation on Σ∗ and it is defined in the following way.
For u, v ∈ Σ∗ we have u ≡L v if and only if (∀s, t ∈ Σ∗)(sut ∈ L ⇐⇒ svt ∈ L).
It is known that the relation ≡L is a congruence on the monoid Σ∗ and it has a
finite index. Then the finite quotient Σ∗/≡L

is called the syntactic monoid of L
and we denote it as M . The syntactic morphism is the mapping η : Σ∗ → M
given by η(u) = [u], where [u] is ≡L-class containing u. The neutral element of M
is [λ] and it is denoted by 1. If we denote N = η(L), then L = {u ∈ Σ∗ | [u] ∈ N}.

Assume that (QL, QR, Σ, ·, ◦, i, F ) is a DB for K. We construct the following
DB (Q′

L, Q′
R, Σ, ·′, ◦′, i′, F ′), where Q′

L = QL ×M ×M , Q′
R = QR ×M ×M , i′ =

(i, 1, 1), F ′ = {(q,m, n) | q ∈ F,m · n ∈ N}, and (q,m, n) ·′ a = (q · a,m · [a], n)
if (q,m, n) ∈ Q′

L, and (q,m, n) ◦′ a = (q ◦ a,m, [a] · n) if (q,m, n) ∈ Q′
R. The

resulting deterministic biautomaton recognizes exactly the language K ∩ L.
In the proof above, if the original DB is a DBW, DBWR, or DBWP, then

the resulting DB is a DBW, DBWR, or DBWP, respectively, as well. ��
Theorem 17. The classes DB, DBW, DBWR, and DBWP are not closed
under concatenation with regular languages.

Proof (Sketch). Let L = {anban | n ≥ 0} be the language recognized by the
DBWP ({i, f}, {q}, {a, b}, ·, ◦, i, {f}) with i · a = q, i · b = f , q ◦ a = i. Let us
show that the languages Σ∗L and LΣ∗ are not in DB.

Assume that Σ∗L is recognized by a DB B = (QL, QR, Σ, ·, ◦, i, F ). Assume
that B has n states and consider a word u = anban in Σ∗L. In the first n steps
of the computation, the heads read only symbols a from the beginning or from
the end of the input word u, and moreover, the computation must visit some
state twice. Thus, there is a state q and two distinct pairs (k1, �1) and (k2, �2)
of numbers in the set {0, 1, . . . , n} such that, for both i ∈ {1, 2}, after ki + �i

steps when ki copies of a are read by the left head and �i copies of a are read
by the right head, the computation finishes in the state q. Now depending on
whether �1 
= �2 or k1 
= k2 we can describe a word w such that exactly one
of ak1wa�1 and ak2wa�2 is in Σ∗L, which gives a contradiction.

Now, consider the language LΣ∗. If it would be in DB, then its reversal Σ∗LR

would be in DB since it is enough to exchange the role of left and right states.
However, since L = LR, we have Σ∗LR = Σ∗L, and as shown above, the lan-
guage Σ∗L is not recognized by any DB. ��
Theorem 18. The classes DB, DBW, and DBWR are closed under right
quotient by a letter.

Proof. Let L be recognized by a DB B = (QL, QR, Σ, ·, ◦, i, F ) and a ∈ Σ. First,
assume that i ∈ QR. If i◦a is not defined, then La−1 = ∅, so La−1 ∈ DB. If i◦a
is defined, then the DB B′ = (QL, QR, Σ, ·, ◦, i ◦ a, F ) recognizes La−1. So, in
the rest of the proof we can assume that i ∈ QL.

Consider a disjoint copy of QL denoted by QL = {q | q ∈ QL}, and define a
new DB B′ = (QL ∪QL, QR, Σ, ·′, ◦, i, F ′) where F ′ = {q | q ∈ QL, q ·a ∈ F}∪F .
Then, for each q ∈ QL and b ∈ Σ, we set q ·′ b = q · b. Next, we set q ·′ b = q · b
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if q · b ∈ QL and q ·′ b = (q · b) ◦ a if q · b ∈ QR; thus, in the first case we
have q ·′ b ∈ QL, and in the second case we have q ·′ b ∈ QL ∪ QR under the
assumption that the state (q · b) ◦ a exists. Let us show that B′ recognizes La−1.
The part QL of B′ reads the input word w from left to right and accepts w if and
only if wa is accepted by B without using the right head. Now, if w is accepted
by B′ in a final state in F , then we need to use some move from QL to QL ∪QR,
which exists if and only if the corresponding computation for wa exists in B. If
the original DB is a DBW or a DBWR, then F ⊆ QL, so F ′ ⊆ QL ∪ QL. Since
the right action in B′ is the same as in B, there is nothing else to check. ��
Example 19. Consider the language L = b∗a which is recognized by the DBWP
({i, f}, ∅, {a, b}, ·, ◦, i, {f}) with i · b = i and i · a = f . We have La−1 = b∗. The
language b∗ is not in DBWP since every unary language in DBWP consists of
a single word.

5 Basic Decidability Questions

To get some undecidability results, the following Greibach’s theorem can be used.
The theorem requires some closure properties and it is stated as follows.

Theorem 20 (Greibach’s Theorem, [8, Theorem 8.14]). If C is a class of
languages that is effectively closed under concatenation with regular sets and
union, and for which “=Σ∗” is undecidable for some sufficiently large Σ, then
for every nontrivial subset P of C that contains all regular sets and is closed
under right quotient by a letter, it is undecidable whether a language in C is
in P .

Both CF and NB are effectively closed under concatenation with regular sets
and union, and in both of them the universality is undecidable [2]. Therefore, we
can set C = CF and P = NB in Greibach’s theorem, and get that it is undecid-
able whether a language in CF is in NB [7]. By setting C = NB and P = Reg,
we get that is undecidable whether a language in NB is regular [5, Theorem 9].
As shown in the previous section, the classes DB, DBW, and DBWR contain
regular languages and are closed under right quotient by a letter, so we get the
next result.

Theorem 21. Let P ∈ {DB,DBW,DBWR}. It is undecidable whether a lan-
guage in NB is in P .

As shown in Sect. 4, the class DBWP is incomparable to Reg and it is not
closed under right quotient by a letter. Thus Greibach’s theorem cannot be used
in this case, and decidability of DBWP in NB remains open.

We next modify the proof from [2] which shows that K∩L = ∅ is undecidable
in NB to get undecidability of this problem for the class DBWP.

Theorem 22. The emptiness of intersection is undecidable in DBWP.



Deterministic Biautomata and Subclasses of Deterministic Linear Languages 325

Proof. The proof is a reduction from PCP. Let (ui, vi) for i = 1, 2 . . . , k, where ui

and vi are words over Σ, be an instance of PCP. Our aim is to construct two
DBWPs A and B such that LA ∩ LB = ∅ if and only if PCP does not have a
solution for this instance.

Let the input alphabet of A and B be {1, 2, . . . , k} ∪ Σ ∪ {#}. Let the initial
state of A be a left state p0 which has the transitions on 1, 2, . . . , k to pairwise
distinct right states p1, p2, . . . , pk. In each pi, automaton reads the symbols of
the word uR

i by its right head, and after reading its last symbol it reaches the
initial state p0. In p0 it reads # and reaches the unique left final state in which no
transitions are defined. The automaton B is constructed in a similar way using
words vi. Notice that A and B accept words in a form i1i2 . . . i�#(ui1ui2 . . . ui�

)R

and j1j2 . . . jt#(vj1vj2 . . . vjt
)R, respectively. Therefore, LA ∩LB 
= ∅ if and only

if PCP has a solution for the instance {(ui, vi) | i = 1, 2 . . . , k}. ��
To test the emptiness of a language in DB, it is enough to test the reachability

of a final state. This can be done in NL, and it is NL-hard for DFAs, and even for
partial DFAs with a unique final state which has no out-going transitions [11].
Next, DB is closed under complementation, and therefore universality is in NL,
it is NL-hard for DFAs, while no language in DBWP is universal. Moreover, DB
is closed under intersection with regular sets. Thus testing the equality L = R
for L ∈ DB and a given regular set R is equivalent to testing the emptiness of
languages L ∩ R and L ∩ R which can be done in NL, while L = ∅ is NL-hard
for DBWP. The next theorem summarizes these observations. Table 2 displays
all our decidability results and compares them to the known results for NB.

Theorem 23. The emptiness, universality, and equality to a given regular set
are decidable in DB, and they are NL-complete for DB, DBW, and DBWR.

Table 2. Decidability properties in the subclasses of linear languages.

class of languages NB DB DBW DBWR DBWP

grammars linear DL LinLL(1) NH-DL

Does L in NB belong to: - undecidable ?
emptiness of intersection undecidable undecidable

emptiness NL-complete NL-complete

equality to a given regular set undecidable NL-complete

universality undecidable NL-complete trivial

6 Conclusions

We proposed a notion of deterministic biautomata and considered their certain
subclasses to get characterizations of subclasses of linear context-free languages
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resulting from applying a kind of determinism to linear grammars. In particular,
we were able to characterize the classes of languages generated by DL, LinLL(1)
and NH-DL grammars by deterministic biautomata weak from the right, weak
from the right with restricted final states, and weak from the right with a passive
final state. Using these characterizations, we studied closure properties in the
considered classes. We proved, for example, that all these classes are closed under
intersection with regular languages, and all, except for the last one, are closed
under right quotient by a letter.

We used the closure properties to answer basic decidability questions. We
showed that the question whether a given linear language is in a considered
subclass is undecidable, except for the smallest class. We also proved that the
emptiness of intersection is undecidable in all considered subclasses, while empti-
ness and equality to a given regular set are NL-complete in all of them.

Some questions remain open. For example, we do not know whether the
considered classes are closed under left quotient under a letter. We do not know
either whether the problem of language equality is decidable in the considered
subclasses; here we cannot use the equality to Σ∗ since, contrarily to linear
languages, universality is decidable in all considered subclasses. The full version
of this paper can be found at: http://im.saske.sk/∼jiraskov/DB.pdf.
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Abstract. A classical problem in grammatical inference is to identify a
language from a set of examples. In this paper, we address the problem
of identifying a union of languages from examples that belong to sev-
eral different unknown languages. Indeed, decomposing a language into
smaller pieces that are easier to represent should make learning easier
than aiming for a too generalized language. In particular, we consider
k-testable languages in the strict sense (k-TSS). These are defined by
a set of allowed prefixes, infixes (sub-strings) and suffixes that words in
the language may contain. We establish a Galois connection between the
lattice of all languages over alphabet Σ, and the lattice of k-TSS lan-
guages over Σ. We also define a simple metric on k-TSS languages. The
Galois connection and the metric allow us to derive an efficient algorithm
to learn the union of k-TSS languages. We evaluate our algorithm on an
industrial dataset and thus demonstrate the relevance of our approach.

Keywords: Grammatical inference · k-Testable languages ·
Union of languages · Galois connection

1 Introduction

A common problem in grammatical inference is to find, i.e. learn, a regular lan-
guage from a set of examples of that language. When this set is divided into posi-
tive examples (belonging to the language) and negative examples (not belonging
to the language), the problem is typically solved by searching for the smallest
deterministic finite automaton (DFA) that accepts the positive examples, and
rejects the negative ones. Moreover there exist algorithms which identify in the
limit a DFA, that is, they eventually learn correctly any language/automaton
from such examples [6].

We consider in this work a setting where one can observe positive examples
from multiple different languages, but they are given together and it is not clear
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to which language each example belongs to. For example, given the following
set of strings S = {aa, aaa, aaaa, abab, ababab, abba, abbba, abbbba}, learning a
single automaton will be less informative than learning several DFAs encoding
respectively the languages a∗, (ab)∗ and ab∗a. There is a trade-off between the
number of languages and how specific each language should be. That is, covering
all words through a single language may not be the desired result, but having a
language for each word may also not be desired. The problem at hand is therefore
double: to cluster the examples and learn the corresponding languages.

In this paper, we focus on k-testable languages in the strict sense (k-TSS)
[10]. A k-TSS language is determined by a finite set of substrings of length at
most k that are allowed to appear in the strings of the language. It has been
proved that, unlike for regular languages, algorithms can learn k-TSS languages
in the limit from text [16]. Practically, this learning guarantee has been used in
a wide range of applications [2,3,12,13]. However, all these applications consider
learning of a sole k-TSS language [2], or the training of several k-TSS languages
in a context of supervised learning [13]. Learning unions of k-TSS languages has
been suggested in [14].

A first contribution of this paper is a Galois connection between the lattice
of all languages over alphabet Σ and the lattice of k-TSS languages over Σ. This
result provides a unifying and abstract perspective on known properties of k-TSS
languages, but also leads to several new insights. The Galois connection allows
to give an alternative proof of the learnability in the limit of k-TSS languages,
and suggests an algorithm for learning unions of k-TSS languages. A second
contribution is the definition of a simple metric on k-TSS languages. Based on
this metric, we define a clustering algorithm that allows us to efficiently learn
unions of k-TSS languages.

Our research was initially motivated by a case study of print jobs that are
submitted to large industrial printers. These print jobs can be represented by
strings of symbols, where each symbol denotes a different media type, such as
a book cover or a newspaper page. Together, this set of print jobs makes for
a fairly complicated ‘language’. Nevertheless, we observed that each print job
can be classified as belonging to one of a fixed set of categories, such as ‘book’
or ‘newspaper’. Two print jobs that belong to the same category are typically
similar, to the extent that they only differ in terms of prefixes, infixes and suffixes.
Therefore, the languages stand for the different families of print jobs. Our goal
is to uncover these k-TSS languages.

This paper is organized as follows. In Sect. 2 we recall preliminary definitions
on k-TSS languages and define a Galois connection that characterizes these
languages. We then present in Sect. 3 our algorithm for learning unions of k-TSS
languages. Finally, we report on the results we achieved for the industrial case
study in Sect. 4. We refer to the full version of our paper for all the proofs.1

1 For missing proofs, see http://arxiv.org/abs/1812.08269.

http://arxiv.org/abs/1812.08269
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2 k-Testable Languages

The class of k-testable languages in the strict sense (k-TSS) has been introduced
by McNaughton and Papert [10]. Informally, a k-TSS language is determined by
a finite set of substrings of length at most k that are allowed to appear in
the strings of the language. This makes it possible to use as a parser a sliding
window of size k, which rejects the strings that at some point do not comply
with the conditions. Concepts related to k-TSS languages have been widely used
e.g. in information theory, pattern recognition and DNA sequence analysis [4,16].
Several definitions of k-TSS languages occur in the literature, but the differences
are technical. In this section, we present a slight variation of the definition of
k-TSS languages from [7], which in turn is a variation of the definition occurring
in [4,5]. We establish a Galois connection that characterizes k-TSS languages,
and show how this Galois connection may be used to infer a learning algorithm.

We write N to denote the set of natural numbers, and let i, j, k, m, and n
range over N.

2.1 Strings

Throughout this paper, we fix a finite set Σ of symbols. A string x = a1 . . . an is
a finite sequence of symbols. The length of a string x, denoted | x | is the number
of symbols occurring in it. The empty string is denoted λ. We denote by Σ∗ the
set of all strings over Σ, and by Σ+ the set of all nonempty strings over Σ (i.e.
Σ∗ = Σ+ ∪ {λ}). Similarly, we denote by Σ<i, Σi and Σ>i the sets of strings
over Σ of length less than i, equal to i, and greater than i, respectively.

Given two strings u and v, we will denote by u · v the concatenation of u and
v. When the context allows it, u · v shall be simply written uv. We say that u is
a prefix of v iff there exists a string w such that uw = v. Similarly, u is a suffix
of v iff there exists a string w such that wu = v. We denote by x[: k] the prefix
of length k of x and x[−k :] the suffix of length k of x.

A language is any set of strings, so therefore a subset of Σ∗. Concatenation
is lifted to languages by defining L · L′ = {u · v | u ∈ L and v ∈ L′}. Again, we
will write LL′ instead of L · L′ when the context allows it.

2.2 k-Testable Languages

A k-TSS language is determined by finite sets of strings of length k−1 or k that
are allowed as prefixes, suffixes and substrings, respectively, together with all the
short strings (with length at most k − 1) contained in the language. The finite
sets of allowed strings are listed in what McNaughton and Papert [10] called
a k-test vector. The following definition is taken from [7], except that we have
omitted the fixed alphabet Σ as an element in the tuple, and added a technical
condition (I ∩ F = C ∩ Σk−1) that we need to prove Theorem 7.

Definition 1. Let k > 0. A k-test vector is a 4-tuple Z = 〈I, F, T, C〉 where

– I ⊆ Σk−1 is a set of allowed prefixes,
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– F ⊆ Σk−1 is a set of allowed suffixes,
– T ⊆ Σk is a set of allowed segments, and
– C ⊆ Σ<k is a set of allowed short strings satisfying I ∩ F = C ∩ Σk−1.

We write Tk for the set of k-test vectors.

Note that the set Tk of k-test vectors is finite. We equip set Tk with a partial
order structure as follows.

Definition 2. Let k > 0. The relation � on Tk is given by

〈I, F, T, C〉 � 〈I ′, F ′, T ′, C ′〉 ⇔ I ⊆ I ′ and F ⊆ F ′ and T ⊆ T ′ and C ⊆ C ′.

With respect to this ordering, Tk has a least element ⊥ = 〈∅, ∅, ∅, ∅〉 and a greatest
element � = 〈Σk−1, Σk−1, Σk, Σ<k〉. The union, intersection and symmetric
difference of two k-test vectors Z = 〈I, F, T, C〉 and Z ′ = 〈I ′, F ′, T ′, C ′〉 are
given by, respectively,

Z  Z ′ = 〈I ∪ I ′, F ∪ F ′, T ∪ T ′, C ∪ C ′ ∪ (I ∩ F ′) ∪ (I ′ ∩ F )〉,
Z � Z ′ = 〈I ∩ I ′, F ∩ F ′, T ∩ T ′, C ∩ C ′〉,
Z � Z ′ = 〈I � I ′, F � F ′, T � T ′, C � C ′ � (I ′ ∩ F ) � (I ∩ F ′)〉.

The reader may check that Z  Z ′, Z � Z ′ and Z � Z ′ are k-test vectors
indeed, preserving the property I ∩ F = C ∩ Σk−1. The reader may also check
that (Tk,�) is a lattice with Z  Z ′ the least upper bound of Z and Z ′, and
Z�Z ′ the greatest lower bound of Z and Z ′. The symmetric difference operation
� will be used further on to define a metric on k-test vectors.

We can associate a k-test vector αk(L) to each language L by taking all
prefixes of length k − 1 of the strings in L, all suffixes of length k − 1 of the
strings in L, and all substrings of length k of the strings in L. Any string which
is both an allowed prefix and an allowed suffix is also a short string, as well as
any string in L with length less than k − 1.

Definition 3. Let L ⊆ Σ∗ be a language and k ∈ N. Then αk(L) is the k-test
vector 〈Ik(L), Fk(L), Tk(L), Ck(L)〉 where

– Ik(L) = {u ∈ Σk−1 | ∃v ∈ Σ∗ : uv ∈ L},
– Fk(L) = {w ∈ Σk−1 | ∃v ∈ Σ∗ : vw ∈ L},
– Tk(L) = {v ∈ Σk | ∃u,w ∈ Σ∗ : uvw ∈ L}, and
– Ck(L) = (L ∩ Σ<k−1) ∪ (Ik(L) ∩ Fk(L)).

It is easy to see that operation αk : 2Σ∗ → Tk is monotone.

Proposition 4. For all languages L,L′ and for all k > 0,

L ⊆ L′ ⇒ αk(L) � αk(L′).

Conversely, we associate a language γk(Z) to each k-test vector Z =
〈I, F, T, C〉, consisting of all the short strings from C together with all strings of
length at least k − 1 whose prefix of length k − 1 is in I, whose suffix of length
k − 1 is in F , and where all substrings of length k belong to T .
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Definition 5. Let Z = 〈I, F, T, C〉 be a k-test vector, for some k > 0. Then

γk(Z) = C ∪ ((IΣ∗ ∩ Σ∗F ) \ (Σ∗(Σk \ T )Σ∗)).

We say that a language L is k-testable in the strict sense (k-TSS) if there exists
a k-test vector Z such that L = γk(Z). Note that all k-TSS languages are regular.

Again, it is easy to see that operation γk : Tk → 2Σ∗
is monotone.

Proposition 6. For all k > 0 and for all k-test vectors Z and Z ′,

Z � Z ′ ⇒ γk(Z) ⊆ γk(Z ′).

The next theorem, which is our main result about k-testable languages,
asserts that αk and γk form a (monotone) Galois connection [11] between lattices
(Tk,�) and (2Σ∗

,⊆).

Theorem 7 (Galois connection). Let k > 0, let L ⊆ Σ∗ be a language, and
let Z be a k-test vector. Then αk(L) � Z ⇔ L ⊆ γk(Z).

The above theorem generalizes results on strictly k-testable languages from
[4,16]. Composition γk ◦ αk is commonly called the associated closure operator,
and composition αk ◦ γk is known as the associated kernel operator. The fact
that we have a Galois connection has some well-known consequences for these
associated operators.

Corollary 8. For all k > 0, γk ◦ αk and αk ◦ γk are monotone and idempotent.

Monotony of γk ◦ αk was established previously as Theorem 3.2 in [4] and as
Lemma 3.3 in [16].

Corollary 9. For all k > 0, L ⊆ Σ∗ and Z ∈ Tk,

αk ◦ γk(Z) � Z (1)
L ⊆ γk ◦ αk(L) (2)

Inequality (1) asserts that the associated kernel operator αk ◦ γk is deflationary,
while inequality (2) says that the associated closure operator γk ◦ αk is infla-
tionary (or extensive). Inequality (2) was established previously as Lemma 3.1
in [4] and (also) as Lemma 3.1 in [16].

Another immediate corollary of the Galois connection is that in fact γk ◦
αk(L) is the smallest k-TSS language that contains L. This has been established
previously as Theorem 3.1 in [4].

Corollary 10. For all k > 0, L ⊆ Σ∗, and Z ∈ Tk,

L ⊆ γk(Z) ⇒ γk ◦ αk(L) ⊆ γk(Z).

As a final corollary, we mention that αk ◦ γk(Z) is the smallest k-test vector
that denotes the same language as Z. This is essentially Lemma 1 of [16].
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Corollary 11. For all k > 0 and Z ∈ Tk, γk ◦ αk ◦ γk(Z) = γk(Z). Moreover,
for any Z ′ ∈ Tk,

γk(Z) = γk(Z ′) ⇒ αk ◦ γk(Z) � Z ′.

We can provide a simple characterization of αk◦γk(Z) as the canonical k-test
vector obtained by removing all the allowed prefixes, suffixes and segments that
do not occur in the k-testable language generated by Z.

Definition 12. Let Z = 〈I, F, T, C〉 be a k-test vector, for some k > 0. We say
that u ∈ I is a junk prefix of Z if u does not occur as a prefix of any string in
γk(Z). Similarly, we say that u ∈ F is a junk suffix of Z if u does not occur as
a suffix of any string in γk(Z), and we say that u ∈ T is a junk segment of Z if
u does not occur as a substring of any string in γk(Z). We call Z canonical if it
does not contain any junk prefixes, junk suffixes, or junk segments.

Proposition 13. Let Z be a k-test vector, for some k > 0, and let Z ′ be the
canonical k-test vector obtained from Z by deleting all junk prefixes, junk suffixes,
and junk segments. Then αk ◦ γk(Z) = Z ′.

Proposition 13 implies that if we restrict the lattice (Tk,�) to the canonical
k-test vectors, our Galois connection becomes a Galois insertion.

2.3 Learning k-TSS Languages

It is well-known that any k-TSS language can be identified in the limit from
positive examples [4,5]. Below we recall the basic argument; we refer to [4,5,16]
for efficient algorithms.

Theorem 14. Any k-TSS language can be identified in the limit from positive
examples.

Proof. Let L be a k-TSS language and let w1, w2, w3, . . . be an enumeration of
L. Let L0 = ∅ and Li = Li−1 ∪ {wi}, for i > 0. We then have

L1 ⊆ L2 ⊆ L3 ⊆ · · ·

By monotonicity of αk (Proposition 4) we obtain

αk(L1) � αk(L2) � αk(L3) � · · · (3)

and by monotonicity of γk (Proposition 6)

γk ◦ αk(L1) ⊆ γk ◦ αk(L2) ⊆ γk ◦ αk(L3) ⊆ · · · (4)

Since γk ◦ αk is inflationary (Corollary 9), L is a k-TSS language and, for each
i, γk ◦αk(Li) is the smallest k-TSS language that contains Li (Corollary 10), we
have

Li ⊆ γk ◦ αk(Li) ⊆ L (5)
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Because (Tk,�) is a finite partial order it does not have an infinite ascend-
ing chain. This means that sequence (3) converges. But then sequence (4) also
converges, that is, there exists an n such that, for all m ≥ n, γk ◦ αk(Lm) =
γk ◦ αk(Ln). By Eqs. (4) and (5) we obtain, for all i,

Li ⊆ γk ◦ αk(Li) ⊆ γk ◦ αk(Ln) ⊆ L

This implies L = γk ◦αk(Ln), meaning that the sequence (4) of k-TSS languages
converges to L.

3 Learning Unions of k-TSS Languages

In this section, we present guarantees concerning learnability in the limit of
unions of k-TSS languages. Then, we present an algorithm merging closest and
compatible k-TSS languages.

3.1 Generalities

It is well-known that the class of k-testable languages in the strict sense is not
closed under union. Take for instance the two 3-testable languages, represented
by their DFA’s in Fig. 1a, that are generated by the following 3-test vectors:

Z = 〈{aa}, {aa}, {aaa}, {aa}〉
Z ′ = 〈{ba, bb}, {ab, bb}, {baa, bab, aaa, aab}, {bb}〉

with Σ = {a, b}. The union γ3(Z) ∪ γ3(Z ′) of these languages, represented by
its DFA in Fig. 1a, is not a 3-testable language. Indeed, it is not a k-testable
language for any value of k > 0. For k = 1, the only k-testable language that
extends γ3(Z) ∪ γ3(Z ′) is Σ∗. For k ≥ 2, the problem is that since ak−1 is an
allowed prefix, ak−1b is an allowed segment, and ak−2b is an allowed suffix, ak−1b
has to be in the language, even though it is not an element of γ3(Z) ∪ γ3(Z ′).

It turns out that we can generalize Theorem 14 to unions of k-TSS languages.

Theorem 15. Any language that is a union of k-TSS languages can be identified
in the limit from positive examples.

Proof. Let L = L1 ∪ · · · ∪ Ll, where all the Lp are k-TSS languages, and let
w1, w2, w3, . . . be an enumeration of L. Define, for i > 0,

Ki =
i⋃

j=1

γk ◦ αk({wj}).

Since each wj is included in a k-TSS language contained in L, and γk ◦αk({wj})
is the smallest k-TSS language that contains wj , we conclude that, for all j,
γk ◦ αk({wj}) ⊆ L, which in turn implies Ki ⊆ L. Since there are only finitely
many k-test vectors and finitely many k-TSS languages, the sequence

K1 ⊆ K2 ⊆ K3 ⊆ · · · (6)
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(a) γ3(Z) and γ3(Z′).
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a

a

a

b b

a

(b) γ3(Z) ∪ γ3(Z′).

Fig. 1. k-testable languages are not closed under union.

converges, that is there exists an n such that, for all m ≥ n, Km = Kn. This
implies that all wj are included in Kn, that is L ⊆ Kn. In combination with the
above observation that all Ki are contained in L, this proves that sequence (6)
converges to L.

The proof of Theorem15 provides us with a simple first algorithm to learn
unions of k-TSS languages: for each example word that we see, we compute the
k-test vector and then we take the union of the languages denoted by all those
k-test vectors. The problem with this algorithm is that potentially we end up
with a huge number of different k-test vectors. Thus we would like to cluster
as many k-test vectors in the union as we can, without changing the overall
language. Before we can introduce our clustering algorithm, we first need to
define a metric on k-test vectors.

Definition 16. The cardinality of a k-test vector Z = 〈I, F, T, C〉 is defined by:

|Z| = |I| + |F | + |T | + |C ∩ Σ<k−1|.

Intuitively, the distance between two k-test vectors is the number of prefixes,
suffixes, substrings and short words that must be added/removed to transform
one k-test vector into the other. For examples, see Fig. 2b.

Definition 17. The function d : Tk × Tk �→ IR+, which defines the distance
between a pair of k-test vectors, is given by: d(Z,Z ′) = |Z � Z ′|.

The next proposition provides a necessary and sufficient condition for when
the γk operator preserves least upper bounds, that is, when the union of the
languages of two k-test vectors equals the language of the union of these vectors.
The basic idea is that, for each k-test vector, we may construct a directed graph
in which the segments are the nodes. The graph contains an edge from segment
u to segment v if, when the content of the sliding window is u at some point,
it may become v when the sliding window advances one step. There exists a
1-to-1 correspondence between paths in this graph from an initial segment to a
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final segment, and strings in the associated language with length at least k − 1.
Given two test vectors Z and Z ′, we consider the graph for the union Z  Z ′.
The union of the languages of Z and Z ′ equals the language of Z  Z ′ iff in this
graph there exists no path from a node in Z \ Z ′ to a node in Z ′ \ Z, or vice
versa. Such a path would allow us to construct a word in the language of Z  Z ′

that is neither in the language of Z nor in the language of Z ′.

Proposition 18. Suppose Z = 〈I, F, T, C〉 and Z ′ = 〈I ′, F ′, T ′, C ′〉 are canon-
ical k-test vectors, for some k. Let • �∈ Σ be a fresh symbol, and let G = (V,E)
be the directed graph with

V = {•u | u ∈ I ∪ I ′} ∪ T ∪ T ′ ∪ {u• | u ∈ F ∪ F ′},

E = {(au, ub) ∈ V × V | a, b ∈ Σ ∪ {•}, u ∈ Σk−1}.

Suppose each vertex in V is colored either red, blue or white. Vertices in T \ T ′

are red, vertices in T ′ \ T are blue, and vertices in T ∩ T ′ are white. A vertex
•u is red if u ∈ I \ I ′, blue if u ∈ I ′ \ I, and white if u ∈ I ∩ I ′. A vertex
u• is red if u ∈ F \ F ′, blue if u ∈ F ′ \ F , and white if u ∈ F ∩ F ′. Then
γk(Z  Z ′) = γk(Z) ∪ γk(Z ′) iff there exists no path in G from a red vertex to a
blue vertex, nor from a blue vertex to a red vertex.

Suppose alphabet Σ contains n elements. Then the size of graph G from
Proposition 18 is in O(n · |Z ∪ Z ′|), and we can construct G from Z and Z ′ in
time O((n+k)·|Z∪Z ′|). Since the reachability property in Proposition 18 can be
decided in a time that is linear in the size of G, we obtain an O((n+k) · |Z ∪Z ′|)-
time algorithm for deciding γk(Z  Z ′) = γk(Z) ∪ γk(Z ′).

3.2 Efficient Algorithm

Our algorithm to learn unions of k-testable languages is based on hierarchical
clustering. Given a set S of n words, we compute its related set of k-test vectors
S = {αk({x}) | x ∈ S}. Note that the k-test vectors are canonical. Then, an
n×n distance matrix is computed. To that end, the distance used is the pairwise
distance between k-test vectors defined in Definition 17. Next, the algorithm finds
the closest pair of compatible k-test vectors Z and Z ′, such that γk(Z  Z ′) =
γk(Z) ∪ γk(Z ′) and computes their union. An efficient implementation for finding
closest k-test vectors is the nearest-neighbor chain algorithm [1], which finds
pairs of k-test vectors such that these two closest k-test vectors are the nearest
neighbors of each other. The distance between the merged k-test vectors and the
remaining k-test vectors in S is updated. These two operations are repeated until
all initial k-test vectors have been merged into one, or that no allowed union of
two k-test vectors such that γk(Z  Z ′) = γk(Z) ∪ γk(Z ′) is possible. We gather
at the end of the process a linkage between k-test vectors, which can lead to
the computation of a dendrogram. When the number of k-test vectors to learn
is known, one can use this expected number of languages to find the threshold
that would, given the hierarchical clustering, return the desired unions of k-test
vectors.



Learning Unions of k-Testable Languages 337

Example 19. Let k = 3. Given the sample of strings S in Fig. 2a, compute the
associate sample of 3-test vectors S = {Z1, Z2, . . . , Z8}. Then, compute its dis-
tance matrix (Fig. 2b) using the metric defined in Definition 17. Using classical
linkage algorithms (for instance nearest-neighbor chain algorithm), compute the
related linkage matrix depicted in Fig. 2c. We gather the dendrogram shown
in Fig. 2d, where the 3 remaining 3-test vectors Z1  Z8, Z2  Z5  Z7 and
Z3  Z4  Z6 cannot be merged. Indeed:
– γk(Z1  Z8  Z2  Z5  Z7) �= γk(Z1  Z8) ∪ γk(Z2  Z5  Z7).
– γk(Z1  Z8  Z3  Z4  Z6) �= γk(Z1  Z8) ∪ γk(Z3  Z4  Z6).
– γk(Z2  Z5  Z7  Z3  Z4  Z6) �= γk(Z2  Z5  Z7) ∪ γk(Z3  Z4  Z6).

With a desired number of 3-TSS languages to learn of 3, the returned languages
are γk(Z1  Z8) and γk(Z2  Z5  Z7) and γk(Z3Z4Z6). With a desired number
of 3-TSS languages to learn of 4, the returned languages would be γk(Z1  Z8)
and γk(Z2  Z5  Z7) and γk(Z3) and γk(Z4  Z6) instead.

S S

baba Z1 = 〈{ba}, {ba}, {bab, aba}, {}〉
abba Z2 = 〈{ab}, {ba}, {abb, bba}, {}〉
abcabc Z3 = 〈{ab}, {bc}, {abc, bca, cab}, {}〉
cbacba Z4 = 〈{cb}, {ba}, {cba, bac, acb}, {}〉
abbbba Z5 = 〈{ab}, {ab}, {abb, bbb, bba}, {}〉
cbacbacba Z6 = 〈{cb}, {ba}, {cba, bac, acb}, {}〉
abbba Z7 = 〈{ab}, {ba}, {abb, bbb, bba}, {}〉
babababc Z8 = 〈{ba}, {bc}, {bab, aba, abc}, {}〉
(a) Dataset and corresponding 3-test vectors.

Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8

Z1 0 6 9 7 7 7 7 3
Z2 6 0 7 7 1 7 1 9
Z3 9 7 0 10 8 10 8 6
Z4 7 7 10 0 8 0 8 10
Z5 7 1 8 8 0 8 0 10
Z6 7 7 10 0 8 0 8 10
Z7 7 1 8 8 0 8 0 10
Z8 3 9 6 10 10 10 10 0

(b) Distance matrix.

Z5 Z7 0
Z4 Z6 0
Z2 Z5 � Z7 1
Z1 Z8 3
Z3 Z4 � Z6 10

(c) Linkage matrix.

Z1 Z8 Z2 Z5 Z7 Z3 Z4 Z6
0

2

4

6

8

10

(d) Corresponding dendrogram.

Fig. 2. Learning unions of k-test vectors.

We can see here that the lower bound on the number of returned languages
is the number of unions of k-test vectors satisfying the compatibility constraint
γk(Z  Z ′) = γk(Z) ∪ γk(Z ′). However, in case this constraint is relaxed, it is
possible to obtain a clustering into less parts, up to a single cluster standing for
γk(

⊔
Z∈S).
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4 Case Study

Job Dataset. Our case study has been inspired by an industrial problem related
to the domain of cyber-physical systems. Recent work [15] focused on the impact
of design parameters of a flexible manufacturing system on its productivity. It
appeared in the aforementioned study that the productivity depends on the jobs
being rendered. To that end, the prior identification of the different job patterns
is crucial to enabling engineers to optimize parameters related to the flexible
manufacturing system.

Table 1. Sample of identified job patterns.

Job Pattern 3-test vector Type of job

aaaaa a+ Z = 〈{aa}, {aa}, {aaa}, {aa}〉 Homogeneous

aaaaaaaaaa

aaaaa . . . aaa

abababab (ab)+ Z = 〈{ab}, {ab}, {aba, bab}, {ab}〉 Heterogeneous

abababababab

abcabcabc (abc)+ Z = 〈{ab}, {bc}, {abc, bca, cab}, ∅〉
abcabcabcabcabc

abcbcbcbca a(bc)+a Z = 〈{ab}, {ca}, {abc, bcb, cbc, cba}, ∅〉 Miscellaneous

We consider a dataset containing strings, each representing a job. Our job
patterns are also represented by 3-testable languages, the 3-test vectors of which
are shown in Table 1. Our dataset, implementations and complete results are
available2.

5 Conclusion

In this paper, we defined a Galois connection characterizing k-testable languages.
We also described an efficient algorithm to learn unions of k-testable languages
that results from this Galois connection. From a practical perspective, we see
that obtaining more than one representation is meaningful since a too general-
ized solution is not necessarily the best. To avoid unnecessary generalizations,
the union of two k-testable languages that would not be a k-testable language is
not allowed. Note also that depending on the applications, expert knowledge can
provide an indication on the number of languages the returned union should con-
tain. In further work, we would like to extend the learning of unions of languages
to regular languages. An attempt to learn pairwise disjoint regular languages has
been made in [8,9]. However, no learnability guarantee has been provided so far.

2 See https://gitlab.science.ru.nl/alinard/learning-union-ktss.

https://gitlab.science.ru.nl/alinard/learning-union-ktss
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Abstract. We study the complexity of regular matching and inclusion
for compressed tree patterns extended by context variables. The addi-
tion of context variables to tree patterns permits us to properly capture
compressed string patterns but also compressed patterns for unranked
trees with tree and hedge variables. Regular inclusion for the latter is
relevant to certain query answering on Xml streams with references.
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1 Introduction

A pattern is a term with variables describing a string, a tree, or some other
algebraic value. The following generic problems for patterns were widely studied:

Pattern matching: Is a given algebraic value an instance of a given pattern?
Pattern unification: Do two given patterns have some common instance?
Regular pattern matching: Does some instance of a given pattern belong to

a given regular language?
Regular pattern inclusion: Do all instances of a given pattern belong to a

given regular language?

As inputs, these problems receive descriptors of patterns, values, and regular
languages. Most typically, a string pattern may be described in a compressed
manner by using a singleton context-free grammar (also called straight-line pro-
gram), and a regular string language may be represented by a nondeterministic
finite automaton (Nfa) or by a deterministic finite automaton (Dfa). The prob-
lem of string pattern matching is well-known to be NP-complete for Nfas [1]
but in P for Dfas, with and without compression [4]. The more general problem
of string unification is known to be Pspace-complete [8].

Compressed patterns were called hyperstreams in [6]. Regular inclusion on
compressed patterns is the problem of certain query answering on hyperstreams
for queries defined by automata. This application motivated the study of regular
c© Springer Nature Switzerland AG 2019
C. Mart́ın-Vide et al. (Eds.): LATA 2019, LNCS 11417, pp. 343–355, 2019.
https://doi.org/10.1007/978-3-030-13435-8_25
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Dfas Nfas
Regular Matching Pspace-c Pspace-c
Regular Inclusion Pspace-c Pspace-c

Fig. 1. (Compressed) string patterns.

Dfas Nfas
Regular Matching P P
Regular Inclusion P Pspace-c

Fig. 2. Linear restriction.

Dtas Ntas
Regular Matching NP-c Exp-c
Regular Inclusion coNP-c Exp-c

Fig. 3. (Compressed) tree patterns.

Dtas Ntas
Regular Matching P P
Regular Inclusion P Exp-c

Fig. 4. Linear restriction.

Dtas Ntas
Regular Matching Exp-c Exp-c
Regular Inclusion Exp-c Exp-c

Fig. 5. Adding context variables.

Dtas Ntas
Regular Matching P P
Regular Inclusion P Exp-c

Fig. 6. Linear restriction.

inclusion and matching in [2]. For string patterns, both problems were shown
to be Pspace-complete, for Dfas and Nfas, with and without compression. See
Fig. 1 for an overview. When restricted to linear string patterns, the complexity
goes down to polynomial time in 3 of the 4 cases, as summarized in Fig. 2. The
problem which remains Pspace-complete is regular inclusion on linear string
patterns for Nfas.

The complexity landscapes of regular matching and inclusion for tree patterns
look quite different to the case of string patterns, see Figs. 3 and 4. Here, regular
languages are defined by tree automata, which may either be nondeterministic
(Ntas) or (bottom-up) deterministic (Dtas), while compressed descriptions of
tree patterns can be obtained by singleton tree grammars. Regular matching for
tree patterns against Ntas is Exp-complete with and without compression. For
Dtas, however, regular matching is NP-complete and regular inclusion coNP-
complete. For linear tree patterns, three of the four problems are in P except
for the case of regular inclusion against Ntas. In [3], regular matching for tree
patterns with neither compression nor context variables is studied as the ground
instance intersection problem. Recently [9] studied the problem of matching com-
pressed terms represented as singleton tree grammars, which is incomparable
with regular matching that we study here.

The prime reason for the asymmetry of the complexity landscapes in the
case of strings and trees is that string patterns cannot be encoded as tree pat-
terns with a monadic signature without adding context variables. For instance,
the string pattern aZZbY corresponds to the tree pattern a(Z(Z(b(Y )))) with
context variable Z and tree variable Y . The interest of adding context variables
to tree patterns was already noticed when generalizing string pattern matching
to context pattern matching [4], which are both NP-complete, with or without
compression. The same was noticed when generalizing string unification to con-
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text unification, that are both in Pspace [5]. Since we are interested in a proper
generalization of regular matching and inclusion from string to tree patterns, we
propose to study these problems for tree patterns with context variables.

The main contributions of the present paper are the complexity classes of
regular matching and inclusion for compressed tree patterns with context vari-
ables, which are summarized in Figs. 5 and 6. The results are fully symmetric
to those for compressed string patterns, except that Pspace-completeness is
replaced by Exp-completeness. The main reason for this change is that the cen-
tral problem of context inhabitation is Exp-complete for tree automata, while
the inhabitation problem is Pspace-complete for word automata.

Finally, we show that regular pattern matching and inclusion have the same
complexity for (compressed) patterns on unranked trees with tree and hedge
variables, mainly since such patterns can be encoded into (compressed ranked)
tree patterns with context variables. Compressed patterns for unranked trees
capture Xml streams with references [7]. They permit to generalize the notion
of hyperstreams in [2] from strings to unranked trees.

Outline. We introduce tree patterns with context variables in Sect. 2. The inhab-
itation problem for Σ-algebras is defined in Sect. 3. The complexity of context
inhabitation for tree automata is discussed in Sect. 4. Compressed tree patterns
with context variables are introduced in Sect. 5 and then studied for regular
matching and inclusion in Sect. 6. Due to space limitation, the discussion of the
special cases of linear patterns and patterns with context variables, as well as
the missing proofs, are not included in this extended abstract.

2 Tree Patterns with Context Variables

We consider the set of types T = {e, c} with the type e for trees and the type
c = e � e for contexts. The latter linear type is inspired by linear logic and is
different from the usual (nonlinear) function type e → e. We assume sets Ve of
tree variables and Vc of context variables. The tree variables are ranged over by
x, y, z and the context variables by X,Y . The set of all variables is V = Ve ∪Vc .

We fix a finite ranked signature Σ = �n≥0Σ
(n) of function symbols f ∈ Σ(n)

of arity n. We assume that Σ contains at least one constant and one symbol of
arity at least 2. The set of trees TΣ is the least set that contains all elements
f(t1, . . . , tn) where f ∈ Σ(n) for some n ≥ 0 and t1, . . . , tn ∈ TΣ . Atomic trees
a() ∈ TΣ are deliberately identified with a ∈ Σ(0). The set of contexts C ∈ CΣ is
the set of all terms λx.p such that p ∈ TΣ�{x} for some tree variable x ∈ Ve that
occurs exactly once in p. The set of all values of both types is ValΣ = TΣ ∪ CΣ .

The sets of all tree patterns Pe
Σ and of all context patterns Pc

Σ are defined in
Fig. 7. Note that both types of patterns may contain context variables. The set
of all patterns is PΣ = Pe

Σ ∪Pc
Σ . For a (tree or context) pattern π, its sets of free

variables fv(π) and of bound variables bv(π) can be defined as usual. The set Gτ
Σ

of ground patterns of type τ ∈ T is the subset of patterns in Pτ
Σ without free

variables. The set of all ground patterns is denoted by GΣ = Ge
Σ ∪ Gc

Σ . Clearly,
any tree t ∈ TΣ is a ground pattern of type e and any context C ∈ CΣ is a
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ground pattern of type c. A pattern is called linear if each of its free variables
has at most one free occurrence.

Tree patterns p, p1, . . . , pn ∈ Pe
Σ ::= x | f(p1, . . . , pn) | P@p

Context patterns P ∈ Pc
Σ ::= X | λx.p where x occurs exactly once in p

Fig. 7. Tree patterns and context patterns, with x∈Ve , X ∈Vc , n ≥ 0, f ∈ Σ(n).

We can apply β-reduction to both kinds of patterns. Each β-reduction step
replaces some redex of the form (λx.p)@p′ in a bigger pattern by p[x/p′] if
x �∈ bv(p) and otherwise renames x apart before. Any ground tree pattern p ∈ Ge

Σ

can be β-reduced in a linear number of steps to some tree in polynomial time,
since all λ-binders are assumed to be linear. The semantics �p� of a ground
pattern p is the tree obtained from p by exhaustive β-reduction. Similarly, any
ground context pattern P ∈ Gc

Σ can be β-reduced in a linear number of steps to
a unique context λx.p ∈ CΣ . The semantics �P � is the function �P � : TΣ → TΣ

such that �P �(t) = p[x/t] for any tree t. Note that �Ge
Σ� = �TΣ� is equal to TΣ

while �Gc
Σ� = �CΣ� is a proper subset of the set of functions of type TΣ → TΣ .

A substitution σ : V → GΣ where V ⊆ V is called well-typed if it maps
tree variables to Ge

Σ and context variables to Gc
Σ . For any pattern p ∈ Pe

Σ , the
grounding σ(p) ∈ Ge

Σ is obtained by applying σ to the free variables in p. The
set of all instances of p is obtained by β-normalizing all groundings:

Inst(p) = {�σ(p)� | σ : fv(p) → GΣ well-typed}.

Clearly, Inst(p) ⊆ TΣ . For example, consider the tree pattern p = X@(X@a)
and the substitution σ where σ(X) = λx.f(b, x) and σ(x) = a. Then the β-
normalization of the grounding σ(p) = σ(X)@(σ(X)@σ(x)) is the tree t =
f(b, f(b, a)), i.e. t ∈ Inst(p). Similarly, for any P ∈ Pc

Σ , we can define the
grounding σ(P ) ∈ Gc

Σ . The set of instances Inst(P ) contains the semantics of all
groundings of P . Clearly Inst(P ) ⊆ �CΣ�.

3 Inhabitation for Σ-Algebras

We recall the notion of inhabitation by trees and contexts in ValΣ for Σ-algebras,
and then relate it to the notion of pattern evaluation in Σ-algebras.

A Σ-algebra Δ = (domΔ, .Δ) consists of a set D = domΔ called the
domain, and a mapping .Δ that interprets symbols f ∈ Σ(n) as functions
fΔ : Dn → D. In particular, the set of trees TΣ yields a Σ-algebra, known
as the term algebra, whose domain is TΣ and whose interpretation satisfies
fTΣ (t1, . . . , tn) = f(t1, . . . , tn). Depending on their type, we can interpret values
in ValΣ as elements of domΔ or as functions on domΔ. The interpretation of a
tree t = f(t1, . . . , tn) ∈ TΣ is the domain element �t�Δ = fΔ(�t1�Δ, . . . , �tn�Δ),
while the interpretation of a context C = λx.p ∈ CΣ is the function �C�Δ : D →
D with �C�Δ(d) = �p[x/d]�Δ for all d ∈ D.
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Definition 1. Let Δ be a Σ-algebra. An element d ∈ domΔ is called Δ-
inhabited, if there exists a tree t ∈ TΣ such that d = �t�Δ. A function
S : domΔ → domΔ is called Δ-inhabited if there exists a context C ∈ CΣ such
that S = �C�Δ.

The subset of all Δ-inhabited elements and functions is �ValΣ�Δ = �TΣ�Δ ∪
�CΣ�Δ. We next lift algebra interpretation on values to algebra evaluation on
patterns. We call a variable assignment σ : V → �ValΣ�Δ with V ⊆ V well-
typed, if σ maps tree variables to �TΣ�Δ and context variables to �CΣ�Δ. In
Fig. 8, we define for any tree pattern p and any well-typed variable assignment
σ : V → �ValΣ�Δ with fv(p) ⊆ V the evaluation �p�Δ,σ ∈ �TΣ�Δ, and similarly
�P �Δ,σ ∈ �CΣ�Δ for all context patterns P with fv(P ) ⊆ V . The evaluation
of a ground pattern π ∈ GΣ in Δ does not depend on the variable assignment
σ. Therefore we can write �π�Δ instead of �π�Δ,σ. Clearly, algebra evaluation
restricted to values is equal to algebra interpretation. Furthermore, note that
�ValΣ�Δ = �GΣ�Δ since any ground pattern in GΣ can be β-reduced to some
value in ValΣ which has the same interpretation. Note also that the notion of
Δ-inhabitation does not change when based on ground patterns instead of values.

Fig. 8. Algebra evaluation of patterns.

Consider a well-typed variable assignment σ : V → GΣ . Then �.�Δ ◦ σ is
a well-typed variable assignment into �GΣ�Δ = �ValΣ�Δ, such that �σ(p)�Δ =
�p�Δ,�.�Δ◦σ for all tree patterns p with fv(p) ⊆ V . As a consequence for the term
algebra, the set of instances Inst(p) of a tree pattern p is equal to {�p�TΣ ,�.�TΣ ◦σ |
σ : fv(p) → GΣ well-typed}, and similarly for context patterns P .

4 Inhabitation for Tree Automata

We recall the notion of tree automata for recognizing regular languages of trees
and discuss tree and context inhabitation problems for tree automata. As we
will see in the following section, these inhabitation problems are closely related
to regular matching and inclusion for patterns with tree and context variables.

Definition 2. A (nondeterministic) tree automaton (Nta) over Σ is a tuple
A = (Q,Σ,F,Δ) where Q is a finite set of states, F ⊆ Q is the set of final
states, and Δ ⊆ ∪n≥0Σ

(n) × Qn+1 is the transition relation.

A rule (f, q1, . . . , qn, q) ∈ Δ is written as f(q1, . . . , qn) → q. The transition
Σ-algebra of the Nta A – that we equally denote by Δ – has as its domain 2Q
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and interprets the function symbols f ∈ Σ(n) where n ≥ 0 as the n-ary functions
fΔ such that for all subsets of states Q1 . . . , Qn ⊆ Q:

fΔ(Q1, . . . , Qn) = {q | ∃q1 ∈ Q1 . . . ∃qn ∈ Qn. f(q1, . . . , qn) → q in Δ}.

The regular language L(A) recognized by A is defined as the set of all trees in
TΣ whose evaluation in the Σ-algebra Δ yields some final state in F :

L(A) = {t ∈ TΣ | �t�Δ ∩ F �= ∅}.

An Nta is (bottom-up) deterministic or equivalently a Dta if no two distinct
rules of Δ have the same left-hand side, i.e., if Δ is a partial function from
∪n≥0Σ

(n) × Qn to Q. The determinization of an Nta A is the tree automaton
det(A) = (2Q, Σ, det(Δ), det(F )) where det(Δ) = {(f,Q1, . . . , Qn, fΔ(Q1, . . . ,
Qn)) | f ∈ Σ(n), Q1, . . . , Qn ⊆ Q}, and det(F ) = {Q′ ⊆ Q | Q′ ∩ F �= ∅}. It is
well-known that det(A) is a Dta with L(A) = L(det(A)). Furthermore, for any
tree t ∈ TΣ it holds that �t�det(Δ) = {�t�Δ}.

Tree Inhabitation. Let NtaΣ be the set of all Ntas with signature Σ, and
similarly DtaΣ . We call Nta and Dta automata classes. For any automaton
class A and any signature Σ, tree inhabitation is the following problem:

Inhabe
Σ(A). Input: A tree automaton A = (Q,Σ,F,Δ) ∈ AΣ , Q′ ⊆ Q.

Output: The truth value of whether Q′ is Δ-inhabited.

Theorem 1 (Folklore). Tree inhabitation Inhabe
Σ(Nta) is Exp-complete,

while its restriction Inhabe
Σ(Dta) to deterministic tree automata is in P.

Proof. Let A = (Q,Σ,F,Δ) be an Nta and Q′ ⊆ Q. By definition, Q′ is Δ-
inhabited iff there exists a tree p ∈ TΣ such that �p�Δ = Q′, which is equivalent
to that �p�det(Δ) = {Q′}. Thus Q′ is Δ-inhabited iff Q′ is accessible in the tree
automaton det(A). This can be tested in polynomial time from det(A) which is
computed in exponential time. Thus Inhabe

Σ(Nta) is in Exp. If A is a Dta,
then there is no need to determinize it and Q′ is a singleton. It is thus sufficient
to test whether Q′ is accessible in A. Hence Inhabe

Σ(Dta) is in polynomial time.
We now have to show that Inhabe

Σ(Nta) is Exp-hard. This is achieved by
reduction from the problem of non-emptiness of the intersection of a sequence
of Dtas, which is well known to be Exp-complete [10]. Let A1, . . . , An be a
sequence of Dtas with alphabet Σ. Suppose that Ai = (Qi, Σ,Δi, F i). Without
loss of generality, we can assume that each of them has a single final state
F i = {qi

f}. Let A be the disjoint union of all Ai, that is A = (Q,Σ,F,Δ) where
Q = �n

i=1Q
i, Δ = �n

i=1Δ
i and F = {q1f , . . . , qn

f }. Since all Ai are deterministic,
we can then show that t ∈ ∩n

i=1L(Ai) iff F is Δ-inhabited by t. �

Context Inhabitation. Contexts evaluate to very particular functions in tran-
sition algebras of tree automata, since they use their bound variable once.

Definition 3. A union homomorphism on 2Q is a function S : 2Q → 2Q such
that S(∅) = ∅ and for all Q′, Q′′ ⊆ Q, S(Q′ ∪ Q′′) = S(Q′) ∪ S(Q′′).
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Lemma 1 (Folklore). For any context C ∈ CΣ and Nta A = (Q,Σ,F,Δ) the
semantics �C�Δ is a union homomorphism on 2Q.

The main reason to restrict ourselves to contexts is that Lemma 1 would fail
for nonlinear λ-terms such as N = λx.f(x, x). In order to see this, consider
the signature Σ = {a, f} where a is a constant and f a symbol of arity 2, and
the Nta A = (Q,Σ,F,Δ) with Q = {q1, q2, qok}, F = {qok} and Δ = {a →
q1, a → q2, f(q1, q2) → qok}. We have �N�Δ({q1}) = �N�Δ({q2}) = ∅, while
�N�Δ({q1, q2}) = {qok}. Hence, �N�Δ({q1, q2}) �= �N�Δ({q1}) ∪ �N�Δ({q2}),
so that �N�Δ is not a union homomorphism and cannot be represented by a
function s : Q :→ 2Q as stated in Lemma 2. Since union homomorphisms are
determined by their images on singletons, they can be represented by functions
s : Q → 2Q. Conversely, every such function defines the union homomorphism
ŝ : 2Q → 2Q such that for any Q′ ⊆ Q: ŝ(Q′) = ∪q∈Q′s(q).

Lemma 2. If S : 2Q → 2Q is a union homomorphism then S = ŝ where s :
Q → 2Q is the function with s(q) = S({q}) for all q ∈ Q.

We next consider the problem of context-inhabitation for tree automata.
Here, the input is a succinct descriptor of a union homomorphism:

Inhabc
Σ(A). Input: An automaton A = (Q,Σ,F,Δ) ∈ AΣ , s : Q → 2Q.

Output: The truth value of whether ŝ is Δ-inhabited.

Context inhabitation is a restriction of the more general λ-definability prob-
lem, which is undecidable [11,12]. However, λ-definability for orders up to 3
is decidable [13], and context-inhabitation is a special case of second-order λ-
definability. Its precise complexity, however, has not been studied so far to the
best of our knowledge.

Proposition 1. Let A = (Q,Σ,F,Δ) be an Nta and s : Q → 2Q. Then ŝ is
Δ-inhabited iff there exists C ∈ CΣ such that for all q ∈ Q, s(q) = �C�Δ({q}).

Proof. The forward implication is straightforward. For the backwards direction,
let C ∈ CΣ be a context with s(q) = �C�Δ({q}) for all q ∈ Q. Since ŝ is
a union homomorphism, we have for all Q′ ⊆ Q that ŝ(Q′) = ∪q∈Q′s(q) =
∪q∈Q′�C�Δ({q}) = �C�Δ(Q′) since �C�Δ is a union-homomorphism by Lemma 1.
Thus ŝ is Δ-inhabited. �

Theorem 2. For both classes of tree automata A ∈ {Nta,Dta} the context-
inhabitation problem Inhabc

Σ(A) is Exp-complete.

Proof. Since Inhabc
Σ(Dta) is Exp-complete, a naive exponential time reduction

from Inhabc
Σ(Nta) to Inhabc

Σ(Dta) would lead to a doubly exponential time
algorithm. Nevertheless, we will present a single exponential time algorithm for
Inhabc

Σ(Nta) based on determinization. Let A = (Q,Σ,F,Δ) be an Nta where
Q = {q1, . . . , qn} and s : Q → 2Q. We fix a variable x ∈ Ve arbitrarily. For each
i ∈ {1, . . . , n}, let Ai = (Q,Σ�{x},Δ∪{x → qi}, F ). For any context C = λx.p,
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�p�Ai is the set of states to which C can be evaluated when starting at the hole
marker x with state qi. Let Ã be the product Dta Ã = det(A1) × . . . × det(An).
Note that the number of states of Ã is at most (2n)n = 2n2

, which is exponential.
Furthermore, the tuple (s(q1), . . . , s(qn)) is an accessible state of Ã if and only if
there is a context λx.p ∈ CΣ such that for all 1 ≤ i ≤ n, �λx.p�Δ({qi}) = s(qi).
By Proposition 1 this is equivalent to that ŝ is Δ-inhabited. Testing whether
(s(q1), . . . , s(qn)) is accessible in Ã is in polynomial time in the size of Ã and
thus in exponential time too. The Exp-hardness of Inhabc

Σ(Dta) can be shown
by reduction from the intersection problem of Dtas. The idea of the proof is
similar to that of the Pspace-hardness proof of Dfa-inhabitation (see [2]), so
we omit the details. �

5 Compressed Tree Patterns

We now recall compressed tree patterns with context variables that are defined
by singleton tree grammars.

Definition 4. A compressed pattern (with context variables) of type τ ∈ T
is an acyclic context-free tree grammar G = (N,Σ,R, S) where N ⊆ V is a
finite set of nonterminals, S ∈ N ∩ Vτ is the start symbol, R is a partial well-
typed function from N to patterns in PΣ with free variables in N . The set of all
compressed tree patterns of type τ is denoted by cPτ

Σ.

For instance, consider the compressed tree pattern G ∈ cPe
Σ with the

nonterminals N = {x,X, Y, Z, y}, with S = x and with two rules R(x) =
X@a(X@b, Y @c), and R(X) = λx.Z@a(x, y). This grammar is acyclic, in
that no variable on the left hand side of some rule can appear in any
subsequent rule. It should be noticed that the tree language of the gram-
mar G is ∅. What interests us instead is the tree pattern pat(G) =
(λx.Z@a(x, y))@a((λx.Z@a(x, y))@b, Y @c) that G represents in a compressed
manner. By exhaustive β-reduction of pat(G) we obtain the tree pattern with
context variables �pat(G)� = Z@a(a(Z@a(b, y), Y @c), y).

We define the free variables of a compressed tree pattern G as the free vari-
ables of pat(G), and the bound variables of G as the nonterminals in dom(R)
and the bound variables on the right-hand sides of these rules.

In what follows we will identify any tree pattern p ∈ Pe
Σ with the compressed

tree pattern in cPe
Σ that has a single rule mapping a new start symbol to p.

This compressed tree pattern has no compression. In this sense, Pe
Σ ⊆ cPe

Σ . A
compressed tree pattern G is called linear if its tree pattern pat(G) is linear.

Let A = (Q,Σ,F,Δ) be an Nta, V ⊆ V a finite subset of variables, and σ a
function with domain V that maps any tree variable x ∈ V to σ(x) ⊆ Q and any
context variable X ∈ V to a function σ(X) : Q → 2Q. Note that σ(X) represents
the union homomorphism ̂σ(X) : 2Q → 2Q. Let σ̂ be such that σ̂(x) = σ(x) for
all x ∈ V and σ̂(X) = ̂σ(X) for all X ∈ V .
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Lemma 3. For any G = (N,Σ,R, S) ∈ cPe
Σ with fv(G) ⊆ V we can compute

�pat(G)�Δ,σ̂ in polynomial time from A, G, and σ.

Proof. The algorithm evaluates the pattern inductively along the partial order
on the nonterminals of G; the latter exists because G is acyclic. For any v ∈ V ,
let Gv be the compressed tree pattern equal to G except that the start symbol
is changed to v. Then we can show for all v ∈ V that �pat(Gv)�Δ,σ̂ can be
computed in polynomial time from A, G, and σ. In particular this holds for
�pat(G)�Δ,σ̂ = �pat(GS)�Δ,σ̂. �

6 Regular Matching and Inclusion

We now study the complexity of regular matching and inclusion for classes H of
compressed tree patterns with context variables such as Pe and cPe .

Definition 5. For any class H of compressed tree patterns, any class A of
Ntas, and for any ranked alphabet Σ we define two decision problems:

Regular pattern inclusion InclΣ(H,A). Input: A compressed tree pattern
G ∈ HΣ and a tree automaton A ∈ AΣ.
Output: The truth value of whether Inst(pat(G)) ⊆ L(A).

Regular pattern matching MatchΣ(H,A). Input: A compressed tree pat-
tern G ∈ HΣ and a tree automaton A ∈ AΣ.
Output: The truth value of whether Inst(pat(G)) ∩ L(A) �= ∅.

The following characterization of regular matching induces a decision proce-
dure by reduction to context inhabitation, and is useful in the hardness proof.

Lemma 4. Let A = (Q,Σ,F,Δ) be an Nta, p ∈ Pe
Σ be a tree pattern. Then

Inst(p) ∩ L(A) �= ∅ if and only if there exists a well-typed assignment into Δ-
inhabited subset of states and union-homomorphisms σ : fv(p) → �ValΣ�Δ such
that �p�Δ,σ ∩ F �= ∅.

Proposition 2 (Lower Bound Matching). MatchΣ(Pe ,Dta) is Exp-
hard.

Proof. We reduce Inhabc
Σ(Dta) to MatchΣ(Pe ,Dta) in polynomial time,

then the result follows from Theorem 2. Let A = (Q,Σ,F,Δ) be a Dta and
s : Q → 2Q be a function. We set Q = {q1, . . . , qn} and consider a new sym-
bol # �∈ Σ of arity n and a new state q#. From this we build a new Dta

Ã = (Q̃, Σ̃, F̃ , Δ̃) where Q̃ = Q ∪ {q#} ∪ {s(qi) | 1 ≤ i ≤ n}, Σ̃ = Σ ∪ {#} ∪ Q,
F̃ = {q#} and Δ̃ = Δ ∪ {#(s(q1), . . . , s(qn)) → q#}. Let X ∈ Vc and
p = #(X@q1, . . . , X@qn) ∈ Pe

Σ̃
. The reduction is induced by the following claim,

whose technical proof is based on Lemma 4 without any special tricks.

Claim. The function ŝ is Δ-inhabited if and only if Inst(p) ∩ L(Ã) �= ∅. �
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Lemma 5 (Complementation). Regular inclusion and matching are comple-
mentary problems for deterministic automata: For any class of compressed tree
patterns H, InclΣ(H,Dta) and coMatchΣ(H,Dta) are equivalent modulo P.

Proof. For a compressed tree pattern G and an Nta A, Inst(p) ⊆ L(A) iff
Inst(p)∩L(A) = ∅ iff = Inst(p)∩L(A) = ∅, and the complementation operation is
polynomial for Dtas and exponential for Ntas– since it requires determinization.

Proposition 3 (Lower Bound Inclusion). InclΣ(Pe ,Dta) is Exp-hard.

Proof. Lemma 5 states that InclΣ(Pe ,Dta) = coMatchΣ(Pe ,Dta) modulo
P. By Proposition 2, MatchΣ(Pe ,Dta) is Exp-hard and since Exp is closed
by complement, coMatchΣ(Pe ,Dta) is Exp-hard too. It then holds that
InclΣ(Pe ,Dta) is Exp-hard. �

We next reduce the problems of regular matching and inclusion to context
inhabitation for tree automata in order to obtain upper complexity bounds.

Proposition 4 (Upper Bounds). MatchΣ(cPe ,Nta) and InclΣ(cPe ,Nta)
are in Exp.

Proof. Let G ∈ cPe
Σ be a compressed tree pattern with start symbol S ∈ Ve

and set of nonterminals N , and A = (Q,Σ,F,Δ) be an Nta. According to
Lemma 4, to decide whether pat(G) matches L(A) it is sufficient to find a well-
typed assignment σ with domain fv(G) such that σ(x) ⊆ Q for all x ∈ fv(G)
and σ(X) : Q → 2Q for all X ∈ fv(G). Furthermore, σ̂ : fv(G) → �ValΣ� must
map to Δ-inhabited subsets of Q and Δ-inhabited union-homomorphisms of type
2Q → 2Q such that σ̂(pat(G))∩F �= ∅. Thus the algorithm iterates over all such
σ, tests the inhabitation of σ̂(v) for all v ∈ N , and checks that σ̂(pat(G))∩F �= ∅.
It is successful if the test succeeds for some σ. The number of iterations is at most
2|Q|2.|fv(G)|. Moreover inhabitation can be tested in time O(2|Q|2) by Theorems 2
and 1 while σ̂(pat(G)) is computed in polynomial time from A, G, and σ by
Lemma 3. Thus the algorithm is in Exp. For InclΣ(cPe ,Nta), the algorithm is
similar except that the condition σ̂(pat(G))∩F �= ∅ must hold for all σ̂ mapping
fv(G) to Δ-inhabited sets of states and functions. �

7 Encoding Patterns for Unranked Trees

The original motivation of the present work was to understand the problems of
regular matching and inclusion for hedge patterns. We next show that these prob-
lems can be solved using reductions to the corresponding problems of (ranked)
tree patterns with context variables.

Unlike ranked trees, unranked trees are constructed from symbols without
fixed arities. We fix a finite set Γ of such symbols. The set of hedges HΓ is the
least set that contains all words of hedges in HΓ

∗ and all pairs a(H) where a ∈ Γ
and H ∈ HΓ is a hedge. The set of unranked trees UΓ is the subset of hedges of
the form a(H).
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We assume a set of variables for unranked trees Y ∈ Vu and a set of hedge
variables Z ∈ Vh. The set of hedge patterns H ∈ Ph

Γ with these two types
of variables is then defined by the abstract syntax in Fig. 9. The set Pu

Γ of
patterns for unranked trees is the subset of hedge patterns of the forms a(H) or
Y ∈ Vu. The set of free variables fv(H) is defined as usual. A well-typed variable
assignment σ : V → HΓ where V ⊆ Vu � Vh is a function that maps variables
from Vu to unranked trees in UΓ and variables from Vh to hedges in HΓ . The
application σ(H) is the hedge obtained from H by replacing all variables Y by
the unranked tree σ(Y ) and all variables Z by the hedge σ(Z). The instance
set of H is denoted Inst(H) = {σ(H) | σ : fv(H) → HΓ well-typed}. Note that
Inst(H) ⊆ UΓ for any unranked tree pattern H ∈ Pu

Γ .

Hedge patterns H, H ′ ∈ Ph
Γ ::= Y | a(H) | ε | Z | HH ′

Encoding
〈Y 〉c = Y, 〈a(H)〉c = λy.a(〈H〉c@#, y), 〈ε〉c = λy.y,
〈Z〉c = Z, 〈HH ′〉c = λy.(〈H〉c@(〈H ′〉c@y)), 〈H〉e = 〈H〉c@#.

Fig. 9. Encoding of a hedge pattern H ∈ Ph
Γ into a context pattern 〈H〉c ∈ Pc

Σ , where
Y ∈ Vu, Z ∈ Vh, a ∈ Γ , and ε is the empty word.

We next show in Fig. 9 how to encode hedge patterns into (ranked) context
patterns over the signature Σ = Σ(2) �Σ(0) where Σ(2) = Γ and Σ(0) = {#} for
# is a fresh symbol not in Γ . For instance, the hedge pattern H0 = a(ZbcY ) is
encoded into the context pattern 〈H0〉c = λy.a(Z@(b(#, c(#, Y @#))), y). The
concatenation operation on hedges is simulated by the application operation of
contexts. The set of context variables used in the encoding is Vc = Vu�Vh, while
the set Ve of tree variables is left arbitrary. Finally, we define for any unranked
tree H ∈ Pu

Γ its encoding as a tree pattern 〈H〉e ∈ Pe
Σ by 〈H〉e = 〈H〉c@#.

In order to show the soundness of this encoding (Lemma 6 below), we need
to restrict the instantiation operation. Intuitively, we cannot allow arbitrary
substitutions to be applied to 〈H〉e because then the resulting tree pattern might
not be a correct encoding of an unranked tree. A variable assignment σ : V →
ValΣ is called unranked if it maps unranked tree variables to 〈UΓ 〉c and hedge
variables to 〈HΓ 〉c . The unranked-restricted instance set of a tree pattern p is
defined by Instunr(p) = {�σ(p)� | σ : fv(p) → ValΣ well-typed and unranked}
and similarly for Instunr(P ).

Lemma 6. �〈Inst(H)〉e� = Instunr(〈H〉e) for any H ∈ Pu
Γ .

Proof idea. We can prove for any H ∈ Pu
Γ that �〈Inst(H)〉c� = Instunr(〈H〉c) by

induction of the structure of H. This claim implies the lemma.

Let cPu
Γ be the set of compressed unranked trees over Γ , defined in an analo-

gous way as compressed tree patterns. For a class of automata A ∈ {Dta,Nta},
the problem MatchΓ (cPu,A) of regular matching of compressed unranked tree
patterns takes as input an unranked tree pattern H ∈ cPu and an automaton



354 I. Boneva et al.

A in class A, and outputs the truth value of whether Instunr(〈H〉e) ∩ L(A) �= ∅.
The problem InclΓ (cPu, A) of regular inclusion for compressed patterns of
unranked trees is defined in an analogous way. Note that using tree automata
in the above definitions is not a restriction, as it is well known [3] that for any
unranked tree language L recognizable by a hedge automaton, there exists an
Nta that recognizes the encodings as ranked trees of the elements of L.

Proposition 5. For any A ∈ {Dta,Nta} there exist polynomial time reduc-
tions from MatchΓ (cPu,A) to MatchΣ′(cPe ,A) and from InclΓ (cPu,A) to
InclΣ′(cPe ,A) for some signature Σ′ derived from Σ.

Proof idea. The basic idea is to use Lemma 6, but we also need to constrain
the variable assignments for the encoded patterns to be unranked. We illustrate
how this works on an example for the case of regular matching. Consider the
unranked tree pattern H = a(Z) ∈ Pu

Γ , a language L ⊆ UΓ and an Nta A over
Σ with L(A) = 〈L〉e . From 〈H〉e = a(Z@#,#), we build the tree pattern pH =
a(rootZ(Z@holeZ(#)),#), where rootZ and holeZ are new unary symbols. We
also construct a Nta A′ from A so that Instunr(〈H〉e) ∩ L(A) �= ∅ iff Inst(pH) ∩
L(A′) �= ∅. Basically in pH any variable Z is “enclosed” between the rootZ and
holeZ symbols, and A′ tests that any context between rootZ and holeZ is a
correct encoding of an unranked hedge.

Theorem 3. For any class of tree automata A ∈ {Dta,Nta} the problems
MatchΓ (cPu,A) and InclΓ (cPu,A) are Exp-complete.

Proof. The upper bounds for MatchΣ(cPu,Nta) and InclΣ(cPu,Nta) follow
via the polynomial time reduction from Proposition 5 from the upper bounds for
MatchΣ(cPe ,Nta) and InclΣ(cPe ,Nta) in Proposition 4. The Exp-hardness
of MatchΓ (cPu,Dta) and thus of the other 3 problems can be shown in analogy
to the proof of Proposition 2. �

8 Conclusion

We have shown that regular matching and inclusion for ranked tree patterns with
context variables is Exp-complete with and without compression. The complex-
ity goes down to P for linear compressed tree patterns in 3 of 4 cases. The
same result holds for unranked tree patterns with hedge variables, which is rel-
evant to certain query answering on hyperstreams. Previous approaches were
limited to hyperstreams containing words (compressed string patterns), while
the present approach can deal with hyperstreams containing unranked data trees
(compressed unranked tree patterns).
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Abstract. We investigate the unification problem in theories defined
by rewrite systems which are both convergent and forward-closed. These
theories are also known in the context of protocol analysis as theories
with the finite variant property and admit a variant-based unification
algorithm. In this paper, we present a new rule-based unification algo-
rithm which can be seen as an alternative to the variant-based approach.
In addition, we define forward-closed combination to capture the union of
a forward-closed convergent rewrite system with another theory, such as
the Associativity-Commutativity, whose function symbols may occur in
right-hand sides of the rewrite system. Finally, we present a combination
algorithm for this particular class of non-disjoint unions of theories.

Keywords: Term rewriting · Unification · Combination ·
Forward-closure

1 Introduction

Unification plays a central role in logic systems based on the resolution principle,
to perform the computation in declarative programming, and to deduce new facts
in automated reasoning. Syntactic unification is particularly well-known for its
use in logic programming. Being decidable and unitary are remarkable properties
of syntactic unification. More generally, we may consider equational unification,
where the problem is defined modulo an equational theory E, like for instance
the Associativity-Commutativity. Equational unification, say E-unification, is
undecidable in general. However, specialized techniques have been developed to
solve the problem for particular classes of equational theories, many of high
practical interest. It is not uncommon to have such equational theories include
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Associativity-Commutativity, which is useful to represent arithmetic operators.
Nowadays, security protocols are successfully analyzed using dedicated reasoning
tools [4,5,13,18] in which protocols are usually represented by clauses in first-
order logic with equality. In these protocol analyzers, equational theories are
used to specify the capabilities of an intruder [1]. To support the reasoning in
these equational theories E, one needs to use E-unification procedures. When
the equational theory E has the Finite Variant Property (FVP) [8], there exists
a reduction from E-unification to syntactic unification via the computation of
finitely many variants of the unification problem. When this reduction is used,
we talk about variant-based unification. The class of equational theories with
the FVP has attracted a considerable interest since it contains theories that are
crucial in protocol analysis [6,7,9,14,19]. The concept of narrowing is another
possible unification technique when E is given by a convergent term rewrite
system (TRS). Narrowing is a generalization of rewriting which is widely used
in declarative programming. It is complete for E-unification, but it terminates
only in some very particular cases. A particular narrowing strategy, called folding
variant narrowing, has been shown complete and terminating for any equational
theory with the FVP [14]. When E has the property of being syntactic [16,20],
it is possible to apply a rule-based unification procedure in the same vein as the
one known for syntactic unification, which is called a mutation-based unification
procedure. Unfortunately, being syntactic is not a sufficient condition to insure
the termination of this unification procedure. Finally, another important scenario
is given by an equational theory E defined as a union of component theories. To
solve this case, it is quite natural to proceed in a modular way by reusing the
unification algorithms available in the component theories. There are terminating
and complete combination procedures for signature-disjoint unions of theories [3,
21], but the non-disjoint case remains a challenging problem [12].

In this paper, we investigate the impact of considering an equational theory
with the FVP in order to get a terminating mutation-based unification pro-
cedure and a terminating combination procedure for some non-disjoint unions
of theories. Instead of directly talking about the FVP, we study the equiva-
lent class of theories defined by forward-closed convergent TRSs [6]. Actually,
a forward-closed convergent TRS is a syntactic theory admitting a terminating
mutation-based unification procedure. Here, we consider the unification problem
in the class of forward-closed combinations defined as unions of a forward-closed
convergent TRS plus an equational theory over function symbols that may only
occur in the right-hand sides of the TRS. To solve this problem we need a muta-
tion procedure for the forward-closed component of the combination. Rather
than reusing the mutation procedure given in [17] we develop a new mutation
procedure which is more conducive to combination. By adding some standard
combination rules, we show how to extend this new mutation procedure in order
to solve the unification problem in forward-closed combinations.

The rest of the paper is organized as follows. Section 2 recalls the standard
notions and Sect. 3 introduces the class of forward-closed theories. In Sect. 4, we
present a terminating mutation-based unification procedure for forward-closed
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theories. In Sect. 5, we introduce forward-closed combinations. The related com-
bination method is given in Sect. 6, by proving its termination and correctness.
Finally, Sect. 8 discusses some limitations and possible extensions of this work.
Omitted proofs and additional unification procedures can be found in [10].

2 Preliminaries

We use the standard notation of equational unification and term rewriting sys-
tems [2]. Given a first-order signature Σ and a (countable) set of variables V , the
set of Σ-terms over variables V is denoted by T (Σ,V ). The set of variables in a
term t is denoted by Var(t). A term t is ground if Var(t) = ∅. A term is linear if
all its variables occur only once. For any position p in a term t (including the root
position ε), t(p) is the symbol at position p, t|p is the subterm of t at position p,
and t[u]p is the term t in which t|p is replaced by u. A substitution is an endomor-
phism of T (Σ,V ) with only finitely many variables not mapped to themselves.
A substitution is denoted by σ = {x1 �→ t1, . . . , xm �→ tm}, where the domain of
σ is Dom(σ) = {x1, . . . , xm}. Application of a substitution σ to t is written tσ.
Given a set E of Σ-axioms (i.e., pairs of Σ-terms, denoted by l = r), the equa-
tional theory =E is the congruence closure of E under the law of substitutivity
(by a slight abuse of terminology, E is often called an equational theory). Equiv-
alently, =E can be defined as the reflexive transitive closure ↔∗

E of an equational
step ↔E defined as follows: s ↔E t if there exist a position p of s, l = r (or r = l)
in E, and substitution σ such that s|p = lσ and t = s[rσ]p. An axiom l = r is
regular if Var(l) = Var(r). An axiom l = r is linear (resp., collapse-free) if l and
r are linear (resp. non-variable terms). An equational theory is regular (resp.,
linear/collapse-free) if all its axioms are regular (resp., linear/collapse-free). A
theory E is syntactic if it has finite resolvent presentation S, defined as a finite
set of axioms S such that each equality t =E u has an equational proof t ↔∗

S u
with at most one equational step ↔S applied at the root position. A Σ-equation
is a pair of Σ-terms denoted by s =? t or simply s = t when it is clear from
the context that we do not refer to an axiom. An E-unification problem is a set
of Σ-equations, G = {s1 =? t1, . . . , sn =? tn}, or equivalently a conjunction of
Σ-equations. The set of variables in G is denoted by Var(G). A solution to G,
called an E-unifier , is a substitution σ such that siσ =E tiσ for all 1 ≤ i ≤ n,
written E |= Gσ. A substitution σ is more general modulo E than θ on a set of
variables V , denoted as σ ≤V

E θ, if there is a substitution τ such that xστ =E xθ
for all x ∈ V . An E-unification algorithm computes a (finite) Complete Set of
E-Unifiers of G, denoted by CSUE (G), which is a set of substitutions such that
each σ ∈ CSUE (G) is an E-unifier of G, and for each E-unifier θ of G, there
exists σ ∈ CSUE (G) such that σ ≤Var(G)

E θ. Given a unifiable equation s =? t, a
syntactic unification algorithm computes a unique most general unifier denoted
by mgu(s, t). A set of equations G = {x1 =? t1, . . . , xn =? tn} is said to be in
tree solved form if each xi is a variable occurring once in G. Given an idempotent
substitution σ = {x1 �→ t1, . . . , xn �→ tn} (such that σσ = σ), σ̂ denotes the
corresponding tree solved form. A set of equations is said to be in dag solved
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form if they can be arranged as a list x1 =? t1, . . . , xn =? tn where (a) each
left-hand side xi is a distinct variable, and (b) ∀ 1 ≤ i ≤ j ≤ n: xi does not
occur in tj . A set of equations {x1 =? t1, . . . , xn =? tn} is a cycle if for any
i ∈ [1, n−1], xi+1 ∈ Var(ti), x1 ∈ Var(tn), and there exists j ∈ [1, n] such that tj
is not a variable. Given two variables x and y, x = y is said to be solved in a set of
equations G if x does not occur in G\{x = y}. Then, x is said to be solved in G.
Given two disjoint signatures Σ1 and Σ2 and any i = 1, 2, Σi-terms (including
the variables) and Σi-equations (including the equations between variables) are
called i-pure. For any Σ1 ∪Σ2-theory E, an E-unification problem is in separate
form if it is a conjunction G1 ∧ G2, where Gi is a conjunction of Σi-equations
for i = 1, 2. A term t is called a Σi-rooted term if its root symbol is in Σi. An
alien subterm of a Σi-rooted term t is a Σj-rooted subterm s (i �= j) such that
all superterms of s are Σi-rooted. A term rewrite system (TRS) is a pair (Σ,R),
where Σ is a signature and R is a finite set of rewrite rules of the form l → r
such that l, r are Σ-terms, l is not a variable and Var(r) ⊆ Var(l). A term s
rewrites to a term t w.r.t R, denoted by s →R t (or simply s → t), if there exist a
position p of s, l → r ∈ R, and substitution σ such that s|p = lσ and t = s[rσ]p.
A TRS R is terminating if there are no infinite reduction sequences with respect
to →R. A TRS R is confluent if, whenever t →∗

R s1 and t →∗
R s2, there exists

a term w such that s1 →∗
R w and s2 →∗

R w. A confluent and terminating TRS
is called convergent. In a convergent TRS R, we have the existence and the
uniqueness of R-normal forms, denoted by t↓R for any term t. A substitution σ
is normalized if, for every variable x in the domain of σ, xσ is a normal form.
A convergent TRS R is said to be subterm convergent if for any l → r ∈ R, r
is either a strict subterm of l or a constant. To simplify the notation, we often
use tuples of terms, say ū = (u1, . . . , un), v̄ = (v1, . . . , vn). Applying a substi-
tution σ to ū is the tuple ūσ = (u1σ, . . . , unσ). The tuples ū and v̄ are said
E-equal, denoted by ū =E v̄, if u1 =E v1, . . . , un =E vn. Similarly, ū →∗

R v̄ if
u1 →∗

R v1, . . . , un →∗
R vn, ū is R-normalized if u1, . . . , un are R-normalized, and

ū =? v̄ is u1 =? v1 ∧ · · · ∧ un =? vn.

3 Forward Closure

In this section, we define the central notion of finite forward closure. To define
the forward closure as in [6], let us first introduce the notion of redundancy.
For a given convergent TRS R, assume a reduction ordering < such that r < l
for any l → r ∈ R and < is total on ground terms. Since (rewrite) rules are
multisets of two terms, the multiset extension of < leads to an ordering on rules,
also denoted by <, which is total on ground instances of rules. A rule ρ is strictly
redundant in R if any ground instance ρσ of ρ is a logical consequence of ground
instances of R that are strictly smaller w.r.t < than ρσ. A rule ρ is redundant
in R if ρ is strictly redundant in R or ρ is an instance of some rule in R. Given
two rules ρ1 = (g → d), ρ2 = (l → r) and a non-variable position p of d such
that d|p and l are unifiable, Fwd(ρ1, ρ2, p) denotes the rule (g → d[r]p)σ where
σ = mgu(d|p, l). Forward closure steps are inductively defined as follows:
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– FC0(R) = NR0(R) = R,
– FCk+1(R) = FCk(R) ∪ NRk+1(R) where NRk+1(R) is the set of rules ρ3 =

Fwd(ρ1, ρ2, p) such that ρ1 ∈ NRk(R), ρ2 ∈ R, p is a non-variable position
of the right-hand side of ρ1, and ρ3 is not redundant in FCk(R).

The forward closure of R is FC(R) =
⋃

k≥0 FCk(R). A TRS R is forward-closed
if FC(R) = R. A TRS is forward-closed convergent if it is both forward-closed
and convergent.

Example 1. Any subterm convergent TRS has a finite forward closure. Subterm
convergent TRSs are often used in the verification of security protocols [1], e.g.,
{dec(enc(x, y), y) → x} and {fst(pair(x, y)) → x, snd(pair(x, y)) → y}.

Example 2. The following TRSs are forward-closed convergent:
{f(x) + f(y) → f(x ∗ y)} {g(h(x, y), z) → h(x, y ∗ z)}
{f(x) + y → f(x ∗ y)} {d(e(x, a), a) → x ∗ a}
{exp(exp(a, x), y) → exp(a, x ∗ y)} {pdt(pair(x, y)) → x ∗ y}
We will study the unification problem in a combination of any of these TRSs
with an equational theory over ∗, such as C = {x ∗ y = y ∗ x} (Commutativity)
or AC = {x ∗ (y ∗ z) = (x ∗ y) ∗ z, x ∗ y = y ∗ x} (Associativity-Commutativity).

It has been shown in [6] that for any convergent TRS R, R has a finite forward
closure if and only if R has the finite variant property (FVP, for short). When
a TRS has the FVP, any R-unification problem G admits a computable finite
complete set of R-variants of G, say VR(G), such that solving G reduces to solve
the syntactic unification problems in VR(G). In many cases, the computation of
VR(G) can be prohibitive even with an efficient implementation of folding variant
narrowing [9,14]. For these cases, it is interesting to have an alternative to this
brute force method, possibly via a rule-based R-unification procedure that does
not impose a full reduction to syntactic unification.

4 Rule-Based Unification in Forward-Closed Theories

To design a rule-based unification procedure for forward-closed theories, we basi-
cally reuse the BSM unification procedure initially developed for the class of
theories saturated by paramodulation [17], where BSM stands for Basic Syn-
tactic Mutation. The BSM procedure extends syntactic unification with some
additional mutation rules applied in a don’t know non-deterministic way. These
mutation rules are parameterized by a finite set of axioms corresponding to a
resolvent presentation (cf. Sect. 2). The resulting BSM unification procedure is
similar to the mutation-based unification procedures designed for syntactic the-
ories [16,20] but with the additional property of being terminating. To get ter-
mination, it makes use of boxed terms. Variables can be considered as implicitly
boxed, and terms are boxed according to the following rules:

– Subterms of boxed terms are also boxed.
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– Terms boxed in the premises of an inference rule remain boxed in the conclu-
sion.

– When the “box” status of a term is not explicitly given in an inference rule,
it can be either boxed or unboxed. For instance, each occurrence of f in the
premise of Imit rule (cf. Fig. 1) can be either boxed or unboxed.

Boxed terms allow us to focus on particular R-normalized solutions of a uni-
fication problem. Hence, we are interested in R-normalized solutions σ such that
tσ is R-normalized for each boxed term t occurring in the unification problem.

Definition 3. Let G be a unification problem and σ be a substitution. We say
that (G, σ) is R-normalized if σ is R-normalized, and for any term t in G, tσ is
R-normalized whenever t is boxed.

Assuming a forward-closed convergent TRS R is sufficient to replay the cor-
rectness proofs of BSM originally stated for theories saturated by paramodula-
tion. Thus, BSM can be rephrased by using directly a forward-closed convergent
TRS R as input. In this setting, the equational theory of any forward-closed con-
vergent TRS R is syntactic and a resolvent presentation is used as the parameter
of BSM mutation rules. This leads to a BSM procedure providing a unification
algorithm for forward-closed theories, detailed in [10].

In this paper, we are also interested in solving the unification problem in the
union of a forward-closed theory R1 and a non-disjoint theory E2. For this more
general problem we develop a new and simplified mutation-based unification
algorithm called BSM ′. The new algorithm simplifies conflicts and therefore we
need only a single mutation rule and thus a simpler mutation algorithm overall.
These changes in turn allow for simpler correctness proofs as there are fewer
cases to check. The single mutation rule, called MutConflict in Fig. 1, aims at
applying rewrite rules in R instead of equalities in the resolvent presentation.
This restriction to R is sufficient if there is no equation between two non-variable
terms. This form of equations can be easily avoided by splitting such equation
s = t into two equations x = s and x = t involving a common fresh variable
x. Thanks to this additional transformation called Split in Fig. 1, the classical
decomposition rule of syntactic unification is superfluous.

All the BSM ′ rules are given in Fig. 1. Let B′ be the subset of BSM ′ that
consists of rules with boxed terms, i.e., Imit, MutConflict and ImitCycle.
BSM ′ rules are applied according to the following order of priority (from higher
to lower): Coalesce, Split and B′, where all B′ rules are applied in a non-
deterministic way (using a “don’t know” non-determinism). The BSM ′ unifi-
cation procedure consists in applying repeatedly the BSM ′ rules until reaching
normal forms. The procedure then only returns those sets of equations which are
in dag solved form. The BSM ′ unification can be used as an equivalent alter-
native to BSM . Compared to BSM , the BSM ′ alternative has the advantage of
being easily combinable as shown in Sect. 6.

Theorem 4. If R is a forward-closed convergent TRS, then the BSM ′ unifica-
tion procedure provides an R-unification algorithm.

Theorem 4 is subsumed by Theorem 11 that will be presented in Sect. 6.
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Coalesce {x = y} ∪ G � {x = y} ∪ (G{x �→ y})
where x and y are distinct variables occurring both in G.

Split {f(v̄) = t} ∪ G � {x = f(v̄), x = t} ∪ G
where t is a non-variable term and x is a fresh variable.

Imit
⋃

i{x = f(v̄i)} ∪ G � {x = f(ȳ) } ∪ ⋃
i{ȳ = v̄i} ∪ G

where i > 1, ȳ are fresh variables and there are no more equations x = f(. . . ) in G.

MutConflict {x = f(v̄)} ∪ G � {x = t , s̄ = v̄} ∪ G
where a fresh instance f(s̄) → t ∈ R, f(v̄) is unboxed, and (there is another equation
x = u in G with a non-variable term u or x = f(v̄) occurs in a cycle).

ImitCycle {x = f(v̄)} ∪ G � {x = f(ȳ) , ȳ = v̄} ∪ G

where f(v̄) is unboxed, ȳ are fresh variables and x = f(v̄) occurs in a cycle.

Fig. 1. BSM ′ rules

5 Forward-Closed Combination

Along the lines of hierarchical combination [12], we study a form of non-disjoint
combination defined as a convergent TRS R1 combined with a base theory E2.
The TRS R1 must satisfy some properties to ensure that E = R1 ∪ E2 is a
conservative extension of E2. We focus here on cases where it is possible to reduce
the E-equality between two terms into the E2-equality of their R1-normal forms.
In addition, we assume that R1 is forward-closed. The following definition clearly
introduces the forward-closed combinations studied in the rest of the paper.

Definition 5. Let Σ1 and Σ2 be two disjoint signatures. A forward-closed com-
bination (FC-combination, for short) is a pair (E1, E2) such that

– E1 is an equational Σ1 ∪Σ2-theory given by a forward-closed convergent TRS
R1 whose left-hand sides are Σ1-terms;

– E2 is a regular and collapse-free equational Σ2-theory;
– for any terms s, t, we have (i) s =E1∪E2 t iff s ↓R1=E2 t ↓R1 , and (ii) if

s =E2 t then s is R1-reducible iff t is R1-reducible.

Let us discuss the ingredients of the above definition. First of all, it is impor-
tant to note that Σ1 and Σ2 are disjoint signatures. Thus, the TRS is a standard
rewrite system defined on the signature Σ1 ∪ Σ2 where Σ2-symbols can occur
only in right-hand sides. For this TRS, we do not have to rely on the notions of
E2-confluence and E2-coherence introduced for class rewrite systems [15].

Proposition 6. Assume Σ1, Σ2 and E2 are given as in Definition 5. If E1 is
an equational Σ1 ∪ Σ2-theory given by a forward-closed convergent TRS whose
left-hand sides are linear Σ1-terms, then (E1, E2) is an FC-combination.

Example 7. Consider R1 as any TRS mentioned in Example 2 and Σ2 = {∗}.
An FC-combination is defined by R1 together with any regular and collapse-free
Σ2-theory E2, such as C or AC.
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From now on, we assume E = E1 ∪ E2 and (E1, E2) is an FC-combination
given by a forward-closed convergent TRS R1.

6 Unification in Forward-Closed Combinations

We now study how the BSM ′ unification procedure can be combined with an
E2-unification algorithm to solve the unification problem in E = E1 ∪ E2.

VA {s = t[u]} ∪ G � {s = t[x], x = u} ∪ G
where u is an alien subterm of t, x is a fresh variable, and u is boxed iff t[u] is boxed.

Solve G1 ∧ G2 � ∨
σ2∈CSUE2

(G2)
G1 ∧ σ̂2

if G1 ∧ G2 is a separate form, G2 is E2-unifiable and not in tree solved form, where
w.l.o.g ∀σ2 ∈ CSUE2 (G2) ∀x ∈ Dom(σ2), (xσ2 is a variable) ⇒ xσ2 ∈ Var(G2).

Fig. 2. Additional rules for the combination with E2

Consider the inference system for Basic Syntactic Combination, say BSC ,
given by Coalesce, Split and B′ rules defining BSM ′ in Sect. 4, where f is
now supposed to be a function symbol in Σ1; plus the two additional rules
given in Fig. 2, namely VA and Solve. The rule VA applies the classical
Variable Abstraction transformation [3,11,21] to purify terms and so to get
a separate form, while Solve calls an E2-unification algorithm to solve the
set of Σ2-equations in a separate form. The repeated application of rules in
{Coalesce,Split,VA,Solve} computes particular separate forms defined as
follows.

Definition 8. A separate form G1 ∧ G2 is mutable if Coalesce does not apply
on G1 ∧ G2, G1 is a set of Σ1-equations x = t (where x is a variable), and G2

is a set of Σ2-equations in solved form. A compound solved form is a mutable
separate form in dag solved form.

BSC rules are applied according to the following order of priority (from
higher to lower): Coalesce, Split, VA, Solve, and B′ where Solve computes
each solution of the subproblem G2 in a separate form G1 ∧ G2 and B′ rules
are applied on a separate form G1 ∧ G2 in a non-deterministic way as in Sect. 4.
Due to the order of priority, Solve applies only if Coalesce, Split, VA are not
applicable and B′ rules apply only if G1 ∧G2 is a mutable separate form. Notice
that any compound solved form is in normal form w.r.t BSC .

Lemma 9. Given an E-unification problem G as input, the repeated application
of BSC rules always terminates.

Proof. To prove termination we use a complexity measure, similar to the one
in [17], which decreases, according to the lexicographic ordering, with each appli-
cation of a rule. This reduction is illustrated in the following table.
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Rule m n i1 i2 p q

Imit ≥ >

MutConflict >

ImitCycle >

Coalesce ≥ ≥ ≥ ≥ >

VA ≥ ≥ >

Split ≥ ≥ ≥ >

Solve ≥ ≥ ≥ ≥ ≥ >

Where m is the number of unboxed Σ1-symbols; n is the number of Σ1-
symbols; i1 is the sum of sizes of impure terms; i2 is the number of equations
f(v̄) = t such that f ∈ Σ1 and t is a non-variable term; p is the number
of variables in G that are unsolved and not generated by E2-unification; and
q ∈ {0, 1} such that q = 0 iff G is a separate form G1 ∧ G2 and G2 is in solved
form. ��

Given an E-unification problem G, BSC(G) denotes the normal forms of G
w.r.t BSC , which correspond to the compound solved forms of G. Following
Lemma 9, the BSC unification procedure works as follows: apply the BSC rules
on a given E-unification problem G until reaching normal forms, and return all
the dag solved forms in BSC(G). Below, we show that BSC rules are applied
without loss of completeness. We denote by G −−−→

BSC
G′ an application of a BSC

rule to a unification problem G producing a modified problem G′.

Lemma 10. If (G, σ) is R1-normalized, E |= Gσ and G is not a compound
solved form, then there exist some G′ and a substitution σ′ such that G −−−→

BSC
G′,

(G′, σ′) is R1-normalized, E |= G′σ′ and σ′ ≤Var(G)
E σ.

Hence BSC leads to a terminating and complete E-unification procedure.

Theorem 11. Given any FC-combination (E1, E2) and an E2-unification algo-
rithm, BSC provides an E1 ∪ E2-unification algorithm.

According to Definition 5, an FC-combination can be obtained by considering
an arbitrary forward-closed convergent TRS R1 and the empty theory E2 over
the empty signature Σ2. In that particular case, BSC reduces to BSM ′ and so the
fact that BSC is both terminating and correct provides a proof for Theorem4.

Example 12. Assume f, g, a are in Σ1 and E2 is the C theory for ∗. Consider
the separate form G = {x = f(y), x = z ∗ y} and the following possible cases:

– If R1 = {f(v) → a}, then MutConflict can be applied on G and we get
{x = a , x = z ∗y}, which is in normal form w.r.t BSC but not in dag solved
form. So, it has no solution.
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– If R1 = {f(v) → v∗a}, then MutConflict can be applied on G and we obtain
{x = y ∗ a , x = z∗y}. Then Solve leads to the solved form {x = y∗a, z = a}.

– If R1 = {g(v) → v ∗ a}, then G is in normal form w.r.t BSC but not in dag
solved form. So, it has no solution.

Example 13. Let R1 = {exp(exp(a, x), y) → exp(a, x∗ y)} and let E2 be the AC
theory for ∗. Consider the problem G = {exp(x1, x2) = exp(a, x2 ∗ x3)} and a
run of BSC on G. Applying VA and Split leads to the mutable separate form
{z2 = exp(x1, x2), z2 = exp(a, z1), z1 = x2 ∗ x3}. At this point one possibility
is to apply MutConflict (introducing z3, z4) followed by Coalesce (replacing
z4 by x2), leading to {z2 = exp(a, z3 ∗ x2) , x1 = exp(a, z3) , x2 = z4, z2 =

exp(a, z1), z1 = x2 ∗ x3} Then VA applies, leading to {z2 = exp(a, z5) , x1 =

exp(a, z3) , x2 = z4, z2 = exp(a, z1), z1 = x2 ∗ x3, z5 = z3 ∗ x2 }, By apply-
ing Imit (introducing z6, z7) followed by Coalesce (replacing z5, z7 by z1), we
obtain {z2 = exp(z6, z1) , z6 = a, z7 = z5, z7 = z1, x1 = exp(a, z3) , x2 =
z4, z1 = x2 ∗ x3, z1 = z3 ∗ x2 } At this point an AC-unification algorithm can
be used to solve {z1 = x2 ∗ x3, z1 = z3 ∗ x2}. The AC-unifier {z3 �→ x3} leads
to an expected solution of G, which is {x1 �→ exp(a, x3)}.

To complete the family picture on unification in FC-combinations, it is also
possible to develop brute force methods relying on a reduction to general E2-
unification. Unsurprisingly, a possible method is based on the computation of
variants. Another variant-free method consists in the non-deterministic applica-
tion of some mutation/imitation rules. These two methods are described in [10].

7 Implementation

When choosing to implement the algorithms developed in this paper, we have
selected the Maude programming language1. Maude provides a nice environ-
ment for a number of reasons. First, it provides a more natural environment for
expressing the rules of algorithms such as BSM ′. Second, it has both variant
generation and several unification algorithms, such as AC, built-in. Indeed, hav-
ing both the variant-based unification and the rule-based unification developed
here implemented in Maude is the best way to compare them in practice. In addi-
tion, having both approaches implemented offers alternatives for selecting the
most suitable method for an application (for example, in cases when the number
of variants is high). One can now easily switch between the most appropriate
approach for their situation.

Implementation of the above procedures is ongoing2. Currently, the focus
of the implementation is on the BSM ′ algorithm which in itself provides a new
alternative method for solving the unification problem in forward closed theories.

1 http://maude.cs.illinois.edu/w/index.php/The Maude System.
2 https://github.com/ajayeeralla/BSM.

http://maude.cs.illinois.edu/w/index.php/The_Maude_System
https://github.com/ajayeeralla/BSM
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Significantly, once the forward closure of a system is computed, the implementa-
tion of BSM ′ provides a unification procedure for any problem in the theory. In
other words, the computation of a forward closure can be reused for any unifi-
cation problem for that theory. The implementation also takes advantage of the
flexibility of Maude, allowing the rules of the BSM ′ procedure to be instantiated
by a theory input to the algorithm via a Maude-module. This will also make the
program easier to incorporate into a larger tools.

After the BSM ′ implementation the focus will be on the combination and
experimentation. Due to the importance of AC in practical applications, we plan
to focus on the case of forward-closed combinations with AC-symbols, for which
it is possible to reuse the AC-unification algorithm implemented in Maude in a
way similar to [11].

8 Conclusion

In this paper we develop a rule-based unification algorithm which can be easily
combined, even for some non-disjoint unions of theories, and does not require
the computation of variants. By applying this rule-based unification algorithm,
we present, in addition, a new non-disjoint, terminating combination procedure
for a base theory extended with a non-disjoint forward-closed TRS. The new
combination allows for the addition of such often used theories as AC and C.

Until now, we assume that the TRS is defined in a simple way, by using
syntactic matching for the rule application. A possible extension would be to
consider an equational TRS defined modulo the base theory, where equational
matching is required for the rule application. Considering an equational TRS
instead of a classical one, two natural problems arise. First, the possible equiva-
lence between the finite forward closure and the FVP is an open problem when
the TRS is equational. Second, another problem is to highlight a combination
algorithm for solving unification problems modulo an equational TRS having
the FVP.
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Abstract. The Caucal hierarchy contains graphs that can be obtained
from finite graphs by alternately applying the unfolding operation and
inverse rational mappings. The goal of this work is to check whether the
hierarchy is closed under interpretations in logics extending the monadic
second-order logic by the unbounding quantifier U. We prove that by
applying interpretations described in the MSO+Ufin logic (hence also in
its fragment WMSO+U) to graphs of the Caucal hierarchy we can only
obtain graphs on the same level of the hierarchy. Conversely, interpreta-
tions described in the more powerful MSO+U logic can give us graphs
with undecidable MSO theory, hence outside of the Caucal hierarchy.

Keywords: Caucal hierarchy · Boundedness · WMSO+U logic

1 Introduction

This paper concerns the class of finitely describable infinite graphs introduced
in Caucal [9], called a Caucal hierarchy. Graphs on consecutive levels of this
hierarchy are obtained from finite graphs by alternately applying the unfolding
operation [14] and inverse rational mappings [8]. Since both these operations
preserve decidability of the monadic second-order (MSO) theory, graphs in the
Caucal hierarchy have decidable MSO theory. It turns out that this class of
graphs has also other definitions. It was shown [5,7] that the Caucal hierarchy
contains exactly ε-closures of configuration graphs of all higher-order pushdown
automata [15]; while generating trees, these automata are in turn equivalent
to a subclass of higher-order recursion schemes called safe schemes [19]. More-
over, Carayol and Wöhrle [7] prove that the defined classes of graphs do not
change if we replace the unfolding operation by the treegraph operation [26],
and similarly, if we replace inverse rational mappings by the stronger operation
of MSO-transductions [13]. One can also replace inverse rational mappings by
the operation of FO-interpretations, assuming that the FO formulae have access
to the descendant relation [10].

In this paper we try to replace inverse rational mappings or MSO-
interpretations in the definition of the Caucal hierarchy by interpretations in
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some extensions of the MSO logic. Namely, we investigate logics obtained from
MSO by adding the unbounding quantifier U introduced by Bojańczyk [1].
The meaning of a formula UX.ϕ is that ϕ holds for arbitrarily large finite
sets X. In the MSO+Ufin logic we can write UX.ϕ only for formulae ϕ whose
free variables cannot represent infinite sets (this fragment subsumes the more
known WMSO+U logic in which all monadic variables can only represent
finite sets [2,4]). We prove that the Caucal hierarchy does not change if we
use MSO+Ufin-interpretations in its definition. In other words, by applying
MSO+Ufin-interpretations to graphs in the Caucal hierarchy, we only obtain
graphs on the same level of the hierarchy.

This result shows robustness of the Caucal hierarchy, but is a bit disappoint-
ing (but rather not surprising): it would be nice to find a class of graphs with
decidable properties, larger than the Caucal hierarchy. We remark that the class
of trees generated by all (i.e., not necessarily safe) higher-order recursion schemes
(equivalently, by collapsible pushdown automata [17]) is such a class: these trees
have decidable MSO theory [20], and some of them are not contained in the Cau-
cal hierarchy [24]. This class lacks a nice machine-independent definition (using
logics, like for the Caucal hierarchy), though. For some other classes of graphs
we only have decidability of first-order logics [12,25].

Going further, we also check the full MSO+U logic, where the use of the U
quantifier is unrestricted. For this logic we obtain graphs outside of the Caucal
hierarchy; among them there are graphs with undecidable MSO theory. This is
very expected, since the MSO+U logic is undecidable itself [3].

2 Preliminaries

2.1 Logics

A signature Ξ (of a relational structure) is a list of relation names, R1, . . . , Rn,
together with an arity assigned to each of the names. A (relational) structure
S = (US , RS

1 , . . . , RS
n) over such a signature Ξ is a set US , called the universe,

together with relations RS
i over S, for all relation names in the signature; the

arity of the relations is as specified in the signature. Following the literature
on the Caucal hierarchy [5–9] we forbid the universe to have isolated elements:
every element of US has to appear in at least one of the relations RS

1 , . . . , RS
n .

We assume three countable sets of variables: VFO of first-order variables,
Vfin of monadic variables representing finite sets, and V inf of monadic variables
representing arbitrary sets. First-order variables are denoted using lowercase
letters x, y, . . . , and monadic variables (of both kinds) are denoted using capital
letters X,Y, . . . . The atomic formulae are

– R(x1, . . . , xn), where R is a relation name of arity n (coming from a fixed
signature Ξ), and x1, . . . , xn are first-order variables;

– x = y, where x, y are first-order variables;
– x ∈ X, where x is a first-order variable, and X a monadic variable.
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Formulae of the monadic second-order logic with the unbounding quantifier,
MSO+U, are built out of atomic formulae using the boolean connectives ∨,∧,¬,
the first-order quantifiers ∃x and ∀x, the monadic quantifiers UX, ∃finX, and
∀finX for X ∈ Vfin, and the monadic quantifiers ∃X and ∀X for X ∈ V inf.

We use the standard notion of free variables. In this paper, we also consider
three syntactic fragments of MSO+U. Namely, in the monadic second-order logic,
MSO, we are not allowed to use variables from Vfin, and thus the quantifiers using
them: UX (most importantly), ∃finX, and ∀finX. In the MSO+Ufin logic, the use
of the unbounding quantifier is syntactically restricted: we can write UX.ϕ only
when all free variables are from VFO ∪ Vfin (i.e., ϕ has no free variables ranging
over infinite sets). In the weak fragment, WMSO+U, we cannot use variables
from V inf, together with the quantifiers ∃X and ∀X.

In order to evaluate an MSO+U formula ϕ over a signature Ξ in a relational
structure S over the same signature, we also need a valuation ν, which is a
partial function that maps

– variables x ∈ VFO to elements of the universe of S;
– variables X ∈ Vfin to finite subsets of the universe of S;
– variables X ∈ V inf to arbitrary subsets of the universe of S.

The valuation should be defined at least for all free variables of ϕ. We write
S, ν |= ϕ when ϕ is satisfied in S with respect to the valuation ν; this is
defined by induction on the structure of ϕ. For most constructs the definition
is as expected, thus we made it explicit only for ϕ of the form UX.ψ: we have
S, ν |= UX.ψ if for every n ∈ N there exists a finite subset XS of the universe of
S having cardinality at least n, such that S, ν[X �→ XS ] |= ψ (in other words:
UX.ψ says that ψ is satisfied for arbitrarily large finite sets X).

We write ϕ(x1, . . . , xn) to denote that the free variables of ϕ are among
x1, . . . , xn. Then given elements u1, . . . , un in the universe of a structure S, we
say that ϕ(u1, . . . , un) is satisfied in S if ϕ is satisfied in S under the valuation
mapping xi to ui for all i ∈ {1, . . . , n}.

For a logic L, an L-interpretation from Ξ1 to Ξ2 is a family I of L-formulas
ϕR(x1, . . . , xn) over Ξ1, for every relation name R of Ξ2, where n is the arity of
R. Having such an L-interpretation, we can apply it to a structure S over Ξ1;
we obtain a structure I(S) over Ξ2, where every relation RI(S) is given by the
tuples (v1, . . . , vn) of elements of the universe of S for which ϕR(v1, . . . , vn) is
satisfied in S. The universe of I(S) is given implicitly as the set of all elements
occurring in the relations RI(S) (because isolated elements are disallowed by the
definition of a structure, there is no need to have a separate formula defining the
universe).

2.2 Graphs and the Caucal Hierarchy

We consider directed, edge-labeled graphs. Thus, for a finite set Σ, a Σ-labeled
graph G is a relational structure over the signature ΞΣ containing binary relation
names Ea for all a ∈ Σ. In other words, G = (V G, (EG

a )a∈Σ), where V G is a
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set of vertices, and EG
a ⊆ V G × V G is a set of a-labeled edges, for every a ∈ Σ

(and where we assume that there are no isolated vertices, i.e., for every v ∈ V G

there is an edge (v, w) or (w, v) in EG
a for some w ∈ V G and a ∈ Σ). A graph is

deterministic if for every v ∈ V G and a ∈ Σ there is at most one vertex w ∈ V G

such that (v, w) ∈ EG
a .

A path from a vertex u to a vertex v labeled by w = a1 . . . an is a sequence
v0a1v1 . . . anvn ∈ V G(ΣV G)∗, where v0 = u, and vn = v, and (vi−1, vi) ∈ EG

ai

for all i ∈ {1, . . . , n}. A graph is called an (edge-labeled) tree when it contains a
vertex r, called the root, such that for every vertex v ∈ V G there exists a unique
path from r to v. The unfolding Unf (G, r) of a graph G = (V G, (EG

a )a∈Σ) from
a vertex r ∈ V G is the tree T = (V T , (ET

a )a∈Σ), where V T is the set of all paths
in G starting from r, and ET

a (for every a ∈ Σ) contains pairs (w,w′) such that
w′ = w · a · v for some v ∈ V G.

The Caucal hierarchy is a sequence of classes of graphs and trees; we use
here the characterization from Carayol and Wöhrle [7] as a definition. We define
Graph(0) to be the class containing all finite Σ-labeled graphs, for all finite sets
of labels Σ. For all n ≥ 0, we let

Tree(n + 1) = {Unf (G, r) | G ∈ Graph(n), r ∈ V G}, and
Graph(n + 1) = {I(T ) | T ∈ Tree(n + 1), I an MSO-interpretation}.

We do not distinguish between isomorphic graphs.

2.3 Higher-Order Recursion Schemes

The set of sorts (aka. simple types) is constructed from a unique ground sort o
using a binary operation →; namely o is a sort, and if α and β are sorts, so is
α→β. By convention, → associates to the right, that is, α→β→γ is understood
as α → (β → γ). The order of a sort α, denoted ord(α) is defined by induction:
ord(o) = 0 and ord(α1 → . . . → αk → o) = maxi(ord(αi)) + 1 for k ≥ 1.

Having a finite set of symbols Σ (an alphabet), a finite set of sorted nontermi-
nals N , and a finite set of sorted variables V , (applicative) terms over (Σ,N , V )
are defined by induction:

– every nonterminal N ∈ N of sort α is a term of sort α;
– every variable x ∈ V of sort α is a term of sort α;
– if K1, . . . ,Kk are terms of sort o, and a ∈ Σ is a symbol, then a〈K1, . . . ,Kk〉

is a term of sort o;
– if K is a term of sort α → β, and L is a term of sort α, then K L is a term of

sort β.

The order of a term K, written ord(K), is defined as the order of its sort.
A (higher-order) recursion scheme is a tuple G = (Σ,N ,R, S), where Σ is

a finite set of symbols, N a finite set of sorted nonterminals, and R a function
assigning to every nonterminal N ∈ N of sort α1 → . . . → αk → o a rule of the
form N x1 . . . xk → K, where the sorts of variables x1, . . . , xk are α1, . . . , αk,
respectively, and K is a term of sort o over (Σ,N , {x1, . . . , xk}); finally, S ∈ N
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is a starting nonterminal of sort o. The order of a recursion scheme is defined as
the maximum of orders of its nonterminals.

Unlike trees in the Caucal hierarchy, trees generated by recursion schemes are
node-labeled; actually, these are infinite terms. They are defined by coinduction:
for a finite set Σ and for r ∈ N, a Σ-node-labeled tree of maximal arity r is
of the form a〈T1, . . . , Tk〉, where a ∈ Σ, and k ≤ r, and T1, . . . , Tk are again
Σ-node-labeled trees of maximal arity r. For a tree T = a〈T1, . . . , Tk〉, its set of
vertices is defined as the smallest set such that

– ε is a vertex of T , labeled by a, and
– if u is a vertex of Ti for some i ∈ {1, . . . , k}, labeled by b, then iu is a vertex

of T , also labeled by b.

Such a tree can be seen as a relational structure over signature Ξnlt
Σ,r contain-

ing unary relation names La for all a ∈ Σ, and binary relation names Chi for all
i ∈ {1, . . . , r}. Its universe is the set of vertices of T ; for a ∈ Σ the relation LT

a

contains all vertices labeled by a; for i ∈ {1, . . . , r} the i-th child relation Chi

contains pairs (u, ui) such that both u and ui are vertices of T .
Having a recursion scheme G, we define a rewriting relation →G among terms

of sort o over (Σ,N , ∅): we have N L1 . . . Lk →G K[L1/x1, . . . , Lk/xk], where
N is a nonterminal such that the rule R(N) is N x1 . . . xk → K (and where
K[L1/x1, . . . , Lk/xk] is the term obtained from K by substituting L1 for x1, L2

for x2, and so on). We then define a tree generated by G from a term K of sort
o over (Σ,N , ∅), by coinduction:

– if there is a reduction sequence from K to a term of the form a〈L1, . . . , Lk〉,
then the tree equals a〈T1, . . . , Tk〉, where T1, . . . , Tk are the trees generated
by G from L1, . . . , Lk, respectively;

– otherwise, the tree equals ω〈〉 (where ω is a distinguished symbol).

A tree generated by G (without a term specified) is the tree generated by G from
the starting nonterminal S.

We define when a term is safe, by induction on its structure:

– all nonterminals and variables are safe,
– a term a〈K1, . . . ,Kk〉 is safe if the subterms K1, . . . ,Kk are safe,
– a term M = K L1 . . . Lk is safe if K and L1, . . . , Lk are safe, and if ord(x) ≥

ord(M) for all variables x appearing in M .

Notice that not all subterms of a safe term need to be safe. A recursion scheme
is safe if right sides of all its rules are safe.

2.4 Higher-Order Pushdown Automata

We actually need to consider two models of higher-order pushdown automata:
nondeterministic (non-branching) automata of Carayol and Wöhrle [7], where
letters are read by transitions, and deterministic tree-generating automata of
Knapik, Niwiński, and Urzyczyn [19], where there are special commands for



Extensions of the Caucal Hierarchy? 373

creating labeled tree vertices. We use the name edge-labeled pushdown automata
for the former model, and node-labeled pushdown automata for the latter model.
We only recall those fragments of definitions of these automata that are relevant
for us.

For every n ∈ N, and every finite set Γ containing a distinguished initial
symbol ⊥ ∈ Γ , there are defined

– a set PDn(Γ ) of pushdowns of order n over the stack alphabet Γ ,
– an initial pushdown ⊥n ∈ PDn(Γ ),
– a finite set Opn(Γ ) of operations on these pushdowns, where every op ∈

Opn(Γ ) is a partial function from PDn(Γ ) to PDn(Γ ), and
– a function top : PDn(Γ ) → Γ (returning the topmost symbol of a pushdown).

We assume that Opn(Γ ) contains the identity operation id , mapping every ele-
ment of PDn(Γ ) to itself.

Having the above, we define an edge-labeled pushdown automaton of order
n as a tuple A = (Q,Σ, Γ, qI ,Δ), where Q is a finite set of states, Σ is a
finite input alphabet, Γ is a finite stack alphabet, qI ∈ Q is an initial state, and
Δ ⊆ Q×Γ ×(Σ�{ε})×Q×Opn(Γ ) is a transition relation. It is assumed that for
every pair (q, γ) either all tuples (q, γ, a, q′, op) ∈ Δ have a = ε, or all have a ∈ Σ.
The automaton is deterministic if for every pair (q, γ) there is either exactly one
transition (q, γ, a, q′, op), where a = ε, or there are |Σ| such transitions, one for
every a ∈ Σ. A configuration of A is a pair (q, s) ∈ Q × PDn(Γ ), and (qI ,⊥n)
is the initial configuration. For a ∈ Σ ∪ {ε}, there is an a-labeled transition
from a configuration (p, s) to a configuration (q, t), written (p, s) a−→A (q, t), if
in Δ there is a tuple (p, top(s), a, q, op) such that op(s) = t. The configuration
graph of A is the edge-labeled graph of all configurations of A reachable from
the initial configuration, with an edge labeled by a ∈ Σ ∪{ε} from c to d if there
is a transition c

a−→A d. The ε-closure of such a graph G is the Σ-labeled graph
obtained from G by removing all vertices with only outgoing ε-labeled edges
and adding an a-labeled edge between v and w if in G there is a path from v
to w labeled by a word in aε∗. The graph generated by A is the ε-closure of the
configuration graph of A.

Next, we define a node-labeled pushdown automaton of order n as a tuple
A = (Q,Σ, Γ, qI , δ), where Q,Σ, Γ, qI (and configurations) are as previously, and
δ : Q×Γ → (Q×Opn(Γ ))�(Σ×Q∗) is a transition function. This time transitions
are not labeled by anything; we have (p, s) →A (q, t) when δ(p, top(s)) = (q, op)
and op(s) = t. We define when a node-labeled tree over alphabet Σ ∪ {ω} is
generated by A from (p, s), by coinduction:

– if (p, s) →∗
A (q, t), and δ(q, top(t)) = (a, q1, . . . , qk) ∈ Σ × Q∗, and trees

T1, . . . , Tk are generated by A from (q1, t), . . . , (qk, t), respectively, then the
tree a〈T1, . . . , Tk〉 is generated by A from (p, s),

– if there is no (q, t) such that (p, s) →∗
A (q, t) and δ(q, top(t)) ∈ Σ × Q∗, then

ω〈〉 is generated by A from (p, s).

While talking about the tree generated by A, without referring to a configuration,
we mean generating from the initial configuration (qI ,⊥n).
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3 Between Caucal Hierarchy and Safe Recursion Schemes

The Caucal hierarchy is closely related to safe recursion schemes. Indeed, we
have the following two results, from Carayol and Wöhrle [7, Theorem 3] and
Knapik et al. [19, Theorems 5.1 and 5.3].

Fact 1. For every n ∈ N, a graph G is generated by some edge-labeled pushdown
automaton of order n if and only if G ∈ Graph(n).

Fact 2. For every n ∈ N, a tree T is generated by some node-labeled pushdown
automaton of order n if and only if it is generated by some safe recursion scheme
of order n.

It looks like the connection between the Caucal hierarchy and safe recursion
schemes is already established by these two facts, but the settings of edge-labeled
and node-labeled pushdown automata are not immediately compatible. Indeed,
beside of the superficial syntactical difference between edge-labeled graphs from
Fact 1 (and trees being their unfoldings) and node-labeled trees from Fact 2 we
have two problems. First, node-labeled trees are only finitely branching (and
moreover deterministic), while edge-labeled trees may have infinite branching.
To deal with this, we use a fact from Carayol and Wöhrle [7, Theorem 2].

Fact 3. For every G ∈ Graph(n), where n ≥ 1, there exists a tree T that is
an unfolding of a deterministic graph Gn−1 ∈ Graph(n − 1), and an MSO-
interpretation1 I such that G = I(T ).

A second problem is that an edge-labeled pushdown automaton of order
n generating a deterministic graph need not to be deterministic itself (and
only deterministic edge-labeled automata can be easily turned into node-labeled
automata). We thus need a fact from Parys [21, Theorem 1.1] (proved also in the
Carayol’s Ph.D. thesis [6, Corollary 3.5.3]).

Fact 4. If a deterministic graph is generated by some edge-labeled pushdown
automaton of order n, then it is also generated by some deterministic edge-labeled
pushdown automaton of order n.

Having all the recalled facts, it is now easy to prove the following lemma.

Lemma 5. For every n ≥ 1, a graph G is in Graph(n) if and only if it can
be obtained by applying an MSO-interpretation to a tree generated by a safe
recursion scheme of order n − 1.

Proof (sketch). Suppose first that G = I(T ) for some MSO-interpretation I and
for some safe recursion scheme G of order n − 1 generating a tree T . By Fact 2,
T is generated by a node-labeled pushdown automaton A of order n − 1. It is a
routine to switch to the formalism of edge-labeled pushdown automata, that is,
1 Carayol and Wöhrle say about an inverse rational mapping, which is a special case

of an MSO-interpretation.
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– change the node-labeled tree T (which is a structure over the signature Ξnlt
Σ,r)

to a “similar” edge-labeled tree T ′ (which is a structure over the signature
ΞΣ∪{1,...,r}), where every edge of T from a vertex to its i-th child becomes
an i-labeled edge, and where below every a-labeled vertex u we create a fresh
vertex vu with an a-labeled edge from u to vu;

– change the node-labeled pushdown automaton A to an edge-labeled push-
down automaton A′ of the same order n − 1 such that T ′ is the unfolding of
the graph generated by A′;

– change the MSO-interpretation I evaluated in T to an MSO-interpretation I ′

evaluated in T ′, such that I ′(T ′) = I(T ).

Finally, we use Fact 1 to say that the graph generated by A′ belongs to Graph(n−
1). In effect its unfolding T ′ belongs to Tree(n), and hence G = I ′(T ′) belongs
to Graph(n).

For the opposite direction, consider some graph G ∈ Graph(n). We first
use Fact 3 to say that there exists a tree T that is an unfolding of a deter-
ministic graph Gn−1 ∈ Graph(n − 1), and an MSO-interpretation I such that
G = I(T ). By Fact 1 we obtain that Gn−1 is generated by some edge-labeled
pushdown automaton A of order n − 1. Because of Fact 4 we can assume that A
is deterministic. By definition, the vertex r such that T = Unf (Gn−1, r) can be
arbitrary; let A′ be a modification of A that first reaches configuration r using
ε-transitions, and then operates as A from r.

We now change A′ into a node-labeled pushdown automaton A′′. To this
end, we fix some order on the letters in Σ: let Σ = {a1, . . . , ak}. Moreover,
without loss of generality we assume that for all transitions (q, γ, a, q′, op) of A
with a �= ε, the operation op is id . Then, if from a pair (q, γ) we have transitions
(q, γ, a1, q1, id), . . . , (q, γ, ak, qk, id), we define δ(q, γ) = (�, q1, . . . , qk), and for
pairs (q, γ) being a source of ε-transitions (q, γ, ε, q′, op) we define δ(q, γ) =
(q′, op). The {�, ω}-node-labeled tree T ′ generated by A′, after removing all
ω-labeled vertices, and while treating an edge leading to the i-th child as ai-
labeled, equals T . It is easy to modify the interpretation I into I ′ such that
I ′(T ′) = I(T ) = G. Finally, we use Fact 2 to say that T ′ is generated by a safe
recursion scheme of order n − 1. ��

4 Closure Under MSO+Ufin-Interpretations

We now present the main theorem of this paper.

Theorem 6. For every n ∈ N, if G ∈ Graph(n) and if I is an MSO+Ufin-
interpretation, then I(G) ∈ Graph(n).

This theorem can be deduced from our previous result, which we recall now.
We say that a Σ × Γ -node-labeled tree T ′ enriches a Σ-node-labeled tree T , if
it has the same vertices, and every vertex u labeled in T by some a is labeled in
T ′ by a pair in {a} × Γ .
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Lemma 7. Let n ∈ N. For every MSO+Ufin formula ϕ and every safe recursion
scheme G of order n generating a tree T there exists a safe recursion scheme
G+ of order n that generates a tree T ′ enriching T , and an MSO formula ϕMSO

such that for every valuation ν in T (defined at least for all free variables of ϕ)
it holds that T ′, ν |= ϕMSO if and only if T, ν |= ϕ.

Proof. This result was shown in Parys [22, Lemma 5.4], without observing that
the resulting recursion scheme G+ is of the same order as G, and that it is safe
when G is safe. We thus need to inspect the proof, to see this. Although the
proof is not so simple, it applies only two basic kinds of modifications to the
recursion scheme G, in order to obtain G+.

First, it uses a construction of Haddad [16, Sect. 4.2] (described also in
Parys [23, Sect. B.1]) to compose a recursion scheme with a morphism into a
finitary applicative structure. It is already observed in Parys [23, Lemma 10.2]
that this construction preserves the order. It is not difficult to see that it pre-
serves safety as well: when a subterm K is transformed into a subterm M , then
their order is the same, and their sets of free variables are essentially also the
same, up to the fact that every single free variable of K corresponds to multiple
free variables of M , all being of the same order as the free variable of K.

The second basic kind of modifications applied to the recursion scheme is the
composition with finite tree transducers. This is realized by converting the recur-
sion scheme to a collapsible pushdown automaton generating the same tree [17],
composing the automaton with the transducer, and then converting it back to a
recursion scheme. When the original recursion scheme is safe, we can convert it
to a higher-order pushdown automaton, which can be converted back to a safe
recursion scheme; as stated in Fact 2, this preserves the order. Moreover com-
posing a higher-order pushdown automaton with a finite tree transducer is as
easy as for collapsible pushdown automata, and clearly preserves the order. ��
Corollary 8. Let n ∈ N. For every safe recursion scheme G of order n gen-
erating a tree T , and every MSO+Ufin-interpretation I evaluated in T , there
exists a safe recursion scheme G+ of order n generating a tree T+, and an MSO-
interpretation IMSO such that IMSO(T+) = I(T ).

Proof. Suppose that I = (ϕi)i∈{1,...,k}. Basically, we apply Lemma 7 consec-
utively for all the formulae of I. More precisely, after i − 1 steps (where
i ∈ {1, . . . , k}) we have a recursion scheme Gi−1 (assuming G0 = G) that gener-
ates a tree Ti−1 enriching T . We modify ϕi to ϕ′

i that evaluated in Ti−1 behaves
like ϕi evaluated in T , that is, ignores the part of labels of Ti−1 that was not
present in T . Using Lemma 7 for the recursion scheme Gi−1 and for the for-
mula ϕ′

i we obtain a recursion scheme Gi that generates a tree Ti enriching Ti−1

(hence enriching T ), and an MSO formula ϕ′
MSO,i such that for every valuation

ν in T (defined at least for free variables of ϕi) it holds that Ti, ν |= ϕ′
MSO,i

if and only if Ti−1, ν |= ϕ′
i, that is, if and only if T, ν |= ϕi. At the very

end, for every i ∈ {1, . . . , k} we modify ϕ′
MSO,i into ϕMSO,i that ignores the

part of Tk appended after step i; we then have Tk, ν |= ϕMSO,i if and only if
Ti, ν |= ϕ′

MSO,i, that is, if and only if T, ν |= ϕi. Taking G+ = Gk, T+ = Tk,
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and IMSO = (ϕMSO,i)i∈{1,...,k} we have IMSO(T+) = I(T ), as required. All the
created recursion schemes are safe and of order n. ��
Proof (Thorem 6). The class Graph(0) contains exactly all finite graphs, and
while interpreting in a finite graph we can only obtain a finite graph; this estab-
lishes the theorem for n = 0. We thus assume below that n ≥ 1. In this case
Lemma 5 gives us a safe recursion scheme G of order n − 1 generating a tree T ,
and an MSO-interpretation I2 such that I2(T ) = G.

Suppose that I2 = (ϕa(x1, x2))a∈Λ and I = (ψα(x1, x2))α∈Σ We create an
MSO-interpretation I3 such that I3(T ) = I(I2(T )) = I(G). To this end, in every
formula ψα of I we replace every atomic formula a(y, z) by the corresponding
formula ϕa(y, z) of I2. Moreover, quantification in ψα should be restricted to
those vertices of T that are actually taken to G, that is, to vertices y satisfying
ϕa(y, z) or ϕa(z, y) for some a ∈ Λ and some vertex z of T .

Corollary 8 gives us then a safe recursion scheme G+ of order n−1 generating a
tree T+, and an MSO-interpretation IMSO such that IMSO(T+) = I3(T ) = I(G).
We conclude that I(G) ∈ Graph(n) by Lemma 5. ��

5 MSO+U-Interpretations Lead to Difficult Graphs

In this section we consider the full MSO+U logic, for which we prove the following
theorem.

Theorem 9. There is a tree T ∈ Tree(2) and an MSO+U-interpretation I such
that I(T ) is a graph with undecidable MSO theory; in effect, I(G) �∈ Graph(n)
for any n ∈ N.

One can expect such a result, since the MSO+U logic is undecidable over
infinite words [3]. We remark, though, that undecidability of a logic does not
automatically imply that the logic can define some complicated (“undecidable”)
sets. For example, over rational numbers the MSO logic with quantification over
cuts (real numbers) defines the same sets as the standard MSO logic quantifying
only over rational numbers, but the latter logic is decidable while the former is
not [11]. However, using arguments from topological complexity one can easily
see that MSO+U is more expressible than MSO+Ufin: it is known that MSO+U
can define sets located arbitrarily high in the projective hierarchy [18], while the
topological complexity of MSO+Ufin can be bounded using the automaton model
given in Parys [22]. Nevertheless, expressivity of the logic itself does not imply
anything in the matter of interpretations: as we have seen in previous sections,
MSO+Ufin is more expressive than MSO, and MSO is more expressive than FO,
but interpretations in these logics define the same hierarchy of graphs.

Proof (Theorem 9, sketch). Because of Lemma 5, as the source of the inter-
pretation I we can take a node-labeled tree T generated by a safe recur-
sion scheme of order 2. We define the depth-k comb as the tree Ck such that
Ck = a〈Ck−1, Ck〉, where C0 = a〈〉. We also consider a depth-2 comb with first
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i vertices marked by b: C2,0 = C2 and C2,i = b〈C1, C2,i−1〉 for i ≥ 1; and a
depth-k comb (where k ≥ 3) with first i vertices of every depth-2 comb marked
by b: Ck,i = a〈Ck−1,i, Ck,i〉.

We base on the undecidability proof from Bojańczyk, Parys, and
Toruńczyk [3]. This proof, given a Minsky machine M constructs an MSO+U
sentence ϕM that is true in an infinite forest of finite trees of height 3 if and
only if the forest encodes a (finite) accepting run of M . Such a forest is then
encoded in an infinite word, but is even easier to encode it in the depth-4 comb:
we just need a set (a monadic variable) X saying which vertices of the comb
appear in the considered forest (where roots of depth-k combs attached below a
depth-(k + 1) comb represent children of the root of the latter comb).

Moreover, the recalled encoding of a run of M in the forest (checked by ϕM )
requires that the arity of the first child of all (except finitely many) trees in the
forest contains the initial value of the first counter, that is zero. We remove the
part of ϕM saying that the initial value of the first counter is zero, and instead
we add a part saying that from the first depth-2 comb in every depth-3 comb
we take to X exactly left children of all b-labeled vertices. This way we obtain a
sentence ϕ′

M (of the form ∃X.ϕ′′
M ) which, for every i ∈ N, is true in C4,i if and

only if M has an accepting run from the configuration ci with value i in the first
counter, value 0 in the second counter, and initial state.

We now consider the tree T0 consisting of an infinite branch, where below
the (i + 1)-th node of this branch we attach C4,i; formally, we define T0 by
coinduction: Ti = a〈C4,i, Ti+1〉 for i ∈ N. We also consider the interpretation IM

consisting of two formulae: ψa(x1, x2) that is true if x1 and x2 are consecutive
vertices on the main branch, and ψb(x1, x2) that is true if x2 is a root of a comb
C4,i in which ϕ′

M is true, and x1 is its parent. The effect is that IM (T0) consists
of an infinite path with a-labeled edges, where for i ∈ N such that M accepts
from ci, we additionally have a b-labeled edge starting in the (i+1)-th vertex of
that path.

Take a Minsky machine M such that the problem “given i, does M accept
from ci?” is undecidable. For such a machine, the graph IM (T0) has undecidable
MSO theory. And such a machine clearly exists: one can take a Minsky machine
simulating a universal Turing machine, where the input to the latter is encoded
in the value of the first counter.

It remains to observe that T0 is generated by the safe recursion scheme of
order 2 with the following rules:

S → T C2 C4 x → a〈C3 x,C4 x〉 C2 → a〈C1, C2〉
T x → a〈C4 x, T b〈C1, x〉〉 C3 x → a〈x,C3 x〉 C1 → a〈a〈〉, C1〉 ��
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Abstract. Assume that you are given a graph G = (V, E) with an initial
coloring, where each node is black or white. Then, in discrete-time rounds
all nodes simultaneously update their color following a predefined deter-
ministic rule. This process is called two-way r-bootstrap percolation, for
some integer r, if a node with at least r black neighbors gets black and
white otherwise. Similarly, in two-way α-bootstrap percolation, for some
0 < α < 1, a node gets black if at least α fraction of its neighbors are
black, and white otherwise. The two aforementioned processes are called
respectively r-bootstrap and α-bootstrap percolation if we require that
a black node stays black forever.

For each of these processes, we say a node set D is a dynamic monopoly
whenever the following holds: If all nodes in D are black then the graph
gets fully black eventually. We provide tight upper and lower bounds on
the minimum size of a dynamic monopoly.

Keywords: Dynamic monopoly · Bootstrap percolation ·
Threshold model · Percolating set · Target set selection

1 Introduction

Suppose for a graph G by starting from an initial configuration (coloring), where
each node is either black or white, in each round all nodes simultaneously update
their color based on a predefined rule. This basic abstract model, which is com-
monly known as cellular automaton, has been studied extensively in different
areas, like biology, statistical physics, and computer science to comprehend the
behavior of various real-world phenomena.

In two-way r-bootstrap percolation (or shortly r-BP), for some positive inte-
ger r, in each round a node gets black if it has at least r black neighbors, and
white otherwise. Furthermore, in two-way α-bootstrap percolation (α-BP), for
some 0 < α < 1, a node gets black if at least α fraction of its neighbors are black,
and white otherwise. (Notice that there should not be any confusion between
two-way α-BP and two-way r-BP since r is an integer value larger than equal
to 1 and 0 < α < 1.) These two processes are supposed to model social phenom-
ena like opinion forming in a community, where black and white could represent
respectively positive and negative opinion concerning a reform proposal or a new
c© Springer Nature Switzerland AG 2019
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product. For instance in a social network, if a certain number/fraction of some-
one’s connections have a positive opinion regarding a particular topic, s/he will
adapt the same opinion, and negative otherwise.

r-BP and α-BP are defined analogously, except we require that a black node
stays unchanged. The main idea behind these two variants is to model mono-
tone processes like rumor spreading in a society, fire propagation in a forest,
and infection spreading among cells. For example, an individual gets informed
of a rumor if a certain number/fraction of his/her friends are aware of it and
stays informed forever, or a tree starts burning if a fixed number/fraction of the
adjacent tress are on fire.

If we can try to convince a group of individuals to adopt a new product or
innovation, for instance by providing them with free samples, and the goal is to
trigger a large cascade of further adoptions, which set of individuals should we
target and how large this set should be? This natural question brings up the
well-studied concept of a dynamic monopoly. For each of the above four models,
we say a node set is a dynamic monopoly, or shortly dynamo, whenever the
following holds: If all nodes in the set are black initially then all nodes become
black eventually.

Although the concept of a dynamo was studied earlier, e.g. by Balogh and
Pete [3], it was formally defined and studied in the seminal work by Kempe,
Kleinberg, and Tardos [14] and independently by Peleg [15], respectively moti-
vated from viral marketing and fault-local mending in distributed systems. There
is a massive body of work concerning the minimum size of a dynamo in different
classes of graphs, for instance hypercube [2], the binomial random graph [5,7,17],
random regular graphs [4,11], and many others. Motivated from the literature
of statistical physics, a substantial amount of attention has been devoted to the
d-dimensional lattice, for instance see [1,3,8,10,13].

In the present paper, we do not limit ourselves to a particular class of graphs
and aim to establish sharp lower and upper bounds on the minimum size of
a dynamo in general case, in terms of the number of nodes and the maxi-
mum/minimum degree of the underlying graph. See Table 1 for a summary.

Some of the bounds are quite trivial. For example in (two-way) r-BP, r is an
obvious lower bound on the minimum size of a dynamo and it is tight since the
complete graph Kn has a dynamo of size r (see Lemma 1 for the proof). However,
some of the bounds are much more involved. For instance, an interesting open
problem in this literature is whether the minimum size of a dynamo in two-way
α-BP for α > 1/2 is bounded by Ω(

√
n) or not. We prove that this is true for

α > 3
4 . The case of 1

2 < α ≤ 3
4 is left for the future research.

The proof techniques utilized are fairly standard and straightforward (some
new and some inspired from prior work), however they turn out to be very
effective. The upper bounds are built on the probabilistic method. We introduce
a simple greedy algorithm which always returns a dynamo. Then, we discuss
if this algorithm visits the nodes in a random order, the expected size of the
output dynamo matches our desired bound. For the lower bounds, we define
a suitable potential function, like the number of edges whose endpoints have
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different colors in a configuration. Then, careful analysis of the behavior of such
a potential function during the process allows us to establish lower bounds on the
size of a dynamo. To prove the tightness of our results, we provide explicit graph
constructions for which the minimum size of a dynamo matches our bounds.

A simple observation is that by adding an edge to a graph the minimum size
of a dynamo in (two-way) r-BP does not increase (for a formal argument, please
see Sect. 2.1). Thus, if one keeps adding edges to a graph, eventually it will have
a dynamo of minimum possible size, i.e. r. Thus, it would be interesting to ask
for the degree-based density conditions that ensure that a graph G has a dynamo
of size r. This was studied for r-BP, in the terms of the minimum degree, by
Freund, Poloczek, and Reichman [9]. They proved that if the minimum degree
δ(G) is at least � r−1

r n�, then there is a dynamo of size r in G. Gunderson [12]
showed that the statement holds even for δ(G) ≥ n

2 +r, and this is tight up to an
additive constant. We study the same question concerning the two-way variant
and prove that if δ(G) ≥ n

2 +r then the graph includes Ω(nr) dynamos of size r.
Note that this statement is stronger than Gunderson’s result. Firstly, we prove
that there is a dynamo of size r in two-way r-BP, which implies there is a dynamo
of size r in r-BP. Moreover, we show that there is not only one but also Ω(nr)
of such dynamos. It is worth to stress that our proof is substantially shorter and
simpler.

We say a dynamo is monotone if it makes all nodes black monotonically,
that is no black node ever becomes white during the process. In r-BP and α-
BP, any dynamo is monotone by definition, but in the two-way variants this
is not necessarily true. Monotone dynamos also have been studied in different
classes of graphs, see e.g. [1,8,15]. We provide tight bounds on the minimum size
of a monotone dynamo in general graphs and also the special case of trees. In
particular in two-way α-BP for α > 1

2 , we prove the tight lower bound of
√

α
1−αn

on the minimum size of a monotone dynamo in general case. Interestingly, this
bound drastically increases if we limit the underlying graph to be a tree. A
question which arises, is whether there is a relation among the minimum size
of a monotone dynamo and the girth of the underlying graph or not? This is
partially answered in [6] for r-BP.

If all nodes in a dynamo are black, then black color will occupy the whole
graph eventually. What if we only require the black color to survive in all upcom-
ing rounds, but not necessarily occupy the whole graph? To address this ques-
tion, we introduce two concepts of a stable set and immortal set. A non-empty
node set S is stable (analogously immortal) whenever the following hold: If ini-
tially S is fully black, it stays black forever (respectively, black color survives
forever). (See Sect. 1.1 for formal definitions) Trivially, a stable set is also immor-
tal, but not necessarily the other way around. Similar to dynamo, we provide
tight bounds on the minimum size of a stable and an immortal set; see Table 2.
In r-BP and α-BP, a black node stays unchanged; thus, the minimum size of a
stable/immortal set is equal to one. However, the situation is a bit more involved
in two-way variants. Surprisingly, it turns out that in two-way 2-BP the parity
of n, the number of nodes in the underlying graph, plays a key role.
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The layout of the paper is as follows. First, we set some basic defini-
tions in Sect. 1.1. Then, the bounds for dynamos, monotone dynamos, and sta-
ble/immortal sets are presented respectively in Sects. 2.1, 2.2, and 2.3.

1.1 Preliminaries

Let G = (V,E) be a graph that we keep fixed throughout. We always assume
that G is connected. For a node v ∈ V , Γ (v) := {u ∈ V : {u, v} ∈ E} is the
neighborhood of v. For a set S ⊂ V , we define Γ (S) :=

⋃
v∈S Γ (v) and ΓS(v) :=

Γ (v)∩S. Furthermore, d(v) := |Γ (v)| is the degree of v and dS(v) := |ΓS(v)|. We
also define Δ(G) and δ(G) to be respectively the maximum and the minimum
degree in graph G. (To lighten the notation, we sometimes shortly write Δ and δ
where G is clear form the context). In addition, for a node set A ⊂ V , we define
the edge boundary of A to be ∂(A) := {{u, v} : v ∈ A ∧ u ∈ V \ A}.

A configuration is a function C : V → {b, w}, where b and w stand for black
and white. For a node v ∈ V , the set Γ C

a (v) := {u ∈ Γ (v) : C(u) = a} includes
the neighbors of v which have color a ∈ {b, w} in configuration C. We write
C|S = a for a set S ⊆ V and color a ∈ {b, w} if C(u) = a for every u ∈ S.

Assume that for a given initial configuration C0 and some integer r ≥ 1, Ct(v),
which is the color of node v ∈ V in round t ≥ 1, is equal to b if |Γ Ct−1

b (v)| ≥ r,
and Ct(v) = w otherwise. This process is called two-way r-bootstrap percolation.
If we require that a black node to stay black forever, i.e., Ct(v) = w if and
only if |Γ Ct−1

b (v)| < r and Ct−1(v) = w, then the process is called r-bootstrap
percolation.

Assumptions. We assume that r is fixed while we let n, the number of nodes
in the underlying graph, tend to infinity. Note that if d(v) < r for a node v, it
never gets black in (two-way) r-BP, except it is initially black; thus, we always
assume that r ≤ δ(G).

Furthermore, suppose that for a given initial configuration C0 and some fixed
value 0 < α < 1, Ct(v) = b for v ∈ V and t ≥ 1 if |Γ Ct−1

b (v)| ≥ α|Γ (v)| and
Ct(v) = w otherwise. This process is called two-way α-bootstrap percolation. If
again we require a black node to stay unchanged, i.e., Ct(v) = w if and only
if |Γ Ct−1

b (v)| < α|Γ (v)| and Ct−1(v) = w, then the process is called α-bootstrap
percolation.

For any of the above processes on a connected graph G = (V,E), we define a
node set D to be a dynamic monopoly, or shortly dynamo, whenever the following
holds: If Ct|D = b for some t ≥ 0, then Ct′ |V = b for some t′ ≥ t. Furthermore,
assume that for a non-empty node set S, if Ct|S = b for some t ≥ 0, then Ct′ |S = b
for any t′ ≥ t; then, we say S is a stable set. Finally, a node set I is an immortal
set when the following is true: If Ct|I = b for some t ≥ 0, then for any t′ ≥ t
there exists a node v ∈ V so that Ct′(v) = b.

For a graph G we define the following notations:

• MDr(G) := The minimum size of a dynamo in r-BP.
• ←−−

MDr(G) := The minimum size of a dynamo in two-way r-BP.
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• MSr(G) := The minimum size of a stable set in r-BP.
• ←−−

MSr(G) := The minimum size of a stable set in two-way r-BP.
• MIr(G) := The minimum size of an immortal set in r-BP.
• ←−−

MIr(G) := The minimum size of an immortal set in two-way r-BP.

We analogously define MDα(G), MSα(G), MIα(G) for α-BP and
←−−
MDα(G),←−−

MSα(G), and
←−−
MIα(G) for two-way α-BP.

As a warm-up, let us compute some of these parameters for some specific
class of graphs in Lemma 1, which actually come in handy several times later for
arguing the tightness of our bounds.

Lemma 1. For complete graph Kn, MDr(Kn) =
←−−−
MDr(Kn) = r and

MDα(Kn) ≥ �αn� − 1. Furthermore, for an r-regular graph G = (V,E) and
r ≥ 2,

←−−−
MDr(G) = n.

Proof. Firstly, r ≤ MDr(Kn) because by starting from a configuration with less
than r black nodes in r-BP, clearly in the next round all nodes will be white.
Secondly,

←−−−
MDr(Kn) ≤ r because from a configuration with r black nodes in

two-way r-BP, in the next round all the n − r white nodes turn black and after
one more round all nodes will be black because n− r is at least r +1 (recall that
we assume that r is fixed while n tends to infinity). By these two statements
and the fact that MDr(Kn) ≤ ←−−−

MDr(Kn) (this is true since a dynamo in two-
way r-BP is also a dynamo in r-BP), we have MDr(Kn) =

←−−−
MDr(Kn) = r. In

two-way α-BP on Kn, by starting with less than �α(n − 1)� black nodes, the
process gets fully white in one round, which implies that MDα(Kn) ≥ �αn�−1.
(The interested reader might try to find the exact value of MDα(Kn) as a small
exercise).

For two-way r-BP on an r-regular graph G, consider an arbitrary config-
uration with at least one white node, say v. Trivially, in the next round all
nodes in Γ (v) will be white. Thus, by starting from any configuration except the
fully black configuration, the process never gets fully black. This implies that←−−
MDr(G) = n. (We exclude r = 1 because a 1-regular graph is disconnected for
large n.) ��

2 Lower and Upper Bounds

2.1 Dynamos

In this section, we provide lower and upper bounds on the minimum size of a
dynamo in α-BP (Theorem 1), two-way α-BP (Theorem 2), r-BP (Theorem 3),
and two-way r-BP (Theorem 4). See Table 1 for a summary. Furthermore in
Theorem 5, we present sufficient minimum degree condition for a graph to have
a dynamo of size r in two-way r-BP.

In Theorem 1, the lower bound is trivial and the upper bound is proven by
applying an idea similar to the one from Theorem 2.1 in [16].
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Table 1. The minimum size of a dynamo. All bounds are tight up to an additive
constant, except some of the bounds for two-way α-BP.

Model Lower bound Upper bound

α-BP 1 (
δ+ 1

α
δ+1 ) αn

Two-way α-BP α > 3
4 2α

√
n − 1 n

Two-way α-BP α ≤ 3
4 1 n

r-BP r ( r
1+δ

) n

Two-way r-BP r ≥ 2 r n

Two-way r-BP r = 1 1 2

Theorem 1. For a graph G = (V,E), 1 ≤ MDα(G) ≤ ( δ+ 1
α

δ+1 ) αn.

Proof. We apply an probabilistic method argument. Consider an arbitrary label-
ing L : V → [n], which assigns a unique label from 1 to n to each node. Define
the set DL := {v ∈ V : |{u ∈ Γ (v) : L(u) < L(v)}| < αd(v)}. We claim that
DL is a dynamo in α-BP, irrespective of L. More precisely, we show that by
starting from a configuration where DL is fully black, in the t-th round for t ≥ 1
all nodes with label t or smaller are black. This immediately implies that DL is
a dynamo since in at most n rounds the graph gets fully black. The node with
label 1 is in DL by definition; thus, it is black in the first round. As the induction
hypothesis, assume that all nodes with label t or smaller are black in the t-th
round for some t ≥ 1. If node v with label t+1 is in DL then it is already black;
otherwise, it has at least αd(v) neighbors with smaller labels, which are black
by the induction hypothesis. Thus, v will be black in the (t + 1)-th round and
all nodes with smaller labels also will stay black.

Assume that we choose a labeling L uniformly at random among all n! pos-
sible labellings. Let us compute the expected size of DL.

E[|DL|] =
∑
v∈V

Pr[node v is in DL] =
∑
v∈V

�αd(v)�
d(v) + 1

≤
∑
v∈V

αd(v) + 1
d(v) + 1

≤
∑
v∈V

αδ + 1
δ + 1

= (
δ + 1

α

δ + 1
)αn.

Therefore, there exists a labeling L with |DL| ≤ ( δ+ 1
α

δ+1 )αn, which implies that
there exists a dynamo of this size. ��
Tightness. The lower bound is tight since in the star Sn, a tree with one internal
node and n leaves, the internal node is a dynamo, irrespective of 0 < α < 1.
Furthermore for the complete graph Kn, MDα(Kn) ≥ �αn� − 1 (see Lemma 1)
and our upper bound is equal to αn+1−α (by plugging in the value δ = n−1).
Thus, the upper bound is tight up to an additive constant.

Theorem 2. For a graph G = (V,E),



Tight Bounds on the Minimum Size of a Dynamic Monopoly 387

(i) 2α
√

n − 1 ≤ ←−−
MDα(G) ≤ n for α > 3

4

(ii) 1 ≤ ←−−
MDα(G) ≤ n for α ≤ 3

4 .

Proof. We prove the lower bound of 2α
√

n − 1; all other bounds are trivial. Let
D be an arbitrary dynamo in two-way α-BP for α > 3

4 . Consider the initial
configuration C0 where C0|D = b and C0|V \D = w. Furthermore, we define for
t ≥ 1 Bt := {v ∈ V : Ct′−1(v) = Ct′(v) = b for some t′ ≤ t} to be the set of nodes
which are black in two consecutive rounds up to the t-th round.

Now, we define the potential function Φt := |Bt| + |∂(Bt)| to be the number
of nodes in Bt plus the number of edges with exactly one endpoint in Bt. Since
D is a dynamo, there exists some T ≥ 1 such that CT |V = b, which implies
that CT+1|V = b. Thus, we have ΦT+1 = |BT+1| + |∂(BT+1)| = n + 0 = n. We
prove that Φ1 ≤ 1

4α2 (|D| + (2α − 1))2 and Φt+1 ≤ Φt for any t ≥ 1. Therefore,
n = ΦT+1 ≤ Φ1 ≤ 1

4α2 (|D| + (2α − 1))2, which results in

4α2n ≤ (|D| + (2α − 1))2 ⇒ 2α
√

n − 2α + 1 ≤ |D| 2α<2===⇒ 2α
√

n − 1 ≤ |D|.
Firstly, we prove that Φt+1 ≤ Φt for any t ≥ 1. Define the set B := Bt+1 \ Bt.
If B = ∅, then Bt = Bt+1, because by definition Bt ⊆ Bt+1, which implies that
Φt+1 = Φt. Thus, assume that B �= ∅. A node v ∈ B is black in both rounds
t and t + 1, which means it has at least αd(v) black neighbors in the (t − 1)-
th round and αd(v) black neighbors in the t-th round. Thus by the pigeonhole
principle, at least 2α − 1 fraction of its neighbors are black in both rounds t − 1
and t. In other words, at least 2α − 1 fraction of its neighbors are in Bt. Note
that 2α − 1 > 1

2 for α > 3
4 . Therefore, for each node v ∈ B more than half of its

neighbors are in Bt. This implies that |∂(Bt+1)| ≤ |∂(Bt)| − |B|. Thus,

Φt+1 = |Bt+1| + |∂(Bt+1)| ≤ |Bt| + |B| + |∂(Bt)| − |B| = |Bt| + |∂(Bt)| = Φt.

It remains to show that Φ1 ≤ 1
4α2 (|D| + (2α − 1))2. Recall that for a node

v ∈ B1, dV \D(v) and dD\B1(v) are the number of edges that v shares with nodes
in V \D and D\B1, respectively. In addition, note that C0(v) = C1(v) = b by the
definition of B1. Since all nodes in V \D are white in C0 and v must be black in C1,
dV \D(v)

d(v) ≤ (1−α). Furthermore, since v has at most |D|−1 neighbors in D (this
is true because C0(v) = b, that is v ∈ D), we have that |D|−1+dV \D(v) ≥ d(v).

Thus, dV \D(v)

|D|−1+dV \D(v) ≤ (1 − α), which implies that dV \D(v) ≤ 1−α
α (|D| − 1).

Moreover, since B1 ⊆ D, dD\B1(v) ≤ |D|− |B1|. Putting the last two statements
together outputs dV \B1(v) ≤ |D| − |B1| + 1−α

α (|D| − 1) = 1
α |D| − |B1| + α−1

α .
Therefore

Φ1 = |B1| + |∂(B1)| ≤ |B1| + |B1| · (
1
α

|D| − |B1| +
α − 1

α
) =

(
1
α

|D| +
2α − 1

α
)|B1| − |B1|2 =

|D| + (2α − 1)
α

|B1| − |B1|2.

The upper bound is maximized for |B1| = 1
2 ( |D|+(2α−1)

α ). Thus, Φ1 ≤ 1
4α2 (|D| +

(2α − 1))2. ��
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Tightness. Let us first consider part (i). We show that there exist n-node graphs
with dynamos of size k =

√
α

1−αn for α > 3
4 (actually our construction works

also for α ≥ 1/2), which demonstrates that our bound is asymptotically tight.
Consider a clique of size k and attach n

k − 1 distinct leaves to each of its nodes.
The resulting graph has k+k(n

k −1) = n nodes. Consider the initial configuration
C0 in which the clique is fully black and all other nodes are white. In C1, all the
leaves turn black because their neighborhood is fully black in C0. Furthermore,
each node v in the clique stays black since it has k − 1 black neighbors and
k − 1 ≥ αd(v), which we prove below. Thus, it has a dynamo of size k.

αd(v) = α(k − 1 +
n

k
− 1) = α(

√
α

1 − α
n +

√
1 − α

α
n − 2) =

√
α

1 − α
(α

√
n + (1 − α)

√
n) − 2α

α≥1/2

≤
√

α

1 − α
n − 1 = k − 1.

For α > 1
2 and the cycle Cn, a dynamo must include all nodes. Let C be a

configuration on Cn with at least one white node, in two-way α-BP for α > 1
2 in

the next round both its neighbors will be white. Thus, a configuration with one
or more white nodes never reaches the fully black configuration. This implies
that our trivial upper bound of n is tight.

Now, we provide the following observation for the cycle Cn, which implies
that the lower bound in part (ii) is tight for α ≤ 1

2 . However, for 1
2 < α ≤ 3

4 we
do not know whether this bound is tight or not.

Observation 1.
←−−
MDα(Cn) = 1 for α ≤ 1

2 and odd n.

Proof. Consider an odd cycle v1, v2, · · · , v2k+1, v1 for n = 2k + 1. Assume that
in the initial configuration C0 there is at least one black node, say v1. In con-
figuration C1, nodes v2 and v2k+1 are both black because α ≤ 1

2 . With a simple
inductive argument, after k rounds two adjacent nodes vk+1 and vk+2 will be
black. In the next round, they both stay black and nodes vk and vk+3 get black
as well. Again with an inductive argument, after at most k more rounds all nodes
will be black. ��
Theorem 3. [16] For a graph G, r ≤ MDr(G) ≤ ( r

1+δ )n.

The upper bound is known by prior work [16]. The lower bound is trivial since if
a configuration includes less than r black nodes in r-BP, no white node will turn
black in the next round. Furthermore, MDr(Kn) = r (see Lemma 1), which
implies that the lower bound and upper bound are both tight (note for Kn,
( r
1+δ )n = r).

Theorem 4. In a graph G,

(i) if r ≥ 2, r ≤ ←−−
MDr(G) ≤ n

(ii) if r = 1,
←−−
MDr(G) = 2 if G is bipartite and

←−−
MDr(G) = 1 otherwise.
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The bounds in part (i) are trivial. Regarding part (ii), if G is not bipartite, it has
an odd cycle. We show that any node on such a cycle is a dynamo for two-way
1-BP. For a bipartite graph, there is no dynamo of size one, but any two adjacent
nodes are a dynamo. The formal proof will be provided in the extended version
of the paper.

Tightness. The bounds in part (i) are tight because
←−−
MDr(Kn) = r and←−−

MDr(G) = n for any r-regular graph G and r ≥ 2 (see Lemma 1).
For graphs G = (V,E) and G′ = (V,E′), if E ⊂ E′ then MDr(G′) ≤

MDr(G) and
←−−
MDr(G′) ≤ ←−−

MDr(G). This is true because by a simple inductive
argument any dynamo in G is also a dynamo in G′. Thus, if we keep adding
edges to any graph, eventually it will have a dynamo of minimum possible size,
namely r, in both r-BP and two-way r-BP. Thus, it would be interesting to ask
for the degree-based density conditions that ensure that a graph has a dynamo
of size r. Gunderson [12] proved that if δ ≥ n

2 + r for a graph G (r can be
replaced by r − 3 for r ≥ 4), then MDr(G) = r. We provide similar results for
the two-way variant.

Theorem 5. If δ ≥ n
2 + r for a graph G = (V,E), then it has Ω(nr) dynamos

of size r in two-way r-BP.

Note that this statement is stronger than Gunderson’s result. Firstly, we prove
that there is a dynamo of size r in two-way r-BP, which immediately implies
that there is a dynamo of such size in r-BP. In addition, we prove that actually
there exist Ω(nr) of such dynamos (this is asymptotically the best possible since
there are

(
n
r

)
= O(nr) sets of size r). It is worth to mention that our proof is

substantially shorter. (The proof of Theorem5 is given in the extended version
of the paper.)

2.2 Monotone Dynamos

Let us first define a monotone dynamo formally. For a graph G = (V,E), we say
a node set D is a monotone dynamo whenever the following holds: If C0|D = b
and C0|V \D = w, then for some t ≥ 1 we have Ct|V = b and Ct′−1 ≤ Ct′ for any
t′ ≤ t, which means any black node in Ct′−1 is also black in Ct′ . Now, we provide
bounds on the minimum size of a monotone dynamo. Since a dynamo in r-BP
and α-BP is monotone by definition, our bounds from Sect. 2.1 apply.

For a graph G = (V,E), the minimum size of a monotone dynamo in two-way
r-BP is lower-bounded by r + 1. Assume that there is a monotone dynamo D
of size r or smaller. If C0|D = b and C0|V \D = w, then C1|D = w; this is in
contradiction with the monotonicity of D. This lower bound is tight because in
Kn, a set of size r + 1 is a monotone dynamo. Furthermore, the trivial upper
bound of n is tight for r-regular graphs with r ≥ 2 (see Lemma 1). For r = 1,
any two adjacent nodes are a monotone dynamo; thus, the minimum size of a
monotone dynamo is two.

In two-way α-BP, for α ≤ 1
2 , on the cycle Cn any two adjacent nodes are a

monotone dynamo, which provides the tight lower bound of 2. However, we are
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not aware of any non-trivial upper bound. For α > 1
2 , the trivial upper bound of n

is tight for Cn. We provide the lower bound of
√

α
1−αn − 1 in Theorem 6, which

is tight since the construction given for the tightness of Theorem2 provides
a monotone dynamo whose size matches our lower bound, up to an additive
constant. Furthermore, we show that if we restrict the underlying graph to be a
tree, we get the stronger bound of α

2−αn.

Theorem 6. For a graph G = (V,E) and two-way α-BP with α > 1
2 , the min-

imum size of a monotone dynamo is at least
√

α
1−αn − 1, and at least α

2−αn if
G is a tree.

Proof. Let set D ⊆ V be a monotone dynamo in G. Suppose the process starts
from the configuration where only all nodes in D are black. Let Dt denote the set
of black nodes in round t. Then, D0 = D and Dt ⊆ Dt+1 by the monotonicity
of D. Furthermore, define the potential function Φt := ∂(Dt). We claim that
Φt+1 ≤ Φt − |Dt \ Dt−1| because for any newly added black node, i.e. any node
in Dt \ Dt−1, the number of neighbors in Dt is strictly larger than V \ Dt (note
that α > 1

2 ). In addition, since D is a dynamo, CT |V = b for some T ≥ 0, which
implies ΦT = 0. Thus,

ΦT = 0 ≤ Φ0 − (n − |D|) ⇒ n ≤ Φ0 + |D|. (1)

For v ∈ D, dV \D(v) ≤ 1−α
α dD(v) because D is a monotone dynamo and at least

α fraction of v’s neighbors must be in D. Furthermore, dD(v) ≤ |D| − 1, which
implies that dV \D(v) ≤ 1−α

α (|D| − 1). Now, we have

Φ0 = ∂(D) =
∑
v∈D

dV \D(v) ≤ 1 − α

α

∑
v∈D

(|D| − 1) =
1 − α

α
|D|2 − 1 − α

α
|D|. (2)

Putting Eqs. 1 and 2 in parallel, plus some small calculations, imply that

n ≤ 1 − α

α
|D|2 + (1 − 1 − α

α
)|D| ⇒

√
α

1 − α
n − 1 ≤ |D|.

When G is a tree, we have

Φ0 = ∂(D) =
∑
v∈D

dV \D(v) ≤ 1 − α

α

∑
v∈D

dD(v) ≤ 1 − α

α
2(|D| − 1)

because the induced subgraph by D is a forest with |D| nodes, which thus has
at most |D| − 1 edges. Combining this inequality and Eq. 1 yields

n ≤ 2(1 − α)
α

|D| − 2 + |D| ⇒ n ≤ 2 − α

α
|D| ⇒ α

2 − α
n ≤ |D|.

��
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2.3 Stable and Immortal Sets

In this section, we provide tight bounds on the minimum size of a sta-
ble/immortal set. In α-BP and r-BP a black node stays unchanged, which sim-
ply implies that MSα(G) = MIα(G) = MSr(G) = MIr(G) = 1 for a graph G.
Thus, we focus on the two-way variants in the rest of the section. The bounds
are given in Table 2.

Table 2. The minimum size of a stable/immortal set. All our bounds are tight up to
an additive constant. x = 0 and x = 1 respectively for odd and even n.

Model Stable set Immortal set

Lower bound Upper bound Lower bound Upper bound

Two-way α-BP α ≤ 1
2 � 1

1−α
� αn 1 αn

Two-way α-BP α > 1
2 � 1

1−α
� n 1 n

Two-way r-BP r = 1 2 2 1 1

Two-way r-BP r = 2 r + 1 n 2 n
1+x

Two-way r-BP r ≥ 3 r + 1 n r n

Stable Sets in Two-Way α-BP. We present tight bounds on
←−−
MSα(G) in

Theorem 7, whose proof is given in the extended version of the paper. The proof
of the lower bound is built on the simple observation that a set S is stable in
two-way α-BP if for each node v ∈ S, dS(v) ≥ αd(v). Furthermore, the main
idea to prove the upper bound of αn + O(1) is to consider a partitioning of the
node set into subsets of certain sizes such that the number of edges among them
is minimized and then show that one of the subsets is stable and has our desired
size.

Theorem 7. For a graph G = (V,E),

(i) � 1
1−α� ≤ ←−−

MSα(G) ≤ n for α > 1
2

(ii) 2 = � 1
1−α� ≤ ←−−

MSα(G) ≤ αn + O(1) for α ≤ 1
2 .

Furthermore, these bounds are tight up to an additive constant.

Stable Sets in Two-Way r-BP. For a graph G,
←−−
MSr(G) = 2 for r = 1

because two adjacent nodes create a stable set. For r ≥ 2, we have tight bounds
of r + 1 ≤ ←−−

MSr(G) ≤ n. Notice if in a configuration less than r + 1 nodes
are black, in the next round all black nodes turn white. Furthermore, the lower
bound of r +1 is tight for Kn and the upper bound is tight for r-regular graphs.

Immortal Sets in Two-Way α-BP. For a graph G, 1 ≤ ←−−
MIα(G) ≤ n for α >

1
2 and 1 ≤ ←−−

MIα(G) ≤ αn + O(1) for α ≤ 1
2 . All bounds are trivial except αn +

O(1), which is a corollary of Theorem7 (note that stability implies immortality).
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The lower bound of 1 is tight since the internal node of the star graph Sn is an
immortal set of size 1. Regarding the tightness of the upper bounds, we have←−−
MIα(Kn) ≥ α(n − 1) for α ≤ 1/2 and

←−−
MIα(Cn) = n for α > 1/2 and odd n

(this basically follows from the proof of Observation 1 by replacing black with
white and α ≤ 1

2 with α > 1
2 ).

Immortal Sets in Two-Way r-BP. We provide tight bounds on
←−−
MIr(G) in

Theorem 8, which is proven in the extended version of the paper. Interestingly,
the parity of n plays a key role concerning the minimum size of an immortal set
for r = 2.

Theorem 8. For a graph G = (V,E),

(i) if r = 1,
←−−
MIr(G) = 1

(ii) if r = 2, 2 ≤ ←−−
MIr(G) ≤ n

1+x (x = 0 for odd n and x = 1 for even n).

(iii) if r ≥ 3, r ≤ ←−−
MIr(G) ≤ n. Furthermore, these bounds are tight.
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Émilie Charlier1, Svetlana Puzynina2,3(B), and Élise Vandomme4
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Abstract. In this paper we study various modifications of the notion of
uniform recurrence in multidimensional infinite words. A d-dimensional
infinite word is said to be uniformly recurrent if for each (n1, . . . , nd) ∈ N

d

there exists N ∈ N such that each block of size (N, . . . , N) contains
the prefix of size (n1, . . . , nd). We introduce and study a new notion of
uniform recurrence of multidimensional infinite words: for each rational
slope (q1, . . . , qd), each rectangular prefix must occur along this slope,
that is in positions �(q1, . . . , qd), with bounded gaps. Such words are
called uniformly recurrent along all directions. We provide several con-
structions of multidimensional infinite words satisfying this condition,
and more generally, a series of three conditions on recurrence. We study
general properties of these new notions and in particular we study the
strong uniform recurrence of fixed points of square morphisms.

Keywords: Uniform recurrence · Multidimensional words ·
Multidimensional morphisms

Combinatorics on words in one dimension is a well-studied field of theoretical
computer science with its origins in the early 20th century. The study of two-
dimensional words is less developed, even though many concepts and results are
naturally extendable from the unidimensional case (see, e.g., [1,2,4,7]). However,
some words problems become much more difficult in dimensions higher than one.
One of such questions is the connection between local complexity and periodicity.
In dimension one, the classical theorem of Morse and Hedlund states that if
for some n the number of distinct length-n blocks of an infinite word is less
than or equal to n, then the word is periodic. In the two-dimensional case a
similar assertion is known as Nivat’s conjecture, and many efforts are made by

The second author is partially supported by Russian Foundation of Basic Research
(grant 18-31-00118). The last author acknowledges financial support by the
Ministry of Education, Youth and Sports of the Czech Republic (project no.
CZ.02.1.01/0.0/0.0/16 019/0000778).

c© Springer Nature Switzerland AG 2019
C. Mart́ın-Vide et al. (Eds.): LATA 2019, LNCS 11417, pp. 397–408, 2019.
https://doi.org/10.1007/978-3-030-13435-8_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-13435-8_29&domain=pdf
https://doi.org/10.1007/978-3-030-13435-8_29
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scientists for checking this hypothesis [3,5,6]. In this paper, we are interested in
two-dimensional uniform recurrence.

A first and natural attempt to generalize the notion of recurrence to the
multidimensional setting turns out to be rather unsatisfying. Recall that an
infinite word w : N → A (where A is a finite alphabet) is said to be recurrent if
every prefix occurs as least twice. A straightforward extension of this definition
is to say that a bidimensional infinite word is recurrent if each rectangular prefix
occurs at least twice. However, with such a definition of bidimensional recurrence,
a binary bidimensional infinite word containing one row filled with 1 and the rest
filled with 0 is considered as recurrent, even though any column is not recurrent
in the unidimensional sense of recurrence.

In order to avoid this kind of undesirable phenomenon, a natural strength-
ening is to ask that every prefix occurs uniformly. In this paper, we investigate
several notions of recurrence of multidimensional infinite words w : Nd → A,
generalizing the usual notion of uniform recurrence of infinite words.

This paper is organized as follows. In Sect. 1, we define two new notions of
uniform recurrence of multidimensional infinite words: the URD words and the
SURD words. We also make some first observations in the bidimensional setting.
We then show that these two new notions of recurrence along directions do not
depend on the choice of the origin. In Sect. 2, we study fixed points of multidi-
mensional square morphisms. In particular, we provide some infinite families of
SURD multidimensional infinite words. We give a complete characterization of
SURD bidimensional infinite words that are fixed points of square morphisms
of size 2. Finally, in Sect. 3, we show how to build uncountably many SURD
bidimensional infinite words. In particular, the family of bidimensional infinite
words so-obtained contains uncountably many non-morphic SURD elements.

1 Uniform Recurrence Along Directions

Here and throughout the text, A designates an arbitrary finite alphabet and
d is a positive integer. For m,n ∈ N, the notation [[m,n]] designates the inter-
val of integers {m, . . . , n} (which is considered empty for n < m). We write
(s1, . . . , sd) ≤ (t1, . . . , td) if si ≤ ti for each i ∈ [[1, d]].

A d-dimensional infinite word over A is a map w : Nd → A. A d-dimensional
finite word over A is a map w : [[0, s1 − 1]] × · · · × [[0, sd − 1]] → A, where
(s1, . . . , sd) ∈ N

d is the size of w. A factor of a d-dimensional infinite word
w is a finite word f of some size (s1, . . . , sd) such that there exists p ∈ N

d

with f(i) = w(p + i) for each i ∈ [[0, s1 − 1]] × · · · × [[0, sd − 1]]. A factor of a
d-dimensional finite word is defined similarly. In both cases (infinite and finite),
if p = 0 then the factor f is said to be a prefix of w. Sometimes we will write wi

instead of w(i) for brevity.
Note that d-dimensional words can be considered over Z

d, i.e., w : Zd → A.
Although in our considerations it is more natural to consider one-way infinite
words, since for example, we make use of fixed points of morphisms, most of our
results and notions can be straightforwardly extended to words over Z

d.
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Definition 1 (UR). A d-dimensional infinite word w is uniformly recurrent if
for every prefix p of w, there exists a positive integer b such that every factor of
w of size (b, . . . , b) contains p as a factor.

Whenever d = 1, the previous definition corresponds to the usual notion of
uniform recurrence of infinite words. Let us now introduce two new notions of
uniform recurrence of multidimensional infinite words.

Throughout this text, when we talk about a direction q = (q1, . . . , qd), we
assume that q1, . . . , qd are coprime nonnegative integers. For the sake of concise-
ness, if s = (s1, . . . , sd), we write [[0, s−1]] in order to designate the d-dimensional
interval [[0, s1 − 1]] × · · · × [[0, sd − 1]].

Let w : Nd → A be a d-dimensional infinite word, s ∈ N
d and q ∈ N

d be a
direction. The word along the direction q with respect to the size s in w is the
infinite unidimensional word wq,s : N → A[[0,s−1]], where elements of A[[0,s−1]] are
considered as letters, defined by

∀� ∈ N,∀i ∈ [[0, s − 1]], (wq,s(�))(i) = w(i + �q).

See Fig. 1 for an illustration in the bidimensional case.

y0

y1

y2

y3

y0 = p

�q

s1

s2

y1

y2

y3

y4

y5

y0 = p

�q

s1

s2

Fig. 1. The unidimensional word wq,s is built from the blocks of size s occurring at
positions �q in w. Those blocks in A[[0,s−1]] may or may not overlap.

Definition 2 (URD). A d-dimensional infinite word w : Nd → A is uniformly
recurrent along all directions (URD for short) if for all s ∈ N

d and all directions
q ∈ N

d, there exists b ∈ N such that, in wq,s, two consecutive occurrences of the
first letter wq,s(0) are situated at distance at most b.

Definition 3 (SURD). A d-dimensional infinite word w : Nd → A is strongly
uniformly recurrent along all directions (SURD for short) if for all s ∈ N

d,
there exists b ∈ N such that, for each direction q ∈ N

d, in wq,s, two consecutive
occurrences of the first letter wq,s(0) are situated at distance at most b.
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We make some preliminary observations in the bidimensional setting. We
choose the convention of representing a bidimensional infinite word w : N2 → A
by placing the rows from bottom to top, and the columns from left to right (as
for Cartesian coordinates):

...
...

...
...

w(0, 3) w(1, 3) w(2, 3) w(3, 3) · · ·
w(0, 2) w(1, 2) w(2, 2) w(3, 2) · · ·
w(0, 1) w(1, 1) w(2, 1) w(3, 1) · · ·
w(0, 0) w(1, 0) w(2, 0) w(3, 0) · · ·

The fact that all rows and columns of a bidimensional infinite word w : N2 →
A are uniformly recurrent (in the unidimensional sense) does not imply that w
is UR. Indeed, consider the word obtained by alternating two kind of rows as
depicted in Fig. 2(a): 01F and 10F where F = 01001010 · · · is the Fibonacci
word, that is, the fixed point of the morphism 0 �→ 01, 1 �→ 0. Then the square
prefix [ 1 0

0 1 ] only occurs within the first two columns.

...
...
...
...
...
...
...
...
...
...

1 0 0 1 0 0 1 0 1 0 · · ·
0 1 0 1 0 0 1 0 1 0 · · ·
1 0 0 1 0 0 1 0 1 0 · · ·
0 1 0 1 0 0 1 0 1 0 · · ·
1 0 0 1 0 0 1 0 1 0 · · ·
0 1 0 1 0 0 1 0 1 0 · · ·
1 0 0 1 0 0 1 0 1 0 · · ·
0 1 0 1 0 0 1 0 1 0 · · ·
1 0 0 1 0 0 1 0 1 0 · · ·
0 1 0 1 0 0 1 0 1 0 · · ·
1 0 0 1 0 0 1 0 1 0 · · ·
0 1 0 1 0 0 1 0 1 0 · · ·
1 0 0 1 0 0 1 0 1 0 · · ·
0 1 0 1 0 0 1 0 1 0 · · ·

...
...
...
...
...
...
...
...
...
...
...
...
...

0 1 1 1 1 1 1 1 1 1 1 1 1 · · ·
2 1 0 0 0 1 0 0 0 1 0 0 0 · · ·
0 1 1 1 1 1 1 1 1 1 1 1 1 · · ·
1 1 0 1 0 1 0 1 0 1 0 1 0 · · ·
0 1 1 1 1 1 1 1 1 1 1 1 1 · · ·
3 1 0 0 0 0 0 0 0 1 0 0 0 · · ·
0 1 1 1 1 1 1 1 1 1 1 1 1 · · ·
1 1 0 1 0 1 0 1 0 1 0 1 0 · · ·
0 1 1 1 1 1 1 1 1 1 1 1 1 · · ·
2 1 0 0 0 1 0 0 0 1 0 0 0 · · ·
0 1 1 1 1 1 1 1 1 1 1 1 1 · · ·
1 1 0 1 0 1 0 1 0 1 0 1 0 · · ·
0 1 1 1 1 1 1 1 1 1 1 1 1 · · ·
k

)b()a(

Fig. 2. (a) A non UR bidimensional infinite word having uniformly recurrent rows and
columns. (b) A UR bidimensional infinite word with uniformly recurrent rows having
different recurrence bounds.

Conversely, the fact that a bidimensional infinite word is uniformly recur-
rent does not imply that each of its row/column is uniformly recurrent with
a shared uniform bound either. In a Toeplitz fashion, fill the rows indexed by
k with the periodic word uk = (102

k−1)ω as in Fig. 2(b). More precisely, the
n-th row (with n ∈ N) is indexed by k if n ≡ 2k − 1 (mod 2k+1). Such a bidi-
mensional infinite word is UR. Indeed, consider a prefix p of size (m,n). Let
N = max(�log2(m)	, �log2(n)	). The prefix p′ of size (2N , 2N ) appears period-
ically according to the periods (2N+1, 0) and (0, 2N+1). Therefore each factor
of size (2N+1 + 2N − 1, 2N+1 + 2N − 1) contains p′. So it contains p as well.
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However, the distance between consecutive occurrences of 1 in a row can be
arbitrarily large, even though the bidimensional infinite word is UR.

In the end of this section, we will discuss a variation the definition above – uni-
form recurrence along all directions from any origin. As a natural generalization
of d-dimensional URD and SURD infinite words, we could ask that the recur-
rence property should not just be taken into account on the lines {�q : � ∈ N} for
all directions q but on all lines {�q + p : � ∈ N} for all origins p and directions
q. In fact, this would not be a real generalization; we will soon prove it.

Definition 4 (URDO). A d-dimensional infinite word w : Nd → A is uni-
formly recurrent along all directions from any origin (URDO for short) if for each
p ∈ N

d, the translated d-dimensional infinite word w(p) : Nd → A, i �→ w(i + p)
is URD.

Definition 5 (SURDO). A d-dimensional infinite word w : N
d → A is

strongly uniformly recurrent along all directions from any origin (SURDO for
short) if for each p ∈ N

d, the translated d-dimensional infinite word w(p) : Nd →
A, i �→ w(i + p) is SURD.

Proposition 1. A d-dimensional infinite word is URD (SURD, respectively) if
and only if it is URDO (SURDO, respectively).

Proof. Both conditions are clearly sufficient. Now we prove that they are nec-
essary. Let w : Nd → A be URD (SURD, respectively), let p, s ∈ N

d and let
f : [[0, s− 1]] → A be the factor of w of size s at position p: for all i ∈ [[0, s− 1]],
f(i) = w(i + p). We need to prove that for all directions q, there exists b ∈ N

such that (that there exists b ∈ N such that for all directions q, respectively)
consecutive occurrences of f at positions of the form �q+ p are situated at dis-
tance at most b. The situation is illustrated in Fig. 3. Consider the prefix p of
size p + s of w. Since the word is URD (SURD, respectively), for all directions
q, there exists b′ such that (there exists b′ such that for all directions q, respec-
tively) consecutive occurrences of p in positions �q are situated at distance at
most b′. Since f occurs at position p in p, this implies the condition we need
with b = b′.

f

p

s1

s2

�q

�q+ p

Fig. 3. Illustration of the proof of Proposition 1 in the bidimensional case.
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2 Fixed Points of Multidimensional Square Morphisms

Similarly to unidimensional words, we can define morphisms and their fixed
points in any dimension. For simplicity, we only consider constant length mor-
phisms:

Definition 6. A d-dimensional morphism of constant size s = (s1, . . . , sd) ∈ N
d

is a map ϕ : A → A[[0,s−1]]. For each a ∈ A and for each integer n ≥ 2, ϕn(a) is
recursively defined as

ϕn(a) : [[0, sn − 1]] → A, i �→
(
ϕ
(
(ϕn−1(a))(q)

))
(r),

where i = qs + r is the componentwise Euclidean division of i by s. With these
notation, the preimage of the letter

(
ϕn(a)

)
(i) is the letter

(
ϕn−1(a)

)
(q). In the

case s = (s, . . . , s), we say that ϕ is a d-dimensional square morphism of size s.
If there exists a ∈ A with ϕ(a)0,0 = a, then the d-dimensional morphism ϕ

is prolongable from a and, in that case, the limit limn→∞ ϕn(a) is well defined.
The limit d-dimensional infinite word obtained in this way is called the fixed
point of ϕ beginning with a and it is denoted by ϕω(a).

Example 1. Figure 4 depicts the first five iterations of a bidimensional square
morphism with the convention that a black (resp. white) cell represents the
letter 1 (resp. 0).

Fig. 4. The first five iterations of the 2D morphism. 0 �→
[

0 0
0 0

]
, 1 �→

[
1 0
1 1

]

starting from 1.

We first observe that in order to study the uniform recurrence along all
directions (URD) of d-dimensional infinite words of the form ϕω(a) for a square
morphism ϕ, we only have to consider the distances between two consecutive
occurrences of the letter a.

Proposition 2. Let w be a fixed point of a d-dimensional square morphism of
size s and let q be a direction. If there exists b ∈ N such that the distance between
consecutive occurrences of w(0) along q is at most b, then, for all m ∈ N

d, the
distance between consecutive occurrences of the prefix of size m of w along q is
at most s�logs(maxm)�b.
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Proof. Let m ∈ N
d and let p be the prefix of size m of w. Let r be the integer

defined by sr−1 < maxm ≤ sr. In the d-dimensional infinite word w, the letter
w(0) occurs at position i if and only if the image ϕr(w(0)) occurs at position
sri. Therefore, if the distance between consecutive occurrences of w(0) along q
is at most b, then the distance between consecutive occurrences of p along q is
at most srb.

In order to provide a family of SURD d-dimensional infinite words, we intro-
duce the following definition.

Definition 7. For an integer s ≥ 2 and i = (i1, . . . , id) ∈ (Z/sZ)d such that
i1, . . . , id are coprime, we define 〈i〉 to be the additive subgroup of (Z/sZ)d that
is generated by i:

〈i〉 = {ki : k ∈ Z/sZ}.

Then, we let C(s) be the family of all cyclic subgroups of (Z/sZ)d:

C(s) = {〈i〉 : i ∈ (Z/sZ)d, gcd(i) = 1}.

If the alphabet A is binary (in which case we assume without loss of generality
that A = {0, 1}), then we talk about binary morphism.

Proposition 3. If ϕ is a d-dimensional square binary morphism of size s such
that ϕ(1)0 = 1 and if, for every C ∈ C(s), there exists i ∈ C such that ϕ(0)i =
ϕ(1)i = 1, then its fixed point ϕω(1) is SURD. More precisely, for all m ∈ N

d,
the distance between consecutive occurrences of the prefix of size m of ϕω(1)
along any direction is at most s�logs(maxm)�+1.

Proof. Let q ∈ N
d be a given direction. Let r = q mod s (componentwise) and

d = gcd(r). By hypothesis, there exists i ∈ 〈 1dr〉 such that (ϕ(0))i = (ϕ(1))i = 1.
Let k ∈ [[0, s − 1]] such that i = k

dr mod s. Then kq ≡ kr ≡ di mod s. Observe
that gcd(d, s) divides r and s, hence also divides q. This implies that gcd(d, s) =
1. Let � = d−1k mod s. Then �q ≡ i mod s. We obtain that for all n ∈ N,
(� + ns)q ≡ i mod s, hence (ϕω(1))(�+ns)q = 1. This proves that the distance
between consecutive occurrences of the letter 1 in ϕω(1) along the direction q is
at most s.

Now let m ∈ N
d and consider the prefix p of size m of ϕω(1). From the first

part of the proof and by Proposition 2, we obtain that the distance between
consecutive occurrences of p along any direction is at most s�logs(maxm)�+1.

Since each subgroup of (Z/sZ)d contains 0, the following result is immediate.

Corollary 1. Let ϕ be a d-dimensional square binary morphism of size s such
that (ϕ(1))0 = (ϕ(0))0 = 1. Then the fixed point ϕω(1) is SURD. More precisely,
for all m ∈ N

d, the distance between consecutive occurrences of the prefix of size
m of ϕω(1) along any direction is at most s�logs(maxm)�+1.
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Remark 1. For s prime, orbits of any two elements either coincide, or have only
the element 0 in common. Therefore, for s prime, we have exactly sd−1

s−1 distinct
orbits. In particular, for d = 2, this gives s + 1 distinct orbits. Hence we can
consider a partition of (Z/sZ)2 into s+2 sets: s+1 orbits without 0 and 0 itself.
When s is not prime, the structure is a more complicated and we do not have
such a nice partition. Examples below illustrate the two situations.

⎡
⎢⎢⎢⎢⎣

b f e d c
b d f c e
b e c f d
b c d e f
0 a a a a

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

b j h f d c

b, f, k i d, j, e k c, h, i e

b, d, h, � g � c, f, j, g � g

b, f, k e c, h, i k d, e, j i

b c d f h j

0 a a, g, � a, k, i, e a, g, � a

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗ ∗ ∗ ∗
1 ∗ 1 ∗ ∗ ∗
∗ ∗ ∗ 1 ∗ ∗
∗ ∗ 1 ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ 1 ∗

⎤
⎥⎥⎥⎥⎥⎥⎦

(a) s = 5 (b) s = 6 (c) s = 6

Fig. 5. Partitions with d = 2 and an example on how to fill them.

Example 2. Partition for s = 5 and d = 2 is illustrated in Fig. 5(a) where each
letter in {a, . . . , f} represents an orbit. Due to Proposition 3, in order to obtain
a SURD fixed point of a bidimensional square morphism, it is enough to have a
1 in the images of 0 and 1 in one of the coordinates marked by each letter. And
by Corollary 1, having a 1 in the coordinate (0, 0) in both the images of 0 and
1 is enough.

Example 3. For s = 6 and d = 2, one has 12 orbits (which can be checked by
considering the 36 possible cases of pairs of remainders of the Euclidean division
by 6, out of which there are only 21 coprime pairs to consider). They are depicted
using letters in {a, . . . , �} in Fig. 5(b). We remark that here the orbits intersect.
Due to Proposition 3, in order to obtain a SURD word, it suffices to have a
1 in both images of 0 and 1 in at least one of the elements of each orbit. For
example, it is the case of the fixed point of any morphism with ones in the
marked positions in the images of both 0 and 1 as in Fig. 5(c).

Since a power of a morphism ϕ has the same fixed points as ϕ, the following
result is immediate.

Corollary 2. If ψ is a d-dimensional square binary morphism of size s such that
for some integer i, its power ϕ = ψi satisfies the conditions of Proposition 3, then
the fixed point ψω(1) is SURD. More precisely, for each m ∈ N

d, the distance
between consecutive occurrences of the prefix p of size m of ψω(1) is at most
si�log(maxm)�+i.
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Example 4. The morphism

ψ : 0 �→
⎡
⎣

0 0 0
1 1 1
0 1 0

⎤
⎦ , 1 �→

⎡
⎣

0 1 0
1 0 1
1 1 0

⎤
⎦

satisfies the hypotheses of Corollary 2 for s = 3, i = 2. Indeed, it can be checked
that for each C ∈ C9, we can find a 1 in both images ψ2(0) and ψ2(1).

Now we give a family of examples of SURD d-dimensional words which do not
satisfy the hypotheses of Corollary 2, showing that it does not give a necessary
condition. We first need the following observation on unidimensional fixed points
of morphisms.

Lemma 1. Let s be a prime and let ϕ be a unidimensional binary morphism of
constant length s such that ϕ(1)0 = 1, ϕ(0)0 = 0 and there exists i ∈ [[1, s − 1]]
such that ϕ(0)i = ϕ(1)i = 1. For all positive integers m, the maximal distance
between consecutive occurrences of 1 in the arithmetic subsequence k �→ ϕω(1)mk

of ϕω(1) is at most s.

Proof. Let w = ϕω(1) and let m be a positive integer. Denote by dm the maximal
distance between consecutive occurrences of 1 in k �→ wmk. We have to show
that dm ≤ s. The integer m can be decomposed in a unique way as m = se�
with e, � ∈ N and � ≡ 0 mod s. We prove the result by induction on e ∈ N.
If e = 0 then m ≡ 0 mod s. Since there is a 1 in the i-th place of both the
images of 0 and 1 and since i = 0, we obtain that dm ≤ s in this case. Now
suppose that e > 0 and that the result is correct for e − 1. Observe that, for
every k ∈ N, the preimage of the letter wmk = wse�k is the letter wm

s k = wse−1�k.
By definition of the morphism and since m ≡ 0 mod s, for each k ∈ N, the letter
wmk is equal to 0 if its preimage is 0 and is equal to 1 if its preimage is 1. But
by induction hypothesis, for all k ∈ N, at least one of the s preimages wm

s k,
wm

s (k+1), . . . , wm
s (k+s−1) is equal to 1. Therefore, we obtain that for all k ∈ N,

at least one of the s letters wmk, wm(k+1), . . . , wm(k+s−1) is equal to 1 as well,
which shows that dm ≤ s.

Proposition 4. If ϕ is a d-dimensional square binary morphism of a prime size
s such that

1. ∀i2, . . . , id ∈ [[0, s − 1]], ϕ(1)0,i2,...,id
= 1 and ϕ(0)0,i2,...,id

= 0
2. ∃i1 ∈ [[0, s − 1]], ∀i2, . . . , id ∈ [[0, s − 1]], ϕ(0)i1,...,id

= ϕ(1)i1,...,id
= 1

then ϕω(1) is SURD.

Proof. By Proposition 2, we only have to show that there exists a uniform bound
b such that the distance between consecutive occurrences of 1 along any direction
of ϕω(1) is at most b. It is sufficient to prove the result for the fixed point
beginning with 1 of the morphism ϕ satisfying the hypotheses (1) and (2) and
having 0 at any other coordinates in the images of both 0 and 1, since all other
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fixed points satisfying the hypotheses of the proposition differ from this one only
by replacing some occurrences of 0 by 1. For example, for d = 2, the morphism
ϕ is

ϕ : 0 �→

⎡
⎢⎢⎢⎣

0 0 · · · 0 1 0 · · · 0
0 0 · · · 0 1 0 · · · 0
...

...
...

0 0 · · · 0 1 0 · · · 0

⎤
⎥⎥⎥⎦ , 1 �→

⎡
⎢⎢⎢⎣

1 0 · · · 0 1 0 · · · 0
1 0 · · · 0 1 0 · · · 0
...

...
...

1 0 · · · 0 1 0 · · · 0

⎤
⎥⎥⎥⎦

(where the common columns of 1’s are placed at position i1 in both images).
Each of the hyperplanes

Hk = {ϕω(1)k,i2...,id
: i2, . . . , id ∈ N}, for k ∈ N

of ϕω(1) contains either only 0’s or only 1’s. Therefore, for any direction q =
(q1, . . . , qd), we have ϕω(1)�q = ϕω(1)�q1,0,...,0, hence the unidimensional infinite
word N → A, � �→ ϕω(1)�q is the fixed point of the unidimensional morphism

σ : 0 �→ [
0 0 · · · 0 1 0 · · · 0

]
, 1 �→ [

1 0 · · · 0 1 0 · · · 0
]

(where, again, the common 1’s are placed at position i1 in both images). By
Lemma 1, we obtain that ϕω(1) is SURD with the uniform bound b = s.

Now we give a sufficient condition for a d-dimensional word to be non URD.

Proposition 5. Let ϕ be a d-dimensional square binary morphism of a prime
size s. Let q be a direction and let C = 〈q mod s〉. If ϕ(1)0 = 1, ϕ(0)0 = 0 and,
for all i ∈ C \ {0}, ϕ(1)i = ϕ(0)i = 0, then (ϕω(1)�q)i∈N = 10ω. In particular,
ϕω(1) is not recurrent along the direction q.

Proof. Suppose that the first occurrence of 1 after that in position 0 along the
direction q occurs in position �q. Since ϕ(0) and ϕ(1) have 0 on all places defined
by C \{0}, the letter ϕω(1)�q must be placed at the coordinate 0 of the image of
1. In particular, the preimage of ϕω(1)�q must be 1. Because s is prime, � must
be divisible by s and the preimage of ϕω(1)�q is ϕω(1) �

sq
. But by the choice of

� and since 0 < �
s < �, we must also have ϕω(1) �

sq
= 0, a contradiction.

However, the next result shows that the condition of Proposition 5 is not
necessary.

Proposition 6. The fixed point ϕω(1) of the morphism

ϕ : 0 �→
⎡
⎣

1 1 0
0 0 0
0 0 1

⎤
⎦ 1 �→

⎡
⎣

1 1 1
0 1 0
1 1 0

⎤
⎦

is not recurrent in the direction (1, 3).
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The next theorem gives a characterization of SURD fixed points of square
binary morphisms of size 2.

Theorem 1. If a bidimensional binary square morphism ϕ of size 2 has a
fixed point beginning with 1, then this fixed point is SURD if and only if either
ϕ(0)0,0 = 1 or ϕ(1) = [ 1 1

1 1 ].

The “if” part follows from Corollary 1. The “only if” part is proved with
a rather technical argument involving a case study analysis and using certain
properties of arithmetic progressions in the Thue-Morse word.

The previous theorem gives a characterization of strong uniform recurrence
along all directions for fixed points of bidimensional square binary morphisms of
size 2. For larger sizes of morphisms, we gave several conditions that are either
necessary (given by the contraposition of Proposition 5) or sufficient (Propo-
sitions 3 and 4). An open problem is to find a condition that would be both
necessary and sufficient in general.

Question 1. Find a characterization of strong uniform recurrence along all direc-
tions for bidimensional square binary morphisms of size bigger than 2.

3 Non-morphic Bidimensional SURD Words

In this section we provide a construction of non-morphic SURD words. To con-
struct such a word w : N2 → {0, 1}, we proceed recursively:

Step 0. For each (i, j) ∈ N
2, put w(2i, 2j) = 1.

Step 1. Fill anything you want in positions (0,1), (1,0) and (1,1). For each (i, j) ∈
N

2, put w(4i, 4j+1) = w(0, 1), w(4i+1, 4j) = w(1, 0), w(4i+1, 4j+1) = w(1, 1).
Note that the filled positions are doubly periodic with period 4.

Step n. At step n, we have filled all the positions (i, j) for i, j < 2n, and the
positions with filled values are doubly periodic with period 2n+1. Let S be a set
of pairs (k, �) with k, � < 2n+1 which have not been yet filled in. Fill anything
you want in the positions from S. Now for each (k, �) and each (k′, �′) ∈ S, define
w(2n+2k + k′, 2n+2� + �′) = w(k′, �′). Note that the filled positions are doubly
periodic with period 2n+2 (Fig. 6).

Proposition 7. Any bidimensional infinite word w defined by the construction
above is SURD. More precisely, for all s ∈ N

2, the distance between consecutive
occurrences of the prefix of size s of w along any direction is at most 2�log2(max s)�.

Proof. Let p be the prefix of w of size s and let q be a direction. We show
that the square prefix p′ of size (2k, 2k) with k = �log2(max s)	 appears within
any consecutive 2k+1 positions along q, hence this is also true for p itself. By
construction, at step k we have filled all the positions i for i < (2k, 2k), and
the positions with filled values are doubly periodic with periods (2k+1, 0) and
(0, 2k+1). Therefore the factor of size (2k, 2k) occurring at position 2k+1q in w
is equal to p′. The claim follows.
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...
...
...
...
...
...
...

1 · 1 · 1 · 1 · · ·
a b · · a b · · · ·
1 c 1 · 1 c 1 · · ·· · · · · · · · · ·
1 · 1 · 1 · 1 · · ·
a b · · a b · · · ·
1 c 1 · 1 c 1 · · ·

Fig. 6. Construction of a non-morphic SURD bidimensional word.

Observe that the morphic words satisfying Corollary 1 for s = 2 can be
obtained by this construction.

Proposition 8. Among the bidimensional infinite words obtained by the con-
struction above, there are words which are not morphic.

Proof. The construction above provides uncountably many bidimensional infi-
nite words. However, there exist only countably many morphic words.

Remark 2. This construction can be generalized for any s ∈ N instead of 2 and
for an arbitrary alphabet. Moreover, on each step we can choose as a period any
multiple of a previous period.

Acknowledgements. We are grateful to Mathieu Sablik for inspiring discussions.
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Abstract. The triangle conjecture states that codes formed by words
of the form aibaj are either commutatively equivalent to a prefix code or
not included in a finite maximal code. Thanks to computer exploration,
we exhibit new examples of such non-commutatively prefix codes. In
particular, we improve a lower bound in a bounding due to Shor and
Hansel. We discuss in the rest of the article the possibility of those codes
to be included in a finite maximal code.
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General Notation: Let A be the alphabet {a, b}. For n ≥ 0, let A≤n be the
set of words of A∗ of length at most n. For any word w ∈ A∗, let |w|x be the
number of occurrences of the letter x ∈ A in w. For any integer n, let [n] be the
set {k ∈ N : 1 ≤ k ≤ n} and [[n]] be the set {k ∈ N : 0 ≤ k ≤ n − 1}. For a real
number x ∈ R, let �x� be the least integer greater than or equal to x.

1 Introduction

Our introduction to the theory of codes follows the book [1]. We call a subset
X ⊂ A∗ a code if for all n,m ≥ 0 and x1, . . . , xn, y1, . . . , ym ∈ X the condition

x1x2 · · · xn = y1y2 · · · ym

implies
n = m and xi = yi for all i ∈ [n].

For example, the set {aabb, abaaa, b, ba} is not a code since

(b)(abaaa)(b)(b) = (ba)(ba)(aabb).

A code is maximal if it is not contained in any other code. A subset X ⊂ A∗ is
prefix if no element of X is a proper prefix of another element in X. A prefix
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subset not containing the empty word is a code. A code X is commutatively
prefix if there exists a prefix code P such that the multisets

{(|x|a, |x|b) : x ∈ X} and {(|p|a, |p|b) : p ∈ P}

are equal. In other words, it states that one can build a prefix code from X by
allowing commutation between the letters. The commutative equivalence conjec-
ture is one of the main open problem in the theory of codes. It states that all
finite maximal code are commutatively prefix.

In this work, we study this conjecture for a particular case of codes called
bayonet code. A code X is a bayonet code if X ⊂ a∗ba∗. This particular case
of the conjecture is also called the triangle conjecture. It states that a non-
commutatively prefix bayonet code is not included in a finite maximal code
(see [9] for recent result). It is known that a bayonet code X is commutatively
prefix if and only if

∣
∣X ∩ A≤n

∣
∣ ≤ n, for all n ≥ 0. (1)

In 1984, Shor [8] found the bayonet code

{b, ba, ba7, ba13, ba14, a3b, a3ba2, a3ba4, a3ba6, a8b, a8ba2, a8ba4, a8ba6,

a11b, a11ba, a11ba2} (2)

with 16 elements and included in A≤15, thus it is a non-commutatively prefix
code. It is the only known example of finite non-commutatively prefix code. It
is still unknown if Shor’s code (2) is included in a finite maximal code. If it is
the case, then the commutative equivalence conjecture and a stronger conjecture
called factorisation conjecture (see [2] for a recent note/summary) would be false.

It is known that for all finite maximal code X and for any letter x ∈ A, there
exists k such that xk ∈ X. We call the order of a letter x the smallest integer k
such that xk belongs to X. It has been showed that if Shor’s code (2) is included
in a finite maximal code then the order of the letter a is a multiple of 330.

In the first section, we mainly do some computer explorations of non-
commutatively prefix bayonet codes. We exhibit new examples of such codes.
In particular, we exhibit the smallest ones and deduce from these a better lower
bound in a bounding due to by Shor [8] and Hansel [3]. We discuss in the rest of
the article the possibility of those codes to be included in a finite maximal code.
In the second section, we use factorisation of cyclic group theory to prove some
lower bounds for the orders of the letter a. Finally, in the last section, we find
the smallest known codes that are non-commutatively prefix and not included
in a finite maximal code.

2 Non-commutatively Prefix Bayonet Codes

Given a bayonet code X, we call its dual the bayonet code

δ(X) :=
{

aibaj | ajbai ∈ X
}

.
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Of course, a bayonet code is commutatively prefix or included in a finite maximal
code if and only if its dual is. Thus we consider in this work a bayonet code and its
dual to be the same. Even if they cannot be equal in the case we are interested in.

Proposition 1. If a bayonet code X is non-commutatively prefix then X 	=
δ(X).

Proof. Let X be an auto-dual bayonet code (i.e. X = δ(X)) and n be an integer.
Let En

i be the set
(

aiba∗ ∪ a∗bai
) ∩ A≤n,

for i ≥ 0. Thus

X ∩ A≤n =
⊔

0≤ i ≤ �n
2 �

(X ∩ En
i ) and |X ∩ A≤n| =

∑

0≤ i ≤ �n
2 �

|X ∩ En
i | .

It is enough to show that |X ∩ En
i | ≤ 2, for i ≥ 0. Assume that |X ∩ En

i | > 2.
Then there exists j1 ≥ i and j1 < j2 < n − i such that

aibaj1 , aibaj2 , aj1bai, aj2bai ∈ X.

Thus
(

aibaj1
) (

aj2bai
)

=
(

aibaj2
) (

aj1bai
)

which contradicts the fact that X is a code. Thus
∣
∣X ∩ A≤n

∣
∣ ≤ n and thanks

to (1), we conclude that X is commutatively equivalent to a prefix code. This
concludes the proof by contraposition. ��
Remark 1. Notice that the auto-dual bayonet code {aiban−1−i : 0 ≤ i < n}
reaches the bound (1).

2.1 Computer Exploration

We run an exhaustive search issuing the following algorithm directly deduced
from the definition of a code. Given a set X ⊂ a∗ba∗∩A≤n, we build the oriented
graph Gabs(X) defined by the set of vertices [[n]] and by the edges

|i − k| −→ |j − �| ,

for all aibaj , akba� ∈ X with aibaj 	= akba�.

Example 1. Let X be the set
{

a4ba3, a2ba5, aba5, b, ba2
}

, the graph Gabs(X) is

4102

3

5

.

Thus X is a code (see Proposition 2).
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Then we use the following proposition.

Proposition 2. X is a code if and only if Gabs(X) does not contains a non-
empty path from 0 to 0.

Proof. Given X ⊂ a∗ba∗ ∩A≤n, there is an edge from i to j in the graph Gabs(X)
if and only if there exist U, V ∈ X such that

aiU = V aj or aiUaj = V.

By concatenation, there is a path from i to j in the graph if and only if there
exist U, V ∈ X∗ such that

aiU = V aj or aiUaj = V. (3)

Assume that there is a non-empty path from 0 to 0 going through k 	= 0. Then
by (3) there exist U1, U2, V1, V2 ∈ X∗ such that

U1 = V1a
k and U2 = akV2.

Hence U1V2 = V1U2 with U1 = V1a
k, and thus X is not a code.

Conversely, if X is not a code then there exist ai1baj1 , . . . , ainbajn ,
ak1ba�1 , . . . , aknba�n ∈ X such that

(

ai1baj1
) (

ai2baj2
) · · · (ainbajn

)

=
(

ak1ba�1
) (

ak2ba�2
) · · · (aknba�n

)

.

Thus, the graph Gabs(X) contains the path

0 = |i1 − k1| → |j1 − �1| = |i2 − k2| → · · · → |jn − �n| = 0 .

��
Remark 2. There already exist some algorithm to test in general if a given set is a
code [7]. However, we noticed that for an exhaustive search of non-commutatively
prefix bayonet code, our backtracking implementation of our algorithm (using
mostly bitwise operation) runs faster.

We ran an exhaustive search of codes violating the condition (1), for n ≤ 15.
There is no such code for n ≤ 11, n = 13, and n = 14. There are 4 codes for
n = 12. We exhibit them below by representing the bayonet word aibaj by the
two digits xixj , where xi is the i-th digit in base 17 (0, . . . , 9,A, . . . ,G).

ID Non-commutatively prefix bayonet code

X1 00 02 08 0A 18 1A 40 42 50 53 56 90 92

X2 01 03 09 0B 18 1A 40 42 50 53 56 90 92

X3 02 08 0A 10 18 1A 42 50 53 56 60 92 A0

X4 02 08 0A 18 1A 20 42 53 56 60 70 92 B0
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Up to the knowledge of the author, these are the smallest (in cardinality
and maximal word length) known non-commutatively prefix codes. In [8], Shor
asked what is the maximal value of the ratio of the cardinality of a bayonet code
divided by the length of its longest word. Hansel [3] proved an upper bound
and Shor computed the lower bound 16

15 . Thanks to codes (X1–X4), we improve
Shor’s lower bound to 13

12 .
There are 38 such codes for n = 15. They have in common the words

01 07 0D 0E 82 84 86 B1 B2 (4)

Here follow the 38 codes, where for each code we only write the additional
bayonets words.

ID Code

Y1 00 30 32 34 36 80 B0
Y2 00 30 32 34 36 80 B3
Y3 00 30 34 36 3A 80 B0
Y4 00 30 34 36 3A 80 B3
Y5 00 31 33 35 37 80 B0
Y6 00 31 33 35 37 80 B3
Y7 00 31 35 37 3B 80 B0
Y8 00 31 35 37 3B 80 B3
Y9 00 32 34 36 38 80 B0
Y10 00 32 34 36 38 80 B3
Y11 00 33 35 37 39 80 B0
Y12 00 33 35 37 39 80 B3
Y13 00 34 36 38 3A 80 B0
Y14 00 34 36 38 3A 80 B3
Y15 00 35 37 39 3B 80 B0
Y16 00 35 37 39 3B 80 B3
Y17 10 32 34 36 40 90 C0
Y18 10 34 36 3A 40 90 C0
Y19 20 32 34 36 50 A0 D0

ID Code

Y20 20 32 34 36 58 A0 D0
Y21 20 34 36 3A 50 A0 D0
Y22 20 34 36 3A 58 A0 D0
Y23 30 32 34 36 60 B0 E0
Y24 30 32 34 36 60 B3 E0
Y25 30 34 36 3A 60 B0 E0
Y26 30 34 36 3A 60 B3 E0
Y27 31 33 35 37 60 B0 E0
Y28 31 33 35 37 60 B3 E0
Y29 31 35 37 3B 60 B0 E0
Y30 31 35 37 3B 60 B3 E0
Y31 32 34 36 38 60 B0 E0
Y32 32 34 36 38 60 B3 E0
Y33 33 35 37 39 60 B0 E0
Y34 33 35 37 39 60 B3 E0
Y35 34 36 38 3A 60 B0 E0
Y36 34 36 38 3A 60 B3 E0
Y37 35 37 39 3B 60 B0 E0
Y38 35 37 39 3B 60 B3 E0

Notice that code (Y1) is Shor’s code. We also ran a partial search for n = 16.
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ID Non-commutatively prefix bayonet code

Z1 00 01 02 0B 0C 3B 3C 50 51 52 80 82 84 86 D0 D1 D2

Z2 00 01 02 0B 0C 3B 3C 50 51 52 81 83 85 87 D0 D1 D2

Z3 00 01 02 0B 0C 3B 3C 50 51 5A 80 82 84 86 D0 D1 D2

Z4 00 01 02 0B 0C 3B 3C 50 51 5A 81 83 85 87 D0 D1 D2

Z5 00 01 0A 0B 0C 3B 3C 50 51 52 80 82 84 86 D0 D1 D2

Z6 00 01 0A 0B 0C 3B 3C 50 51 52 81 83 85 87 D0 D1 D2

Z7 00 01 0A 0B 0C 3B 3C 50 51 5A 80 82 84 86 D0 D1 D2

Z8 00 01 0A 0B 0C 3B 3C 50 51 5A 81 83 85 87 D0 D1 D2

Z9 00 02 0B 0C 11 3B 3C 50 52 61 83 85 87 91 D0 D2 E1

Z10 00 02 0B 0C 11 3B 3C 50 5A 61 83 85 87 91 D0 D2 E1

Z11 01 02 03 0C 0D 3B 3C 50 51 52 80 82 84 86 D0 D1 D2

Z12 01 02 03 0C 0D 3B 3C 50 51 52 81 83 85 87 D0 D1 D2

Z13 01 02 03 0C 0D 3B 3C 50 51 5A 80 82 84 86 D0 D1 D2

Z14 01 02 03 0C 0D 3B 3C 50 51 5A 81 83 85 87 D0 D1 D2

Z15 01 02 0B 0C 0D 3B 3C 50 51 52 80 82 84 86 D0 D1 D2

Z16 01 02 0B 0C 0D 3B 3C 50 51 52 81 83 85 87 D0 D1 D2

Z17 01 02 0B 0C 0D 3B 3C 50 51 5A 80 82 84 86 D0 D1 D2

Z18 01 02 0B 0C 0D 3B 3C 50 51 5A 81 83 85 87 D0 D1 D2

Z19 01 02 0B 0C 10 3B 3C 51 52 60 82 84 86 90 D1 D2 E0

Z20 01 02 0B 0C 10 3B 3C 51 5A 60 82 84 86 90 D1 D2 E0

Z21 01 02 0B 0C 1D 3B 3C 51 52 60 82 84 86 90 D1 D2 E0

Z22 01 02 0B 0C 20 3B 3C 51 52 70 82 84 86 A0 D1 D2 F0

Z23 01 02 0B 0C 20 3B 3C 51 5A 70 82 84 86 A0 D1 D2 F0

Z24 01 02 0B 0C 2D 3B 3C 51 52 70 82 84 86 A0 D1 D2 F0

Z25 01 02 0B 0C 2D 3B 3C 51 5A 70 82 84 86 A0 D1 D2 F0

There is no such code for n = 17 containing b. However, we found the fol-
lowing codes showing that there exist codes violating (1) even when n is prime.

01 02 03 0C 0D 3C 3D 51 52 5B 80 82 84 86 D1 D2 D3 G0 (5a)
01 02 03 0C 0D 3C 3D 51 52 5B 81 83 85 87 D1 D2 D3 G0 (5b)
01 02 03 0C 0D 3C 3D 51 52 5B 82 84 86 88 D1 D2 D3 G0 (5c)

Let us recall that if one of these codes is included in a finite maximal code
then the triangle conjecture is false. In the next sections, we try to complete
each of these codes into a finite maximal one.

3 Factorisations of Cyclic Groups

In this section, we assume that the codes found in the previous section are
included in some finite maximal code. Then we use factorisation of cyclic group
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theory to prove some lower bounds for the orders of the letter a in those finites
codes.

Given n ≥ 1, the ordered pair (L,R) ⊂ [[n]]2 is a factorisation of Z/nZ if for
all k ∈ [[n]] there exists a unique pair (�, r) ∈ L × R such that k = � + r mod n.

Example 2. The ordered pair ({1, 3, 5} , {1, 2, 7, 8}) is a factorisation of Z/12Z.

In [5], Restivo, Salemi, and Sportelli showed the following link between fac-
torisation and the theory of codes.

Theorem 1. If X is a finite maximal code such that b, an ∈ X then (L,R) is a
factorisation of Z/nZ, where

L =
{

k mod n : akb+ ∈ X
}

and R =
{

k mod n : b+ak ∈ X
}

.

Such a factorisation is called a factorisation associated to X.

In [6], Sands proved the following useful theorem.

Theorem 2. If (L,R) is a factorisation of Z/nZ and p is an integer relatively
prime to |L| then (pL,R) is a factorisation of Z/nZ.

We call a Sands factorisation a factorisation (L,R) such that p, q ∈ L and
1 ∈ R where p and q are relatively prime. We still do not know if there exists a
factorisation associated to Shor’s code, i.e. if there exists an integer n such that
(L ⊇ {0, 3, 8, 11}, R ⊇ {0, 1, 7, 13, 14}) is a (Sands) factorisation of Z/nZ. We
now study the factorisations associated to the other codes found in the previous
section.

3.1 Known Factorisations

The reader can check that for n ≥ 2,
⎛

⎝{0, 4, 5, 9},
⊔

i∈[[n]]

{8i, 8i + 2}
⎞

⎠ (6)

is a factorisation of Z/8nZ associated to the code (X1). In general, the integer n
such that there exists a factorisation of Z/nZ associated to the code (X1) must be
a multiple of 4. Indeed, ({0, 4, 5, 9}, 2{0, 2, 8, 10}) and (2{0, 4, 5, 9}, {0, 2, 8, 10})
are not factorisations because 0 + 2 × 2 = 4 + 0 and 2 × 4 + 0 = 0 + 8. Thus
by Theorem 2 we have that |L| and |R| are multiples of 2, hence n is a multiple
of 4. We did not find any factorisation associated to the code (X1) where n is a
multiple of 4 and not a multiple of 8.

The reader can check that for n ≥ 2,

({0, 8, · · · , 8(n − 1)}, {0, 1, 2, 3, 4, 7, 13, 14}) (7)

is a factorisation of Z/8nZ associated to the codes (Y6, Y8, Y10, Y12, Y14, Y16).
By a similar argument, we can show that in general a factorisation of Z/nZ
associated to those codes satisfies the fact that 4 divides n.

The others factorisations associated to codes found in the previous section
are of Sands type or equivalent to a Sands factorisation.
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3.2 Sands Factorisations

We did not find Sands factorisation but we can compute some constraints about
their existence.

Assume that the code (Y2) is included in a finite maximal code. Let (L,R) be
a factorisation associated to this code, thus L ⊇ {0, 3, 8} and R ⊇ {0, 1, 7, 13, 14}.
Notice that (L, 8R), (L, 3R), and (L, 5R) are not factorisations since 8+8×0 =
0 + 8 × 1, 8 + 3 × 0 = 0 + 3 × 1, and 8 + 5 × 0 = 3 + 5 × 1, so that by Theorem2,
we have that |R| is a multiple of 2 × 3 × 5. Thus the order of the letter a is of
the form 30 × k, where k ≥ 3.

Following a similar argument we compute the following table.

Codes Order of the letter a

Y2, Y4 2 × 3 × 5 × k = 30k, with k ≥ 3

Y5, Y7, Y9, Y11, Y13, Y15 2 × 3 × 11 × k = 66k, with k ≥ 3

Y1, Y3 2 × 3 × 5 × 11 × k = 330k, with k ≥ 4

Z1, Z3, Z5, Z7 2 × 3 × 5 × 13 × k = 390k, with k ≥ 4

Z2, Z4, Z6, Z8 2 × 3 × 5 × 13 × k = 390k, with k ≥ 3

Z9, Z10 2 × 5 × 13 × k = 130k, with k ≥ 3

Remark 3. It is known [6] that (L,R) is a factorisation if and only if (L,R − r)
is a factorisation, where r ∈ R. Thus if (L ⊇ {0, 5, 13}, R ⊇ {0, 2, 11, 12}) is
a factorisation associated to the codes (Z9, Z10) then (L,R − 11) is a Sands
factorisation.

The factorisations just take into account the words belonging to ba∗ ∪ a∗b.
In the next section, we look for a more powerful tool.

4 Complete Modular Bayonet Code

In this section, we use a theorem by Perrin and Schützenberger to find the
smallest known codes that are non-commutatively prefix and not included in a
finite maximal code. Then, we propose a new approach of the triangle conjecture
thanks to this theorem.

In [4], Perrin and Schützenberger proved the following theorem.

Theorem 3. Let X be a finite maximal code. Let x ∈ A be a letter and let n be
the order of x. For all ω ∈ A∗, the set

Cx(ω) :=
{

(i mod n, j mod n) : xiωxj ∈ X∗}

has cardinal n.
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We call a n-modular bayonet code a bayonet code X such that {an} ∪ X is a
code and we said that it is complete if |X| = n. Thanks to Theorem 3, we know
that to be included in a finite maximal code, a bayonet code must be included
in a complete n-modular bayonet code.

Example 3. We call an n-permutation code a set of bayonet words X ⊆ a<nba<n

such that the square binary matrix M of size n defined by

Mi,j = 1 if and only if aibaj ∈ X

is a permutation matrix. An n-permutation code is a complete n-modular bay-
onet code.

We now try to find a complete n-modular bayonet code containing one of
our codes that is non-commutatively equivalent to a prefix code.

4.1 Computer Exploration

We slightly modify the algorithm given in Sect. 2 to test whether or not a given
set is an n-modular bayonet code. Given a set X ∈ a<nba<n, we call Gmod(X)
the oriented graph defined by the set of vertices [[n]] and by the edges

i − k mod n −→ � − j mod n ,

for all aibaj , akba� ∈ X, with aibaj 	= akba�. The set X is an n-modular bayonet
code if and only if the graph Gmod(X) does not contain a non-empty path from
0 to 0.

In the previous section, we show that the codes (X1, Y6, Y8, Y10, Y12, Y14,
Y16) might be included in a finite maximal code where the order of the letter a is
of the form 4 × k with k ≥ 4. By an exhaustive computer search, we found that
none of these codes is included in a complete n-modular bayonet code, where
n ≤ 32. Thus if (X1) is included in a finite maximal code then the order of the
letter a is of the form 4 × k, where k ≥ 10 (there is no factorisation of Z/nZ
associated to this code, where 32 < n < 40). If one of the codes (Y6, Y8, Y10,
Y12, Y14, Y16) is included in a finite maximal code then the order of the letter a
is of the form 4×k, where k ≥ 9 (there is no factorisation of Z/nZ associated to
those codes with 32 < n < 36). In particular, the computer exploration implies
the following proposition.

Proposition 3. If X is one of the codes (X1–X4), then X ∪ {a16} is a code
that is non-commutatively equivalent to a prefix code and not included in a finite
maximal code.

Proof. Let X be one of the codes (X1–X4). Then X ∪{a16} is a code. Moreover,
we checked by an exhaustive search that X is not included in a complete 16-
modular bayonet code. We conclude the proof thanks to Theorem3. ��

Up to the knowledge of the author, the four codes given in Proposition 3 are
the smallest (in cardinality and maximal length word) known codes that are not
commutatively equivalent to a prefix code and not included in a finite maximal
code.
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4.2 Transformations

In order to have a better understanding of the complete n-modular bayonet code,
we look at some transformations.

Lemma 1. If X is an n-modular code then for any r ∈ [[n]], the set

sr(X) :=
{

aibaj : aibap, aqbaj ∈ X and p + q = r mod n
}

is an n-modular code.

Proof. Given an integer r ∈ [[n]], if sr(X) is not an n-modular bayonet code then
there exists ai1baj1 , . . . , aimbajm , ak1ba�1 , . . . , akmba�m ∈ sr(X), with j1 	= �1
such that ⎧

⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

i1 = k1
j1 + i2 = �1 + k2 mod n

...
jm−1 + im = �m−1 + km mod n

jm = �m

By definition of sr(X), there exists ai1bap1 , aq1baj1 , . . . , aimbapm , aqmbajm ∈ X
and ak1bap′

1 , aq′
1ba�1 , . . . , akmbap′

m , aq′
mba�m ∈ X such that pt + qt = p′

t + q′
t = r

mod n, for all t ∈ [m]. Thus
⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

i1 = k1
p1 + q1 = p′

1 + q′
1 mod n

j1 + i2 = �1 + k2 mod n
...

jm−1 + im = �m−1 + km mod n
pm + qm = p′

m + q′
m mod n

jm = �m

Thus X is not an n-modular code, since it has a double factorisation. We conclude
the proof by contraposition. ��

We use this lemma to prove the following theorem.

Theorem 4. If X is an n-modular code then |X| ≤ n.

Proof. Assume that X is an n-modular code such that |X| > n. Thanks to
Lemma 1, we know that for any r ∈ [[n]], sr(X) is a code thus

∑

r ∈ [[n]]

|sr(X)| = |X|2

Thus there exists r1 ∈ [[n]] such that |sr1(X)| ≥
⌈

|X|2
n

⌉

≥ n + 1. By iteration,

there exists r2, . . . , rn2 ∈ [[n]] such that
∣
∣srn2 (· · · sr2 (sr1(X)) · · · )∣∣ > n2 which

contradicts the fact that X belongs to a<nba<n. ��
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Thanks to this theorem, we now exhibit five transformations of an n-modular
code that preserve the completeness.

Theorem 5. If X is an n-modular code (respectively complete) then

1. For all α and β, the set

τα,β(X) :=
{

ai+α mod nbaj+β mod n : aibaj ∈ X
}

is an n-modular code (respectively complete).
2. For all q prime to n, the set

ρq(X) :=
{

aqi mod nbaqj mod n : aibaj ∈ X
}

is an n-modular code (respectively complete).
3. The set

ι(X) :=
{

an−1−ibaj : aibaj ∈ X
}

is an n-modular code (respectively complete).
4. The dual code δ(X) is an n-modular code (respectively complete).
5. For any r ∈ [[n]], the set sr(X) is an n-modular code (respectively complete).

Proof

1. For any α, β ∈ [[n]], the graph Gmod(τα,β(X)) is equal to the graph Gmod(X).
Thus X is an n-modular code if and only if τα,β(X) is an n-modular code.

2. For any q prime to n, the function that associates to i ∈ [[n]] the integer qi
mod n is a graph isomorphism from Gmod(X) to Gmod(ρq(X)). Thus X is a
code if and only if ρq(X) is a code.

3. If ι(X) is not an n-modular bayonet code then the graph Gmod(ι(X)) contains
the paths

0 −→ i1 −→ i2 −→ · · · im −→ 0

and

0 −→ −i1 mod n −→ −i2 mod n −→ · · · −im mod n −→ 0 ,

for i1, . . . , im ∈ [[n]]. Thus, the graph Gmod(X) contains the path

0 −→ i1 −→ −i2 mod n −→ i3 −→ −i4 mod n −→ · · · −→ 0

which contradicts the fact that X is an n-modular code. We conclude the
proof by contraposition.

4. The graph Gmod(δ(X)) is the graph Gmod(X) with inverted arrows.
5. If X is an n-modular code then, by Lemma 1, sr(X) is an n-modular code.

Let us prove that if |X| = n then for any r ∈ [[n]], |sr(X)| = n. Assume that
|sr(X)| 	= n for r ∈ [[n]] then there exists an r′ ∈ [[n]] such that |sr′(X)| > n
which contradicts Theorem 4.

��
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The author wonders if the following Sands-like statement (a strong version
of Theorem 5.2) is true.

Conjecture 1. If X is a complete n-modular bayonet code then

ϕq(X) :=
{

aqi mod nbaj : aibaj ∈ X
}

is a complete n-modular bayonet code, for all q prime to n.

If this conjecture is true, then one can compute some lower bound for the order
of the letter a, using all the bayonet words. Notice that we already proved the
case q = n − 1 of Conjecture 1 in Theorem 5, indeed ϕq(X) = τ1,0 (ι(X)).

5 Conclusion and Perspectives

We propose three main perspectives. Firstly, we would like to enumerate the
bayonet codes that are non-commutatively equivalent to a prefix code. As we
saw in the Sect. 2, the codes we found look closely related to each other. Secondly,
we wonder if there exists a code non-commutatively equivalent to a prefix code
smaller then the codes (X1–X4). Such a code would necessarily be a non-bayonet
code. Finally, our main perspective is continuing our effort to find whether or
not there exists a bayonet non-commutatively prefix code that is included in a
complete modular bayonet code.

Acknowledgements. The author wants to thank Dominique Perrin for introducing
him to the commutatively prefix conjecture, also his Ph.D. supervisors Samuele Giraudo
and Jean-Christophe Novelli.

References

1. Berstel, J., Perrin, D., Reutenauer, C.: Codes and Automata, vol. 129. Cambridge
University Press, Cambridge (2010)

2. De Felice, C.: A note on the factorization conjecture. Acta Informatica 50(7–8),
381–402 (2013)

3. Hansel, G.: Baionnettes et cardinaux. Discrete Math. 39(3), 331–335 (1982)
4. Perrin, D., Schützenberger, M.-P.: Codes et sous-monöıdes possédant des mots neu-
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Abstract. A k-antipower (for k ≥ 2) is a concatenation of k pairwise
distinct words of the same length. The study of antipower factors of a
word was initiated by Fici et al. (ICALP 2016) and first algorithms for
computing antipower factors were presented by Badkobeh et al. (Inf.
Process. Lett., 2018). We address two open problems posed by Bad-
kobeh et al. Our main results are algorithms for counting and report-
ing factors of a word which are k-antipowers. They work in O(nk log k)
time and O(nk log k + C) time, respectively, where C is the number of
reported factors. For k = o(

√
n/ log n), this improves the time complex-

ity of O(n2/k) of the solution by Badkobeh et al. Our main algorithmic
tools are runs and gapped repeats. We also present an improved data
structure that checks, for a given factor of a word and an integer k, if
the factor is a k-antipower.

Keywords: Antipower · α-gapped repeat · Run (maximal repetition)

1 Introduction

Antipowers are a new type of regularity of words, based on diversity rather than
on equality, that has been recently introduced by Fici et al. in [7,8]. Typical
types of regular words are powers. If equality is replaced by inequality, other
versions of powers are obtained.

Let us assume that x = y1 · · · yk, where k ≥ 2 and yi are words of the same
length d. We then say that:

– x is a k-power if all yi’s are the same;
– x is a k-antipower (or a (k, d)-antipower) if all yi’s are pairwise distinct;
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– x is a weak k-power (or a weak (k, d)-power) if it is not a k-antipower, that
is, if yi = yj for some i �= j;

– x is a gapped (q, d)-square if y1 = yk and q = k − 2.

In the first three cases, the length d is called the base of the power or antipower x.
If w is a word, then by w[i . . j] we denote a word composed of letters

w[i], . . . , w[j] called a factor of w. A factor can be represented in O(1) space
by the indices i and j. Badkobeh et al. [1] considered factors of a word that are
antipowers and obtained the following result.

Fact 1 ([1]). The maximum number of k-antipower factors in a word of length
n is Θ(n2/k), and they can all be reported in O(n2/k) time. In particular, all
k-antipower factors of a specified base d can be reported in O(n) time.

Badkobeh et al. [1] asked for an output-sensitive algorithm that reports all
k-antipower factors in a given word. We present such an algorithm. En route
to enumerating k-antipowers, we (complementarily) find weak k-powers. Also
gapped (q, d)-squares play an important role in our algorithm.

For a given word w, an antipower query (i, j, k) asks to check if a factor
w[i . . j] is a k-antipower. Badkobeh et al. [1] proposed the following solutions:

Fact 2 ([1]). Antipower queries can be answered (a) in O(k) time with a data
structure of size O(n); (b) in O(1) time with a data structure of size O(n2).

In either case, answering n antipower queries using Fact 2 requires Ω(n2)
time in the worst case. We show a trade-off between the data structure space
and query time that allows answering any n antipower queries more efficiently.

Our Results. Our first main result is an algorithm that computes the number
C of factors of a word of length n that are k-antipowers in O(nk log k) time and
reports all of them in O(nk log k + C) time. We assume an integer alphabet
{1, . . . , nO(1)}.

Our second main result is a construction in O(n2/r) time of a data structure
of size O(n2/r), for any r ∈ {1, . . . , n}, which answers antipower queries in O(r)
time. Thus, any n antipower queries can be answered in O(n

√
n) time and space.

Structure of the Paper. Our algorithms are based on a relation between
weak powers and two notions of periodicity of words: gapped repeats and runs.
In Sect. 2, we recall important properties of these notions. Section 3 shows a
simple algorithm that counts k-antipowers in a word of length n in O(nk3)
time. In Sect. 4, it is improved in three steps to an O(nk log k)-time algorithm.
Finally, algorithms for reporting k-antipowers and answering antipower queries
are presented in Sect. 5. Omitted proofs can be found in the full version [10].

2 Preliminaries

The length of a word w is denoted by |w| and the letters of w are numbered
0 through |w| − 1, with w[i] representing the ith letter. Let [i . . j] denote the
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integer interval {i, i+1, . . . , j} and [i . . j) denote [i . . j−1]. By w[i . . j] we denote
the factor w[i] · · · w[j]; if i > j, it denotes the empty word. Let us further denote
w[i . . j) = w[i . . j − 1]. We say that p is a period of the word w if w[i] = w[i + p]
holds for all i ∈ [0 . . |w| − p).

An α-gapped repeat γ (for α ≥ 1) in a word w is a factor uvu of w such that
|uv| ≤ α|u|. The two occurrences of u are called arms of the α-gapped repeat
and |uv|, denoted per(γ), is called the period of the α-gapped repeat. Note that
an α-gapped repeat is also an α′-gapped repeat for every α′ > α. An α-gapped
repeat is called maximal if its arms can be extended simultaneously with the
same character neither to the right nor to the left. In short, we call maximal α-
gapped repeats α-MGRs and the set of α-MGRs in a word w is further denoted
by MGRepsα(w). The first algorithm for computing α-MGRs was proposed by
Kolpakov et al. [12]. It was improved by Crochemore et al. [6], Tanimura et
al. [14], and finally Gawrychowski et al. [9], who showed the following result.

Fact 3 ([9]). For a word w of length n and a parameter α, the set MGRepsα(w)
satisfies |MGRepsα(w)| ≤ 18αn, and it can be computed in O(nα) time.

A run (a maximal repetition) in a word w is a triple (i, j, p) such that w[i . . j]
is a factor with the smallest period p, 2p ≤ j−i+1, that can be extended neither
to the left nor to the right preserving the period p. Its exponent e is defined as
e = (j − i + 1)/p. Kolpakov and Kucherov [11] showed that a word of length n
has O(n) runs, with sum of exponents O(n), and that they can be computed in
O(n) time. Bannai et al. [2] recently refined these combinatorial results.

Fact 4 ([2]). A word of length n has at most n runs, and the sum of their
exponents does not exceed 3n. All these runs can be computed in O(n) time.

A generalized run in a word w is a triple γ = (i, j, p) such that w[i . . j] is a
factor with a period p, not necessarily the shortest one, 2p ≤ j − i + 1, that can
be extended neither to the left nor to the right preserving the period p. By per(γ)
we denote p, called the period of the generalized run γ. The set of generalized
runs in a word w is denoted by GRuns(w).

A run (i, j, p) with exponent e corresponds to
⌊

e
2

⌋
generalized runs (i, j, p),

(i, j, 2p), (i, j, 3p), . . . , (i, j,
⌊

e
2

⌋
p). By Fact 4, we obtain the following

Corollary 5. For a word w of length n, the set GRuns(w) can be computed in
O(n) time and it satisfies |GRuns(w)| ≤ 1.5n.

Our algorithm uses a relation between weak powers, α-MGRs, and general-
ized runs; see Fig. 1 for an example presenting the interplay of these notions.

An interval representation of a set X of integers is

X = [i1 . . j1] ∪ [i2 . . j2] ∪ · · · ∪ [it . . jt],

where i1 ≤ j1, j1 +1 < i2, i2 ≤ j2, . . . , jt−1 +1 < it, it ≤ jt; the value t is called
the size of the representation. The following simple lemma allows implementing
unions on interval representations. Its proof can be found in the full version.
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c c c a b a b a c b a b b a c b

* * * * b a b a
* * a b a b * *
* * b a b a * *
a b a b * * * *
b a b a * * * *

a b a c b a b bantipower

b a * * * * b a
a c * * * * a c
c b * * * * c b

c c c a b a b a c b a b b a c b

* * * b a c * * * b a c
* * * a c b * * * a c b

Fig. 1. To the left: all weak (4, 2)-powers and one (4, 2)-antipower in a word of length
16. An asterisk denotes any character. The first five weak (4, 2)-powers are generated
by the run ababa with period 2, and the last three are generated by the 1.5-MGR
bacb ab bacb, whose period (6) is divisible by 2. To the right: all weak (4, 3)-powers in
the same word are generated by the same MGR because its period is a multiple of 3.

Lemma 6. Assume that X1, . . . ,Xr are non-empty families of subintervals of
[0 . . n). The interval representations of

⋃ X1,
⋃ X2, . . . ,

⋃ Xr can be computed in
O(n + m) time, where m is the total size of the families Xi.

Let J be a family of subintervals of [0 . . m), initially empty. Let us consider
the following operations on J , where I is an interval: insert(I): J := J ∪ {I};
delete(I): J := J \ {I} for I ∈ J ; and count, which returns |⋃ J |. It is
folklore knowledge that all these operations can be performed efficiently using a
static range tree (sometimes called a segment tree; see [13]). In the full version,
we prove the following lemma for completeness.

Lemma 7. There exists a data structure of size O(m) that, after O(m)-time
initialization, handles insert and delete in O(log m) time and count in
O(1) time.

Let us introduce another operation report that returns all elements of the set
A = [0 . . m) \ ⋃ J . We also show in the full version that a static range tree can
support this operation efficiently.

Lemma 8. There exists a data structure of size O(m) that, after O(m)-time ini-
tialization, handles insert and delete in O(log m) time and report in O(|A|)
time.

3 Compact Representation of Weak k-powers

Let us denote by Squares(q, d) the set of starting positions of occurrences of
gapped (q, d)-squares in the input word w.

We say that an occurrence at position i of a gapped (q, d)-square is generated
by a gapped repeat uvu if the gapped repeat has period p = (q + 1)d and
w[i . . i + d), w[i + p . . i + p + d) are contained in the first arm and in the
second arm of the gapped repeat, respectively; cf. Fig. 2. In other words, u =
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u

d

v
u

dq · d

Fig. 2. An occurrence of a gapped (q, d)-square generated by a gapped repeat with
period (q + 1)d. Gray rectangles represent equal words.

u1u2u3, |u2| = d, |u3vu1| = qd, and uvu starts in the input word at position
i − |u1|.

An occurrence in w of a (q, d)-square is generated by a generalized run with
period p = (q + 1)d if it is fully contained in this generalized run. See Fig. 3 for
a concrete example. The proof of the following lemma is in the full version.

b a b b a c a a b b a c a a b b a c a a b b a c a a b b a c c

Fig. 3. An occurrence of a gapped (2, 4)-square acaa bbac aabb acaa generated by a
generalized run with period 12. Note that the generalized run has its origin in a run
with period 6 (depicted below) that itself does not generate this gapped square.

Lemma 9.

(a) Every gapped (q, d)-square is generated by a (q+1)-MGR with period (q+1)d
or by a generalized run with period (q + 1)d.

(b) Each gapped repeat and each run γ with period (q + 1)d generates a single
interval of positions where gapped (q, d)-squares occur, denoted Squares
(q, d, γ) (see Fig. 4). Moreover, this interval can be computed in constant
time.

d

u
v

u

d

Fig. 4. An interval, represented as a sequence of four consecutive positions (black dots),
of starting positions of occurrences of gapped (q, d)-squares generated by a gapped
repeat with period (q + 1)d.
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Let us denote Chaink(q, d, i) = { i, i−d, i− 2d, . . . , i− (k − q − 2)d }. This defi-
nition can be extended to intervals I. To this end, let us introduce the operation
I � r = { i − r : i ∈ I } and define

Chaink(q, d, I) = I ∪ (I � d) ∪ (I � 2d) ∪ · · · ∪ (I � (k − q − 2)d).

This set is further referred to as an interval chain; it can be stored in O(1) space.
We denote by WeakPowk(d) the set of starting positions in w of weak (k, d)-

powers. A chain representation of a set of integers is its representation as a union
of interval chains. The size of the chain representation is the number of chains.
The following lemma shows how to compute small chain representations of the
sets WeakPowk(d).

Lemma 10.

(a) WeakPowk(d) =
⋃k−2

q=0

⋃
i∈Squares(q,d) Chaink(q, d, i) ∩ [0 . . n − kd].

(b) WeakPowk(d) =
⋃k−2

q=0

⋃{Chaink(q, d, I) : γ ∈ MGRepsq+1(w)∪GRuns(w),
where per(γ) = (q + 1)d and I = Squares(q, d, γ) } ∩ [0 . . n − kd].

(c) For d = 1, . . . , 
n/k�, the sets WeakPowk(d) have chain representations of
total size O(nk2) which can be computed in O(nk2) time.

Proof. As for point (a), x = y1 · · · yk for |y1| = · · · = |yk| = d is a weak
(k, d)-power if and only if yi · · · yj is a gapped (j − i − 1, d)-square for some
1 ≤ i < j ≤ k. Conversely, a gapped (q, d)-square occurring at position i implies
occurrences of weak (k, d)-powers at positions in the set Chaink(q, d, i), limited
to the interval [0 . . n − kd] due to the length constraint; see Fig. 5.

The formula in (b) follows from point (a) by Lemma 9. Indeed, Lemma 9(a)
shows that every gapped (q, d)-square is generated by a (q+1)-MGR with period
(q +1)d or a generalized run with period (q +1)d. By Lemma 9(b), the starting
positions of all such gapped squares that are generated by an MGR or a gen-
eralized run γ form an interval I = Squares(q, d, γ). Hence, it yields an interval
chain Chaink(q, d, I) of starting positions of weak (k, d)-powers by point (a).

Finally, we obtain point (c) by applying the formula from point (b) to com-
pute the chain representations of sets WeakPowk(d) for all d = 1, . . . , 
n/k�.
This is also shown in the first part of the SimpleCount algorithm, where the
resulting chain representations are denoted as Cd. The total number of interval

d d
q · d

ii− di− 2di− (k − q − 2)d

k · d

. . .

Fig. 5. The fact that i ∈ Squares(q, d) is a witness of inclusion (Chaink(q, d, i) ∩ [0 . . n−
kd]) ⊆ WeakPowk(d).
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Algorithm 1. SimpleCount(w, n, k)

(Cd)
�n/k�
d=1 := (∅, . . . , ∅)

for q := 0 to k − 2 do
foreach (q + 1)-MGR or generalized run γ in w do

p := per(γ)
if (q + 1) | p then

d := p
q+1

I := Squares(q, d, γ)
Cd := Cd ∪ {Chaink(q, d, I) }

antipowers := 0
for d := 1 to �n/k	 do

WeakPowk(d) := (
⋃ Cd) ∩ [0 . . n − kd]

antipowers := antipowers + (n − kd + 1) − |WeakPowk(d)|
return antipowers

chains in these representations is O(nk2) because, for each q ∈ [0 . . k − 2], the
number of (q + 1)-MGRs and generalized runs γ is bounded by O(nk) due to
Facts 3 and 4, respectively. �

Lemma 10 lets us count k-antipowers by computing the size of the comple-
mentary sets WeakPowk(d). Thus, we obtain the following preliminary result.

Proposition 11. The number of k-antipower factors in a word of length n can
be computed in O(nk3) time.

Proof. See Algorithm 1. We use Lemma 10, points (b) and (c), to express the
sets WeakPowk(d) for all d = 1, . . . , 
n/k� as a union of O(nk2) interval chains.
That is, the total size of the sets Cd is O(nk2). Each of the interval chains
consists of at most k intervals. Hence, Lemma 6 can be applied to compute
interval representations of the sets WeakPowk(d) in O(nk3) total time. Finally,
the size of the complement of the set WeakPowk(d) (in [0 . . n − kd]) is the
number of (k, d)-antipowers. �

Next, we improve the time complexity of this algorithm to O(nk log k).

4 Counting k-antipowers in O(nk log k) Time

We improve the algorithm SimpleCount threefold. First, we show that the chain
representation of weak k-powers actually consists of only O(nk) chains. Then,
instead of processing the chains by their interval representations, we introduce a
geometric interpretation that reduces the problem to computing the area of the
union of O(nk) axis-aligned rectangles. This area could be computed directly in
O(nk log n) time, but we improve this complexity to O(nk log k) by exploiting
properties of the dimensions of the rectangles.
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4.1 First Improvement of SimpleCount

First, we improve the O(nk2) bounds of Lemma 10(c). By inspecting the struc-
ture of MGRs, we actually show that the formula from Lemma 10(b) generates
only O(nk) interval chains. A careful implementation lets us compute such a
chain representation in O(nk) time.

We say that an α-MGR for integer α with period p is nice if α | p and
p ≥ 2α2. Let NMGRepsα(w) denote the set of nice α-MGRs in the word w. The
following lemma provides a combinatorial foundation of the improvement.

Lemma 12. For a word w of length n and an integer α > 1, |NMGRepsα(w)| ≤
54n.

Proof. Let us consider a partition of the word w into blocks of α letters (the final
n mod α letters are not assigned to any block). Let uvu be a nice α-MGR in w.
We know that 2α2 ≤ |uv| ≤ α|u|, so |u| ≥ 2α. Now, let us fit the considered
α-MGR into the structure of blocks. Since α | |uv|, the indices in w of the
occurrences of the left and the right arm are equal modulo α. We shrink both
arms to u′ such that u′ is the maximal inclusion-wise interval of blocks which is
encompassed by each arm u. Then, let us expand v to v′ so that it fills the space
between the two occurrences of u′.

Let us notice that |uv| = |u′v′|. Moreover, |u′| ≥ 1
3 |u| since u encompasses at

least one full block of w. Consequently, |u′v′| ≤ 3α|u′|.
Let t be a word whose letters correspond to whole blocks in w and u′′, v′′ be

factors of t that correspond to u′ and v′, respectively. We have |u′′| = |u′|/α and
|v′′| = |v′|/α, so u′′v′′u′′ is a 3α-gapped repeat in t. It is also a 3α-MGR because
it can be expanded by one block neither to the left nor to the right, as it would
contradict the maximality of the original nice α-MGR. This concludes that every
nice α-MGR in w has a corresponding 3α-MGR in t. Also, every 3α-MGR in t
corresponds to at most one nice α-MGR in w, as it can be translated into blocks
of w and expanded in a single way to a 3α-MGR (that can happen to be a nice
α-MGR).

We conclude that the number of nice α-MGRs in w is at most the number
of 3α-MGRs in t. As |t| ≤ n/α, due to Fact 3 the latter is at most 54n. �
Lemma 13. For d = 1, . . . , 
n/k�, the sets WeakPowk(d) have chain represen-
tations of total size O(nk) which can be computed in O(nk) time.

Proof. The chain representations of sets WeakPowk(d) are computed for d <
2k − 2 and for d ≥ 2k − 2 separately.

From Fact 1, we know that all (k, d)-antipowers can be found in O(n) time.
This lets us compute the set WeakPowk(d) (and its trivial chain representation)
in O(n) time. Across all d < 2k − 2, this gives O(nk) chains and O(nk) time.

Henceforth we consider the case that d ≥ 2k − 2. Let us note that if a
gapped (q, d)-square with d ≥ 2(q + 1) is generated by a (q + 1)-MGR, then this
(q + 1)-MGR is nice. Indeed, by Lemma 9(a) this (q + 1)-MGR has period p =
(q+1)d ≥ 2(q+1)2. This observation lets us express the formula of Lemma 10(b)
for d ≥ 2k − 2 equivalently using NMGRepsq+1(w) instead of MGRepsq+1(w).
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By Fact 4 and Lemma 12, for every q we have only |NMGRepsq+1(w) ∪
GRuns(w)| = O(n) MGRs and generalized runs to consider. Hence, the total
size of chain representations of sets WeakPowk(d) for d ≥ 2k − 2 is O(nk) as
well. The last piece of the puzzle is the following claim, proved in the full version.

Claim. The sets NMGRepsα(w) for α ∈ [1 . . k − 1] can be built in O(nk) time.

This concludes the proof. �

(a) I = [21 . . 23], q = 0 6 7 8 11 12 13 16 17 18 21 22 23

(b) I = [19 . . 21], q = 1 9 10 11 14 15 16 19 20 21

(c) I = [13 . . 20], q = 2 8 9 10 11 12 13 14 15 13 14 15 16 17 18 19 20

(d) I = [31 . . 33], q = 0 16 17 18 21 22 23 26 27 28 31 32 33

0 1 2 3 4

5 6 7 8 9

10 11 12 13 14

15 16 17 18 19

20 21 22 23 24

25 26 27

0 1 2 3 4

5 6 7 8 9

10 11 12 13 14

15 16 17 18 19

20 21 22 23 24

25 26 27

0 1 2 3 4

5 6 7 8 9

10 11 12 13 14

15 16 17 18 19

20 21 22 23 24

25 26 27

0 1 2 3 4

5 6 7 8 9

10 11 12 13 14

15 16 17 18 19

20 21 22 23 24

25 26 27

(a) (b) (c) (d)

Fig. 6. Examples of decompositions of various interval chains Chaink(q, d, I) into
orthogonal rectangles in the grid Gd for d = 5, k = 5, n = 52.

4.2 Second Improvement of SimpleCount

We reduce the problem to computing unions of sets of orthogonal rectangles
with bounded integer coordinates.

For a given value of d, let us fit the integers from [0 . . n − kd] into the cells
of a grid of width d so that the first row consists of numbers 0 through d − 1,
the second of numbers d to 2d − 1, etc. Let us call this grid Gd. A proof of the
following lemma can be found in the full version. The main idea is shown in
Fig. 6.

Lemma 14. The set Chaink(q, d, I) is a union of O(1) orthogonal rectangles in
Gd, each of height at most k or width exactly d. The coordinates of the rectangles
can be computed in O(1) time.

Thus, by Lemma 13, our problem reduces to computing the area of unions of
rectangles in subsequent grids Gd. In total, the number of rectangles is O(nk).
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4.3 Third Improvement of SimpleCount

Assume that r axis-aligned rectangles in the plane are given. The area of their
union can be computed in O(r log r) time using a classic sweep line algorithm
(see Bentley [4]). This approach would yield an O(nk log n)-time algorithm for
counting k-antipowers. We refine this approach in the case that the rectangles
have bounded height or maximum width and their coordinates are bounded.

Lemma 15. Assume that r axis-aligned rectangles in [0 . . d]2 with integer coor-
dinates are given, each rectangle of height at most k or width exactly d. The area
of their union can be computed in O(r log k + d) time and O(r + d) space.

Proof. We assume first that all rectangles have height at most k.
Let us partition the plane into horizontal strips of height k. Thus, each of

the rectangles is divided into at most two. The algorithm performs a sweep line
in each of the strips. Let the sweep line move from left to right. The events in
the sweep correspond to the left and right sides of rectangles. The events can
be sorted left-to-right, across all strips simultaneously, in O(r + d) time using
bucket sort [5]. For each strip, the sweep line stores a data structure that allows
insertion and deletion of intervals with integer coordinates in [0 . . k] and querying
for the total length of the union of the intervals that are currently stored. This
corresponds to the operations of the data structure from Lemma 7 for m = k
(with elements corresponding to unit intervals), which supports insertions and
deletions in O(log k) time and queries in O(1) time after O(k)-time preprocessing
per strip. The total preprocessing time is O(d) and, since the total number of
events in all strips is at most 2r, the sweep works in O(r log k) time.

Finally, let us consider the width-d rectangles. Each of them induces a ver-
tical interval on the second component. First, in O(r + d) time the union S
of these intervals represented as a union of pairwise disjoint maximal intervals
can be computed by bucket sorting the endpoints of the intervals. Then, each
maximal interval in S is partitioned by the strips and the resulting subintervals
are inserted into the data structures of the respective strips before the sweep. In
total, at most 2r + d/k additional intervals are inserted so the time complexity
is still O((r + d/k) log k + d) = O(r log k + d). �

We arrive at the main result of this section.

Theorem 16. The number of k-antipower factors in a word of length n can be
computed in O(nk log k) time and O(nk) space.

Proof. We use Lemma 13 to express the sets WeakPowk(d) for d = 1, . . . , 
n/k�
as sums of O(nk) interval chains. This takes O(nk) time. Each chain is rep-
resented on the corresponding grid Gd as the union of a constant number of
rectangles using Lemma 14. This gives O(nk) rectangles in total on all the grids
Gd, each of height at most k or width exactly d, for the given d.

As the next step, we renumber the components in the grids by assigning
consecutive numbers to the components that correspond to rectangle vertices.
This can be done in O(nk) time, for all the grids simultaneously, using bucket
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sort [5]. The new components store the original values. After this transforma-
tion, rectangles with height at most k retain this property and rectangles with
width d have maximal width. Let the maximum component in the grid Gd after
renumbering be equal to Md and the number of rectangles in Gd be Rd; then∑

d Rd = O(nk) and
∑

d Md = O(nk).
As the final step, we apply the algorithm of Lemma 15 to each grid to compute

|WeakPowk(d)| as the area of the union of the rectangles in the grid. One can
readily verify that it can be adapted to compute the areas of the rectangles in
the original components. The algorithm works in O(

∑
d Rd log k +

∑
d Md) =

O(nk log k) time. In the end, the number of (k, d)-antipower factors equals n −
kd + 1 − |WeakPowk(d)|. �

5 Reporting Antipowers and Answering Queries

The same technique can be used to report all k-
antipower factors. In the grid representation, they cor-
respond to grid cells of Gd that are not covered by any
rectangle, as shown in the figure to the right. Hence,
in Lemma 15, instead of computing the area of the
rectangles with the aid of Lemma 7, we need to report
all grid cells excluded from rectangles using Lemma 8.
The computation takes O(r log k+d+Cd) time where
Cd is the number of reported cells. By plugging this
routine into the algorithm of Theorem16, we obtain

Theorem 17. All factors of a word of length n being k-antipowers can be com-
puted in O(nk log k + C) time and O(nk) space, where C is the output size.

Finally, we present our data structure for answering antipower queries that
introduces a smooth trade-off between the two data structures of Badkobeh et
al. [1] (see Fact 2). Let us recall that an antipower query (i, j, k) asks to check
if a factor w[i . . j] of the word w is a k-antipower.

Theorem 18. Assume that a word of length n is given. For every r ∈ [1 . . n],
there is a data structure of size O(n2/r) that can be constructed in O(n2/r) time
and answers antipower queries in O(r) time.

Proof. Let w be a word of length n and let r ∈ [1 . . n]. If an antipower query
(i, j, k) satisfies k ≤ r, we answer it in O(k) time using Fact 2(a). This is always
O(r) time, and the data structure requires O(n) space.

Otherwise, if w[i . . j] is a k-antipower, then its base is at most n/r. Our data
structure will let us answer antipower queries for every such base in O(1) time.

Let us consider a positive integer b ≤ n/r. We group the factors of w of
length b by the remainder modulo b of their starting position. For a remainder
g ∈ [0 . . b − 1] and index i ∈ [0 . .

⌊
n − g

b

⌋
), we store, as Ab

g[i], the smallest index
j > i such that w[jb+g . . j(b+1)+g) = w[ib+g . . i(b+1)+g) (j = ∞ if it does
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not exist). We also store a data structure for range minimum queries over Ab
g

for each group; it uses linear space, takes linear time to construct, and answers
queries in constant time (see [3]). The tables take O(n) space for a given b, which
gives O(n2/r) in total. They can also be constructed in O(n2/r) total time, as
shown in the following claim (for a proof, see the full version).

Claim. The tables Ab
g for all b ∈ [1 . . m] and g ∈ [0 . . b − 1] can be constructed

in O(nm) time.

Given an antipower query (i, j, k) such that (j − i + 1)/k = b, we set

g = i mod b, i′ =
⌊

i
b

⌋
, j′ =

⌊
j +1

b

⌋ − 2,

and ask a range minimum query on Ab
g[i

′], . . . , Ab
g[j

′]. Then, w[i . . j] is a k-
antipower if and only if the query returns a value that is at least j′ + 2. �
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Abstract. We investigate the maximum number of distinct palindromic
sub-arrays in a two-dimensional finite word over a finite alphabet Σ. For
any finite array in Σm×n, we find an upper bound for the number of
distinct palindromic sub-arrays and improve it by giving a tight bound
on the maximum number of distinct palindromes in an array in Σ2×n

for |Σ| = 2. We then, propose a better upper bound for any finite array
in Σm×n.

Keywords: Combinatorics on words · Two-dimensional words ·
2D palindromes · Maximum palindromes

1 Introduction

Identification of palindromes in sequences plays a major role in various fields like
biology, modeling quasi-crystals, string matching, Diophantine approximation
etc. due to their symmetrical structure. The study of palindromes includes rich
words (containing the maximum number of distinct palindromes), palstars (prod-
uct of even length palindromes), anti-palindromes etc. [8,14,21]. Palindrome-
based languages were proved to be linear-time recognizable in [10,18].

Several authors have studied the total palindrome complexity (number of
distinct palindromic factors) of finite 1D words and have given lower and upper
bounds on the number of palindromes in finite and infinite (1D) words [4,8,9].
An upper bound for the palindrome complexity of a sequence in terms of its
factor complexity was given in [1]. The factor complexity function is the number
of distinct factors of a given length in a given sequence. The notion of complexity
was extended to two-dimensional (2D) words over a finite alphabet in [2]. The
complexity function pw(m,n) that counts the number of different rectangles in
Σm×n that are factors of the two-dimensional sequence w is a two-dimensional
analogue of the factor complexity.

In this paper, we give an upper bound on the number of distinct 2D palin-
dromes in any given array. Two-dimensional palindromes were introduced by
Berthé et al. [5] in order to characterize 2D Sturmian sequences in terms of 2D
palindromes. It has applications in data compression, face recognition, pattern
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recognition to name a few [7,15,17]. A relation between 2D palindromes and
2D primitive words was studied in [19]. In [3], authors gave numerical values
concerning palindrome complexity of two-row binary arrays of smaller size. An
algorithm for finding the maximal 2D palindromes was given in [12].

In this paper, we investigate the maximum number of distinct 2D palindromic
sub-arrays in any finite word in Σm×n, m, n ≥ 2. In Sect. 3, we find an upper
bound for this number. In Sect. 4, we improve the bound by proving the fact
that for |Σ| = 2, the maximum number of distinct palindromes in a word in
Σ2×n, n ≥ 2, is equal to 2n + �n

2 � − 1. We later give an estimate of a better
upper bound for a word in Σm×n in Sect. 5.

2 Basic Definitions and Notations

An alphabet Σ is a finite non-empty set of symbols. A 1-dimensional (1D) finite
word w = [ai]1≤i≤n over the alphabet Σ is defined to be a finite string of letters
where w = a1a2a3 · · · an and ai ∈ Σ. The length of a word w is the number of
symbols in w and is denoted by |w|. Let Σ∗ denote the set of all words over Σ
including the empty word λ. Let Σ+ be the set of all non-empty words over Σ.
The reversal of w = a1a2 · · · an is defined to be the string wR = an · · · a2a1. We
denote by Alph(w), the set of all sub-strings of w of length 1. A word w is said
to be a palindrome (or a 1D palindrome) if w = wR. The palindrome complexity
P (w) is the number of distinct non-empty palindromic factors in the 1D word w
and PAL(w) is the set of all distinct non-empty palindromic factors of w. For
all other concepts in formal language theory and combinatorics on words, the
reader is referred to [16,20].

2.1 Two-Dimensional Arrays

We recall certain basic notions and some basic properties pertaining to two-
dimensional word concepts. For more information, we refer the reader to [5,11,
13]. We denote by Σm×n, the set of all m × n rectangular arrays of elements
chosen from the alphabet Σ. A factor of w is a sub-array (or sub-word or sub-
block) of w and if w is a finite 2D word, then factors of w are in Σs×t where
1 ≤ s ≤ m, 1 ≤ t ≤ n. In the case of 2D words, we use λ to denote the empty
word. The set of all 2D (rectangular) words including the empty word λ over Σ
is denoted by Σ∗∗ whereas, Σ++ is the set of all non-empty 2D words over Σ.
Note that, the words in Σm×0 and Σ0×n are not defined.

Definition 1. Let u = [ui,j ]1≤i≤m1,1≤j≤n1 ∈ Σm1×n1 and [vi,j ]1≤i≤m2,1≤j≤n2 ∈
Σm2×n2 .

1. The column concatenation of u and v (denoted by �) is a partial operation,
defined if m1 = m2 = m, and it is given by

u � v =

u1,1 · · · u1,n1 v1,1 · · · v1,n2

...
. . .

...
...

. . .
...

um,1 · · · um,n1 vm,1 · · · vm,n2
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2. The row concatenation of u and v (denoted by �) is a partial operation defined
if n1 = n2 = n, and it is given by

u � v =

u1,1 · · · u1,n

...
. . .

...
um1,1 · · · um1,n

v1,1 · · · v1,n
...

. . .
...

vm2,1 · · · vm2,n

It is clear that the operations of row and column concatenation are associative
but not commutative. Moreover, the column and row concatenation of u and the
empty word λ is always defined and λ is a neutral element for both the operations.

In [2], prefix of a 2D word w is defined to be a rectangular sub-array that
contains one corner of w, whereas suffix of w is defined to be a rectangular sub-
array that contains the diagonally opposite corner of w. However, in this paper,
we consider prefix of a 2D word w (defined in [19]) to be a rectangular sub-
array that contains the top left corner of w, and suffix of w to be a rectangular
sub-array that contains the bottom right corner of w. Formally,

Definition 2. Given u ∈ Σ∗∗, v ∈ Σ∗∗ is said to be a prefix of u (respectively,
suffix of u), denoted by v ≤p u (respectively v ≤s u) if u = (v � x) � y or
u = (v � x) � y (respectively, u = y � (x � v) or u = y � (x � v)) for x, y ∈ Σ∗∗.

Definition 3. Let w = [wij ]1≤i≤m,1≤j≤n ∈ Σm×n.

1. The reverse image of w, denoted by wR = [wm−i+1,n−j+1]1≤i≤m,1≤j≤n.

wR =

wm,n wm,n−1 · · · wm,1

wm−1,n wm−1,n−1 · · · wm−1,1

...
...

. . .
...

w1,n w1,n−1 · · · w1,1

2. The transpose of w, denoted by wT = [uij ]1≤i≤n,1≤j≤m such that uij = wji.

wT =

w1,1 w2,1 · · · wm,1

w1,2 w2,2 · · · wm,2

...
...

. . .
...

w1,n w2,n · · · wm,n

If w = wR, then w is said to be a two-dimensional palindrome [5,12]. We call
a palindrome in Σm×n to be an m × n palindrome. By P2d(w), we denote the
number of all non-empty distinct 2D palindromic sub-arrays in w and PAL2d(w)
is the set of all non-empty palindromic sub-arrays of the 2D word w. For example,

if Σ = {a, b, c}, then w =
a b c a
b c c b
a c b a

is a 3 × 4 palindrome over Σ.

We use the following notion of horizontal and vertical palindromes.
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Definition 4. Let w ∈ Σm×n.

1. The horizontal palindromes of w are the 1 × i palindromic sub-arrays of w,
where 1 ≤ i ≤ n.

2. The vertical palindromes of w are the j × 1 palindromic sub-arrays of w,
where 2 ≤ j ≤ m.

Throughout the paper, by the number of palindromes, we simply refer to
the number of non-empty distinct palindromic sub-arrays counted without
repetition.

3 Maximum Number of Palindromes in 2D Words
over an Arbitrary Alphabet

In this section, we find an upper bound for the number of palindromes in a word
w ∈ Σm×n with the convention that m, n ≥ 2.

Let w ∈ Σm×n such that |Alph(w)| = 1. Note that w is of the form (am�)n�

and it has exactly mn palindromes. Therefore, we have the following observation.

Proposition 5. A unary word in Σm×n where m ≥ 1, n ≥ 1, has exactly mn
palindromes.

Now, consider the 2D word w =
a b b a
a b a b

. Then, P2d(w) = 9 as PAL2d(w) =

{a, b, bb, aba, bab, abba, a � a, b � b, ba � ab}. Hence, we infer that in the case of a
non-unary word, the number of palindromes in a word in Σm×n can be greater
than mn. We find a loose upper bound for this using the following Lemma.

Lemma 6. Let w ∈ Σm×n, m, n ≥ 2, and y = (a1 � a2 · · · � am), ai ∈ Σ.
Then, w � y and y � w create at most one extra distinct m × t palindrome for
t ≥ 1 .

Proof. Let w ∈ Σm×n, m, n ≥ 2 and y = (a1 � a2 · · · � am), ai ∈ Σ for each
i. Assume, for the sake of contradiction that, a m × r and a m × s palindrome
where r < s, r ≥ 1 are created on the concatenation of w = [wi,j ] and y. Then,

w � y =

w1,1 · · · w1,n−s+1 am · · · w1,n−r+1 am · · · w1,n a1

w2,1 · · · w2,n−s+1 am−1 · · · w2,n−r+1 am−1 · · · w2,n a2

...
...

...
...

wm,1 · · · wm,n−s+1 a1 · · · wm,n−r+1 a1 · · · wm,n am

We only prove for the case when m is odd, as the case when m is even is similar.
If m is odd, then the m × r palindrome created is

u1 � u2 · · · � u�m
2 � � (ααR) � uR

�m
2 � · · · � uR

2 � uR
1
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where each ui, 1 ≤ i ≤ �m
2 �, and ααR are rows of the m × r palindromic suffix

of w � y. Now, let p1 be the newly created m × s palindrome. Then,

p1 = β1u1 � · · · � β�m
2 �u�m

2 � � (βααR) � βR
�m

2 �u
R
�m

2 � · · · � βR
1 uR

1

where each βiui, 1 ≤ i ≤ �m
2 �, and βααR are rows of the m × s palindromic

suffix of w � y. Now, consider

pR1 = u1β1 · · · � u�m
2 �β�m

2 � � (ααRβ) � uR
�m

2 �β
R
�m

2 � · · · � uR
1 βR

1 .

It has u1 � u2 · · · � u�m
2 � � (ααR) � uR

�m
2 � · · · � uR

2 � uR
1 as its m × r prefix.

Hence, we conclude that the m× r palindrome is present as a prefix of the m×s
palindrome. Hence, concatenation of w and (a1 � a2 · · · � am), ai ∈ Σ for all i
creates at most one extra distinct m × t palindrome for t ≥ 1. �	
We recall the following result from [4].

Proposition 7. The total palindrome complexity P (w) of any finite 1D word w
satisfies P (w) ≤ |w|.
Hence, one can conclude that concatenation of a letter to a 1D word can create
at most one extra palindrome. We have an immediate Corollary to Lemma 6
and Proposition 7.

Corollary 8. Let w ∈ Σ2×n, n ≥ 1. Then, the word w�(a1�a2) and
(a1�a2)�w where a1, a2 ∈ Σ create at most 3 extra palindromes i.e. at most 2
horizontal and at most one 2 × t palindrome for t ≥ 1.

Remark 9. Based on Corollary 8, one can observe that the number of palin-
dromes in a word in Σ2×n, n ≥ 2, is at most 3n.

We show (Lemma 10) the existence of a word wn ∈ Σ2×n such that P2d(wn) > 2n
for all n ≥ 4. We recall the definition [6] of the fractional power of a 1D word u

of length q denoted by u( p
q ) which is the prefix of length p of up. For example,

for a word w = aba, w( 5
3 ) = abaab.

Consider the word x = (ab)(
k
2 ) ∈ Σ+ and u = xxR, v = (ab)k. Let w2k =

u � v ∈ Σ2×2k. Let w2k−1 be the word in Σ2×(2k−1) obtained by the removal of
the last column from w2k.

Lemma 10. There exists a word wn, n ≥ 3 in Σ2×n, with P2d(wn) > 2n.

Examples of such words are w8 =
ababbaba
abababab

and w9 =
ababaabab
ababababa

.

Remark 11. It can be easily observed that the word wn, n ≥ 3, constructed in
Lemma 10, has exactly 2n + �n

2 � − 1 palindromes.

Consider a word u = u1 � u2 � · · · � un ∈ Σ2×n, n ≥ 4, such that P2d(u) ≥
P2d(w) for all words w ∈ Σ2×n. Then, by Lemma 10, P2d(u) > 2n. Now, u
can be considered as a 1D word over the alphabet of columns A such that
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A = {u1, u2, · · · un}. For example, for the word u =
abbabb
babbaa

, A =
{

a
b
,
b
a
,
b
b

}
. Then

by Proposition 7, we have P (u) ≤ n over A. We show that P (u) ≤ n − 1 over
A. Note that all the 2 × t palindromes of u for t ≥ 1, are horizontal palindromes
of u over A. If u has n palindromes over A, it can be observed by Corollary 8
and Proposition 7 that every alphabet of u over A must create one extra distinct

palindrome. Hence, A =
{

a1

a1
: a1 ∈ Σ

}
. This implies that both the rows of u

considered as a 2D word over Σ are same. Hence, there are at most n horizontal
palindromes in u over Σ. Thus, over Σ,

P2d(u) =[# of horizontal palindromes of u over Σ]
+ [# of horizontal palindromes of u over A] ≤ 2n

which is a contradiction. Hence, the number of 2 × t palindromes for t ≥ 1 in u
is at most (n − 1). Now, consider the following Lemma.

Lemma 12. Let w = w1 � w2 ∈ Σ2×n, n ≥ 1. If |Alph(w1)| = 1 or
|Alph(w2)| = 1, then P2d(w) ≤ 2n.

Proof. We prove the result by induction on n. For n = 1, the word is of the
form a � a1, a1 ∈ Σ and the statement holds true. Let the result be true for
n = k − 1. Assume that w ∈ Σ2×k such that w = w1 � w2 and w1 = ak. By
induction hypothesis, there are at most 2(k − 1) palindromes in the 2 × (k − 1)
prefix of w. Now, the last column can be either a � b or a � a where a and b are
distinct. If it is a� b, then no extra 2× t palindrome for t ≥ 1 is created. Hence,
there are at most 2 extra horizontal palindromes. So, P2d(w) ≤ 2k. If the last
column is a�a and a 2× t palindrome for t ≥ 1 is created, then it is of the form
at � at. Suppose that, a horizontal palindrome is created in w2, then it is of the
form atw3a

t for some 1D word w3. But, this is a contradiction to the fact that
at � at is a newly created palindrome. Hence, at most 2 extra palindromes can
be created. So, P2d(w) ≤ 2k. Hence, by induction, the result holds for all n. �	
It can be observed by Lemmas 10 and 12 that in a word u ∈ Σ2×n such that
P2d(u) ≥ P2d(w) for all words w ∈ Σ2×n, there are at most 2n − 2 horizontal
palindromes and the number of 2 × t palindromes in u can be at most n − 1.
Thus, P2d(u) ≤ (2n − 2) + (n − 1) = 3n − 3. The result also holds for n = 3.
Hence, we conclude the following.

Theorem 13. Let w ∈ Σ2×n, n ≥ 3. Then, P2d(w) ≤ 3n − 3.

We now give an upper bound for the number of palindromes in a word in
Σm×n, m, n ≥ 3.

Lemma 14. For w ∈ Σm×n, m, n ≥ 3, we have,

P2d(w) ≤
{

mn(m+1)−3m
2 , if m is even

mn(m+1)−(3m−3)
2 , if m is odd.
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Proof. Let w ∈ Σm×n, m, n ≥ 3. We have the following.

1. If m is even, then w = A1 � A2 � · · · � Am
2

where each Ai ∈ Σ2×n. By
Theorem 13, P2d(Ai) ≤ (3n− 3). Note that, all the horizontal palindromes in
w are counted. The 2 × t palindromes for t ≥ 1 that are still not counted are
in the sub-arrays formed by taking the last row of Ai and first row of Ai+1

for 1 ≤ i ≤ (m2 −1). There are (m2 −1) such sub-arrays in total. By Lemma 6,
the number of 2 × t palindromes in each of them for t ≥ 1 is at most n. Also,
the number of (i+1)×n sub-words of w are (m− i) for 2 ≤ i ≤ m−1, so the
number of i × t palindromes for i ≥ 3 and t ≥ 1 is at most n

∑m−1
i=2 (m − i).

So, P2d(w) ≤ (3n − 3)(m2 ) + n(m2 − 1) + n
∑m−1

i=2 (m − i) = mn(m+1)−3m
2 .

2. If m is odd, then by a similar calculation, we have, P2d(w) ≤ (3n−3)(m−1
2 )+

n + n(m−1
2 ) + n

∑m−1
i=2 (m − i) = mn(m+1)−(3m−3)

2 .

�	
We now obtain the maximum number of distinct non-empty palindromic sub-
arrays in a word in Σ2×n, where |Σ| = 2 along with the number of words that
attain it by a computer program.

Table 1. Maximum number of palindromes in a word in Σ2×n.

m × n Total words Max (P2d) # of words attaining maximum

2 × 2 16 4 14

2 × 3 64 6 56

2 × 4 256 9 12

2 × 5 1024 11 100

2 × 6 4096 14 24

2 × 7 16384 16 204

2 × 8 65536 19 8

2 × 9 262144 21 164

2 × 10 1048576 24 32

Clearly, the upper bound found in Lemma 14 is not a tight bound. So, in the
next section, we prove the tight bound for a word in Σ2×n, where |Σ| = 2 by a
case by case analysis.

4 Binary Words in Σ2×N

Throughout this section, we consider Σ to be a binary alphabet i.e. |Σ| = 2.
From Table 1, we can observe the following.

1. The maximum number of distinct palindromic factors in a word in Σ2×n, n ≥
2, is 2n + �n

2 � − 1.
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2. The number of words in Σ2×n, n ≥ 2, with the maximum number of palin-
dromic factors is at least 8.

We denote 2n + �n
2 � − 1 by xn, in the rest of the paper. From Lemma 10, we

have the following result.

Proposition 15. There exists a word in Σ2×n, n ≥ 3 with xn palindromes.

We show that there are at least 8 words with exactly xn palindromes for n ≥
3. For any word w over a binary alphabet Σ = {a, b}, we define the complement
of w denoted by wc to be the word φ(w) where φ is a morphism such that
φ(a) = b and φ(b) = a. For example, if w = ababb, then wc = babaa.

Lemma 16. There are at least 8 words with xn palindromes in Σ2×n for n ≥ 3.

Proof. Let n be even, say n = 2k and x = (ab)(
k
2 ) ∈ Σ+. We have two cases:

1. For an even k, consider the sets

A2k = {(ab)
n
2 � xxR, (ab)

n
2 � xRx, (ba)

n
2 � xxR, (ba)

n
2 � xRx},

B2k = {wR : w ∈ A2k}
2. For an odd k, consider the sets

A2k = {(ab)
n
2 � xxR, (ba)

n
2 � xxR, xxR � (ab)

n
2 , xxR � (ba)

n
2 },

B2k = {wc : w ∈ A2k}
As x 
= xR, then for all w1, w2 ∈ S2k, w1 
= w2. The required 8 words in Σ2×2k

with x2k palindromes are in the set S2k, where S2k = {w : w ∈ A2k ∪ B2k}.
Similarly, for n odd, say n = 2k − 1, the required 8 words in Σ2×(2k−1) are in
the set S2k−1, where S2k−1 = {w : w is the 2 × (2k − 1) prefix of the words in
S2k}. �	
Remark 17. Let w ∈ Sn for n even, where Sn is the set mentioned in Lemma
16. Let w′ be a word obtained on removal of the 2 × t prefix and 2 × t suffix of
w where 2t < n. Then, w′ ∈ Sn−2t.

We observe that, if w = w1 �w2 ∈ Σ2×n is a palindrome, then w2 = wR
1 . Hence,

we conclude the following.

Lemma 18. If w ∈ Σ2×n, n ≥ 2, is a 2D palindrome, then P2d(w) ≤ 2n.

We use the following results to prove P2d(w) ≤ xn for w ∈ Σ2×n, n ≥ 2.

Proposition 19. Let Tn, n ≥ 6 and n even, be the set of all the words w ∈
Σ2×n that satisfies the following:

1. P2d(w) = xn.
2. There is a 1 × n palindromic sub-array in w.
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3. On the removal of the 2×k prefix and the 2×k suffix of w for all k such that
2k < n, we get a word in Σ2×(n−2k) that contains xn−2k palindromes.

Then, Tn = Sn where, Sn is the set mentioned in Lemma 16.

Proof. We prove Tn ⊆ Sn by strong induction on n. For n = 6, let w = w1�w2 ∈
T6. Suppose, w1 is a palindrome. Let w′ = w′

1 � w′
2 be the word obtained by

removing the 2 × 1 prefix and suffix of w. Then, P2d(w′) = x4 = 9 and by
Lemma 12, w′

1 is either abba or baab. By Theorem 13, the maximum number of
palindromes in a word in Σ2×3 is 6. Thus, 3 palindromes are removed by the
removal of the first column of w′. If w′ = abba, then by direct computation w′

is either abba � baba or abba � abab. By the structure of w, P2d(w) = 14 and w1

is a palindrome. So, w1 is either aabbaa or babbab.
If w1 = aabbaa, then w has 5 more palindromes than w′. By Corollary 8, as

there can be at most 4 new horizontal palindromes, a new 2 × t palindrome is
created for t ≥ 1. The only 2× t palindrome that can be created in w is aa�aa.
Hence, w is either aabbaa � xbabaa or aabbaa � aababx where, x ∈ {a, b}. None
of these have x6 palindromes. If w1 = babbab, then using a similar argument,
one can verify that w is either babbab � ababab or babbab � bababa.

Similarly, if w′
1 = baab, then w is either abaaba � bababa or abaaba � ababab.

(Note that remaining 4 words in S6 are obtained by considering w2 as a palin-
drome.) This implies, T6 ⊆ S6. Assume that the result holds true for words in
Σ2×n, where n is even. Consider a word w = w1�w2 ∈ Tn+2. Let w′ be the word
obtained by removing the 2×1 prefix and suffix of w, then w′ ∈ Tn ⊆ Sn. There
are 8 such words. We show the result for one of the words in Sn and the result
follows similarly for others. For n = 2k, let x = (ab)(

k
2 ) ∈ Σ∗ and w′ = u � v,

where u = xxR and v = (ab)k. As w ∈ Tn+2, w1 must be a palindrome. So, w1

is either axxRa or bxxRb.
Let w1 = axxRa. Since P2d(w) − P2d(w′) = 5, by Corollary 8, a 2 × t palin-

drome for t ≥ 1, must be created. The only such palindrome in w can be aa�aa
which can be present as a prefix of w. Two new horizontal palindromes are
created in the first row: aa, axxRa. Note that, at most one more distinct hori-
zontal palindrome can be created in w2 which is either (ab)

n
2 a or bb. Hence, no

such word exists. Let w1 = bxxRb. Using a similar argument, we get the word
bub � bva ∈ Sn+2. Hence, Tn+2 ⊆ Sn+2. Hence, by induction Tn ⊆ Sn, n ≥ 6,
and n even. The proof of Sn ⊆ Tn for all n ≥ 6, and n even follows from Remark
17 and the structure of words in Sn. Hence, Tn = Sn, n ≥ 6, and n even. �	
By a similar argument, we can conclude the following.

Proposition 20. Let Tn, n ≥ 7, and n odd, be the set of all the words w ∈ Σ2×n

that satisfies the following:

1. P2d(w) = xn.
2. There is a 1 × n. palindromic sub-array in w.
3. The recursive removal of the 2 × k suffix and the 2 × k prefix of w removes

3k and 2k palindromes respectively from w till we reach a word in Σ2×2 and
at each stage, the resultant word in Σ2×l has xl palindromes.
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Then, Tn = φ, n ≥ 7, and n odd.

We now show that for a word w ∈ Σ2×n, n ≥ 2, the number of distinct
palindromic sub-arrays in w cannot exceed xn.

Theorem 21. Let w ∈ Σ2×n, n ≥ 2. Then, P2d(w) ≤ 2n + �n
2 � − 1.

Proof. We only give a sketch of the proof. The proof is by strong induction
on n. The base case can be verified from Table 1, for 2 ≤ n ≤ 10. Let w =
c1 � c2 · · · � cn+1 ∈ Σ2×n+1 and let ui→j = ci � ci+1 � · · · � cj . We only need
to prove for the Case when P2d(u1→n) = xn and n even as the other cases
are direct. Let yi,j and zi,j be the number of palindromes removed from the
word ui→j on removing ci and cj respectively. We prove by contradiction i.e.,
we assume that z1,n+1 = 3, so, P2d(w) = xn + 3 = xn+1 + 1. By Corollary 8,
P2d(u1→(n−1)) = xn−1 and P2d(u1→(n−2)) ≤ xn−2. Thus, z1,n−1 is either 2 or 3.
If z1,n−1 = 2, then y1,n−2 = 3 and z2,n−2 is either 2 (Case 1) or 3 (Case 2).

Case 1: If z2,n−2 = 2, then P2d(u2→(n−3)) = xn−4. Therefore y2,n−3 ≥ xn−4 −
xn−5 = 3 and hence, P2d(u3→(n−3)) = xn−5. If there is no 1×(n−2) or 2×(n−2)
palindrome in u1→(n−2), then P2d(u1→(n−3)) = xn−5 + 3 + 3 = xn−3 + 1, a
contradiction. Otherwise, u2→(n−3) and u1→(n−2) have similar structure. The
recursive removal of the first and the last column either results in Case 1 or in
Case 2. If it results in Case 1 always, we have a contradiction by Lemma 18 and
Proposition 19. If it results in Case 2 at some stage i, then we discuss further.

Case 2: If z2+i,n−2+i = 3 at same stage i, then P2d(u2+i→(n−3−i)) = xn−4−2i−1.
By the induction hypothesis, y2+i,(n−3−i) ≥ 2.

Case 2.1: If y2+i,(n−3−i) = 2, then we have P2d(u3+i→(n−3−i)) = xn−5−2i and
y3+i,n−3−i ≥ 2.

Case 2.1.1: If y3+i,n−3−i = 2, then P2d(u4+i→(n−3−i)) = xn−6−2i. If there is no
1×(n − 3 − 2i) or 2×(n − 3 − 2i) palindrome in u2+i→(n−2−i), then u3+i→(n−2−i)

is similar to the word in Case 1 and the proof follows, unless we end with a word
of size (2, 2) in Case 2.1.1, which is not possible. If there is such a palindrome,
consider u3+i→(n−3−i) which is similar to u2+i→(n−2−i) in the Case 2.1. The
recursive removal of the first and the last column either results in Case 2.1.1 or
in Case 2.1.2. If the recursive removal of the first and the last column results in
2.1.1 always, we have a contradiction by Lemma 18 and Proposition 20. If the
recursive removal of the first and the last column results in Case 2.1.2 at some
stage j.

Case 2.1.2: If y3+i+j,n−3−i−j = 2 at some stage j, then P2d(u4+i+j→(n−3−i−j))
= xn−6−2i−2j − 1. If there is no 1 × (n − 3 − 2i − 2j) or 2 × (n − 3 − 2i − 2j)
palindrome in u2+i+j→(n−2−i−j), then u3+i+j→(n−2−i−j) is similar to u1→(n−2)

in Case 2. By considering words in Σ2×6, we can verify that there are no words
that always results in Case 2.1.2. Hence, there exists such a palindrome. Note
that, P2d(u3+i+j→(n−2−i−j)) = xn−4−2i−2j . Similar words are already discussed
in Case 2.1.1 and one can verify that these words do not result back to this case
as such words in Σ2×2 have exactly 5 palindromes, which is a contradiction.
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Case 2.2: If y2+i,n−3−i = 3, then P2d(u3+i→(n−3−i)) = xn−5−2i−1. z3+i,n−3−i ≥
2. If z3+i,n−3−i = 3, then u2+i→(n−3−i) is similar to the word in Case 2 and
the proof follows. If z3+i,n−3−i = 2, then P2d(u3+i→(n−4−i)) = xn−6 and
u3+i→(n−4−i) is similar to u2→(n−3) in Case 2.1.1. We cannot end in this case
as we get a word in Σ2×3 with 7 palindromes which is a contradiction.

If z2,n−2 = 3, then u1→(n−1) is similar to u2→(n−2) in Case 2. �	
By direct computation on the words in Σ2×4 for arbitrary alphabet Σ, we observe
that the tight bound of x4 = 9 palindromes is never achieved over a non-binary
alphabet. So, we propose that for a given word in Σ2×n, n ≥ 4, the maximum
number of palindromes occur over a binary alphabet. By Lemma 14 and Theorem
21, we now have a better upper bound for the number of palindromes in a word
in Σm×n.

Corollary 22. Let w ∈ Σm×n, m, n ≥ 2, then

P2d(w) ≤
{

m(mn+�n
2 �−1)

2 , if m is even
m(mn+�n

2 �−1)

2 − n−1
2 , if m is odd.

5 2D Words of Size (m, n)

The following table depicts the maximum number of distinct non-empty palin-
dromic sub-arrays in any word in Σm×n for larger values of m and n obtained
by a computer program.

Table 2. Maximum number of palindromes in a word in Σm×n.

m × n Max (P2d) m × n Max (P2d)

3 × 3 10 4 × 3 15

3 × 4 15 4 × 4 20

3 × 5 19 4 × 5 25

3 × 6 23 5 × 2 11

3 × 7 27 5 × 3 19

4 × 2 9 5 × 4 25

From Table 2, we propose the following upper bound for the number of palin-
dromes in a word w ∈ Σm×n, m < n, and m, n ≥ 3.

P2d(w) ≤ mn + (m − 1)�n

2
�

One can observe that for any 2D word w, p is a palindromic sub-array of the
word w iff pT is a palindromic sub-array of the word wT i.e., P2d(w) = P2d(wT ).
Hence, we conclude that the maximum number of palindromes in a word in
Σm×n is same as that of the maximum number of palindromes in a word in
Σn×m, m, n ≥ 2.
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6 Conclusions

In this paper, we have investigated the upper bound on the number of palin-
dromes in a finite 2D word over an arbitrary alphabet. We give the exact number
for a binary word in Σ2×n, n ≥ 2. We then propose a better upper bound for the
words in Σm×n, m, n ≥ 3. It will be interesting to study the relation between
the number of distinct sub-arrays and the number of distinct palindromic sub-
arrays in a given 2D word.
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Abstract. We give a syntactic view of the Sawada-Williams (σ, τ)-
generation of permutations. The corresponding sequence of στ -
operations, of length n! − 1 is shown to be highly compressible: it has
O(n2 log n) bit description. Using this compact description we design fast
algorithms for ranking and unranking permutations.

1 Introduction

We consider permutations of the set {1, 2, ..., n}, called here n-permutations. For
an n-permutation π = (a1, ..., an) denote:

σ(π) = (a2, a3, ..., an, a1), τ(π) = (a2, a1, a3, ..., an).

In their classical book on combinatorial algorithms Nijenhuis and Wilf asked in
1975 if all n-permutations can be generated, each exactly once, using in each
iteration a single operation σ or τ . This difficult problem was open for more
than 40 years. Very recently Sawada and Williams presented an algorithmic
solution at the conference SODA’2018. In this paper we give new insights into
their algorithm by looking at the generation from syntactic point of view.

Usually in a generation of combinatorial objects of size n we have a starting
object and some set Σ of very local operations. Next object results by apply-
ing an operation from Σ, the generation is efficient iff each local operation uses
small memory and time. Usually the sequence of generated objects is exponential
w.r.t. n. From a syntactic point of view the generation globally can be seen as
a very large word in the alphabet Σ describing the sequence of operations. It is
called the syntactic sequence of the generation. Its textual properties can help
to understand better the generation and to design efficient ranking and unrank-
ing. Such syntactic approach was used for example by Ruskey and Williams in
generation of (n-1)-permutations of an n-set in [3].

Here we are interested whether the syntactic sequence is highly compressible.
We consider compression in terms of Straight-Line Programs (SLP, in short),
which represent large words by recurrences, see [4], using operations of concate-
nation. We construct SLP with O(n2) recurrences, which has O(n2 log n) bit
description.

The syntactic sequence for some generations is highly compressible and for
others is not. For example in case of reflected binary Gray code of rank n each
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local operation is the position of the changed bit. Here Σ = {1, 2, ..., n} and
the syntactic sequence T (n) is described by the short SLP of only O(n) size:
T1 = 1; T (k) = T (k − 1), k, T (k − 1) for 2 ≤ k ≤ n.

In case of de Bruijn words of length n each operation corresponds to a sin-
gle letter appended at the end. However in this case the syntactic sequence is
not highly compressible though the sequence can be iteratively computed in a
very simple way, see [7]. In this paper we consider the syntactic sequence SEQn

(over alphabet Σ = {σ, τ}) of Sawada-Williams στ -generation of permutations
presented in [5,6]. An SLP of size O(n2) describing SEQn is given in this paper.
The στ -generation of n-permutations by Sawada and Williams can be seen as a
Hamiltonian path SW(n) in the Cayley graph Gn. The nodes of this graph are
permutations and the edges correspond to operations σ and τ .

We assume that (simple) arithmetic operations used in the paper are com-
putable in constant time.

Our results. We show:

1. SEQn can be represented by the straight-line program of O(n2) size:

– W0 = σ, Wk = τ · ∏n−2
i=1 σi WΔ(k,i) γn−2−i

for 1 ≤ k < n − 3;
– Vn = γn−3 · ∏n−3

i=2 σi WΔ(n−3,i) γn−2−i · σn−1;

– SEQn = γn−2
1 σ2 (Vn τ)n−2 Vn.

where Δ(k, i) = min(k − 1, n − 2 − i) and γk = σkτ .

2. Ranking: using compact description of SEQn the number of steps (the rank
of the permutation) needed to obtain a given permutation from a starting one
can be computed in time O(n

√
log n) using inversion-vectors of permutations.

3. Unranking: again using SEQn the t-th permutation generated by SEQn can
be computed in O(n log n

log log n ) time.

2 Preliminaries

Denote by cycle(π) all permutations cyclically equivalent to π. Sawada and
Williams introduced an ingenious concept of a seed: a shortened permutation
representing a group of (n − 1) cycles. Informally it represents a set of permuta-
tions which are cyclically equivalent modulo one fixed element, which can appear
in any place.

Let ⊕ denote a modified addition modulo n−1, where n−1⊕1 = 1. It gives
a cyclic order of elements {1, ..., n − 1}. We write a � 1 = b iff b ⊕ 1 = a.

Formally a seed is a (n − 1) tuple of distinct elements of {1, 2, ..., n} of the
form ψ = (a1, a2, ..., an−1), such that a1 = n and (a1, a2 ⊕ 1, a2, ..., an−1) is a
permutation. The element x = mis(ψ) = a2 ⊕ 1 is called a missing element.

Denote by perms(ψ) the set of all n-permutations resulting by making a
single insertion of x into any position in ψ, and making cyclic shifts. The
sets perms(ψ) are called packages, the seed ψ is the identifier of its package
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perms(ψ). One of the main tricks in the Sawada-Williams construction is the
requirement that the missing element equals a2 ⊕ 1. In particular this implies
the following:

Observation 1. A given n-permutation belongs to one or two packages. We can
find identifiers of these packages in linear time.

The algorithm of Sawada and Williams starts with a construction of a large
and a small cycle (covering together the whole graph). The graph consisting
of these two cycle is denote here by Rn. The small cycle is very simple. Once
Rn is constructed the Hamiltonian path is very easy: In each cycle one τ -edge
is removed (the cycles become simple paths), then the cycles are connected by
adding one edge to Rn. First we introduce seed-graphs. Define the seed-graph
of the seed ψ, denoted here by SeedGraph(ψ) (denoted by Ham(ψ) in [6]), as
the graph consisting of edges implied by the seed ψ. The set of nodes consists
of perms(ψ), the set of edges consists of almost all σ-edges between these nodes
(except the edges of the form (∗, x, ∗, ..., ∗) → (x, ∗, ..., ∗, ∗)), but the set of τ -
edges consists only of the edges of the form (∗, x, ∗, ..., ∗) → (x, ∗, ∗, ..., ∗), where
x is the missing element. see Fig. 1.

Fig. 1. Structure of SeedGraph(ψ), where ψ = (4, 1, 3), mis(ψ) = 2.

We say that an edge u → v conflicts with u′ → v′ iff u = u′, v �= v′. Non-
disjoint packages φ, ψ can be joined into a simple cycle by removing two σ-edges
conflicting with τ -edges.

By a union of graphs we mean set-theoretic union of nodes and set-theoretic
union of all edges in these graphs.

Denote by Rn the graph
⋃

ψ SeedGraph(ψ) in which we removed all σ-edges
conflicting with τ -edges. The τ -edges have priority here. A version of the con-
struction of a Hamiltonian path by Sawada-Williams, denoted by SW(n), can
be written informally as:
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Algorithm Compute PATH(n);

P :=
⋃

ψ∈SEEDS(n) SeedGraph(ψ)
remove from P all σ-edges conflicting with τ -edges in P

π := (n, n − 1, ..., 1); add to P the edge π → σ(π)
remove edges π → τ(π), τ(σ(π)) → σ(π)

return P {P is now a Hamiltonian path τ(π) →∗ τ(σ(π)) }
Lemma 2. PATH(n) = SW(n).

Our aim is to give a syntactic version of PATH(n): the sequence SEQn of στ -
labels of PATH(n) represented compactly. We have to investigate more carefully
the structure of seed-graphs and their interconnections.

2.1 Structure of Seed Graphs

For a seed ψ = (a1, a2, ..., an−1) with mis(ψ) = x, let

ψ(n−1) = (x, a2, ..., an−1, a1), ψ̃ = (a1, x, a2, a3, ..., an−1).

For 1 ≤ i ≤ n−1 denote ψ(i) = γi
n−1(ψ

(n−1)). In other words ψ(i), for n > i > 0,
is the word ψ right-shifted by i − 1 and with x added at the beginning. Observe
that: γn−1(ψ(i)) = ψ(i+1) for 0 < i < n − 1.

Example 3. For ψ = (5, 3, 2, 1) we have ψ̃ = (5, 4, 3, 2, 1), ψ(1) = (4, 5, 3, 2, 1),
ψ(2) = (4, 1, 5, 3, 2), ψ(3) = (4, 2, 1, 5, 3), ψ(4) = (4, 3, 2, 1, 5).

Each perms(ψ) can be sequenced easily as a simple cycle in Gn. Two seeds
φ, ψ are called neighbors iff perms(φ)∩perms(ψ) �= ∅. The permutations of type
ψ(i) play crucial role as connecting points between packages of neighboring seeds.

Observation 4. Two distinct seeds φ, ψ are neighbors iff mis(φ) = mis(ψ) ⊕
1 or mis(ψ) = mis(φ) ⊕ 1, and after removing both mis(ψ), mis(φ) from φ and
ψ the sequences φ, ψ become identical.

2.2 The Pseudo-tree STn of Seeds

For a seed ψ = a1a2...an−1 denote by height(ψ) the maximal length k of a
prefix of a2, a3, ..., an−1 such that ai = ai+1 ⊕ 1 for i = 2, 3, ..., k. For example
height(94326781) = 3 (here the missing number is 5). For each two neighbors
we distinguish one of them as a parent of the second one and obtain a tree-like
structure called a pseudo-tree denoted by STn. If height(ψ) > 1 and mis(ψ) =
mis(β) ⊕ 1 we write parent(β) = ψ. Additionally if σi(ψ(i)) = β̃ we write
son(ψ, i) = β and we say that β is the i-th son of ψ.

The function parent gives the tree-like graph of the set of seeds, it is a cycle
with hanging subtrees rooted at nodes of this cycle. The set of seeds on this
cycle is denoted by Hubn. For example

Hub6 = {(6, 5, 4, 3, 2), (6, 4, 3, 2, 1), (6, 3, 2, 1, 5), (6, 2, 1, 5, 4), (6, 1, 5, 4, 3)}.

Due to Lemma 2 we have:
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Observation 5. If ψ /∈ Hubn then all τ -edges of SeedGraph(ψ) are in
PATH(n).

For ψ /∈ Hubn let Tree(ψ) be the subtree of STn rooted at ψ including ψ
and nodes from which ψ is reachable by parent-links. For ψ /∈ Hubn define
bunch(ψ) =

⋃
β∈Tree(ψ) perms(β) − cycle(ψ̃) ∪ {ψ̃, ψ(n−1)}.

In other words cycle(ψ̃) connects bunch(ψ) with the “outside world”, only
through ψ̃, ψ(n−1).

3 Compact Representation of Bunches

We start with properties of local interconnection between two packages.

Lemma 6. Two seeds φ �= ψ are neighbors iff one of them is the parent of
another one. If φ = parent(ψ) then perms(φ) ∩ perms(ψ) is the σ-cycle con-
taining both ψ̃ and φ(i), for some i, and has a structure as shown in Fig. 2(A),
where ψ is the i-th son of φ. If height(φ) = k < n − 3 then height(ψ) = Δ(k, i).
Furthermore son(φ, i) exists for all i ∈ {1, ..., n − 3}.

Fig. 2. (A) The anatomy of perms(φ) ∩ perms(ψ): the graph SeedGraph(ψ) ∩
SeedGraph(φ). (B) A part of the Hamiltonian path PATH(n) after removing two con-
flicting σ-edges, we have that ψ is the i-th son of φ.

For k < n−3 and a seed ψ of height k we define Wk as the sequence of labels
of a sub-path in PATH(n) starting in ψ̃ and ending in ψ(n−1). In other words it
is a στ -sequence generating all n-permutations (each exactly once) of bunch(ψ).

Observation 7. By Lemma 6 every seed ψ such that 1 < height(ψ) < n − 3
has exactly n − 3 sons whose heights depend only on height of ψ. Hence (by
induction on heights) all trees Tree(ψ) are isomorphic for seeds ψ of the same
height. Consequently the definition of Wk is justified as it depends only on the
height of ψ.

For a permutation π and a sequence α of operations σ, τ denote by GEN(π, α)
the set of all permutations generated from π by following α, including π.
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Fig. 3. The structure of bunch(ψ) for the seed ψ = 95432781. We have parent(ψ) = φ,

where φ = 96543281. The connecting points of ψ with its parent are ˜ψ and ψ(n−1),
in other words bunch(ψ) ∩ perms(φ) = { ˜ψ, ψ(n−1)}. The sequence W4 starts in ˜ψ,
visits all permutations in bunch(ψ) and ends in ψ(n−1). We have: W4 = τ · σ1W3γ6 ·
σ2W3γ5 · σ3W3γ4 · σ4W3γ3 · σ5W2γ2 · σ6W1γ1 · γ8

The word Wk satisfies:

GEN(ψ̃, Wk) = bunch(ψ) and Wk(ψ̃) = ψ(n−1).

In this section we give compact representation of Wk.
For example if height(ψ) = 1 then W1 is a traversal of perms(ψ) except n−2

cyclically equivalent permutations, common to perms(ψ) and perms(φ), where
φ = parent(ψ).

Recall that we denote γk = σkτ

Theorem 8. For 1 ≤ k < n − 3 we have the following recurrences:

W0 = σ, Wk = τ ·
n−2∏

i=1

σi WΔ(k,i) γn−2−i

Proof. Assume ψ /∈ Hubn is of height k, then by Lemma 6 the first, from left to
right, n − k − 1 children of ψ in the subtree Tree(ψ) are of height k − 1 and the
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next k − 2 children are of heights k − 2, k − 3, ..., 1. The representative β̃i of the
i-th son βi of ψ equals σi(ψ(i)) (see Figs. 3 and 4). �

Fig. 4. Schematic view of structure from Fig. 3.

4 Compact Representation of the Whole Generation

We have the following fact:

Observation 9. Assume two seeds ψ, β satisfy: height(ψ) = k > 1 and
σi(ψ(i)) = β̃. Then if i = 1 and ψ ∈ Hubn then height(β) = height(ψ).

Theorem 10. The whole στ -sequence SEQn starting at τ(n, n − 1, ..., 1), end-
ing at στ(n, n − 1, ..., 1), and generating all n-permutations, has the following
compact representation of O(n2) size (together with recurrences for Wk):

SEQn = γn−2
1 σ2 (Vn τ)n−2 Vn, where

Vn = γn−3 ·
∏n−3

i=2
σi WΔ(n−3,i) γn−2−i · σn−1.
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Fig. 5. The compacted structure of SEQ6 of length 720. It differs from the struc-
ture of R6 by adding one σ-edge from 654321 and removing two (dotted) τ -edges
to have Hamiltonian path. We have: SEQ6 = (στ)4σ2 (V6τ)4 V6, where V6 =
σ3τ σ2W2σ

2τ σW1σ
3τ σ5. The structure is the union of graphs of 5 seeds in Hub6 with

hanging bunches. The starting path consists of permutations from 564321 to 654321.

Proof. For every non-hub seed ψ we had that GEN(ψ̃, Wk) = bunch(ψ), where
k = height(ψ). The only difference for a hub seed φ is that son(φ, 1) cannot be
considered as part of a tree rooted at φ (with already defined parent-links),
since son(φ, 1) ∈ Hubn and this would lead to a cycle (son(φ, 1) is reachable
via parent-links from φ). Thus to prevent this problem we define Vn as Wn−3

with the part corresponding to the first son removed (leaving only the γn−2−1

part), and also delete the last symbol τ , as it does not appear at the end of
the path (it corresponds to one of the τ -edges removed when joining two cycles
into one path). Now Seqn consists of n − 1 such segments Vn (corresponding to
n − 1 hub seeds) joined by τ -edges (they are linked in the same way as if the
previous Vn part was a son of the next one). Additionally it starts with γn−1

1 -path
representing the small path with the last τ -edge replaced by a σ-edge. �
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5 Ranking

We need some preprocessing to access later some values in constant time.

Observation 11. All the values |Wk| and
k∑

i=0

(|Wi| + n − 1) for k ∈ {0..n − 4}
can be computed in O(n) total time and accessed in O(1) time afterwards.

The ranks of representatives of hub seeds are easy to compute. For exam-
ple for n = 6 we have (see Fig. 5): rank(643215) = 1, rank(632154) = 3,
rank(621543) = 5, rank(615432) = 7, rank(654321) = 9.

Lemma 12. For a given permutation π we can compute in time O(n)

(a) rank(π) − rank(ψ̃) if π ∈ perms(ψ),
(b) rank(π) if π ∈ perms(ψ) for some ψ ∈ Hubn.

Hence we concentrate on ranking permutations of type ψ̃ (representatives of
seeds). We slightly abuse notation and for a seed ψ define rank(ψ) = rank(ψ̃).

For a non-hub seed ψ denote by anchor(ψ) the highest non-hub ancestor
φ of ψ and let hub(ψ) = parent(anchor(ψ)). Observe that the anchor φ is
the first contacting seed with the hub, it is the first ancestor of ψ such that
perms(φ) ∩ perms(β) �= ∅ for some β ∈ Hubn, in fact for β = hub(ψ).

rank(ψ) − rank(anchor(ψ)) for a non-hub seed ψ, can be treated as its
distance from Hubn. It happens that computing the rank of the anchor is much
easier, since we have to deal only with the hub seeds. The bottleneck in ranking
is computation of the distance of a seed representative from Hubn. Define:

SUM(k, j) = |τ ·
∏j−1

i=1
σi WΔ(k,i) γn−2−i| + j.

Denote also by ord(ψ) the position of mis(ψ) + 1 in ψ counting from the end
of sequence ψ. For example for ψ = (10 6 5 9 8 4 3 1 2) we have ord(ψ) = 5, since
mis(ψ) = 7 and 8 is on the 5-th position from the right.

Observation 13. If φ = parent(ψ) /∈ Hubn and ψ is the i-th son of φ then
rank(ψ) − rank(φ) = SUM(height(φ), i).

Example 14. Let ψ = 94326781, then parent(ψ) = φ = 95432781. The path
from φ̃ = 965432781 to ψ̃ = 954326781 is

τ σ1W3σ
6τ σ2W3σ

5τ σ3W3σ
4τ σ4,

see Fig. 3. Its length equals SUM(4, 4), we have: height(φ) = 4, ord(ψ) = 4.

Observation 15. ord(ψ) = i iff ψ is the i-th son of parent(ψ).

For the parent-sequence ψ0 = ψ,ψ1, ..., ψm = anchor(ψi) denote

route(ψ) = (ord(ψ0), ord(ψ1), ..., ord(ψm)).
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For a seed ψ = a1a2...an−1 define the decreasing sequence of ψ, denoted by
dec seq(ψ), as the maximal sequence ai0ai1 ...aim , where 2 = i0 < i1 < i2 < ... <
im such that ij−1 = ij ⊕ 1 for 0 < j ≤ m. Denote level(ψ) = n − m − 3. The
length of the parent-sequence ψ = ψ0, ψ1, ψ2, ..., ψr = anchor(ψ) from ψ to its
anchor is r = level(ψ) − 1.

Example 16. We have: dec seq(96154238) = (6, 5, 4, 3). Hence the path from
ψ = (96154238) to anchor(ψ) = (98765423) is of length (9−3−3)−1 = 2. This
path equals:

ψ0 → ψ1 → ψ2 = 96154238 → 97615423 → 98765423.

We have: ord(ψ0) = 1, ord(ψ1) = 5, ord(ψ2) = 2, route(96154238) = (1, 5, 2).

The key point is that we do not need to deal with the whole parent-sequence,
including explicitly seeds on the path, which is of quadratic size (in worst-case)
but it is sufficient to deal with the sequence of orders of sons, which is an implicit
representation of this path of only linear size.

Lemma 17. For a non-hub seed ψ we can compute route(ψ) and anchor(ψ) in
O(n

√
log n) time.

Proof. We know the length of the parent sequence from ψ to its anchor, since
we know level(ψ). Now we use the following auxiliary problem

Inversion-Vector problem:
for a seed ψ compute for each element x the number RightSm[x]
of elements smaller than x which are to the right of x in ψ.

Assume ψ = (a1, a2, ..., an−1). We introduce a new linear order

a2 ≺ a2 � 1 ≺ a2 � 2 ≺ ... ≺ a2 � (n − 2).

Then we compute together the numbers RightSm[z] w.r.t. linear order ≺ for
each element z in ψ.

Now ord(ψi) is computed separately for each i in the following way:

ord(ψi) := RightSm[xi + 1] + 1,where xi = mis(ψi)

The Inversion-Vector problem can be computed in O(n
√

log n) time, see [1].
Consequently the whole computation of numbers ord(ψi) is of the same asymp-
totic complexity. We know that hub(ψ) = (n, b, b � 1, ..., b � (n − 3)), where
b = a2 ⊕ level(ψ) and we know also which son of hub(ψ) is anchor(ψ). This
knowledge allows to compute anchor(ψ) within required complexity. This com-
pletes the proof. �
Corollary 18. For a non-hub seed ψ the value rank(ψ)−rank(anchor(ψ)) can
be computed in O(n

√
log n) time.
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Proof. Let the parent-sequence from ψ to its anchor be

ψ = ψ0, ψ1, ψ2, ..., ψr = anchor(ψ),where r = level(ψ) − 1.

Then rank(ψi) − rank(ψi+1) = SUM(height(ψi+1), ord(ψi)), and height(ψi) =
Δ(height(ψi+1), ord(ψi)), which allows us to compute in O(n) time:

rank(ψ) − rank(anchor(ψ)) =
∑0

i=m−1
(rank(ψi) − rank(ψi+1))

Now the thesis is a consequence of Observations 11, 13 and Lemma 17. This
completes the proof. �
Example 19. (Continuation of Example 16) For ψ from Example 16 we have:

rank(ψ) − rank(anchor(ψ)) = SUM(5, 5) + SUM(2, 1)

The following result follows directly from Corollary 18, Lemma 12 and Obser-
vation 11.

Theorem 20. [Ranking] For a given permutation π we can compute the rank
of π in SEQn in time O(n

√
log n).

6 Unranking

Denote by Perm(t) the t-th permutation in SEQn, and for t < |bunch(ψ)|
let Perm(ψ, t) = Perm(t + rank(ψ̃)) (it is the t-th permutation in bunch(ψ),
counting from the beginning of this bunch). The following case is an easy one.

Lemma 21. If we know a seed ψ together with its rank, such that Perm(t) ∈
perms(ψ), then we can recover Perm(t) in linear time.

We say that a permutation π is a hub-permutation if π ∈ perms(ψ) for some
ψ ∈ Hubn.

Lemma 22. We can test in O(n) time if Perm(t) is a hub-permutation.

(a) If “yes” then we can recover Perm(t) in O(n) time.
(b) Otherwise we can find in O(n) time an anchor-seed ψ together with
rank(ψ) such that Perm(t) ∈ bunch(ψ).

For a sequence b = (b1, b2, ..., bm) of positive integers denote

MaxFrac(b) = maxi
bi+1

bi
, MinFrac(b) = mini

bi+1

bi
.

The sequence b is called here D(m)–stably increasing iff

MinFrac(b) ≥ 2, and MaxFrac(b) ≤ D(m).
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Lemma 23.

(a) Assume we have a D(m)–stably increasing sequence b of length O(m).
Then after linear preprocessing we can locate any integer t in the sequence b
in O(log log D(m)) time.
(b) The sequence b = (b0, b1, ..., bn−5), where bk =

∑k
i=0(|Wi| + n − 1) is

n–stably increasing.

Lemma 24. After linear preprocessing if we are given a height of a non-hub
seed ψ, and a number t ≤ |bunch(ψ)| we can find the number j and height(β)
of the seed-son β of ψ such that Perm(ψ, t) ∈ bunch(β) in O(log log n) time if
Perm(ψ, t) /∈ perms(ψ).

Proof. Let k = height(ψ). We need j such that SUM(k, j)−j ≤ t < SUM(k, j+
1) − (j + 1). For j ≤ n − k we have SUM(k, j) − j = (j − 1) · (|Wk−1| + n − 1),
hence if t < SUM(k, n−k)−n+k the simple division by |Wk−1|+n−1 suffices
to find the appropriate j. Otherwise we look for j such that

|Wk| − SUM(k, j + 1) + j + 1 < s ≤ |Wk| − SUM(k, j) + j, where s = |Wk| − t.

Let bi = |Wk| − SUM(k, n − 2 − i) + n − 2 − i = (
∑i

j=0 |Wj | + n − 1). By
Lemma 23(b) (b0, ..., bk−2) is n–stably increasing (it is a prefix of (b0, ..., bn−5)
for which we made the linear preprocessing). Hence by Lemma 23(a) we can find
the required j in O(log log n) time.

Moreover if SUM(k, j) < t < SUM(k, j) + |WΔ(k,j)|, then Perm(ψ, t) =
Perm(β, t − SUM(k, j)), where β = son(ψ, j) has height Δ(k, j). Otherwise
Perm(ψ, t) ∈ perms(ψ). �
Theorem 25. [Unranking] For a given number t we can compute the t-th
permutation in Sawada-Williams generation in O(n log n

log log n ).

Proof. From Lemma 22 we either obtain the required permutation (if it is a hub-
permutation) or obtain its anchor-seed φ and rank(φ). In the second case we
know that Perm(t) ∈ bunch(φ) and it equals Perm(φ, t − rank(φ̃)). Now after
the linear preprocessing we apply Lemma 24 exhaustively to obtain route(ψ) for
a seed ψ such that Perm(t) ∈ perms(ψ). However we do not know ψ and have
to compute it.

Claim. If we know anchor(ψ) and route(ψ) then ψ can be computed in
O(n log n

log log n ) time.

Proof. We can compute the second element a2 of ψ as a′
2 � m and dec seq(ψ)

as (a2, a2 � 1, ..., a2 � (n−m − 3)) where a′
2 is the second element of anchor(ψ),

and m = |route(ψ)| − 1. Then we use the order:

a2 ≺ a2 � 1 ≺ a2 � 2 ≺ ... ≺ a2 � (n − 2).

We produce a linked list initialized with dec seq(ψ). For i ∈ {0, ...,m − 1} we
want to insert a2 ⊕ (m + 1 − i) after ord(ψm−1) position from the end of the
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current list (all the smaller elements are already in the list and we know, that
after a2 ⊕ (m + 1 − i) there are ord(ψm−1) − 1 such elements). ψ is composed of
n and consecutive elements of the final list. The data structure from [2] allows
us to achieve that in O(n log n

log log n ) time.

Finally we use this claim and Lemma 21 to obtain the required permutation
Perm(t). �
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Abstract. In 1999 Lyngsø and Pedersen proposed a conjecture stating
that every binary circular word of length n with equal number of zeros
and ones has an antipalindromic linear subsequence of length at least 2

3n.
No progress over a trivial 1

2n bound has been achieved since then. We
suggest a palindromic counterpart to this conjecture and provide a non-
trivial infinite series of circular words which prove the upper bound of 2

3n
for both conjectures at the same time. The construction also works for
words over an alphabet of size k and gives rise to a generalization of the
conjecture by Lyngsø and Pedersen. Moreover, we discuss some possible
strengthenings and weakenings of the named conjectures. We also pro-
pose two similar conjectures for linear words and provide some evidences
for them.

Keywords: Palindrome · Antipalindrome · Circular words ·
Subsequences

1 Introduction

Investigation of subsequences in words is an important part of string algorithms
and combinatorics, with applications to string processing, bioinformatics, error-
correcting codes. A lot of research has been done in algorithms and complex-
ity of finding longest common subsequences [1,4], their expected length in ran-
dom words [9], codes with bounded lengths of pairwise longest common subse-
quences [10], etc. An important type of subsequences is a longest palindromic
subsequence, which is in fact a longest common subsequence of a word and its
reversal. Despite a lot of research in algorithms and statistics of longest common
subsequences, the combinatorics of palindromic subsequences is not very well
understood. We mention [2,5–7] as some results in this direction. In this note we
recall some known conjectures on this topic and provide a number of new ones.
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The main topic of this note are finite words. A linear word (or just a word) is
a finite sequence of symbols over some alphabet. A subsequence of a linear word
w = a1 . . . an is a word w′ = ai1 . . . aim with i1 < . . . < im. A circular word is
an equivalence class of linear words under rotations. Informally, a circular word
is a linear word written on a circle, without any marked beginning or ending.
A linear word is a subsequence of a circular word if it is a subsequence of some
linear word from the corresponding equivalence class (such linear word is called
a linear representation).

A word w = a1 . . . an is a palindrome if ai = an−i+1 for every 1 ≤ i ≤ n
2 . A

word is called binary if its alphabet is of size two (in this case we usually assume
that the alphabet is {0, 1}). A binary word w = a1 . . . an is an antipalindrome if
ai �= an−i+1 for every 1 ≤ i ≤ n

2 . The reversal wR of a word w = a1 . . . an is the
word an . . . a1.

In 1999 Lyngsø and Pedersen formulated the following conjecture motivated
by analysis of an approximation algorithm for a 2D protein folding problem [8].

Conjecture 1 (Lyngsø and Pedersen, 1999). Every binary circular word of
length n divisible by 6 with equal number of zeros and ones has an antipalindromic
subsequence of length at least 2

3n.

To the best of our knowledge, no progress has been achieved in proving this
conjecture, even though it has drawn substantial attention from the combina-
torics of words community. However, it is a source of other interesting conjec-
tures.

In the mentioned conjecture, the position of a longest antipalindromic subse-
quence on the circle is arbitrary. A strengthening is to require the two halves of
the subsequence to lie on different halves of the circle according to some parti-
tion of the circle into two parts of equal length. Surprisingly, experiments show
that this does not change the bound.

Conjecture 2 (Brevier, Preissmann and Sebő, [3]). Let w be a binary
circular word of length n divisible by 6 with equal number of zeros and ones. Then
w can be partitioned into two linear words w1, w2 of equal length, w = w1w2,
having subsequences s1, s2 such that s1s2 is an antipalindrome and |s1| = |s2| =
1
3 |w|.

We checked this conjecture up to n = 30 by computer. The worst known
case for the both conjectures is provided by the word w = 0i1i(01)i1i0i showing
the tightness of the conjectured bound (by tightness everywhere in this note we
understand the existence of a lower bound different from the conjectured bound
by at most a small additive constant). The bound 1

2n instead of 2
3n can be easily

proved, but no better bound is known.

Proposition 3 (Brevier, Preissmann and Sebő, [3]). Conjecture 2 is true
when replacing |s1| = |s2| = 1

3 |w| by |s1| = |s2| = 1
4 |w|.

Proof. Consider an arbitrary partition of w into two linear words w1, w2 of equal
length, w = w1w2. Assume that w1 has less ones than w2 zeros. By changing the
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partition by one letter each time (by adding a subsequent letter to the end of w1

and removing one from the beginning), we get an opposite situation in 1
2n steps.

That means that there exists a partition w = w′
1w

′
2, |w′

1| = |w′
2|, such that the

number of zeros in w′
1 is the same as the number of ones in w′

2 and vice versa.
Thus, we can pick an antipalindromic subsequence 0k1k or 1k0k with k = 1

4n
having the required properties. ��

2 Circular Words

A natural idea is to look at palindromic subsequences instead of antipalindromic
ones. This leads to a number of interesting conjectures which we describe in this
section. First, we formulate palindromic counterparts to Conjectures 1 and 2.

Conjecture 4. Every binary circular word of length n has a palindromic sub-
sequence of length at least 2

3n.

Conjecture 5. Let w be a binary circular word of length n divisible by 6. Then
w can be partitioned into 2 linear words w1, w2 of equal length, w = w1w2,
having subsequences s1, s2 such that s1 = sR

2 (that is, s1s2 is a palindrome) and
|s1s2| = 2

3 |w|.
We checked both conjectures up to n = 30 by computer. The worst known

case for Conjecture 5 is provided by the word 02i(10)i12i, showing the tightness
of the conjectured bound. The word 0i(10)i1i provides an upper bound of 3

4n
for Conjecture 4. A better bound is discussed in Sect. 3.

In Conjecture 4 it is enough to pick the subsequence consisting of all appear-
ances of the letter with the largest frequency to get the 1

2n lower bound. Using
the same idea as in the proof of Proposition 3, it is also easy to prove the 1

2n
bound for Conjecture 5. No better bounds are known to be proved.

Proposition 6. Conjecture 5 is true when replacing |s1s2| = 2
3 |w| by |s1s2| =

1
2 |w|.

Conjecture 5 is about a palindromic subsequence aligned with some cut of
the circular word into two equal halves. There are n

2 such cuts, so one attempt
to simplify the conjecture is to look at only two cuts which are “orthogonal”.
This way we attempt to switch from the circular case to something close to the
linear case, which is often easier to deal with.

Let w be a circular word of length n divisible by 4. Let w1w2w3w4 be some
partition of w into four linear words of equal length. Let p1p

′
1 and p2p

′
2, |p1| =

|p′
1|, |p2| = |p′

2|, be the longest palindromic subsequences of w such that p1, p′
1,

p2, p′
2 are subsequences of w1w2, w3w4, w2w3, w4w1 respectively. Informally,

these two palindromes are aligned to two orthogonal cuts of the word w into
two linear words of equal length. The partitions w1w2, w3w4 and w2w3, w4w1

are two particular partitions (made by two orthogonal cuts) considered among
all n

2 partitions in Conjecture 5.
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Conjecture 7. For every word w of length n divisible by 4 and its every linear
representation w = w1w2w3w4, the maximum of the lengths of p1p

′
1 and p2p

′
2

defined above is at least 1
2n.

We checked this conjecture up to n = 30 by computer. The worst known case
is provided by the already appeared word 0i(10)i1i showing the tightness of the
conjectured bound. The bound 1

3n can be proved as follows.

Proposition 8. For every word w of length n divisible by 4 and its every linear
representation w = w1w2w3w4, the maximum of the lengths of p1p

′
1 and p2p

′
2 is

at least 1
3n.

Proof. Suppose that |p1p′
1| < 1

3n. Then without loss of generality we can assume
that the number of zeros in w1w2 and the number of ones in w3w4 is less than 1

6n.
Then by the pigeonhole principle the number of ones in both w1 and w2, and
the number of zeros in both w3 and w4 is at least 1

12n. It means that we can pick
a subsequence of 1

12n zeros and then 1
12n ones from w4w1 and a symmetrical

subsequence from w2w3. Thus we get |p2p′
2| ≥ 1

3n. ��
In fact, a slightly stronger statement that the total length of p1p

′
1 and p2p

′
2

is 2
3n can be proved this way. We conjecture the optimal bound for this value to

be equal to n.
Even being proved, the bound of 1

2n in this conjecture would not improve
the known bound for Conjecture 5. However, Conjecture 7 deals with palindromic
subsequences of only two linear words, and thus seems to be easier to handle.
Considering four regular cuts instead of two should already improve the bound
for Conjecture 5.

3 Showing Asymptotic Tightness of Conjecture 4

In this section we present the main technical contribution of this paper, which
is an infinite family of words providing a better upper bound for Conjecture 4.
In fact, we show a stronger result for words over an arbitrary alphabet. Below
we consider words over the alphabet {0, . . . , k − 1}, i.e. w ∈ {0, . . . , k − 1}∗.

Definition 9. We say that w′ is a consecutive subword of a word w if there
exist words u, v with w = uw′v.

We call a word w ∈ {0, . . . , k −1}∗ of type n if it is a consecutive subword of
(0n1n . . . (k − 1)n)∗ or a consecutive subword of ((k − 1)n . . . 1n0n)∗. In the first
case we write w ∈ S′

n, in the second case we write w ∈ S′′
n.

Furthermore, we define Sn = S′
n ∪ S′′

n.

Thus w ∈ S′
n if it is a concatenation of blocks (0n1n . . . (k − 1)n), where the

first and the last blocks may be shorter, and analogously for w ∈ S′′
n.

We denote by w the word we get when exchanging every letter � by (k−1−�),
e.g. 01 . . . (k − 1) = (k − 1)(k − 2) . . . 0. We see directly that w ∈ Sn if and only
if w ∈ Sn. Furthermore, we have that w ∈ Sn if and only if wR ∈ Sn.
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Lemma 10. Let w1 ∈ Sn1 be a word of length �1 and w2 ∈ Sn2 be a word of
length �2, where n1 > n2. Then, the length of the longest common subsequence
of w1 and w2 is at most �1+�2

k+1 + �1
n2
n1

+ 2n2.

Proof. Let w be a common subsequence of w1 and w2 of length �. We see that w
is of the form ap1

1 ap2
2 . . . aps

s , where all aj ∈ {0, . . . , k − 1}, all pj are positive and
aj �= aj+1. We find directly that for i = 1, 2:

s ≤
⌈

�i − 1
ni

⌉
+ 1 ≤ �i − 1 + ni − 1

ni
+ 1 ≤ �i

ni
+ 2. (1)

We consider now the minimal length of a consecutive subword of wi that
contains a

pj

j , where pj > ni. Thus, a
pj

j cannot be contained in one block of the
form (0ni1ni . . . (k − 1)ni). This shows that the minimal length of a consecutive
subword of wi that contains a

pj

j is at least kni.
This generalizes for pj > nir and we find that each a

pj

j spans a subsequence of

length at least kni(
⌈

pj

ni

⌉
−1) ≥ k(pj −ni) in wi. Thus, we find �i ≥ ∑s

j=1 k(pj −
ni). This gives in total

� =
s∑

j=1

pj ≤ �i

k
+ sni. (2)

By combining (1) and (2) we find

� ≤ �2
k

+ (
�1
n1

+ 2)n2. (3)

Furthermore, we find directly that � ≤ �1. This gives in total

k

k + 1
� ≤ �2

k + 1
+ �1

kn2

(k + 1)n1
+

2k

k + 1
n2 ≤ �2

k + 1
+ �1

n2

n1
+ 2n2

1
k + 1

� ≤ �1
k + 1

,

and by adding these inequalities, we find

� ≤ �1 + �2
k + 1

+ �1
n2

n1
+ 2n2.

��
We think of �1+�2

k+1 in the bound above as the “main term”. Therefore, we
need that n2

n1
is small. The remaining term origins from boundary phenomena

due to incomplete blocks. We note that this “main term” is indeed sharp for
large �1, �2, when n1

n2
is integer and k�1 = �2 as the following example shows.

Example 11. We consider n1 = pn2, with p integer, and w1 = (0n11n1 . . . (k −
1)n1)�n2 , w2 = (0n21n2 . . . (k−1)n2)k�n1 = ((0n21n2 . . . (k−1)n2)kp)�n2 . One finds
that in1 is a subsequence of (0n21n2)p and thus, w1 is a subsequence of w2. This
gives directly |w1| = kn1�n2, |w2| = kn2k�n1 = k|w1| and |w| = |w1| = |w1|+|w2|

k+1 .
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For the following considerations we will need a generalization of the notion of
antipalindromes to the case of non-binary alphabet. One natural version would
be to say that w is an antipalindrome if w and wR differ at every position.
However, we work with a stronger notion, which still provides an interesting
bound.

Definition 12. We call a word w ∈ {0, . . . , k − 1}∗ a strong antipalindrome if
w = wR.

Theorem 13. For every ε > 0 there exists a circular word over the alphabet
{0, . . . , k − 1} with equal number of 0’s, 1’s, . . ., (k − 1)’s (n occurences of each
letter) such that any palindromic and any strongly antipalindromic subsequence
of it is of length at most ( 2

k+1 + ε)kn.

Proof. Let us consider a circular word with a linear representation w1w2 . . . wr =
w, where wj = (0pj

1pj

. . . (k − 1)pj

)pr−j

. We see directly that |wj | = kpr and,
thus, kn := |w| = krpr. Furthermore, we have wj ∈ Spj .

We only work in the palindromic case from now on, but the same reasoning
also holds in the case of strong antipalindromes.

Let vvR be a palindromic subsequence of even length. Thus, we find that v
is a subsequence of the linear word u′

1wi1wi2 . . . wiau2 and vR is a subsequence
of the linear word u′

2wj1wj2 . . . wjbu1, where u1u
′
1 = wi0 , u2u

′
2 = wj0 and ik �= j�

for all 0 ≤ i ≤ a, 0 ≤ � ≤ b.
This shows that v is a common subsequence of u′

1wi1wi2 . . . wiau2 and
uR
1 wR

jb
. . . wR

j1
u′R
2 . By removing the parts of v that belong to the boundary blocks

ui we get v that is a common subsequence of wi1wi2 . . . wia and wR
jb

. . . wR
j1

, where

|v| − |v′| ≤ |wi0 | + |wj0 | = 2kpr.

From now on, we only work with v′. We can rewrite v′ as a concatenation
of at most (a + b − 1) blocks vi, where each vi is a common subsequence of
some w

(i)
1 ∈ Spj1(i) and w

(i)
2 ∈ Spj2(i) where j1(i) �= j2(i). Furthermore, we have

a + b ≤ r and ∑
i

|w(i)
1 | = akpr

∑
i

|w(i)
2 | = bkpr.

By using Lemma 10 we find that

|v′| =
∑

i

|vi|

≤
∑

i

( |w(i)
1 | + |w(i)

2 |
k + 1

+
(|w(i)

1 | + |w(i)
2 |)

p
+ 2pr−1

)

≤ |w|
k + 1

+
|w|
p

+
2|w|
kp

.
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This gives in total (together with the bound on |v| − |v′|)

|vvR| ≤ 2|w|
k + 1

+ |w|
(

4
p

+
4
r

)
.

Thus, choosing p = r ≥ 8
ε finishes the proof. ��

The trivial lower bound is 1
k . For palindromes, this can be seen immediately.

For strong antipalindromes the case for k odd works very similarly: We see that
(k − 1)/2 = (k−1)/2 and the word ((k−1)/2)|w|/k is a strongly antipalindromic
subsequence of length |w|/k. The case k is even slightly more complicated but
can be dealt with in the same way as k = 2.

Theorem 13 deserves some remarks. First, it is interesting that the family of
words constructed in the theorem provides the same bound for both palindromic
and strongly antipalindromic subsequences. Second, it provides a generalization
of the palindromic and strongly antipalindromic conjectures to the case of an
alphabet of more than two letters. These conjectures also remain open.

Finally, for any ε > 0, we find that the bound 2n
k+1+ε holds almost surely for

large n in the case when we choose every letter independently and uniformly in
{0, . . . , k − 1}.

To see this, we fix a subsequence of length n
k+1+ε and call it w0. Then we try

to find w0, w0, w
R
0 or w0

R as a subsequence of the remaining word w1. However,
any letter in w1 is chosen independently and uniformly. Therefore, it takes on
average k letters until one finds one specific letter. By the law of large numbers,
the number of letters we have to read in a string of independent and uniformly
chosen letters to find a specific subsequence of length � is asymptotically normal
distributed with mean �k and variance α� for some α > 0. By the Chebyshev
inequality, we find that w0 (or any of the mentioned forms above) appears in w1

almost surely for large n as |w1| = (k + ε)|w0|.

4 Linear Words

The minimum length of the longest palindromic/antipalindromic subsequence
in the class of all linear binary words with n letters can be easily computed.
However, for some restricted classes of words their behavior is more complicated.
One of the simplest restrictions is to forbid some number of consecutive equal
letters. The following proposition is then not hard to prove. It suggests some
progress for Conjectures 1 and 4 for binary words without three consecutive
equal letters.

Proposition 14. Every binary word of length n without three consecutive equal
letters has a palindromic subsequence of length at least 2

3 (n − 2). The same is
true for an antipalindromic subsequence.

Proof. Let w be a binary word without three consecutive equal letters. Consider
the representation w = w1w2 . . . wm such that each wi is composed of only zeros
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or only ones, and two consecutive words wi and wi+1 consist of different letters.
Then the length of each wi is at most 2. Assume that m is even (otherwise
remove wm). Then one can pick at least one letter from each pair wi, wm−i+1

(or two letters if both wi, wm−i+1 are of the same length) and all the letters
from wm+1

2
in such a way that the resulting subsequence is a palindrome. This

way we get a palindromic subsequence of length at least 2
3 (n − 2). The same

proof can be done for antipalindromic subsequences. ��
For the antipalindromic part, one can take the word (001)i to see tightness

(we conjecture the bound 2
3n to be tight for words with equal number of zeros

and ones, but we could not find an example providing tightness). For palindromic
subsequences we conjecture a stronger bound.

Conjecture 15. Every binary word of length n without three consecutive equal
letters has a palindromic subsequence of length at least 3

4 (n − 2).

We checked this conjecture up to n = 30. The worst known cases are provided
by the word (001)i(011)i, showing the tightness of the conjectured bound.

Note that every binary word without two consecutive equal letters is a
sequence of alternating zeros and ones, and thus has a palindromic subsequence
of length n − 1, where n is the length of the word. For a three-letter alphabet it
is not hard to prove the following.

Proposition 16. Let w be a word of length n over a three-letter alphabet. If w
has no two consecutive equal letters, then it has a palindromic subsequence of
length at least 1

2 (n − 1).

Proof. Assume that the number of letters in w is even (otherwise, remove the
last letter). Let w = w1w2 . . . wm where wi is a word of length 2. Each such
word contains two different letters. Then for each pair wi, wm−i+1 there exists
a letter present in both words. By taking such a letter from every pair, we get a
palindrome of length m = 1

2 (n − 1). ��
Based on these observations and computer experiments, we formulate the

following conjecture.

Conjecture 17. Let w be a word of length n over an alphabet of size k, k ≥ 2.
If w has no two consecutive equal letters, then it has a palindromic subsequence
of length at least 1

k−1 (n − 1).

We checked this conjecture up to n = 21 for k = 4 and n = 18 for k = 5 by
computer. A critical example for this conjecture is provided by a word which is a
concatenation of the word (a1a2)i and words (a�+1a�)i−1a�+1 for 1 < � < k − 1.
This word shows that the conjectured bound is tight.
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5 Further Work

There are some questions besides the conjectures above that are worth mention-
ing. First, there is no known reduction between the palindromic and antipalin-
dromic conjectures. Thus, it is interesting to know whether a bound for one of
them implies some bound for the other one. Second, no non-trivial relation is
known for the bounds for the same conjecture but different size of alphabets.
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