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Preface

This volume constitutes the proceedings of the 15th International Conference on the
Economics of Grids, Clouds, Systems, and Services (GECON 2018). GECON is a
long-held conference that annually brings together economics and computer science
researchers, with the ultimate aim of building a strong multidisciplinary community in
the increasingly important areas of future ICT systems and economics.

The strong connection between ICT and economics aspects in current research
endeavors reflects the reality of today’s world, where technological advancements
cause social and economic shifts, and information technology is often provided or
controlled by large industrial realities and pervasive social networks. Clouds, mobile
and distributed systems are well-established game-changer innovations of this kind.
Other emergent ICT paradigms such as microservices and artificial intelligence are
obvious examples of this recurring trend. Therefore, a multidisciplinary approach is
needed when tackling the complexity of the interdependencies between ICT and
economy, as well as the links with other disciplines such as politics or sociology. From
another viewpoint, the impact of ICT is becoming so significant compared with other
disciplines that, to some extent, the economy itself is transforming into an information
and knowledge economy.

In order to better focus on new research directions and their impact and relationship
with the main conference, this year’s GECON organized three special sessions on
selected topics, namely: “IT Service Ecosystems Enabled Through Emerging Digital
Technologies,” “Machine Learning, Cognitive Systems, and Data Science for System
Management,” and “Blockchain Technologies and Economics.”

GECON 2018 was held during September 18–20, 2018, hosted by the Institute of
Information Science and Technologies “A. Faedo” (ISTI) and located on the premises
of the research area of the National Research Council of Italy (CNR) in Pisa, Italy. Pisa
is a small but very lively city in Tuscany with an ancient history. Most notably, Pisa
was one of the Maritime Republics in the Middle Ages, and is known worldwide for
the Piazza dei Miracoli and its iconic Leaning Tower. Pisa is also a longtime hub of
research excellence and higher education, being home to one of the oldest universities
in Italy, as well as of the Scuola Normale Superiore, of the Sant’Anna School of
Advanced Studies, and of the largest research area of the CNR.

We received 40 regular submissions for this year’s edition. Each submission was
assessed by three to five reviewers of the international Program Committee. Of these
submissions, 11 were selected as full papers, for an acceptance rate of 27%. Addi-
tionally, nine shorter work-in-progress papers were integrated in the volume. Like in
previous GECON editions, a combination of full papers and work-in-progress ones
fulfills the twofold aim of gathering solid, original work and capturing innovative
results. Starting from the presentation schedule and onward, the conference enabled
open and informed dialogue between presenters and the audience, encouraging dis-
cussions and debates after each talk and providing enough discussion time.



Keynotes

This year’s GECON featured three keynotes on ICT topics that deeply affect the way
we use clouds as well as their economics.

The first invited speaker, at the conference opening, was Prof. Antonio Cisternino,
University of Pisa. Antonio Cisternino has been a researcher at the Department of
Computer Science since 2006. Among the positions he served there, he was the director
of the Centre for Calculus of the department and participated in the constitution of the
interdepartmental centre for research and services IT Center, of which he has been vice
director since 2013. His main research interests include programming languages,
meta-programming and domain-specific languages. He contributed to the .NET plat-
form dynamic compilation runtime and the F# programming language. At present, he
has turned his attention to clouds and virtualization, Fog Computing, and the Internet of
Things. Also very active in technology transfer, Dr. Cisternino oversees the IT Center’s
collaborations with numerous industrial entities such as Ferrari, Microsoft, Dell, Intel,
Acer, AMD and HP.

Prof. Cisternino’s keynote “How Does the New Memory Hierarchy Affect the Cloud
Model” tackled the issues and changes that recent developments of ITC hardware are
bringing to the use and management of computing resources, both from a general
viewpoint and specifically to the field of Cloud Computing.

“Cloud Computing, which started as a business model, has become a reference model to
organize and use IT resources so that users are shielded by the ever-growing complexity of the
ICT infrastructures. As any other model, the cloud one is based on implicit and explicit
assumptions about the technology that made it possible. In this talk I present recent technology
changes that are affecting the very underlying assumptions that have contributed to define the
cloud reference architecture and the way cloud is used. In particular, I focus on the revolution of
storage media and the impact on the whole communication infrastructure.”

Also on the first day of the conference, the second invited speaker was Alessia
Bardi, a researcher at Networked Multimedia Information Systems (NeMIS)
Laboratory of CNR-ISTI. After getting her PhD in Information Engineering in 2016,
Dr. Bardi has been involved in several EU-funded projects addressing the realization
and operation of aggregative data infrastructures for various research communities. She
is currently participating in projects supporting Open Access and Open Science, in
particular OpenAIRE and OpenUP. Her research interests include service-oriented
architectures, data and metadata interoperability, and data infrastructures for e-science
and scholarly communication.

Dr. Bardi’s keynote speech was about “Open Science as-a-Service for Repositories
and Research Communities.” A long abstract of her talk is included as the first
contribution in this volume.

“Open Science is a set of practices of science mandating for accessibility and availability for
re-use and re-distribution of research activities and products. Implementing Open Science
principles aims at enabling responsible, reproducible, and transparently assessable research.
Beside the need for a behavioral change in interested stakeholders, as of today the scholarly
communication ecosystem lacks tools and open research community practices. To fill this gap
and support a smooth transition toward Open Science, the OpenAIRE initiative is offering novel
services for research communities and content providers.”
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The third invited speaker was Prof. Antonio Brogi. Antonio Brogi has been a full
professor at the Department of Computer Science, University of Pisa (Italy) since 2004.
He was previously there as associate professor and assistant professor, and later served
as Dean of the Bachelor’s and Master’s Degree Programs in Computer Science. He
leads the Service-Oriented, Cloud and Fog Computing research group (SOCC). His
research interests include service-oriented and cloud-based computing, coordination
and adaptation of software elements, formal methods and design of programming
languages. He has published over 150 research papers and is member of the editorial
board of several journals in the field, as well as member of the steering committees of
conference series like CIbSE, ESOCC, and FOCLASA. The keynote from Prof. Brogi,
on the second day of the conference, was entitled “Microservices Everywhere?”

“In this talk we critically discuss the main characteristics of microservices and the potentially
huge advantages offered by their adoption for managing enterprise applications. We also show
how a simple formalization of the main properties of microservices can be exploited to drive the
refactoring of existing applications.”

Special Topic Sessions

IT Service Ecosystems Enabled Through Emerging Digital Technologies
Chair: Somayeh Khaghighi, Amsterdam University, The Netherlands.

New business ecosystems have become possible thanks to digital platforms such as
cloud computing, Internet of Things, and wearable technologies. Digital businesses in
these ecosystems continuously monetize, manage, and measure information as an asset
for having a competitive advantage in the market. This special session focuses on new
ways of integrating people, resources, processes, and technologies, impacting on the
management of systems and resources, on the analysis and modeling of value creation,
and on the sustainability of technologies.

Machine Learning, Cognitive Systems and Data Science for System Management
Chair: Aurilla Aurelie Arntzen, University of South-Eastern, Norway.

It is well recognized in this interconnected world that businesses, government, and
people depend on reliable technical infrastructures for all aspects of daily operations
such as retail distribution, public and private transportation, and even social interaction.
There are many reasons why failures occur in digital infrastructures and information
systems, including human errors and malicious behavior. Today, the emerging trend is
to use techniques from data science, Machine Learning, and Artificial Intelligence in
order to automate management tasks, thus increasing system reliability and manage-
ment efficiency.
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Blockchain Technologies and Economics
Chairs: Paolo Mori, CNR-IIT, Italy and Stefano Bistarelli, University of Perugia, Italy.

The blockchain technology is raising increasing expectations, with many promising
applications being proposed in several fields that go far beyond the crypto-currency use
case that popularized the technology. This special session focuses on theory and
applications of blockchain systems and services, as well as their impact on the viability
of new economic models and issues on essential properties of the affected systems,
including the legal, privacy, and security aspects.
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Open Science as-a-Service for Research
Communities and Content Providers

Alessia Bardi(&)

Institute of Information Science and Technologies – CNR, Pisa, Italy
alessia.bardi@isti.cnr.it

Abstract. Open Science is a set of practices of science according to which
research activities and the research products they generate should be openly
available, under terms that enable their findability, accessibility, re-use and re-
distribution. The main effects of the implementation of Open Science principles
is to enable responsible, reproducible and transparently assessable research.
For an effective implementation of Open Science principles, a behavioral

change in interested stakeholders and new tools for publishing in the scholarly
communication ecosystem are required. Open Science publishing calls for the
publishing of all types of research artefacts, beyond scientific literature. Today,
the scholarly communication ecosystem lacks of tools and research community
practices on Open Science publishing. To fill this gap and support a smooth
transition towards Open Science, the OpenAIRE initiative is offering two novel
services for research communities and content providers (e.g., institutional
repositories, data repositories). The final goal is to support the cultural and
technological shift towards the Open Science paradigm, from which all the
different stakeholders in the research domain and of the society at large can
benefit.

Keywords: Open Science � Scholarly communication �
Scientific communication � OpenAIRE

1 Open Science Publishing

Open Science is an umbrella term that defines a set of practices of science according to
which research activities and any kind of products (e.g. literature, data, methods,
software, workflows) they generate should be made available as soon as possible under
terms that enable their findability, accessibility, re-use, and re-distribution [1]. Open
Science principles are advocated by all scientific and scholarly communication stake-
holders [2], who intend Open Science as a means for accelerating research by
enhancing transparency and collaboration, and fostering innovation and reproducibil-
ity. Scientists and organizations see Open Science as a way to speed up, improve
quality, and more effectively reward research activities, while funders and ministries
see it as a means to optimize cost of science and leverage innovation [3].

Open Science is still an emerging vision and a way of thinking that calls for
behavioral changes in the interested stakeholders and for novel tools in the scholarly

© Springer Nature Switzerland AG 2019
M. Coppola et al. (Eds.): GECON 2018, LNCS 11113, pp. 3–6, 2019.
https://doi.org/10.1007/978-3-030-13342-9_1

http://orcid.org/0000-0002-1112-1292
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-13342-9_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-13342-9_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-13342-9_1&amp;domain=pdf
https://doi.org/10.1007/978-3-030-13342-9_1


communication ecosystem that support the implementation of the Open Science
principles.

Open Science publishing means publishing/depositing all products of a research
activity under terms that enable their re-use and redistribution. The scholarly com-
munication ecosystem should allow research communities to share and re-use their
scientific results by publishing all intermediary and final research artefacts, beyond
scientific literature. Artefacts can be research data, software and research methods (e.g.
protocols, algorithms, etc.), which should be deposited in repositories for scientific
communication (e.g. institutional repositories, data archives, software repositories,
CRIS systems), and should be published together with the semantic links between
them. To complete the picture, such ecosystem should support publishing of packages
of artefacts (e.g. research objects [4], enhanced publications [5]) to allow discovery,
evaluation, and reproducibility of science (e.g. workflows or experiments with input
datasets). In addition, products of science should be published as soon as possible, i.e.
not only once a research activity is concluded, but also while it is ongoing. In other
words, scientists should, as much as possible, make their methodologies, thinking and
findings available to enable/maximize collaboration and reuse by the research com-
munity and the society at large. An effective implementation of Open Science pub-
lishing principles would:

• Enable reproducible research: let other users reproduce experiments.
• Enable transparent evaluation of research activities: evaluate findings based on the

ability to repeat science, but also on the quality of the individual products of
science, i.e. literature, research data, software, and experiments.

• Support re-use of research results: overcome the barriers that SMEs and researchers
(especially from developing countries) are facing in accessing publicly funded
research.

1.1 Barriers to Open Science Publishing

The existing scientific communication ecosystem lacks tools and practices for engaging
research communities at adopting the aforementioned novel Open Science publishing
principles. Scientific literature, possibly linked to the underlying research data deposited
in a data repository or archive, is still typically seen as the sole, omni-comprehensive
unit of scientific dissemination. Publishing other types of artefacts like methods, pro-
tocols, workflows and software is not generally a common practice, i.e. no repositories
of reference, no persistent identifiers, no citation practices and, therefore, no scientific
reward. Regarding the publishing of packages of artefacts, solutions exists in discipline-
specific communities (ISA Research Object for systems biology, MINSEQE and
MIAMI guidelines for functional genomics) but, in general, research packages are not
considered as first-class citizens of the scholarly communication domain.

The scientific ecosystem is also not able to keep a complete and up-to-date record
of relationships between research products. For example, publication, data, software
repositories and publishers do not keep bi-lateral links between their products, and the
links they keep are not in-sync with the updates of the products (e.g. links to new
versions of the data, obsolete links).

4 A. Bardi



2 Open Science Publishing as-as-Service

OpenAIRE (Open Access Infrastructure for Research in Europe) [6] is an initiative
funded by the European Commission that fosters and enables the adoption of Open
Science publishing principles. Its aim is to provide Research Infrastructures (RIs) with
the services required to bridge the research life-cycle they support - where scientists
produce research products - with the scholarly communication infrastructure - where
scientists publish research products - in such a way science is openly accessible,
reusable, reproducible, and transparently assessable. OpenAIRE is working closely
with existing RIs to (i) provide services for compensating the lack of Open Science
publishing solutions and (ii) provide the support required by RIs to upgrade existing
solutions to meet Open Science publishing needs (e.g. technical guidelines, best
practices, Open Access mandates). To this aim, OpenAIRE is juxtaposing to its “Catch-
all repository” Zenodo [7], two new services implementing the concept of “Open
Science as a Service” (OSaaS), i.e. services and tools implementing Open Science
principles are provided on-demand, transparently with respect to the underlying tech-
nical infrastructure. Tools are accessible through either a thin client interface, such as a
web browser, or an application program interface. Services are designed to be usable by
different disciplines and providers, each with different practices and maturity levels, so
as to favor a shift towards a uniform cross-community and cross-content provider
scientific communication ecosystem.

The Research Community Dashboard will serve research communities and their
RIs to publish research artefacts, packages, and links, and to monitor their research
impact. Scientists and infrastructural services populate and access an information space
of interlinked objects dedicated to them, through which they can share any kind of
products in their community, maximize re-use and reproducibility of science, and
outreach the scholarly communication at large.

The Catch-All Broker Service will engage and mobilize content providers (insti-
tutional repositories, data archives, etc.) and serve them with services that help them in
keeping their collections of scholarly records up-to-date. The idea behind the service is
to disseminate and advocate the principle that scholarly communication data sources
are not a passive component of the scholarly communication ecosystem, but rather
active and interactive part of it. They should not consider themselves as thematic silos
of products, but rather as hubs of products semantically interlinked with any kinds of
research products and, more broadly, up-to-date with the evolving research ecosystem.

In order to facilitate the cultural and technological shift towards common Open
Science publishing practices, the technological efforts are complemented with net-
working activities that will strengthen the emerging Open Science social environment,
aligning practices and mechanisms for open accessibility, transparent evaluation and
reproducibility.

Open Science as-a-Service for Research Communities 5



3 Conclusion

The effective implementation of Open Science calls for a scientific communication
ecosystem capable of enabling the Open Science publishing principles of transparency
and reproducibility. Such ecosystem should provide tools, policies, and trust needed by
scientists for sharing and interlinking (for “discovery” and “transparent evaluation”)
and re-using (for “reproducibility”) all research artefacts produced during a research
activity, e.g. literature, research data, methods, software, workflows, protocols.

OpenAIRE fosters transparent evaluation of results and facilitates reproducibility of
science for research communities by enabling a scientific communication ecosystem
where artefacts, packages of artefacts, and links between them can be exchanged across
communities and across content providers. To this aim, OpenAIRE introduces and
implements the concept of Open Science as a Service on top of the existing OpenAIRE
infrastructure, by delivering services in support of Open Science publishing.

The final goal is to support the cultural and technological shift towards the Open
Science paradigm, from which all the different stakeholders of the research domain and
of the society at large can benefit in several ways, such as:

• Funders can optimize costs of research activities;
• Researchers can be more effectively credited and rewarded for all the research

products they produce, not only for the scientific literature;
• Researcher’s activities are reproducible and trustable;
• The open accessibility to all products enables transparent evaluation and support

responsible research: SMEs, citizens and researchers worldwide, also from devel-
oping countries, can easily access research results, which, in Open Science settings,
are not locked behind a paywall.
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Abstract. Large banks in the United States are often organized as bank
holding companies controlling one or more subsidiaries. Their inorganic
growth has led to duplicated capacity. In pursuit of cost savings, many
holding companies provide shared services, including software develop-
ment. Demand for development resources generally exceeds supply, lead-
ing to the need for a centralized project selection process. The selection
methodology chosen is sometimes based on a resource constraint prob-
lem, using projected financials provided by the subsidiaries. This solu-
tion architecture is susceptible to misaligned incentives. We propose the
use of a combinatorial auction to assist in project selection and more
closely align the incentives of executives to those of the bank. We discuss
appropriate auction formats for the contest based on the economic char-
acteristics of the problem and explore impediments to implementation.

Keywords: Project selection · Combinatorial auctions ·
Shared-services

1 Introduction

Large banks are often organized as bank-holding companies (BHCs hereafter),
financial holding companies controlling one or more banking subsidiaries. A wave
of mergers has produced a diminishing number of ever larger BHCs, growing far
in excess of secular industry growth, controlling banks doing a variety of con-
sumer, investor, and corporate facing business [6]. This inorganic growth has led
to duplicated capacity. As one major impetus for acquisition is cost reduction
through operational synergies, BHCs move to centralize and/or outsource soft-
ware development capabilities. While the eventual goal is to entirely centralize
software development, in practice software development resources remain both
in the subsidiaries and BHC, partially because acquisitive BHCs are never in
a state of quiescence, so already integrated and organically grown subsidiaries
retain capacity to avoid being at a strategic disadvantage. A major operational
challenge for each BHC is deciding how to deploy centralized capacity in light of
c© Springer Nature Switzerland AG 2019
M. Coppola et al. (Eds.): GECON 2018, LNCS 11113, pp. 9–23, 2019.
https://doi.org/10.1007/978-3-030-13342-9_2
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requests exceeding aggregate capacity. Centralized project selection is required to
fully realize efficiency gains [28] and avoid an “inverse tragedy of the commons”
[17] where shared resources are underutilized due to diffused responsibility.

This work stems from management consulting work performed by the author
for a major BHC. The BHC had, over time, acquired a variety of banking
and financial services subsidiaries and made efforts to integrate and standardize
acquisitions to achieve strategic and operational synergies. As noted in [28], in
cases where “processes are . . . being transformed”, as after an acquisition, shared
services are more incentive compatible than outsourcing. The BHC took a similar
view and created a shared services development organization, using subsidiary-
provided revenue projections to compare the returns of proposed projects. This
näıve evaluation method was ripe for abuse, incentivising activity prioritizing
the interest of the subsidiary and project executives over that of the BHC, such
as overestimating expected revenue. While the evaluation of projects was out of
scope in the bank engagement, and therefore the question was not addressed to
the client, the misalignment inherent in this decision architecture was evident.

We make a number of simplifying assumptions. We assume that there is
a single allocation metric, the programmer-week, with which we measure the
required programming project investment, and that programmer-weeks are fun-
gible. While we could easily scale capacity to account for variations in individual
productivity, we instead ignore this. We ignore the scheduling of individual pro-
grammers and initially assume that each programmer works in only a single
technology (relaxed in Sect. 2.2). We allow free disposal, where projects are
permitted to use less than their allocated resources. We do not allow them to
use more than allocated. We disallow resource transfer reasoning that this would
be equivalent to permitting subsidiaries to run their own, internal, allocation pro-
cess (although this may allow a robust, efficient secondary market to emerge). We
assume that the software shared service may need to be a cost center, and that
monetary transfers are used as a signaling but not necessarily a funding mecha-
nism. We ignore BHC-wide synergies, and assume subsidiaries submit combina-
tions of synergistic projects as mutually-exclusive singletons. These assumptions
are simplistic, but consistent with those the author has observed in the field.

Prior work on project management has often centered on extensions to the
standard project model [26], assuming that incentives among parties are aligned
even when discussing shared services [28] or on optimization-based approaches
to selection and scheduling [9]. The application of auctions to project selection
has been proposed previously [29], possibly because of the connections between
optimization and auction clearing algorithms [19], but often without regard to
why it is preferable to a simpler optimization-based scheme. Clearing for com-
binatorial auctions and related optimization problems are well studied and pro-
vides a wealth of results that can be applied to auctions (e.g., [16]). Other work
has examined Enterprise crowdsourcing, crowdsourcing taking place entirely
within the enterprise, but given its need for a “scalable expert network” [33]
(emphasis added) and the very different specialties of the banking subsidiaries,
it may not be appropriate for picking projects for the shared-service.
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In Sect. 2 we outline a project evaluation method similar to that used at the
BHC. We follow this with a discussion of auctions as a method of discovering
the internal valuation of a project in Sect. 3, including a comparison of some
auction methods as applied to project selection. We then provide a short discus-
sion on bid representation and computational complexity in Sect. 4. We give a
simplified example in Sect. 5. Finally, we close with a summary and discussion of
impediments in Sect. 6. For the convenience of readers, we bold terms in their
first substantial use, near their definition.

2 Optimizing a Project Portfolio and Incentives

In order to abide by the ethical and legal restrictions imposed by the consulting
relationship, we have abstracted out any details of the bank’s method, leav-
ing only the observation that subsidiaries provide projections used in an ILP
(integer linear program) to allocate resources. Anecdotal evidence, from contem-
poraneous conversations, indicates that this evaluation scheme was not uncom-
mon. The details contained here are thus an idealized version constructed using
a standard project process [26] and an optimization approach, consistent with
the observation that substantially all large firms use discounted cash flow and
related methods for investment decisions [22]. Each project submission submits
information about the project’s expected revenues and expenses from which the
BHC can compute an NPV (net present value). This process usually takes place
among operating subsidiaries, some with their own development capabilities, a
few levels below that of the top BHC. A simple example is shown in Fig. 1.

Fig. 1. Representative organizational structure and project development flows

2.1 An Optimization Based Approach

In designing a solution to allocate programming resources, we assume that each
product can be created using a number of configurations of programmer-weeks.
For example, a consumer facing product might be developed using different
technologies, and might have specialized versions optimized for devices (e.g.,
a native iOS app). We assume that each proposer can determine their perceived
value for each of these configurations and that the BHC will choose among
these in the alternative. Given a number of subsidiaries proposing projects,
the BHC can formulate an ILP to allocate development resources maximizing
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profitability [14]. With M different technologies denominated in some convenient
unit (e.g., programmer-week). We denote I as the full set of available resources,
C is an ordered integer M -tuple {C1, . . . , Cm} denoting the capacity of each
resource type in I, S a bundle of resources encoded as an ordered M -tuple
{S1, . . . , Sm} denoting the quantity of each resource type, J the set of projects,
vj(S) denoting the value that project j places on bundle S (i.e., NPV for pro-
posed bundles, 0 otherwise), and xj(S) indicates if j was awarded bundle S ⊆ I,
then we solve:

maximize:
∑

j∈J

∑

S⊆I

xj(S) · vj(S) (OBJ)

subject to:
∑

S⊆I

∑

j∈J

xj(S) · Sk ≤ Ck ∀k, 1 ≤ k ≤ m (1a)

xj(S) ∈ {0, 1} ∀S ⊆ I,∀j ∈ J (1b)

(OBJ) encodes that we maximize the sum of the values of approved bundles, sub-
ject to: (1a), the sum total of any resource type contained in approved bundles is
less than or equal to the capacity of that type; (1b), bundle allocation is atomic
and therefore all xj(S) are binary variables. We model mutual exclusion restric-
tions (e.g., only one approved proposal per project) by adding a dummy unit
capacity variable and using (1a). The related multi-unit winner determination
problem [19] (WDP, hereafter), the problem of solving (OBJ) subject to (1),
is known to be NP-hard [18], but often amenable to heuristics [8,16,19]. One
major advantage to this scheme is the ability of the subsidiary to control access
to information, only disclosing resource signatures, value, and enough product
detail for the shared service to be able to prevent project switching and preemp-
tive resource bidding. We’ve eschewed imposing an academic formalism on the
modeling of the resource problem as the problem representation is often dictated
by an internal team without any exposure to formal methods in business process
modeling. The basic model and process shown here are a natural enhancement
of the existing data gathering and decision making process.

2.2 Programmers with More Than One Skill Set

As currently formulated, (1a) presumes that each programmer’s capacity is
assigned to a single technology, with the sums used to calculate the constants Ck.
If all programmers are capable in the entire range of offered technologies, then
(1a) can be configured as a single equation. More likely, (1a) must be modified
to allow for the assignment of a programmer to multiple resource types without
overutilization. For the purposes of exposition, assume that programmer 1 has
40 units to divide among technologies #1 and #2. Let C1 and C2 be the remain-
ing capacity of technologies #1 and #2 respectively, and let U1 and U2 be the
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utilized capacity in a correct allocation. It is clear that if we add U1 − C1 ≤ 40,
U2 − C2 ≤ 40, and U1 + U2 − C1 − C2 ≤ 40, then (1a) can be

∑

S⊆I

∑

j∈J

xj(S) · Sk ≤ Uk, ∀k, 1 ≤ k ≤ m (1a-r)

This formulation does not work with more complex cases where programmers
have overlapping, but not identical, skill sets. Instead, define variables P i

j as the
capacity assigned for programmer i for technology j, and add a constraint

P 1
1 + P 1

2 ≤ 40 (1c)

If programmer 2 has 25 units to allocate among technologies #2 and #3,
then we add P 2

2 + P 2
3 ≤ 25, and to limit the total assigned capacity to the

correct Uk in (1a-r), we add U1 − C1 − P 1
1 ≤ 0, U2 − C2 − P 1

2 − P 2
2 ≤ 0, and

U3 − C3 − P 2
3 ≤ 0. See Sect. 5 for a partial example.

If more than one programmer shares the same set of skills, no additional
variables or constraints are added but the constant in (1c) is adjusted to total
capacity. Thus, for example, all the programmer who can cover every technology
at the bank (the “all-arounders”) would be captured with a single additional
constraint of the form (1c). The number of additional variables and constraints
is thus limited by the number of technologies supported, employee skill mix, and
by corporate hiring and training practices, and is generally small in practice.

2.3 The Problem of Incentives

Market design is a subfield of economics that seek to efficiently bring together
the parties to a transaction. One major reason why markets are redesigned is
that the design is susceptible to gaming, strategic behavior on the part of par-
ticipants at odds with the market designer’s goals [27]. The BHC seeks to build
the combination of software providing the greatest benefit to the bank subject
to development resource constraints encoded in (1a). For this to work, the rep-
resentations of value in (OBJ) as provided by the subsidiary (the revealed val-
uation) should reflect the internal value ascribed to the project by the proposer
(the true valuation). Unfortunately, the existing design is subject to gaming.

Each proposal provides estimates to the BHC from which vi(S) is derived.
The first is an estimate of programmer-weeks required. This estimate can be
made using a variety of well-known methodologies, and the proposer is often in no
favored position to know details significantly effecting the outcome. Additionally,
development cost can often be observed within the year, making it unlikely that
the proposer can expect any sustained benefit from a significant underestimate.

The estimate of projected revenue is more problematic. The future cash flow
of a business without a track record is not much more than an educated guess
derived from a plan, a market assessment, models, and assumptions. These esti-
mates are within the area of expertise of the proposing subsidiary, but not the
BHC’s software development shared service. The timing of revenues makes this
even more dangerous; the accuracy of revenue estimates may not be apparent
for longer than the three-year average U.S. single company executive tenure [12].
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3 Imposing Costs Early to Align Incentives

One solution to this temporal mismatch is to both allocate on the basis of the
revealed valuation and immediately impose a commensurate cost on the suc-
cessfully proposing subsidiary, giving their management a strong incentive to
critically examine their submission. This method does not try to maximize rev-
enue collected, but rather seeks to foster social efficiency, the optimal allocation
of resources, which occurs where we maximize the sum of the surplus achieved
by the BHC and the subsidiaries. Project i values resources S at vi(S). If it can
purchase S for pi(S), then the payoff for purchasing S is πi(S) = vi(S)−pi(S).
If we could determine vi(S), and charge proposer i that value, proposer i would
be entirely indifferent as to whether to pursue the opportunity or not. Better
would be to charge something less than vi(S) to give the proposer an incentive.

A well studied mechanism for allocating a scarce resource is the auction. One
pricing rule yields a second-price auction (a.k.a. Vickrey Auction), in which
the item(s) under auction is awarded to the highest bidder(s) at the price bid
by the highest losing bidder [32]. The benefit of this pricing rule is that the
dominant strategy, a strategy that does at least as well as any other, is to
bid your true valuation [5]. A bidder who overbids risks paying above their true
valuation and having a negative payoff. A bidder who underbids risks losing a
potential positive payoff. A second price auction is thus incentive compatible,
where participants get the best outcome by acting in accord with their true
preference [5]. While we are unconcerned with maximizing the prices that the
shared service achieves for its services as a means of subsidizing development, to
the extent that the willingness to pay is a proxy for true valuation, an auction
can effectively elucidate that value. In common-value auctions, those where
the items are worth the same to every bidder, a well-known phenomena called
the winner’s curse exists where the bidder who most overestimates the value
of the item wins, but overpays [31]. In cases where individual private values
predominate, such as here, the winner’s curse is commensurately reduced [30].

3.1 Combinatorial Auctions and the VCG Auction

In situations where the multiple resources under auction are related, both the
buyer (subsidiary) and seller (BHC) run significant risks with an item-by-item
auction. The subsidiary is subject to exposure risk where that bidder wins
“some—but not all—of a complementary collection of items . . . The proposer is
‘exposed’ to a possible loss if his (sic) bids include synergistic gains that might
not be realized” [10]. The BHC has an analogous problem. One solution is to
auction items as packages, groups of items sold as a unit, using a multi-unit
combinatorial auction [18] with salable item types with associated capacities.
The Vickrey auction was first proposed for multiple homogeneous objects [32]
and later extended to packages with heterogeneous objects piecemeal, becom-
ing the VCG auction, after the initials of the proposers [5]. VCG uses the
same formal constraints (OBJ) and (1). The difference between the optimization
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approach and the VCG is entirely in the adoption of a payment rule. With VCG,
bidder i granted Si ⊆ I pays (under the Clarke pivot rule):

pi(Si) = max
∑

j∈J\i

∑

S⊆I

xj(S) · vj(S) − max
∑

j∈J\i

∑

S⊆I\Si

xj(S) · vj(S) (2)

the externality that the winner imposes on others, that is the utility others would
have if bidder i were absent from the auction but all items were unchanged, minus
the utility they actually derived with both bidder i absent and only (S − Si)
available [5]. First-price sealed bid auctions require the bidder to optimize the
expected value of each bid, considering both the payoff and the probability of
winning [21]. A direct revelation mechanism (e.g., VCG), where bidders bid
their true valuations, enables bidding without this strategic computation.

In situations where the sale of multiple related items of value are consid-
ered, economists classify items as substitutes or complements, depending on
how demand for [and therefore price of] one item changes as the other’s price
varies. Complements are pairs of items whose value in a combination may be
higher than the value individually, and therefore one for which demand may fall
when another item’s price rises [10], the intuition being that if a project requires
two different technologies then when the price of one goes up the project may be
canceled, reducing demand for the second. Substitutes are items for which an
increase in the price of one item does not reduce demand for the other [10]. These
are often items that can both play the same role, so an increase in price for one
may induce a project to shift to the other, increasing the second items price. In
general, programmer-weeks can be complements to some bidders, substitutes for
other bidders and may switch between complements and substitutes depending
on price. The optimal auction format for substitutes and for complements is not
the same. When a payment rule implies a payoff vector such that no subset of
the bidders could approach the seller and defect (with them all doing at least
as well, and some doing better), we say the result is in the core. With a VCG
auction, (2) may not lead to a core allocation when goods are not substitutes [5].

Given the acquisitive manner in which the BHC brought many of its sub-
sidiaries under its corporate umbrella, we expect some degree of collusion by
projects from the same subsidiary. Collusive bidders act to reduce the prices
paid by suppressing inter-bidder rivalry [21]. In the case of a single item Vickrey
auction bidding rings have no effect unless the membership of the ring includes
both of the bidders with the top two true valuations [21]. Even when the ring does
include these members, the usual result is an adverse change in auction revenue,
but no change in the assignment. As we are concerned with efficient allocation
not with revenue maximization, this may be an acceptable result. Unfortunately,
in a VCG auction, collusion can lead to an inefficient allocation [5]. The VCG
auction, however, is unique in having certain positive properties, including a
strong form of incentive compatibility that works regardless of whether other
bidders are lying (interested readers are referred to [11] and the papers cited
there). The loss of strong incentive compatibility is not fatal. There are weaker
guarantees on bidder behavior that might be acceptable. For example, consider
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a guarantee that bidders use a semi-sincere strategy where they accurately give
the relative value of packages, but may have an idiosyncratic discount they apply
to each package. This may be the best we can do in the corporate context when
looking at projects from across the enterprise. Large corporations overwhelm-
ingly use hurdle-rates to handicap all projects before approval, but different
subsidiaries often have different costs of capital and therefore different hurdle
rates [22]. This implies that when comparing projects across the corporation we
may need to settle for a semi-sincere strategy guarantee.

3.2 Ascending Proxy Auctions

Given potential bilateral relationships, where all parties have preference orders,
the early 1960s saw the development of resource assignment algorithms based
upon the concept of a stable marriage [13]. In this context, a stable marriage
is a pairwise matching where, while each partner may have motive to defect and
pair with other partners, the preference is not mutual so there is no opportunity
for defection. One way to think about stable marriage is as a related concept
to the core, indicating that no subgroup can profitably defect without some of
them losing. In assigning graduating doctors to residencies and students to NYC
high schools, a set of applicant-proposing deferred-acceptance algorithms based
on stable marriages are currently used [1]. In these algorithms, both parties (e.g.,
students and schools) express a preference order and the algorithm makes a set of
matches, moving in one direction from the perspective of resource holders (e.g.,
with the school’s class monotonically improving) and the other direction from
the perspective of supplicants (e.g., with the match moving down the student’s
preference list), permanently discarding matches from each list as it proceeds.
The efficiency of this approach comes from the discard step, which ensures that
the matching is limited to no more than the size of the preference lists. One
failure of many matching algorithms is that they induce strategic behavior, for
example when schools discriminate against students not ranking them first [1].
Here, the Department of Education acts as a mandatory proxy for the students,
using the stated preferences to make the match without disclosing preferences,
incentivising truthful disclosure and making it incentive compatible. This algo-
rithm prevents defections by students and schools. An alternative design might
optimize for finding an acceptable [non-core] assignment for students and disal-
low transfers outside the algorithm, but only once, as good students would learn
to disclose only their most preferred choices, breaking incentive compatibility.

A more generalized version of this algorithm, called the ascending proxy
auction [4], could be used to select projects. Ascending proxy auctions produce
core outcomes when semi-sincere bidding is used [4]. The scalability of the high
school matching algorithm is partially due to the identical resource signatures
of every student. In the more general case, we may remove a project only to
find sufficient resources for that project open up later. The result is that the
ascending proxy auction can be exponential in its input. More problematic is the
requirement (in common with VCG and stable marriage) that the bidder provide
vi(S) for every acceptable package a-priori. There are an exponential number of
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potential packages and in the absence of pricing feedback, bidders focus on likely
packages [3]. An iterative process allows “bidders to submit multiple bids during
an auction and provides information feedback to support adaptive and focused
elicitation” [24] ameliorating this concern.

3.3 Clock-Proxy Auctions

One solution to the related packaging, allocation, and pricing decisions that
allows for pricing feedback is to separate these decisions into phases. The pre-
selection of packages by the auctioneer is dangerous in that it can favor some bid-
ders leading to inefficient allocations [5]. A number of related two-phase auction
formats have been developed in the context of government spectrum auctions
[10]. Here we adopt the clock-proxy auction [3]. In this approach, a clock auction
phase is used to provide starting prices for each item type and create packages,
and a second ascending proxy auction is used to determine the final configura-
tion, prices, and allocation the packages. Each phase provides some advantages
not present in a single phase auction [3].

Clock Round: During the clock phase, at each tick, the auctioneer announces
prices on a unit bases, one price per type. Each bidder responds with a bid
expressed as an item-demand vector. At the conclusion of each round, for items
where supply exceeds demand, the price is fixed for the remainder of the clock
phase. For those where demand exceeds supply, prices are increased. Bidders
are only given the prices and aggregate demand for each item type, reducing the
potential for gaming. The clock phase usually ends when excess demand has been
extinguished. While it is possible to engineer a clock-proxy auction so that there
is exposure risk for bidders [3], here all risk remains with the BHC. The clock
phase is illustrated in Algorithm 1. We assume the presence of functions WDP
solving the WDP and deltaPrices() finding the appropriate price change to
an item with excess demand using one the suggested algorithms from Sect. 5.2.3
of [3]. At the conclusion of the clock phase, maxOBJ[] will be the clock-phase
price vector maximizing auction revenue.

Proxy Round: The prices in maxPR[] become the minimum unit prices in the
proxy round. Here, the auctioneer runs a mandatory proxy auction on packages,
both those created in the clock phase as well as any new packages the bidders
propose. At the conclusion of the proxy round a mutually compatible set of
packages will have been won by bidders not subject to the exposure problem.
Clock-proxy is relatively resistant to collusion [3].

In the clock round bidders who wish to minimize their own prices and max-
imize their chances of success (i.e., rational bidders) may be incented to both
over and under-activity. Overactivity is exemplified by shill bidding to drive up
the price of other projects’ inputs. To dissuade shill bidding, every bid vector is
recorded and does not expire, so the shill bidder may be held to those bids [3].
In underactivity, the bidder half-heartedly bids in the clock round to keep the
prices of inputs low. Typically an activity rule, restricting bids based on prior
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Data: prices[] : An array of initial prices, one per item type 1, . . . , n
Data: capacity[] : An array of capacity, one per item type 1, . . . , n

1 active[] := { 1, . . . , 1} ; // all n item types are still in play

2 allBids := ∅ ; // Records all bids ever made

3 repeat
4 Publish the current prices prices[], receive bids ; // See note in text

5 foreach bid B received this round do
6 allBids[] ∪ = {(prices[], B)} ; // Store (price,bid) pair

7 demand[] += B ; // Compute Aggregate demand

8 if
∑n

i=1(prices[i] · demand[i]) >
∑n

i=1(maxPR[i] · maxDem[i]) then
9 maxPR[] := prices[], maxDem[] = demand[]; // save argmax of (OBJ)

10 foreach itemType i ∈ {1, . . . , n} do
11 if active[i] == 1 and (capacity[i] - demand[i]) > 0 then
12 prices[i] += deltaPrices(prices, capacity, bids, i);
13 else
14 active[i] := 0 ; // stop increase when demand matches capacity

15 until
∑n

i=1 active[i] == 0;

Algorithm 1: Clock Phase adapted from [3]

activity, is used to prevent under activity, for example the revealed preference
activity rule [3]. This rule restricts later bids to those bid earlier, unless the
prices of all already bid packages have increased more than increase in the pack-
age now bid upon (possibly with some relaxation [25]). Intuitively, since each
package S has a payoff for bidder i, if i is legitimately bidding on S′ for the first
time, it must be that now vi(S′) − p(S′) > vi(S) − p(S) for all S previously bid,
but since i didn’t bid for S′ earlier, it must also be that at the time S was bid,
vi(S′) − p(S′) < vi(S) − p(S). Since vi(S) and vi(S′) don’t change, it must be
that p(S) has increased more than p(S′) [3].

Pricing: We show an example and briefly discuss pricing in Sect. 5.
There are more complex choices possible in the design of our optimization

framework by using an expanded set of metrics and data in the selection of
a project portfolio. We’ve avoided adding additional parameters for two rea-
sons. First, the parameters used here are all used already by the current process
described in Sect. 2 so the details of their gathering are fixed and well under-
stood. Adding additional parameters will implicate questions about data gath-
ering procedures and would muddy the water when trying to evaluate a pilot.
Second, many of the additional parameters that could be used are sourced from
the subsidiaries and subject to the same misaligned incentives. We still allow the
subsidiary to consider these parameters, but force them to summarize them in
a single metric of expected value that aligns well with the metric that should be
used by senior management. (i.e., “shareholder value”).

4 Representation and Computational of the WDP

By design the clock phase is computationally simple. During the proxy phase,
a solution to (OBJ) and (1) is required for each proxy round. While the proxy
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phase is ostensibly a series of rounds where bids are increased by ε, in practice
the auction can be executed as a smaller number of discrete rounds. To express
bids in a standard XOR bid specification language [23], each bid is encoded in
the alternative, integrating optional features into the formula. So the bid, with
utilization (uk) and bid prices (pk) integrated:

∅ [ ⊕
Acceptable basic configuration︷ ︸︸ ︷

(pa, {u1, . . . , um}) ∧
0 or more optional feature︷ ︸︸ ︷

(∅ [∨ (pia, {ui
1, . . . , u

i
m}]+) ]+ (3)

can be restated in an entirely disjunctive form as:

∅ [ ⊕ (pa, {u1, . . . , um})[⊕ (pa + pia, {u1 + ui
1, . . . , um + ui

m})]+ ]+ (4)

In theory this implies a possible exponential blowup in the number of bids as
proposers try to convert instances of (3) into (4). In practice we expect bidders
will act with restraint (possibly with an adverse impact on allocative efficiency).
The general case for the solution to WDP is known to be NP-hard [18,19]
and not amenable to approximation over all forms of the problem. Neverthe-
less, with bid restrictions implied by the problem, there may be heuristics and
approximation algorithms. Well known WDPxor bid characteristics amenable to
approximation and heuristics include submodular bids [19], small unit demand
bids [7], and multi-minded bidders in cases with a small number of distinct goods
[18]. Of these, only the final one applies, but that solution allows a bounded vio-
lation of the capacity constraint and will not work without significant swing
capacity. Among the most promising methods for solving WDP is leveraging
known results for branch-and-bound algorithms that have been shown to solve
WDP [20] and related optimization problems in acceptable times.

5 An Illustrative Example

There is insufficient room for a full example with bidding rounds, but a short
example will help elucidate some aspects of the auction process and pricing.
Consider a [simplified] example with three technologies, four programmers and
three proposed project as shown in Table 1. Omitting the S terms and (1b)
for the sake of brevity, we add three variables in one instantiation of (1c):
P 1,2
Java + P 1,2

Swift + P 1,2
SQL ≤ 60. We omit the detailed bidding, except to look

at how project 1A and 1B are both bid. Assuming that the price vector for
the clock auction starts at {$1, $1, $1}, initial aggregate demand will be at least
{130, 0, 45} (Project 1 prefers 1A). Eventually, when the price of 40 units of
Java reaches at least $12,030, π1({0, 30, 15}) exceeds π1({40, 0, 15}), and project
1 will shift its bids to 1B. This may be the first time 1B was considered, an
example of the “adaptive and focused elicitation” mentioned in Sect. 3.3. Both
sets of bids remain active indefinitely. In the end, the demand bid will imply
an equation limiting Java: x1a · 40 + x2 · 30 + x3 · 60 − 31 − P 1,2

Java ≤ 0, a
similar SQL equation, and an [identity, discardable] Swift equation. To encode
that projects 1A and 1B are mutually exclusive a dummy variable is added
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Table 1. Simplified example: Three projects, four proposals

Programmer Capacity and Capability
Java Swift SQL Weeks

Programmer 1 30
Programmer 2 30
Programmer 3 31
Programmer 4 32

Project requirements and value
Java Swift SQL Value

Project 1A 40 15 $30k
Project 1B 30 15 $18k
Project 2 30 15 $20k
Project 3 60 15 $33k

and the equation reduces to x1a + x1b ≤ 1. After the proxy round, (OBJ)
is Maximize : x1a · 30k + x1b · 18k + x2 · 20k + x3 · 33k. The winning bids
will be P1b and P3. Näıve application of (2) would result in Project 3 paying
(38k − 18k) = 20k and Project 1B paying (33k − 33k) = 0 for their allocation.
The “zero revenue” problem is well known in VCG auctions [5]. It is instruc-
tive to consider why (2) yields zero when applied to 1b. The problem here is
a supply-demand mismatch. There is a supply of Swift programmer-weeks with
zero opportunity cost (since there is only one project with demand). Project
1b should pay nothing for this supply as it’s perishable. Project 1b might pay
for its demand for SQL, except there is no other project that can use that 15
programmer-weeks, so again there is zero opportunity cost. In a typical example
within the bank, we’d expect to see a larger variety of projects, better match-
ing of supply and demand (whether through programmer hiring, programmer
training, or a realization by others that projects appropriately configured may
be able to pay less that their value).

While combinatorial auctions generally use a second price model [2], the vast
majority of actual auctions “repair” the pricing of (2) to bring prices paid within
the core. While there is considerable more mechanism behind pricing rules, one
key insight about core pricing is that “...any set of bidders pays at least as much
as their opponents would pay to take their stuff away from them” [11]. If we
consider the same example, but with 1a and 1b belonging to different projects
(and conflicting on a single resource to keep 1x1a+x1b ≤ 1), any total revenue of
less than $30k from 1b and 3 would not prevent 1a from successfully defecting,
so the total revenue needs to be increased by $10k. [11] provides a model for how
to distribute the excess charge among 1b and 3. This correction, however, may
have an adverse effect on incentive compatibility [15].

6 Summary, Impediments, and Next Steps

We summarize the assignment methods discussed here in Table 2. The author is
currently seeking a banking partner with which to pilot this method but, given
the risk of data leakage of proprietary financials, is not optimistic about the
possibility of publishing more than anecdotal results.

Two large impediment still exist. One big difficulty in applying this to shared
service software development may be the secular migration to agile, which makes
this type of command-and-control planning less certain, and may make this more
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Table 2. Discussed allocation methods: (r) indicates only w.r.t. reported valuation

Allocation method Allocative
efficiency

Incentive
compatible

Pricing
feedback

Stable/Core
seeking

Collusion
resistant

Optimization (r) N/A

VCG [5,32]

Stable marriage [1,13]

Ascending proxy [4] (r) (r)

Clock-proxy [3,11,15] (r) (r)

applicable in the general corporate investment and shared service context (until
those become agile). Another remaining difficulty in applying this methods to
shared service prioritization is the presence of external substitutes in the form of
outsourced development. While the BHC might prefer that subsidiaries utilized
the shared service rather than outsourcing, the advantages of a shared service
are limited. The shared service can develop software with reduced acquisition
overhead and better knowledge and capabilities with the internal IT systems (to
the extent they are integrated), but in a friction-free environment, the major
advantage that the shared service retains is a lower price due to limited profit
motive and/or subsidization. Thus, in considering vj(S) in (OBJ) we need con-
sider not the true valuation of the project, but rather the maximum of that
valuation and the external price. If this price is much less than vj(S), as with
high NPV projects, the availability of this substitute means the auction may not
separate the truly valuable from the merely profitable projects absent a mandate
that makes the shared service a monopolist. One benefit of this parallel capacity
is that the bank subsidiaries can be assured of best efforts by the shared service
as there is an alternative market to which the subsidiaries can resort if they are
not satisfied with their shared service performance. Another benefit is that the
cost is somewhat constrained as the shared service must compete with the open
market. Both of these may be absent if we mandate the use of the shared service.
There are, however, two easy instances when there are no good substitutes and
this method might apply without a heavy-handed mandate. First, some projects
require a level of IT integration that the BHC might be unwilling to allow of
an outside company. Second is the small project. While in a friction-free envi-
ronment, even small projects can be contracted out, in the real world there is
significant transaction costs to outsourcing smaller projects.

There are a number of issues we have not addressed. Much of the auction lit-
erature assumes that buyers are risk neutral, but there is good reason to believe
that there is a systemic bias in the hiring of more risk tolerant employees in
some divisions (e.g., investment bank) than in others (e.g., retail bank). We
also haven’t dealt directly with the accounting, compensation, and tax implica-
tions of moving profits from the subsidiary to the BHC, with risk concentration,
with scheduling, with liquidity constraints, with product cannibalization, with
corporate strategy, with regulatory projects, and with the question of whether
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the shared service is necessarily a cost-center (i.e., whether we can have a weak
balanced budget constraint). These are all areas that can be explored in more
depth in a different format.
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Abstract. Cloud providers are moving towards auctioning cloud
resources rather than renting them using fixed prices. Vickrey-Clarke-
Groves (VCG) auctions are likely to be used for that purpose, since they
maximize social welfare—the participants’ aggregate valuation of the
resources. However, VCG auctions are prone to collusion, where users
try to increase their profits at the expense of auction efficiency. We pro-
pose a coalition formation mechanism for cloud users that helps both
users and providers. Our mechanism allows the auction participants to
collaborate profitably while also maintaining the auction’s resource allo-
cation efficiency. Our experiments show that when using our mechanism,
participants’ mean profit increases by up to 1.67x, without harming the
provider’s allocation efficiency.

Keywords: Cloud · Auctions · Collusion

1 Introduction

Cloud computing provides flexibility to clients by allowing them to pay per use
for the rental of services and VMs. Renting reduces the waste of prepurchased but
unutilized hardware [15]. Recently, cloud computing has been moving towards
the more economical Resource-as-a-Service model (RaaS) [11,13]: instead of hor-
izontal scaling (renting more VMs), RaaS clouds enable vertical scaling—renting
more resources (such as CPU, RAM, and I/O resources) for a few seconds at a
time, at sub-second granularity. For example, CloudSigma charges separately for
CPU, RAM, SSD storage, and data transfer, and it adjusts burst prices every
few minutes [5]. Amazon Web Services (AWS) [1], Azure [4], and Google Cloud
Platform [6] all offer a pay-as-you-go pricing method. AWS Lambda [2] and
Azure Functions [3] allow uploading code and paying for computing time only
when the code is triggered to run.

RaaS systems use economic mechanisms, such as auctions, to allocate
resources [14,23,45]. AWS EC2 spot instances [12], Alibaba Cloud spot
instances [7], and Packet spot market [8] are examples of auctions in horizontal
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elasticity. We predict that auctions will be deployed in vertical elasticity as they
are now deployed in horizontal elasticity.

The Vickrey-Clarke-Groves (VCG) auction [21,25,44] is well-suited for this
purpose. VCG auctions maximize the social welfare: the aggregate valuation of
all users of the resource allocated to them. They allocate resources first to the
users who value them most, and thus enable getting the most out of the machine.
VCG auctions are already used by Facebook to allocate ad spaces [33] and have
been used by Google for contextual ads since 2012 [43]. They have also been
shown suitable for network bandwidth allocation [28].

Ginseng systems are examples of VCG auctions used for resource allocation
(for RAM [14] or cache [23]). In this work we focus on Ginseng for RAM (referred
to as Ginseng from this point on). Ginseng [14] consists of a market-driven
RAM allocation mechanism called Memory Progressive Second Price (MPSP)
that resembles a VCG auction. In Ginseng, guests run economic agents who bid
for resources auctioned by the host. Thus, the mechanism incentivizes selfish,
rational agents, who only care about their own profit, to bid with their true
valuation of the RAM. Ginseng was shown to achieve up to 16% improvement
in guest benefit from RAM allocation and up to 43% improvement from cache
allocation, compared to state-of-the-art approaches. Since the number of auc-
tion participants is bound by the number of VMs on a single physical machine,
the host computation time is not a bottleneck. For example, for 24 guests, the
computation takes less than a second.

However, VCG auctions are not perfect. To maximize the social wel-
fare, they incur additional costs to the users, possibly hindering profitabil-
ity. VCG auctions, especially in repeated settings, are also not collusion-
proof [18,19,22,24,29,31,37,39,41,42]. Colluding to increase profit may reduce
social welfare [22], e.g., by bid rotation [16,17,32,36] or sub-optimal redistri-
bution of the goods [22,37]. In a cloud environment, goods can only be trans-
ferred with the host’s consent, so a collusion scheme involving resource transfer
is impossible, but other forms of collusion are possible. For example, consider a
cloud machine with 10 GB of RAM, and two VMs running memory-heavy appli-
cations, requiring the entire available RAM. Suppose one VM owner (Alice)
values the RAM at 15¢ per hour, while the other (Bob) values it at 10¢ per
hour. Alice and Bob can discover who the other VM belongs to [38], and they
can agree on a collusion scheme. Since agents care only about their profits and
are not exposed to each other’s private information, there is no guarantee that
they will agree on an efficient scheme, where Alice gets the RAM. Instead, they
might agree that Bob gets the RAM and compensates Alice 7¢ per hour for not
bidding. Both their profits increase, but the social welfare drops from 15¢ to 10¢
per hour.

We propose a platform for collaboration among guests that will increase their
profits, thus reducing their incentive to collude, without changing the auction
efficiency and the social welfare. In this model, guests can ask the host to consider
them as a single guest when computing their bill. Since MPSP is based on
exclusion-compensation [28], where guests pay for the damage they cause others,
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they would pay less if they are billed together. The host acts as a trusted third
party, since guests already share their (private) valuations with the host in the
auction. They tell the host how they want to share the discount (in terms of
profit parts). The host calculates the reduced bills accordingly. A host might
support such interactions if its main revenue is from a base payment rate, as
in Ginseng, where each guest rents a base amount of the resource for a fixed
price. A host also might support such interactions in private clouds, where the
only goal is to maximize social welfare. This mechanism does not significantly
increase the computational load on the host: computing a bill for a coalition is
computationally equivalent to computing the bill for a single guest.

Our contribution is the proposal, implementation, and evaluation of a
guest coalition mechanism that does not harm social welfare and which RaaS
hosts have an incentive to support. It allocates resources efficiently while lower-
ing guests’ costs, thus reducing their incentive to collude in a harmful manner.
The economic mechanism can thus be used for its original purpose: optimal
resource allocation, which leads to optimal hardware use. The implementation
was released as free software [10].

2 Simplified Memory Progressive Second Price Auction

We begin by describing a representative VCG-like resource auction, called Sim-
plified Memory Progressive Second Price (SMPSP). It resembles bandwidth auc-
tions [28,30], and is identical to the MPSP auction used by Ginseng [14] when
guests have monotonically increasing, concave functions, consistent with dimin-
ishing returns (which are common in auction schemes [28,30]). The SMPSP
auction is identical to repeating the auction proposed by Maillé and Tuffin [30]
when the valuation function is approximated by using a single point. SMPSP is
also used by Movsowitz et al. [35]. As in [30], this auction converges to approx-
imately optimal social welfare, and therefore approximately optimal allocation.

SMPSP is a repeated auction, performed in rounds, each composed of steps.
In each SMPSP round, the host first announces the free amount of resource for
rent. Each guest i responds with a bid: a pair (pi, qi), where pi is the unit price
the guest is willing to pay to rent a resource quantity qi (the bid quantity). The
host collects all bids. Guests are sorted in decreasing order by their unit prices
and allocated their bid amount (or the free amount left). Bills are calculated
according to the exclusion compensation principle. Let q′

i denote the amount
allocated to guest i, and let q′′

j denote the amount guest j would have received
if guest i did not exist. Then the bill guest i would pay is given by

Bi =
1
q′
i

∑

j �=i

pj(q′′
j − q′

j). (1)

Finally, guests are notified of the new allocation and the host redistributes
the resource.

Throughout this work, we assume that allocation efficiency is more important
to the provider than the guest auction payments. This assumption always holds
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in private clouds, and sometimes in public clouds. In public clouds, the available
resources usually suffice for all the guests. When there is temporary resource
pressure, the auction mechanism serves as a bridge solution until the problem
is solved: either by the client purchasing reserved resources, or by the provider
migrating the client to a different physical machine. Therefore, in public clouds
as well, the auction payments are not the main source of revenue, but auction
efficiency is crucial, as it allows the provider more time to handle the migration.

We focus on the case where the resource does not suffice for all the guests,
as sometimes happens in spot instances [1,7,8]. Otherwise, SMPSP bills are 0
and the coalitions are unnecessary.

3 Related Work

In VCG and VCG-like auctions, guests may collude in various ways, most of
which reduce the social welfare by preventing optimal allocation. One possi-
ble collusion scheme is a secondary resource market, conducted without the
host’s awareness [24,29,32]. In this scheme, a bidding ring is formed: a special
trusted agent or third party acts as the ring center and holds a knockout auction
among ring members to decide on the winner and on money transfers. In another
work [18] the ring center is replaced by complete knowledge of the ring members’
valuations, and the designated winner passes the won goods to other colluders.
Neither the existence of a trusted specific agent nor the complete knowledge of
valuations is practical in our case, due to the lack of trust between guests. In
addition, in our model goods can only be transferred with the host’s consent.

Another possible scheme is price shading, where one agent bribes another for
falsely reporting its bid price or reducing it to zero [22,37]. This scheme can harm
the allocation efficiency: there is no guarantee that the briber is the agent with
the higher valuation, and, when bills are artificially lowered, winning guests are
incentivized to increase their bid quantity beyond their original request (without
collusion). Since the original allocation was approximately optimal, the change
will harm its efficiency.

Bid rotation [16,17,19,32,36,41] can be seen as a private case of price shading
in repeated auctions, where agents take turns falsely reducing their bid price to
0 (effectively not participating in the auction). In addition to harming the social
welfare, when the auctioned resource is RAM, this scheme also harms the agents
themselves: frequently passing RAM from one agent to another reduces its utility,
as demonstrated by Movsowitz et al. [35].

Kraus et al. [27] present coalition formation in a task oriented domain: agents
form a group to perform a task and must decide on a division of the profit. Several
division strategies are proposed: equal division of profits, division proportional to
contribution, or by an algorithm that finds a stable division—such that there is
no group of agents with an incentive to defect. An agent can choose to forgo some
profit in each of the division strategies. Simulations showed that equal division
with a compromise of 20% yields the highest profits. Implementing these findings
in our model is left for future work. Chatterjee et al. [20] present bidding rings
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as a coalition formation bargaining game, but assume bidders have complete
information regarding their valuations.

The negative effects of collusion between auction participants and the recom-
mended auctioneer responses have been widely studied. Some works study the
effects of money transfers [32], cooperation enforcement types [31], and auction
types [31,42] on viable collusion schemes. Second price auctions were found to be
more amenable to incentive-compatible collusion schemes than first price. Rec-
ommended auctioneer responses include reserve prices [24,32], ceiling prices [26],
and withholding information about the value of the goods [39].

Movsowitz et al. [34] review cloud attacks that can be applied in the RaaS
model and various ways to defend against them. Movsowitz et al. [35] study
economic attacks that are unique to the RaaS model, taking advantage of the
economic mechanisms used in RaaS clouds.

Our collaboration mechanism does not involve agents changing their bids
and does not assume any trust between them. If the attackers are rational, i.e.,
profit-driven, our mechanism makes both attacks and collusion less appealing,
by reducing the profit to be gained from them.

4 Negotiation Protocol

Agents form a coalition that the host considers as a single agent when computing
their bill. Agents are still charged separately, but the sum of their bills is lower.
They negotiate the division of the additional profit.

The agents negotiate after each auction round’s results are announced, before
submitting a new bid (see Fig. 1). Each agent can negotiate with all others, but
can only create a coalition with one other agent/coalition in each round. This is
a design choice intended to simplify the protocol. It could easily be changed so
that each auction round contains multiple negotiation rounds.

Fig. 1. Coalition protocol: Auction timeline

4.1 Negotiation Between Two Agents

In the base case of the protocol, two agents negotiate the creation of a coalition.
Each protocol step consists of an offer, followed by a positive response (accept),
a rejection or a counter-offer. An offer is a map from agents to profit parts—
positive fractions of the profit each agent receives, whose sum is 1.
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If a coalition is formed, both agents send the host this map. The host uses it
to compute their bills as follows: Let TC denote the bill for the entire coalition,
calculated as if agents in the coalition were one combined agent. If agent i gets
amount q′

i of the resource, let Bi(q′
i) denote i’s undiscounted bill for it. Finally,

let fi denote the fraction of the coalition’s discount that i should get. Then the
new bill for coalition member i is

billi = Bi (q′
i) − fi

⎛

⎝
∑

j∈C

Bj

(
q′
j

) − TC

⎞

⎠ . (2)

An agent’s bill may be negative. For example, if i had no bill before joining
the coalition, i.e., Bi = 0, and i and j are the only agents in the system, then
the total bill of their coalition is 0. But since i has a positive profit part, the
host transfers money from j to i.

Upon notification of an auction round’s results, the host also notifies each
agent of its actual bill, the bill it would have paid outside the coalition, and
the profit parts map (to confirm the coalition’s validity). The agent can then
compute its profit from the coalition in this round.

4.2 Negotiating a Coalition of Coalitions

In the following rounds, a two-agent coalition can grow by negotiating with
another agent/coalition (Fig. 2). The leader of the larger of the two coalitions
leads the joint coalition in further negotiations. If coalition sizes are equal, the
agent whose proposal was accepted is the leader. If approached, a non-leader
defers to the leader. Only the agents are aware of the chosen leader: this role is
irrelevant for the host.

This design decision encourages coalition growth, since the leader of the larger
coalition has successfully negotiated before. Moreover, if only agents that were
allocated their full bid quantity are allowed to participate in coalitions (see
Sect. 5.1), that leader is likely to be allowed to participate in the next auction
round as well. For same-size coalitions, choosing the accepting party as the leader
may mean choosing a leader whose proposals have been rejected, and thus are
likely to be rejected in the future, preventing the coalition’s growth.

Two leaders negotiate the merger of their respective coalitions similarly to
the two-agent protocol. First they report their coalition sizes in a preliminary
protocol step. Leaders normalize the sent or received offers by coalition sizes (as
explained below). After negotiating the profit parts as in the two-agent case (see
Sect. 5.2), each leader communicates its profit parts map to the other leader and
informs its old coalition members of the negotiation results and the new leader,
so that every member can compute the new map and send it to the host.
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Fig. 2. Coalition protocol: Two leaders negotiating a merge.

4.3 Normalization of Offer Values

To prevent the order in which agents join a coalition from devaluing profit parts,
leaders normalize the offer values. If a single agent A would have offered 0 <
α < 1 to a potential single partner B, then when agents A and B lead coalitions
CA and CB respectively, A offers B 2α |CB |

|CA|+|CB | . As long as 0 < α ≤ 1
2 , the

normalized value is in (0, 1). For two coalitions of size 1, the normalized value
equals α.

4.4 Leaving a Coalition

An agent who wishes to leave a coalition need only refrain from sending the map
to the host. The host will exclude this agent from the coalition, normalize the
other members’ profit parts, and notify the other members. If the leader leaves
the coalition, the coalition dissolves, and members must negotiate to create new
ones.

4.5 Finding the Majority Version

The host may receive different map versions for the same coalition, e.g., when
an agent wants to leave the coalition or dishonestly try to divide the profit parts
differently. In this case, if there is a majority version, the host will consider it the
true map. The host will remove the agents who sent a different map, normalize
the map, and notify the remaining members. Otherwise (there is no majority
version), the coalition is rejected, and an empty map is returned.

5 Host Policy and Agent Strategy

In view of the suggested protocol, the host and agents may use various strategies.
In this paper we are interested in identifying plausible host policies which lead to
our goal of stable and social-welfare-safe collaborations. To evaluate how these
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policies actually lead to our goals, we analyze how guests should behave under
these policies to optimize their profit. This allows us to accurately model the
behavior of plausible, rational guests and justify our conclusions regarding the
proposed protocol.

5.1 Host Policy

In addition to collecting the agents’ coalition requests and returning the resulting
map, the host may enforce rules on agents’ participation in coalitions.

To preserve social welfare, the host should enforce a no-increase policy:
an agent who attempts to increase a bid quantity will be removed from the
coalition. We will demonstrate how without this policy, allocation efficiency is
compromised. Agents evaluate their utility from a possible bid quantity q as
U(q) = V (q) − bill(q), where V (q) is their valuation and bill(q) is the estimated
bill they will pay. This estimation is based on previous bills. Let i denote such an
agent. Since i’s valuation function Vi is monotonically increasing and concave,
i’s participation in a coalition increases argmaxq(U) and as a result—i’s bid
quantity. Unless i is the last guest to be allocated a resource, this will cause at
least one agent to get less of the resource. The original allocation is based on
truthful bids and therefore is approximately optimal (as in [28]), so any deviation
from it reduces the social welfare.

The no-increase policy does not impede the system’s ability to accommo-
date changes in the guest valuation function over time. If the load on the guest
increases, it will be worthwhile to the agent to increase its bid quantity and leave
the coalition.

A host may decide that only agents allocated their full bid quantity may be
admitted to a coalition. We define such agents as satisfied. Allowing only satis-
fied agents in a coalition protects the host from a possible strategy of unsatisfied
agents: if they can join a coalition, they can attempt to increase their compen-
sation by pretending that an allocation causes them more harm than it actually
does. They do so by bidding for a large quantity in advance, knowing they will
neither win it nor pay for it but will still get compensated by other coalition
members.

With these precautions, the social welfare is likely to be preserved. However,
the mechanism is still vulnerable to agents leaving the coalition, increasing their
resource demand, and then rejoining a coalition. Allowing only satisfied guests
in coalitions reduces the potential profit of this scheme, but does not eliminate
it completely.

5.2 Agent Strategy

Given the protocol we defined and the host’s policy, what should the agent’s
strategy be?
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Bill Estimation. SMPSP agents are p-truthful : for a bid quantity qi, and
valuation function V , the best strategy for choosing a bid price is pi(qi) =
V (qi+base)−V (base)

qi
[14]. So, agents need only decide on the bid quantity.

A rational agent in a coalition should weigh the consequences of increasing
qi, assuming its bill is undiscounted for the new amount, at least until rejoining
a coalition. Let Di(qi) denote agent i’s estimated discount from the coalition.
i estimates it will take N1 rounds to rejoin a similar coalition, and N2 rounds
for the game to end or for i’s valuation to change. Finally, let qprevi denote i’s
previous bid quantity. So, when considering a bid quantity qi, i will estimate the
expected value of its future bill as:

billest(qi) =

{
Bi(qi) − Di(qi), if qi ≤ qprevi

Bi(qi) − Di(qi)N2−N1
N2

, otherwise
(3)

In other words, the agent expects to lose the discount (due to the host’s no-
increase policy) until rejoining the coalition after N1 rounds. However, if the
agent does not increase q, then it expects to stay in the coalition and continue
paying the discounted price. This means that agents will avoid changing their
bid quantity unless necessary, for example when their valuation changes.

Agent i can estimate Bi(qi) and Di(qi) on the basis of i’s previous bills and
discounts. Agent i can estimate the time during which its own load and valuation
are expected to remain the same. When it expects its resource requirements to
change, it also expects the coalition to break. In addition, i may learn the typical
duration of a coalition, according to its experience with specific partners. N1 can
be estimated optimistically as log2(|coalition|), as would happen if all possible
coalitions are formed in each round, or pessimistically as |coalition|−1, as would
happen if a single guest joins the coalition in each round. N1 and Di(qi) also
depend on the agent’s negotiation strategy.

Negotiation Strategy. The negotiation strategy of an agent is a pair (OV,AT ),
where Offer Value OV ∈ (0, 1) is the initial profit part offer the agent proposes,
and Accept Threshold AT ∈ (0, 1) is the minimal profit part the agent is willing
to accept. A high AT and low OV will increase the agent profit (Di(qi)) in a given
coalition. However, such values will discourage potential partners from forming
a coalition with the agent, i.e., increase N1. Suppose the agent has learned the
others’ values, e.g., from previous negotiations. Then to increase its chances of
joining a coalition sooner rather than later, the agent should choose a high OV ,
just above the others’ values, and a suitably low AT . This will maximize the
number of rounds the agent spends in coalitions and the total profit over time
(a formal analysis is available in the technical report [9]). Hence, a uniform
environment, where all agents have the same (OV,AT ), is unstable. We focus
instead on a mixed environment, where each agent has its own negotiation profile,
and we conduct experiments to find the optimal values.
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6 Experimental Evaluation

We experimented to find good strategies in a mixed environment, to determine
the effect of coalitions on agent profits and social welfare, and to characterize
the connection between coalition size and agent profits.

6.1 Experimental Setup

Experiments were run on a server with 24 cores and 16 GB of RAM, running
Ubuntu Linux 4.4.0-53-generic. Agents were run on virtual machines in an imple-
mentation of Ginseng [14]. The code was released as free software and is available
from [10].

Our experimental environment represents a cloud machine, with 10 VMs
running servers. Each server runs elastic memcached [14]—an elastic memory
version of a widely used key-value cloud application. Memcached has a concave
performance function. For the valuation function we used V (performance) =
c ·performance. c is a constant, chosen for each guest i.i.d. from a Pareto distri-
bution with α = 1.36, as in [14]. The available RAM for auction was determined
as one-third of the aggregate demand, to create resource pressure, under which
there are payments in the SMPSP auction.

6.2 Optimal Negotiation Profile

We restricted the agent strategy to choosing a constant negotiation profile and
analyzed which profiles yield the most profit. Analyzing strategies which evolve
over time and depend on partner identity is left for future work.

To create a mixed environment, we sampled 20 valuation sets and ran 5
experiments of 40 rounds each for each set. In each experiment OV and AT
were drawn i.i.d. from a uniform distribution. OV ∼ U(0, 1), and AT ∼ U(0, 1−
OV ), since an agent should not decline a value above what would be obtained
from offering OV . If after normalization (Sect. 4.3) OV > 1, then the agent
would refrain from offering it. All agents were allowed to participate in coalitions.
Agents’ valuations were shuffled every 10 rounds so that coalitions would break
(due to the no-increase policy), allowing for more negotiation opportunities.

In a mixed environment, accept thresholds matter. Too high a threshold
means being too “picky”. Too low a threshold means settling for deals with
lower profits. Offer values matter as well. When the offer value is low, the agent
keeps more of the profit, and earns more from each coalition. When it is high,
so is the agent’s chance of joining a coalition. In our settings, the optimal AT is
around 0.8 (Fig. 3a) and the optimal OV is around 0.2 (Fig. 3b). The profit peak
at OV = 0.2 is caused by the way AT s are drawn: over half of the AT s drawn this
way are below 0.2. Therefore, if an agent’s OV is higher than 0.2, most partners
are likely to accept it. As OV grows, the agent relinquishes a larger part of the
profit to its partner, without notably increasing the chances of acceptance while
decreasing profits. Exact values depend on the profile distribution.
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(a) Accept Threshold (b) Offer Value

Fig. 3. Profit from coalitions as a function of negotiation parameters in a mixed envi-
ronment. Mean values are shown as triangles. The boxes represent the first, second and
third quartiles.

6.3 Social Welfare and Guest Profit

How are the social welfare and profit affected by negotiations? Given our results
in Sect. 6.2, we chose a symmetric profile that is likely for rational agents: OV =
0.2 and AT just below it at 0.15, so that coalitions can form. With this profile
we ran three experiment scenarios: coalitions are allowed for satisfied agents,
coalitions are allowed for all agents, or coalitions are prohibited. Each experiment
ran for 40 rounds. Valuations for the guests are as in Sect. 6.2, but they were
not shuffled.

In each experiment, we calculated the social welfare and the mean profit for
guests in each round. The profit is the difference between the valuation of the
resource and the actual (occasionally discounted) amount paid. While the social
welfare remains the same (i.e., the allocation of goods remains efficient), the
mean profit increases by up to 67% (60% on average), as shown in Fig. 4a. When
coalitions are allowed for all agents, the mean profit reaches the profit from the
optimal collusion scheme, where guests share their entire private valuations and
bid for the same quantities they would get from the host, so their bill is zero.

6.4 Optimal Coalition Size

What is the optimal coalition size for agents? We ran two experiment batches,
one with only satisfied guests and one with all guests. In each batch, 5 different
valuation sets were drawn. Each set was run 10 times.

Although a single coalition of all agents has the largest aggregate profit,
it does not necessarily optimize the mean profit of a single member. In fact,
the opposite is true: some agents, when joining the coalition, do not increase
the total coalition profit but share it: their mean profit does not monotonically
increase with the coalition size, (see Fig. 4b). This result holds whether or not
unsatisfied agents are allowed. It means that a single coalition of all agents is not
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(a) Coalition effect on profit (b) Coalition size effect on profit

Fig. 4. (a) shows the mean profit for guests in each round, for different host coalition
support policies. (b) shows the mean profit from coalitions per agent in a single round
as a function of the coalition size.

in the agents’ best interest, and so it is unstable. The instability can be resolved
using a Shapley value based division, where each agent’s profit depends on its
contribution.

7 Conclusion and Future Work

As cloud computing advances, we expect more clouds to shift to economic mech-
anisms such as auctions for selling cloud resources. As they do so, the importance
of understanding and handling collusion between auction participants will grow.
We presented and implemented a negotiation mechanism for coalition formation
in a VCG-like auction, which is suitable for auctioning computing resources.
It maintains the auction’s social welfare while reducing the participants’ costs.
Although coalition participants pay lower bills, they nonetheless refrain from
unnecessarily increasing their resource demands. In a mixed environment, profit
will be maximized for an agent willing to accept a profit share of at least 45% and
who offers partners 40%. Nor do large coalitions necessarily benefit their mem-
bers. We conjecture that negotiation strategies that change over time and with
different partners may increase the agents’ profit. Exploring different division
schemes such as Shapley [40]-based division is left for future work.

VCG auctions can also be used for multi-resource allocation using the same
exclusion-compensation principle as for a single resource. Therefore, given a VCG
multi-resource auction implementation, the anti-collusion coalition mechanism
can be applied to it as well.
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Abstract. The world of cloud computing is progressing from the con-
cept of securing resources by predefined units to dynamically allocat-
ing resources using economic mechanisms. New mechanisms offer better
utilization of the hardware by sharing it among multiple users. How-
ever, they allow new types of economic attacks. We introduce two new
economic attacks performed by malicious users. These attacks harm the
aggregate utility of Resource-as-a-Service (RaaS) clouds. Our first attack
aims at raising bills in the system, and causing victims to pay more
for the same amount of resources. Over time the attack may cause vic-
tims to exhaust their budget, thus lowering their demand for resource
allocation, and allowing the attacker to acquire the freed resources at
a negligible cost. Our second attack is designed to hinder the victim’s
performance at specific points in time by outbidding them for a single
round. For resources of high regaining costs or that their full utilization
takes time (e.g., RAM), even a single round without the resource may
significantly hinder the performance. In this work we demonstrate on a
simple representative example how the first attack reduces the victim’s
profit sevenfold and the second attack causes damage of $290–$630 for
every dollar spent on the attack.

Keywords: VCG · Resource allocation · RaaS · Economic attacks

1 Introduction

The Resource-as-a-Service (RaaS) cloud [3] is an economic model of cloud com-
puting that allows providers to sell adjustable quantities of individual resources
(such as CPU, RAM, and I/O resources) for short intervals—even at a sub-
second granularity. In the RaaS cloud, clients can purchase exactly the resources
they need when they need them. As price wars drive cloud providers towards this
model [5], they start offering plans for dealing with resource requirement bursts:
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CloudSigma offered time-varying burst prices in 2010 [11], Amazon EC2 offered
burstable performance instances in 2014 [14], Google Cloud offered Pay-as-you-
go in 2016 [17], and Microsoft introduced the burstable Azure cloud Instance
in 2017 [8]. When resources are dynamically rented, e-commerce requires calcu-
lating online economic decisions. Such decisions can only be made in real time
by automated agents. E-commerce also requires efficient and computationally
simple allocation mechanisms. These mechanisms may be centralized (as in an
auction) or decentralized (as in a marketplace [37] or by negotiations [2]).

We see that horizontal scaling (adding more machines) has already matured
to the point of incorporating advanced economic mechanisms such as auctions
(e.g., AWS Spot Instances [4], Packet [31], and Alibaba Cloud Spot Instances [7]).
Nevertheless, in the case of vertical scaling (increasing an existing machine’s
resources) we are only now seeing signs of early adoption of such mechanisms
(e.g., Amazon EC2 T2 Instances, Google Cloud Platform, CloudSigma).

In the past few years, numerous studies have been published regarding differ-
ent attack methods relevant to clouds, e.g., side channel [30], Resource Freeing
Attack (RFA) [33], co-location attacks [34], and Economic Denial of Sustainabil-
ity (EDoS) [20]. Most of the studied attacks are aimed at penetrating the security
of the system and not at the economic mechanism that drives the resource allo-
cation in the system. EDoS attacks are an exception: they cause victims to scale
their resources beyond their economic means. In this work we take this line of
vulnerabilities further, presenting combined economic-computer-science attacks.

Our contribution is the design of two low-cost economic attacks aimed at
auction based clouds. The implementation and evaluation of the attacks were
done on a simple representative example using Ginseng [6], a market driven
cloud system for efficient RAM allocation. The first attack is the Price Rais-
ing attack. This attack raises prices in the system, thus reducing the victim’s
profit and forcing it to free resources. This enables the attacker to rent the freed
resources at a negligible cost. The second attack is the Elbowing attack. This
attack hinders the victim’s performance by outbidding it for a single round at
specific points in time. Due to the nature of RAM usage, the victim suffers from
reduced performance even after the attack round ends, and it re-acquires the
RAM. We demonstrate how the Price Raising attack reduces the victim’s profit
sevenfold and the Elbowing attack causes damage of $290–$630 for every dollar
spent on the attack.

In Sect. 2 we describe the auction protocol we attack. In Sect. 3 we discuss the
vulnerabilities in repeated auctions, and the motivations behind attacking such
auctions. In Sect. 4 we describe the experimental setup. In Sect. 5 we present
and analyze our first attack—the Price Raising attack, and in Sect. 6 we present
and analyze our second attack—the Elbowing attack. We review related work in
Sect. 7, and conclude in Sect. 8.
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2 Background: An Auction Mechanism for Vertical
Scaling in the Cloud

In resource auctions, guests have private valuations for each resource (e.g., RAM
or bandwidth) that reflect how much additional resources are worth to them.
In a full Vickrey-Clarke-Groves (VCG) auction [12,18,35], guests bid with a full
valuation function. The auctioneer chooses the allocation which maximizes the
aggregate valuation of the allocated resources (the social welfare). The social
welfare is defined as the sum of all of the guests’ valuation for resources in
a specific allocation. The guests pay according to the exclusion compensation
principle: they pay the difference to the other guests’ social welfare, incurred by
their participation in the auction. We note that in the full VCG auction, guests
are truthful—it is rational for them to bid with their true valuations. The Face-
book’s ad auction [28] and the Ginseng cache auction [16] are implementations
of a full VCG resource auction.

VCG is computationally intensive, limiting its use in repeated auctions.
Therefore, companies offering Spot Instances (e.g., Amazon EC2, Alibaba Cloud,
and Packet), which require a repeated auction, approximate VCG using a uni-
form price auction. Likewise, auctioning resources in a fine granularity requires
VCG approximations, which are only approximately truthful. Lazar and Sem-
ret allocate bandwidth using the Progressive-Second-Price (PSP) auction [25].
Ginseng RAM auctions RAM to guests repeatedly and frequently using the
Memory-Progressive-Second-Price (MPSP) auction [6]. In this work we ana-
lyze the Simplified Memory-Progressive-Second-Price (SMPSP) auction, which
resembles both these auctions. The SMPSP auction is identical to repeating
the auction proposed by Maillé and Tuffin [26] when the valuation function is
approximated using a single point. The SMPSP auction is also used by Agmon
et al. [2]. We present the auction in detail in Sect. 2.1.

2.1 The Simplified Memory-Progressive-Second-Price (SMPSP)
Auction

In a RAM auctioning system the host auctions RAM to guests. Each guest rents
a permanent amount of base RAM on a constant hourly fee. In addition, the
guest may participate in the re-occurring auctions to rent additional RAM.1 The
price paid in the auction for additional RAM does not affect the cost of the base
RAM. The host represents the provider, and is in charge of running the auction.
In order to attract more guests, the host allocates the additional RAM between
the guests, using a repeated auction mechanisms, in a manner that optimizes
their social welfare. Each auction round is composed of several stages:

1. Auction Announcement—The host announces Q, the amount of spare
RAM that is auctioned in that round.

1 Most of the provider’s revenue comes from the constant hourly fee the guests pay for
their base RAM. This allows the provider to use an auction to optimize the social
welfare of the guests without worrying about its own revenue.
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2. Bidding—Interested guests bid for a desired amount of RAM. Guest i’s bid
is a tuple (pi, qi). pi is the maximal unit price that guest i is willing to pay
for RAM (in terms of cents per Mb per hour), and qi is the maximal quantity
it is willing to accept.

3. Allocation and Payments—The host computes the allocation and payment
according to VCG’s exclusion compensation principle.

4. Informing Guests—The host informs each guest i of its personal results
(p′

i, q
′
i). The host also announces the unit price of borderline bids: the low-

est accepted unit price (denoted Pmin in) and the highest rejected unit-price
(denoted Pmax out). If any guest received a partial allocation, Pmin in is equal
to Pmax out.

The host informs the guests about the borderline bids for three reasons. First,
benign guests use this information to plan their next bids. They can use it to
learn the minimal price they can bid with and still win some RAM. Second,
guests can trivially learn this information over time through the rejection or
acceptance of their bids, so it is futile to try and hide it. Third, without this
information guests may bid iteratively for a few rounds to find the lowest price
they can offer, thus disturbing the system’s stabilization.

The results of an auction can be visually represented by a plot, as shown
in Fig. 1. Each guest, in the order they were allocated RAM and sorted by the
allocation algorithm, is represented by a rectangle: the width is the amount of
RAM won by the guest, the height is the unit price of the guest’s bid, and
the rectangle’s area reflects the guest’s valuation for the given allocation. The
guest’s bill is reflected by the sum of the rectangle areas calculated from Q to q′

i.
Therefore, the social welfare is given by the sum of areas that belong to guests
who were allocated RAM (those in the interval [0, Q]).

Fig. 1. Allocation plot
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3 Vulnerabilities in Repeated Auctions

VCG is truthful as a single round game. The best strategy for a participant is to
declare its true type (e.g., its true valuation of the resources). Even a VCG-like
auction (e.g., PSP or SMPSP) is usually truthful when participants consider
only a single round [6]. In the case of repeated auctions, a guest can choose a
more beneficial strategy on the basis of information learned from previous bid
results [9].

In the SMPSP auction protocol presented in Sect. 2.1, if a guest wants a
more accurate estimation of its next bill, it can try to create a model containing
the information regarding the bids of other guests in the system. This model
can be created by keeping track of the data released by the host—Pmin in and
Pmax out, and fusing it with the results from previous rounds—the bill paid by
the guest, and the allocation it received. Given Pmin in, the guest knows the
minimal bid that was allocated a positive quantity of RAM. At the same time,
given Pmax out and its bill, the guest knows the maximum rejected bid price,
and the average unit price in the interval [Q,Q + q′]. The guest does not know
how many bids were rejected nor their values. By changing its bid price, and
following the results of each round, the guest can learn information about the
rejected bids.

In Sects. 5 and 6 we will show how a guest can use the data collected in order
to attack the system and gain resources for a negligible price.

3.1 Attacking a Repeated Auction Mechanism

A system based on a repeated auction is vulnerable to attacks by both adver-
sarial guests and selfish guests wishing to improve their resource allocation. In
a repeated auction, data about the system can constantly be collected. Hence,
the attacker can afford sporadic non-beneficial attack rounds, as the following
rounds balance out its utility.

When attacking the system, the attacker can have different direct goals driv-
ing the attack:

1. Hindering performance—The attacker prevents the victim from utilizing
physical resources.
(a) Resource deprivation—The attacker causes the victim to rent less

resources.
(b) Inefficient resource rental—The attacker harms the victim by making it

suffer the overhead of re-acquiring the resource. This attack is specific for
resources that have a high acquisition overhead (e.g., RAM, disk space).
Even if the victim obtains access to the resource again, it would need to
recover or reproduce the data. Until then, its performance is likely to be
hindered.

2. Reducing profits—The attacker raises the price of resources, thus causing the
victim to spend more money than planned. The immediate result is increasing
the victim’s expense rate, thus lowering its profit rate.
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3. Reducing resource pressure (freeing resources)—If the victim’s budget is
drained (e.g., due to a long term cost increase), it is forced to free resources.
The freed resources can then be obtained by the attacker at a lower price
because the demand for the resources is lower. Even if the victim’s budget is
not completely depleted, it may request less resources in an effort to avoid a
complete budget depletion. This reaction immediately frees resources.

An important aspect of an attack is the monetary resources required for its
deployment. A high budget attack is less likely to be deployed than an attack
that can be performed using a strict budget. Our proposed attacks, the Price
Raising attack and the Elbowing attack, are indeed low-cost attacks. The Price
Raising attack costs nothing, and the Elbowing attack causes damage of $290–
$630 for every dollar spent by the attacker.

4 Experimental Setup

Our experiments, which verified the attacks we performed, were run on a 24-
core server with 16 GB of RAM. The RAM was auctioned and allocated using
Ginseng [6] over Ubunto Linux 4.4.0-72-generic. Ginseng auctions RAM to guests
and then changes their physical RAM allocation accordingly. It is implemented
on the KVM hypervisor [23] with Litke’s memory overcommit manager MOM [1].
It controls the exact amount of allocated RAM to each guest via libvirt using
ballon drivers [36]. Ginseng has a host component and a guest component. The
host component includes the Auctioneer that runs the MPSP protocol that is an
extension of the SMPSP protocol described in Sect. 2.1. The guest component is
suitable for virtual machines (VM’s).

We note that although this Ginseng implementation is based on VMs, the
principals behind the attacks are also relevant to other implementation (e.g.,
containers).

In our experiments the victim guest machine ran an elastic version of mem-
cached [27], a key value storage application commonly used in clouds. Elastic
memcached can release the least recently used RAM, thus allowing memory
usage elasticity. The performance of elastic memcached is a concave mono-
tonically rising function of its RAM [6]. In this case, MPSP guests bid using
the reduced bidding language supported by the SMPSP. Under these circum-
stances, the protocols are equivalent. The attacker guest machine ran Memo-
ryConsumer [6], a synthetic application which performs linearly with its RAM
consumption. The Ginseng code used to produce these results is open source,
and is available from https://bitbucket.org/danimovso/ginseng-open.

5 Price Raising Attack

In the Price Raising attack, the attacker uses the first rounds of the auction
to collect data about the borderline bids. In analogy to Dolgikh et al. [13], it
learns information for free by bidding a price that is likely to be rejected. After

https://bitbucket.org/danimovso/ginseng-open
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analyzing the collected data, the attacker uses it to situate itself as the highest
rejected bidder, thus setting the unit price Pmax out. In every auction round, the
attacker requests Q—the full amount of RAM. By bidding Pmax out for Q, the
attacker directly affects the bill paid by the winning guests (see Fig. 2). Each
winner i pays Pmax out × q′

i. In every attack round the attacker raises Pmax out.
This causes the winning guests to pay more for the RAM resources they receive,
thus reducing their profits. The profit reduction may cause the victim to reduce
its requested quantity and raise its bid price, in an effort to distance its bid from
the borderline unit price, or to remain within its budget limits. Either way, the
victim may free resources.

(a) Initial bids. The attacker situates it-
self as the guest setting Pmax out. Bill
rate of $7.7/hour for 1.5GB that the vic-
tim rents.

(b) The attacker raises Pmax out, in-
creasing the victim’s bill rate to
$11.16/hour for the same 1.5GB.

(c) The victim responds by reducing its
bid quantity, and raising its bid price.
The attacker gains free access to re-
sources. The victim’s bill rate is now
$10.73/hour for only 1.14GB it rents.

Fig. 2. Price raising attack. RAM allocation plot

To keep the attack at a low budget, the attacker compares rejected guests’
bids with its own valuation. If the attacker’s true valuation for RAM is lower
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than that of any other rejected guest, then the attacker should decrease its bid
price to avoid winning resources that will create additional costs that it cannot
afford. Otherwise, the attacker can rent the freed RAM.

This attack achieved three goals: First, by slowly raising Pmax out and causing
the victim to pay more for the same quantity of RAM, the attacker reduced the
victim’s profit sevenfold (see Fig. 3a). Second, by reducing the victim’s profits
and draining its budget, the attacker forced the victim to free RAM (see Fig. 3b),
thus enabling the attacker to rent it at a lower cost (see Fig. 3c). Finally, by
forcing the victim to rent less RAM than it ideally wanted, the attack can hinder
the victim’s performance.

(a) Victim’s profit (b) Guests RAM allocation

(c) Guests bill. The attacker’s bill is 0.

Fig. 3. Price raising attack.

6 Elbowing Attack

The Elbowing attack causes the degradation of the victim’s performance and
profit over time. This attack is designed to harm victims that fill their RAM
slowly. For such victims, losing RAM even for a very short period of time can be
badly damaging: while the victim re-acquires and re-fills the RAM, it loses the
benefits it gained from previously owning the RAM. The attacker benefits from



Why Are Repeated Auctions in RaaS Clouds Risky? 47

(a) No attacks on the system. (b) The victim’s performance and RAM al-
location.

(c) Attack every 10 auction rounds. The vic-
tim’s damage is $48/hour and the attack cost
is $0.11/hour.

(d) Attack every 35 auction rounds. The vic-
tim’s damage is $20/hour and the attack cost
is $0.03/hour.

Fig. 4. Elbowing attack. The performance and RAM allocation of the victim. The
victim’s damage is computed using its valuation function, which attaches a value of 3
cents to every hit.

this attack since outbidding the victim every now and then does not cost nearly
as much as it would cost to constantly win the allocated RAM. This means that
at a relevantly low cost, the attacker can inflict severe damage to the victim.

To test this attack type we performed a parametric sweep of attacks in a
system that contained two guests—the attacker and the victim. In each attack,
the following process was repeated every N rounds. First, the attacker waited
for the system to stabilize. During the stabilization period the victim filled its
allocated RAM. Then the attacker attacked by outbidding the victim: it bid for a
single round for Q with a unit price slightly higher than Pmin in. This forced the
elastic memcached victim to lose its data (a standard, non-elastic memcached
would have swapped its data to a slower storage, suffering a higher penalty).
After the attack round, the attacker went back to bidding with a negligible bid
price, and the victim had to re-acquire the RAM, suffering a high overhead while
doing so.

We present the results of such an attack in Fig. 4. The baseline performance
of the victim (without any attack) is presented in Fig. 4a. The damage from a
single attack round is shown in Fig. 4b. In this case, it would be wasteful to
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attack again before 440 s, because although the attack only lasted between 340 s
and 352 s, and the RAM was re-rented 12 s later, it was not fully filled for another
70 s after that. The shaded area in Fig. 4b represents the lingering damage of
the Elbowing attack. The lingering damage is larger as the recuperation rate
of the victim is slower. The longer it takes the victim to recuperate, the more
cost-effective the Elbowing attack is, since the attacker does not pay extra for
those rounds.

The results of examples of repeating attacks are presented in Fig. 4c and d.
The attack in Fig. 4c is performed frequently (every 10 rounds), and the victim
does not fully recuperate. The attack in Fig. 4d is less frequent (every 35 rounds),
and thus causes more damage per single attack round. However, since the attack
rate is slower, it causes smaller overall damage to the victim’s profit.

The results of a parametric sweep on the attack frequency are shown in Fig. 5.
Each point in the graph represents one attack, and shows the average damage
caused to the victim’s profit as a function of the attack average cost. The cost of
the attack is determined by the frequency of the attack rounds. As shown Fig. 5
the Elbowing attack causes a damage of $290–$630 for every dollar spent on the
attack. The Elbowing attacks are not necessarily low budget attacks, but they
can be performed on a strict budget. To do this, the attacker needs to decide in
advance how much money it is willing to spend on each attack round.

Fig. 5. Profit damage as a function of the attack cost.

7 Related Work

Vulnerabilities and attacks in clouds have been extensively researched. Subashini
et al. [32], Hashizume et al. [19], Fernandes et al. [15], and Movsowitz et al. [29]
provide extensive surveys of such attacks.
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Fraudulent Resource Consumption (FRC) attacks, in which budgets are
exhausted, have also been researched. Idziorek et al. [21] present an FRC attack
and discuss two detection methodologies for such attacks. Kumar et al. [24] sug-
gest an in-cloud EDoS mitigation web service (called Scrubber Service) that can
be used on-demand. This service is used to generate and verify a crypto puzzle
needed to prove the legitimacy for acquiring services.

Attacks on ad auctions were analyzed by Zhou et al. [38] and Cary et al. [10].
Jellinek et al. [22] study existing cloud billing systems, uncovering difficulties in
predicting charges and bugs that lead to free CPU time and over-charging for
storage.

8 Conclusions and Future Work

In this work, we demonstrated two low-cost economic attacks on an auction based
mechanism for vertical resource allocation in the cloud. The Price Raising attack
is a low cost attack that causes the victim to deplete its economic resources, thus
freeing resources for the attacker to obtain at a negligible cost. We demonstrate
how this attack reduces the victim’s profit sevenfold. The Elbowing attack hin-
ders the victim’s performance by outbidding it every several rounds. We showed
that an attacker can cause damage of $290–$630 for every dollar it spends on
the attack. This attack can be applied to various economic mechanisms. Future
work will try to amplify the effects of the Elbowing attack, e.g., by coupling it
with an additional attack which will inform the attacker of optimal attack times.
An optimal time for an attack like this depends on the quality and quantity of
the evicted data. The RAM utilization is of high quality when the victim values
its RAM usage the most. This valuation might be deduced from its bid price, or
from side channels such as the victim’s traffic volume or destination.
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Abstract. Computational and data scientists at universities are often
limited by the quantity and diversity of the shared resources available at
their institution. Access cost for these resources are often uniform, that
is, it is not differentiated based on job priority or resource requirements.
This flat access policy on shared resources often lead to sub-optimal val-
ues for the institutions, and researchers with special requirements (i.e.
GPU, large-memory, etc.) often have to wait significantly longer to get
their job scheduled. A market-based resource trading in a multi-campus
Compute Co-operative can lead to higher aggregated value for the co-
operative as well as provide significant benefits for the individual insti-
tutions by scheduling jobs opportunistically when resources of one cam-
pus are over-subscribed and by placing jobs efficiently based on resource
requirements. In this paper, we evaluate a resource allocation scheme in
a multi-campus environment, (i.e. CCC [10]) based on job priority and
resource cost, with the provision for resource trading between campuses.
We collected real data traces from three (3) universities over a month
and conducted a simulation to evaluate the effectiveness of our resource
trading approach over the existing single institution flat rate allocation
policy. Our simulation shows that, with CCC and market-based resource
trading, the aggregated institutional value for the co-operative increases
by 15% and the average wait time for the jobs reduce by 49%.

Keywords: Grid federation · Resource heterogeneity ·
Market based grid · Efficient resource trading

1 Introduction

Computational techniques, whether it is modeling and simulation or data min-
ing, are increasingly central to research success. Research universities are fac-
ing a strategic challenge: how to provide their researchers the computational
infrastructure they need to be competitive while managing costs? The problem
is particularly acute because there is no single research modality. Researchers
need different types of machines (tightly coupled HPC engines, high-throughput
clusters, Hadoop clusters, massive data stores, GPU-based systems, etc.), at
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different scales, and have different temporal access patterns (continuous versus
bursty usage). Similarly, not all user requests are as urgent as others, and not
all researchers are as well funded and able to pay for their computing. Satisfying
all users’ need all of the time would require an investment in infrastructure that
is not possible at most institutions.

Most universities maintain a set of shared resources to support the compu-
tational needs of their researchers. Access to these resources is in most cases
first come first serve (FCFS), which disregards the importance or the resource
requirements of the job. Hence, “FCFS” policies on shared resources often lead
to organizationally sub-optimal outcomes as not all jobs have the same value for
the researchers and often the high value jobs have to wait on the queue while the
low value jobs are running. As a result, funded researchers often buy their own
nodes rather than using the shared resources. These private resources are often
underutilized. Further, with FCFS scheduling, jobs that do not require expen-
sive resources (GPU, largemem, etc.) are placed on these expensive, specialized,
machines, in effect making jobs with those requirements wait and thus, under-
utilizing the full capability of those resources. Alternatively generic jobs are not
executed on the specialized, expensive, resources and they remain under-utilized.

To address the problem, we have developed a market-based federation for
shared resources at universities, the Campus Compute Cooperative (CCC). The
CCC is a secure, standards-based, open-source, federated cloud environment that
provides execution management services, data access and management services,
and identity and group management services. The CCC follows the XSEDE
architecture described in [5]. The CCC uses Genesis II [1,13,15] as its software
stack. Genesis II is a web-services, container-based architecture that uses open
standards, (primarily from the Open Grid Forum [2]) such as Basic Execution
Services, JSDL, RNS, byteIO and WS-Secure Token Services.

In a nutshell, the CCC allows users to select a quality of service (i.e. urgency)
for their jobs and the institutions to securely trade their existing compute and
data resources. Users define their job information (resource requirements, data
and executable files, command line) using a standard job description language.
Once defined, jobs can be submitted to and executed on one of three different
quality of service queues, high, medium, or low priority.

In the Fig. 1 users submit their job to one of three different quality of service
(QoS) gridQuues. Each gridQueue is linked to one or more Basic Execution
Services (BESes) [9]. Each BES is configured to submit jobs to a particular
partition or queue in a local load management system such as SLURM, PBS,
or SGE. For each BES that is linked to the gridQueue is configured with the
maximum number of jobs it may concurrently submit to the BES as well as the
maximum number of cores it may consume at any given instant. The gridQueue
uses job resource requirements and BES resource properties to match jobs to
BESes that are candidates to execute the job. The gridQueue schedules jobs to
matching BESes in FCFS order.

Once a job is scheduled on a BES, the BES stages (copies) data and executa-
bles the job needs onto the selected compute resource, generates a submission
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Fig. 1. In CCC, Clients send jobs to a set of gridQueues (each corresponding to a QoS
specification). gridQueues then forward the jobs to appropriate BESes based on the
job specification. BESes wrap compute resources such as clusters and will manage the
execution of the job on the underlying clusters.

script for the local queuing system, and submits the job to the local queue. The
BES then monitors the local queue until the job terminates successfully or fails.
If the job completes normally the BES then stages the output files to a user
specified location. The BES then notifies the gridQueue of the job status.

The effect is to give users at each participating institution access to a much
larger and more diverse pool of resources than they would otherwise be able to
use. This gives them access to resources their institution might not have. It also
reduces average wait times significantly. Which supports the well-known queuing
theory as we have replaced K independent M/M/1 queues with a single M/M/k
queue.

The CCC logs all job resource and priority requests. At the end of each
accounting period each institution is credited for the others jobs executed on
its systems. It receives a credit based on the resources requested and the pri-
ority level at which the jobs ran. Similarly, each institution is charged for jobs
executed at other institutions based on the resources requested and the quality
of service (much as in Amazon EC2). For more information, including detailed
documentation, downloads, and tutorials go to genesis2.virginia.edu/wiki.

In this paper we present and evaluate in simulation a market-based resource
trading scheme in a multi-Campus environment like the CCC. Our hypothesis is:
a market-based resource trading approach in a multi-campus environment can in
fact lead to increased institutional value to the federation as a whole, while indi-
vidual institutions incur significant gains. To evaluate the multi-campus resource
market, we collected production data traces for a month (Oct, 2017) from three

http://genesis2.virginia.edu/wiki
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different campuses: Indiana University (IU), University of Virginia (UVA), and
Virginia Tech (VT). Using the data, we conducted a simulation to calculate the
value for each institution with and without federation.

From discussions with cluster owners at UVA we determined that one impor-
tant reason the researchers buy their own nodes is so that their high priority
jobs gets scheduled right away (like on-Demand access as in commercial clouds).
Hence, we also measured the average wait time and on-Demand capability (num-
ber of high priority jobs that start within a threshold) for each resource.

From our results, we observe that with the CCC the aggregated value for
the overall federation increases by 15%, while the average wait time reduces
by 49% compared to these metrics without the federation. Also, the on-Demand
capability increases from 85% to 95% with the federation, i.e. 95% of jobs placed
in the high priority queue started within the 30 min.

The remainder of this paper is divided into five sections. We begin with a
brief overview of the CCC, followed by a discussion of the simulation data, envi-
ronment, and model. We then present and discuss the results of the simulation.
Next, we compare the CCC with other market-based models, and then conclude
with final observations and future work.

2 Simulation Model Inputs

To evaluate a market-based model with different resource classes and differenti-
ated quality of service requires an input set of jobs that accurately reflects the
system load we expect in production. Specifically, we would like a set of job
traces that reflect user behavior in the presence of a federated environment with
differentiated quality of service and diverse resources. The problem is that the
system is not yet in production, so such traces do not exist. Instead we have
traces from existing, non-federated environments.

A time-honored method is to generate synthetic loads or to use job traces
from existing systems. The problem with purely synthetic loads is that the sim-
ulation results are only as good as your method of generating synthetic loads.
The alternative of using synthetic job traces is that the job traces are collected
from systems that do not have jobs that reflect new capabilities. For example,
if system X has no large memory nodes then there will be no large memory job
requests in the traces. Similarly, without priorities in the traced system there
will be no priorities in the job traces. Our solution is to start with job traces
from real systems and then transform the traces to have differentiated quality
of service queues. Note that as we have not generated synthetic jobs that use
non existent specialized resources we believe our simulations underestimate the
value users and institutions will accrue.

We collected job traces from three institutions that are planning on partici-
pating in the CCC: UVa, VT, and IU. We collected a month of job traces from
October 2017. All data was anonymized using one-way hash function on user
name, group name and job name.

From UVA, we collected the job traces from Rivanna, the High Performance
Computing (HPC) system at UVA. Rivanna has 240 nodes (20 cores each)
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equipped with infini-Band interconnect for high-performance parallel jobs. In
addition to the basic nodes, Rivanna also has 14 nodes with GPUs (10X 4 K80s,
4X 4 P100s), and 8 with Intel Knight’s Landing systems.

From IU, we collected the data traces from Big Red II which is the main
system for high performance parallel computing at IU. Big Red II is comprised of
344 XE6 (CPU-only) compute nodes and 676 XK7 “GPU-accelerated” compute
nodes, all connected through Cray’s Gemini scalable interconnect, providing a
total of 1,020 compute nodes, and 21,824 processor cores. Each XK7 node is
equipped with one NVIDIA Tesla K20 GPU accelerator.

At Virginia Tech, we gathered logs from the Splunk database. The logs con-
tain traces from four (4) distinct HPC systems available at VT: Cascades, Drag-
onstooth, NewRiver and Blueridge. These systems contain 817 nodes and 18,220
processor cores. Fifty-five of the nodes were equipped with Nvidia GPU, while
130 of them had 2 60 core Intel Xion Phi co-processors (mic). Four of the nodes
were suitable to run large-memory jobs with a total of 3TB of memory each.

We categorized jobs into three priority groups: high priority, medium priority
and low priority. Since, none of the job traces were annotated with job priorities,
we decided to choose the debug jobs and jobs those were submitted to special
queues (i.e. queues that are exclusive to specific research labs) as high priority
jobs, which is about 5–10% of the jobs. We believe, in practice, the percent-
age of high priority jobs will usually be higher, which will further strengthen
our claim [17]. For medium priority, we choose those jobs that require special
resources (i.e. GPU, largemem, mic, KNL etc.) as they would yield more value to
the institutions. The rest of the jobs are annotated as low priority. The Table 1
summarizes the traces based on their priorities for each institution.

VT logs contained 29,409 jobs with 178 large-memory jobs and over 1000
GPU jobs. IU logs contained a total of 38,115 jobs with almost a third of them
being GPU jobs. IU traces did not contain any large memory job as Big Red II
did not have provision for large memory jobs. With the federation, however, IU
researchers can use the unused cycles of the large memory machines at UVA or
VT if required. And finally, UVA logs included 66,246 jobs with 462 GPU jobs
and 269 large memory jobs.

The method for categorizing jobs as high, medium, or low priority is certainly
not ideal. But in the absence of data with differential quality of service there are
few other options. We also examined using random assignment of jobs or a user’s

Table 1. Summary of jobs based on different priorities for each institution.

Institution High priority Medium priority Low priority Total

IU 2,495 12,915 22,705 38,115

UVA 171 6,078 59,997 66,246

VT 3,149 944 25,316 29,409

Grand total 6,277 19,475 108,018 133,770
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jobs to a particular queue, with form example 20% of jobs being high priority,
and 30% of jobs low priority. The problem is, how do you pick the numbers?

From the traces, we found that resource utilization at UVA was 15%, which
makes it the ideal candidate to lend its resource to VT and IU. However, to
evaluate our approach when all the institutions have at least moderate load, we
evaluated the system with and without UVA.

3 Simulation Model

Using the job traces we simulate a federated queue of queues priority scheduler
in which jobs are placed into one of three global queues, high priority, normal
priority, or low priority. The resource pool consists of all the resources from
different institutions. Each resource is annotated with a set of resource properties
which specifies the special features of the resource (GPU, largemem, KNL, inifi-
Band), and the institution it belongs to. The per unit cost of a resource is
determined based on these properties.

When a new job arrives in the queue, the scheduler calculates a candidate
set of resources that the job can run on and sorts the list based on resource cost.
To schedule a job, the scheduler picks a job from the top of the highest available
priority queue and goes through the candidate set to find a resource that can
run the job at that time. If none of the resources from the candidate list can run
the job at that time, the job is put back to the queue and the scheduler picks
the next job from the queue.

The actual CCC queues [10] are configured with a set of BESes (cite)
resources on which they each can place a defined maximum number of jobs
and use a maximum number of cores. The BESes each wrap a particular local
queue on a particular resource. Thus a machine such as Rivanna at UVA can be
configured to have several BESes: a high-priority single node job queue, a high-
priority multinode (MPI) queue, a high-priority GPU queue, a high-priority large
memory queue, a low-priority single node job queue, a low-priority MPI queue,
and so on.

3.1 Model Definitions

Resource Pricing: For resource pricing, we use a basic node configuration and
assign a base price to the configuration. Then, we put additional charges for each
additional feature, e.g. GPU, added to the base configuration. Resource pricing
is a major factor in job value, so prices should reflect prices in the real world.
We follow the Amazon AWS on-Demand pricing scheme.

Table 2 summarizes the reference instance chosen from AWS, its price and
ratio and our multiplier chosen from the ratio. For our experiment, we chose a
multiplication factor of 5 for GPU resources as in the CCC the GPU resources
have more cores per machine. The large memory machines in the CCC have a
factor of 3. Since there was no reference to valuate infini-band interconnect, we
chose a factor of 2 for that. For special features like mic or KNL, we chose a
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Table 2. Resource pricing based on Amazon AWS on-Demand Pricing

Function Ref instance Cores Memory GPUs Price/core-hr Ratio Multiplier

General purpose m5.4xlarge 16 64 0 0.0480 - 1

GPU p2.xlarge 4 61 1 0.2250 4.68 5

Large memory x1.32xlarge 128 1952 0 0.1042 2.17 3

multiplication factor of 3, as they are not as powerful as a GPU, however they
provided extra co-processors for faster execution.

Job Price: Job price is defined as the price that the user must to pay1 for
executing a job on the market resources. The price of a job depends on three
factors: (i) requested resource type, (ii) execution time on the resources and (iii)
QoS requested by the user. Formally,

job price = req res cost × exec time × priority factor (1)

For the experiment, we chose a priority factor of 4 for high priority jobs, and 1
for the rest. Medium priority jobs will have higher value than the low priority
jobs because of their special resource requirements.

Job Value: Job value is defined as the value the user gets by running a job. Job
price is a lower bound on the value that the researcher gets as the researcher is
at least willing to pay job price for running the job. (The surplus value could be
higher if the PI would have been willing to pay more).

Institutional Value( ins val): Institutional value is the sum of the values of all
the jobs run through the shared resources. Formally,

ins val =
∑

all jobs

job value ≥
∑

all jobs

job price. (2)

However, we believe the job will have value to the researcher only if job is finished
before some deadline. So, we have decided to annotate each job with a deadline
based on the wall-time requested for the job. For high priority jobs however, the
job will only have value if it starts immediately (within a threshold). For our
experiment we choose the threshold as 30 min. Equation 3 defines the deadline
of the ith job.

deadlinejobi =
{

30 ∗ 60 + exec timejobi , if jobi is a high priority job
2 ∗ walltimejobi , otherwise (3)

Hence the job value and ins val can be formally presented by Eqs. 4 and 5
respectively

job valuejobi =
{
job price, if finish timejobi ≤ deadlinejobi
0, otherwise (4)

1 Whether users pay or not is up to their institution. The users’ institution is respon-
sible for paying in kind or paying with cash.
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ins val =
∑

jobi∈all jobs

job valuejobi (5)

In order to have a better realization of ins val, we decided to represent
ins val into dollars. Once again, we used AWS pricing as reference to convert
ins val into dollar value. Since the AWS does not provide the QoS breakdown as
CCC, and AWS on-Demand execution would be comparable to a high priority
execution of a job, we chose the value for a high priority job with no special
features to be 4.8 cents-per-core-hr. So, the value for a general-purpose medium
or low priority job would be 1.2 cents-per-core-hr. One thing to note here is that,
we are ignoring the storage cost and data transfer cost of Amazon AWS for our
calculations. Hence, we are actually under-valuing the jobs slightly. From here
on we will use the dollar value as the institutional value for clarity.

wait time: The wait time of a job can be defined as the difference between the
queue time, that is the time when the job was placed in the queue and the
start time, that is the time when the job started execution. So, the average wait
time can be expressed by the following Eq. 6

avg wait time =

∑
jobi∈all jobs(start timejobi − queue timejobi)

num of jobs
(6)

The percentage of high priority jobs scheduled within the defined threshold
(%high) is used to evaluate the on-demand access facility for the high priority
jobs and can be expressed with the Eq. 7.

%high =
number of high priority jobs finished within deadline

total number of high priority jobs
× 100% (7)

4 Results and Analysis

We used the Gridsim [8] based job scheduling simulator ALEA v4.0 [12] to
simulate job scheduling. We first calculated a baseline institutional value for each
institution by “running” their jobs on their machines only (without federation).
We also measured the baseline values for avg wait time, and %high. Then we
calculated these metrics with federation and compared the results.

Figure 2 presents the institutional value, average wait time and percentage of
high priority jobs started within the threshold respectively for each of the three
institutions individually and combined (the last set of bars in each figure). Since
the job traces from UVA had only about 15% resource utilization, we wanted to
evaluate the federation excluding UVA, to understand whether institutions can
gain anything even if all the resources are highly utilized.

From Fig. 2(a), we can observe that, both IU and VT gains institutional
value from the federation. IU gains about 2% from the federation excluding
UVA and about 12.5% with the full federation. VT on the other hand gains
significantly more from the federation. VT gains 14% from the federation when
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Fig. 2. With a multi-campus market based resource trading scheme in CCC, (a) all
the institutions in the federation can gain values by trading of their resources when
they are under-utilized or by getting the jobs completed before deadline, (b) the wait
time reduces significantly with the federation with the wider and more diverse set of
resources, and (c) more high priority jobs are scheduled within the predefined threshold

UVA is excluded, while 21.5% with the full federation. Finally, the overall value
of the federation increases by 6.6% with a federation between IU and VT and
15.6% with the full federation. In all the cases VT seems to be the institution
with most benefits from the federation. This is because, VT resources are often
over-subscribed (overall utilization is >92%) and as a result many of the jobs
miss their deadline waiting on the queue when their resources are occupied.
A major portion of these jobs are serial or MPI jobs which can very easily be
scheduled at UVA or IU. For IU data traces, we observed that many of GPU jobs
were missing their deadlines because of the large backlog in the GPU resources.

Since GPU resources are scarce in all other institutions the benefit for IU
was limited when UVA was excluded as VT GPU resources are most often than
not occupied. However, when UVA was included in the federation, because of its
very low utilization on the GPU resources, we could see a much more significant
gain for IU. On the contrary, the institutional value of UVA goes down by about
1% as jobs from VT and IU forces some of the UVA jobs to miss their deadlines.
Under this condition, one might wonder, what is the motivation for UVA (or IU
in the case of federation excluding UVA) to participate? The motivation is the
ability to trade their unused resources to the other participants of the federation
(i.e. VT) for money or in-kind resource use of resources they do not have.

The accounting and clearance mechanism facilitates adjusted compensation
to the resource providers (The net between the cost of resources they provided
others and the cost of resources they used of others). Table 3 shows a summary
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of trade between institutions. From the table we can observe that for the month,
UVA is owed $31,658.52 and $16,832.01 from the VT and IU respectively and IU
is owed $8,318.76 by VT. VT gains a value worth of 5,028,026.26 core-hrs from
the federation, which would have cost about $241k from Amazon AWS, at a cost
of $40k. Further, with federation, VT gets this value at about 70% utilization
of their resource. So, this provides opportunity for VT researchers to submit
additional jobs which would not have been completed without the federation or
VT can rent these unused portions to the other institutions if more institutions
join the federation. On the other end of the spectrum, UVA will earn more than
$48k by lending their unused resources to the federation in a month.

Table 3. A summary of the accounting and clearance results with the federation

Job originator Executed at Trade amount Surplus Balance

IU UVA $18,170.03 UVA $16,832.01

UVA IU $1,338.03

IU VT $59,079.25 IU $8,318.76

VT IU $67,398.02

UVA VT $2,731.03 UVA $31,658.52

VT UVA $34,389.54

Figure 2(b) illustrates the average wait time for the jobs at different organi-
zation both in the case of without federation and with federation. As expected,
the wait time for jobs at VT and IU are reduced significantly via federation.
For VT jobs, the average wait time reduces by 47% through a federation with
IU and by 65% with the full federation. The average wait time for the IU jobs
were reduced by 44% with the federation excluding UVA and 58% for the full
federation. Overall the federation reduces the average wait time for all the jobs
by 49%. However, for UVA job traces the average wait time increases from 6 s to
about 41 min. The reason behind is that the UVA resources are currently under-
subscribed, which means without federation most of the jobs can start right
away. With the federation, since UVA would be trading its unused resources to
VT and IU, the wait time for UVA jobs increases, specially the GPU jobs suffer
most as there are huge demand for GPUs at both IU and VT and UVA itself
has only 14 GPU nodes.

Another metric is the percentage of high priority jobs (%high) scheduled
before a predefined deadline. Figure 2(c) presents this percentage for different
institutions. From the figure we can note that for both VT and IU %high
increases with the federation, while for UVA the percentage reduces from 100%
to 98%. The reason for the decrease in %high for UVA is that VT and IU will
fill UVA resources, and as UVA includes many small jobs which can’t be moved
around, some high priority jobs miss their deadline.
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4.1 Data Transfer Overhead

A potential problem with the current simulation results is that the simulation
ignores the network overhead due to the transfer of data from one site to another.
This is because the job traces did not include the input and output data sizes
that needs to transferred with the job. In future with CCC, we are planning to
instrument the amount of data needed to move for each job to model the data
transfer. However, in citetechReport, Vanamala et al. reports that it is possible
to transfer a gigabyte of data in 2 to 4 s in a wide are network. Hence, if the
data transfer requirements are not in the TB range, data transfer overhead will
contribute only a few minutes at either end of the job. As the average wait times
for the job traces are more two and half hours in any case, we believe adding
a few minutes upfront (and at the end) will not significantly change the results
as CCC cuts the wait time in half. Furthermore, the job submission language,
JSDL, supports the notion of local scratch spaces where users may cache large
input files that may be reused across many runs. In other words, if ten jobs to
be run at a site each need the same 100 GB file it only needs to be transferred
once to the site. Which further reduces the average data movement overhead.

5 Related Work

There is a vast related literature in both computational grids and grid economic
models going back over 40 year. Here we will focus on contemporary cloud and
on-demand computing, grid economic models, and an well known grid federation
alternative, Open science grid (OSG).

Since its emergence cloud computing has been more successful in the com-
mercial space compared to Grid computing or earlier metasystems efforts. The
main reasons for this unprecedented success include but not limited to, (i) the
use of virtual machines as sand-boxes which gave users tremendous flexibility;
(ii) the rise of pay per use on line media (movies, music), social networking, and
other areas that paved the way for market acceptance; and (iii) the entrance of
Amazon into the market place, a vendor that was not only trusted but assumed
to know what it was doing.

NIST defines clouds as having five essential characteristics [14]: on-demand
self-service, broad network access, resource pooling, rapid elasticity, and mea-
sured service. The CCC fits under the National Institute of Standards and Tech-
nology (NIST) definition of a cloud. NIST further defines three service models,
Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as
a Service (IaaS). The CCC straddles the definition of a PaaS and IaaS cloud. The
CCC allows users to deploy applications that may or may not depend on CCC
services, and in the near future will include the ability to deploy and execute
virtual machines.

There are several vendors of cloud services. The two most prominent are
Amazon Elastic Computer Cloud (EC2) and S3 services and Microsoft with the
windows Azure Cloud. The CCC differs from these commercial cloud providers
in two significant ways. First, in the CCC economic actors are both producers
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and consumers. When using commercial clouds, it is clear that the cloud provider
is selling and the user is buying. Thus, when interacting with commercial cloud
providers there will always be a bill to be paid. In the CCC, bills can be paid
in-kind through resource trading. Second, new resource providers can join the
community (enlarging the resource pool) without any change required on the
client side.

The literature on grid economic models is huge, for example [7,9,11,20,21].
The CCC builds on and extends these earlier systems. The CCC is based on
open standards developed in the Open Grid Forum [2]. One of the defining
characteristics of most early metasystems and grid efforts was that resources
were “free” or that users already had to have permission to use the resources.

In terms of grid economics [4,7,16], most of the work has been done in
simulation, or developed but not used in a production environment. Several
research systems like: Spawn [19], AppLes [6], Popcorn [18], G-commerce [21],
OCEAN [21], Nimrod [3], GridSim [8], and GridEcon [4] have explored the use of
different economic models for managing resources in grid environment. In each
of these systems a market is established to trade resources between the resource
providers and resource users. But none of these actually considered the qual-
ity of service requirements of the users. Buyya et al. [7] proposed a QoS based
scheduling algorithm but only considered the deadlines as a QoS measure, but
did not consider the value gained from resource diversity.

The CCC is different in that our explicit goal is to construct and operate a
production quality market where the actors buy and sell computational services
to test the hypothesis that markets combined with differentiated quality of ser-
vice result in a win-win for all actors. Hence our work is based on production
level data traces on real production clusters.

Scientists have many different options for deploying their applications, includ-
ing grids such as Open Science Grid (OSG) or XSEDE, or academic clouds like
the FutureGrid and Red Cloud, and many super-computing centers. The basic
problem with these resources is the fact that these resources are mostly used
as a best effort basis without regarding the user QoS requirements or resource
costs, which leads us back to our original problem.

6 Conclusion

In this paper we presented the simulation results of a small cross campus com-
puting environment consisting of three universities. The simulations focused on
institutional value, average wait time, and the number of high priority jobs that
started within 30min. with and without resource federation. The objective was
to support our claim that, “multi-campus market based resource trading with
CCC can provide better value for each of the institutions with their existing set
of shared resources”.

The results clearly show that federation, i.e. a single global queue, increases
institutional value, decreases wait times, and increases the number of high prior-
ity jobs that start within 30 min. Insofar as universities have idle cycles (as UVa
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does), these cycles can be consumed with significant benefit in the form of addi-
tional capacity at all institutions. In particular note that VT load has decreased
from 92% to 70%, representing freeing up of 2.8M core hours of capacity that
can be used for more applications.

There are limitations to these results. Primarily, the results do not show the
benefits of differentiated quality of service, which we believe is substantial. This
is because the traces do not include all of the attributes, such as priority (for
differentiated quality of service), that we need to produce accurate simulations.
In particular, we believe that by underestimating the number and duration of
high-priority jobs. Similarly, the site traces do not include jobs that use resources
not present at the site, underestimating the diversity of jobs we expect when
federation is complete and visible to end users.

Our future work will focus on these short-comings, specifically coming up
with a realistic and defensible method to generate job priorities and job diversity
for traces where they do not exist. With these enhanced traces we will be better
able to predict institutional gains, in particular institutional gains for institutions
that have not yet joined the cooperative.
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Abstract. Although the education sector has recognized the value of infor-
mation technologies since the early 1990s, the advancement of education ser-
vices is not clearly shown in the information technology era. This paper
visualizes the trace of education services development in a software service
ecosystem with real data about software services and their combinations
resulting in composite services. Our graphical analysis results show that edu-
cation services continuously emerge through reusing and recombining popular
software services such as Google Maps and Facebook, although only a few
education software services open their functions and data to the ecosystem.
Moreover, our analysis results show that there no service groups that are built
around education services. Our findings suggest that the education sector is
immature within the software service ecosystem and that a software service
sector has not been formed yet.

Keywords: Education � IT adoption � Software service � Network analysis

1 Introduction

Education has been adopting information technologies (IT) since the early 1990s [1, 2].
IT technologies support the access to information, simplifies the knowledge transfer at
classrooms [3], and enables equal opportunities for students in remote areas and for
disabled students [4]. This service is not just expected to be provided to secondary and
tertiary students but also students at early childhood [5].

Although the prior work suggests various opportunities of IT adoption in education,
a few recent studies raise issues on the market response to IT in the education sectors.
The continuation of the IT transformation of classrooms is doubtful, if the government
adopts IT due to technological possibilities instead of market demand [6]. The emer-
gence of breakthrough innovation is also in question, if the market demand does not
pull the technologies [7, 8].

Our motivation of research is to address the issue of market response to IT adoption
in education. The market demand drives the evolution of technologies by recombining
previous technologies and new technologies [8]. Thereby, we conjecture that the
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evolutionary path reflects the market demand on the synthesis between information
technologies and education services, and the extension of the synthesis to another
technology fields (e.g., finance, manufacturing, and transportation).

In this research, we address this by investigating the evolution of education soft-
ware services in a software service ecosystem. Several recent studies suggest that
software services advance through interacting with each other in an entire ecosystem.
They diagnose services’ creativity and sustainability and forecast the future facets of
technologies and societies [9, 10]. In a similar line, we address how much an education
sector embedded in the software service ecosystem, and what technologies the edu-
cation services mainly interact with.

To investigate this, we aggregate empirical data from www.programmableweb.com,
which lists the information of software services (represented as APIs) and their use in
composite services (represented as mashups). Our data set consists of 127 composite
services in education sector and 421 software services that are used to develop those
composite services between 2006 and 2017. In a graphical view, we define a software
service ecosystem as a set of vertices, representing software services, and their edges,
indicating co-reuse of software services in a composite service. We measure the network
position of an education service with centralities, indicators of social network analysis,
and their memberships in clustered subgroups.

Our analysis results show the followings. First, new education services emerge
through the convergence of software services belonging to other sectors than the
education sector. Second, only a few software services belonging to the education
sector enter the software service ecosystem. Rather, education services are created
around a few popular software services such as Google Maps, Facebook, Flickr, and
Twitter. Third, the education sector looks declining in recent years. On the ground of
those findings, we carefully conclude education is snooping around a fence to IT
adoption but did not yet hurdle over the fence.

Our findings contribute to both academia and business. From an academic per-
spective, our findings suggest a graphical analysis of well-known social network
analysis tools reveals the actual shape of the IT adoption of education. Our findings
show the real innovation could be different from expectations that are based on theory.
Education does not actually reap to the core of the software ecosystem, while the IT
adoption is believed to be universal in a long history and provide opportunities [1–5].
This academic contribution leads to a managerial implication. The innovation through
the convergence between education and another technology should be carefully
designed on the ground of the market demand, while the academic research underlines
the opportunities of new technologies.

2 Theoretical Background

2.1 IT Adoption in Education

Education is the communication on a specific subject between a teacher and students
and among students [11, 12]. A talk in a certain physical place is a typical way of
communication in the Ancient Greek schools, the medieval universities, and in a
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modern classroom [13]. As books remove the temporal and special constraints of
communication, information of a teacher could spread quickly and widely to any
students, who can buy a book and read it [12]. Now, education practitioners and experts
in recent two decades paid attention to information technologies (IT) that support the
communication among people, which is just the key to education, and fast adopt the IT
in education for distant communication, easy modification of teaching materials, and
visualization of its object [1, 14–18, 54].

The IT adoption in education transforms the way of teaching and learning within
classrooms as well as out of classrooms. First, the IT mediates the communication
between a teacher and students, and among students in a classroom [1, 2, 15, 16,
19–21]. If the traditional education focuses on unidirectional knowledge flow from a
teacher to students, the IT in a classroom extend the education into constructivist,
socio-cultural, cognitive and collaborative ways [2]. In detail, personal computers
connected to each other through Internet support the students share their knowledge to
build new knowledge by their practice [19, 20]. Multimedia-systems and simulation
environment, as well as, help students’ cognitive experience in concrete objects that
they learn [2, 17, 22]. Those promote provides students with creative thinking, while
the conventional one stops at just bringing knowledge to students [5].

Second, the IT reduces the spatial and temporal restrictions in communication
between a teacher and students [2, 17, 19, 20, 22–30]. Through the Internet, the
education service can also be provisioned to students uncomfortable to move [4], and
living in a distant rural area such as Outback of Australia [17]. The video conference
system and online transmission of class materials makes it indistinguishable between a
physical classroom and a screen [22]. On the ground of Web services, furthermore, a
teacher provides their service to a bigger market, which has no size limitation, than a
classroom of 50 students at most [15]. As the lecture is stored in a Web server, a
student, who hard to match their schedule to class, can attend the class on screen at
their convenient time [31].

In summary, the IT adoption in education removes the physical, spatial and tem-
poral barriers to the interactive and distant communication. This technological advance
attracts the IT entrepreneurs to provide facilities that support teaching and learning
[17], and extends the beneficiary group of education [32–34], although it does not
provide all functions of traditional education such as the emotional interaction through
physical touch [23]. The economy of scale in education then reduces the price of
education [22], and potentially increases the quality of the education service [18]. If the
IT opens a new market in education, the remaining issues are now whether and how
actively the market pull the innovation [8].

2.2 Software Service Ecosystem

A software service is software that is provisioned as a service to support the interaction
between a person and a machine, and/or among people on the Web [9, 10]. For
example, end users access the server of Google Maps that contains map data and
related functions through a Web browser to read a map of Waco in Texas. These end
users do not need to install a standalone package with a map on their personal devices
[35]. Amazon provides even computation as a service, which was previously provided
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as a product (i.e. a personal computer and a shared server); a user does not need to
know the location of computers and pays for the service on demand [36].

An advanced way of using software services is accessing to the data repositories
and computation resurces through a standardized interface, or generally called an open
application programming interface (open API) [37]. A user can then automate using the
functions that a software service provides, so that they embed the functions in its own
service as its components. The access to the software services through the open API
leads promoting innovation in an open manner. That is, a third party user creates a new
service, which is called a composite service, by adding their own data and functions on
top of one or more software services shared through the Internet [10, 37]. In this way,
various servcies in a “long tail” can be released, with reducing the burden on a huge
amount of investment in basic functions such as map data, search engine, data storage
and servers for computation [38].

The new style of innovation builds an ecosystem of software services. Software
services support creating composite services; composite services satisfies end users’
demand, and composite services feed the economic return to the software services they
are based on [10, 39]. Furthermore, some software services supplement another soft-
ware services, as well as compete with them. Although Yahoo is a competitor of
Google in the search engine market, for example, search engines of the two rivals are
both used in creating Maps Compare, in which one covers what the counterpart does
not take [40]. Kim et al. [10] named it a “software service ecosystem”, the intertwined
relationship among software services and composite services, on the analogy to the
ecosystem of animals, plants and fungi that form a complicate set of competitive and
symbiotic relationships.

Education is one of the sectors of software services that consist of the software
service ecosystem. By December 2017, 421 software services were released to cover
education among around 18,000 software services in all sectors, and 127 composite
services were developed with software services during the same period [40]. Those
services extend the area of IT in education from communication within and over a
classroom to anything related with education, including knowledge management and
education administration. For example, Mendeley opens its functions third parties for
supporting scholars to manage their literatures and collaborate in writing an article [41].
UC Berkeley opens its data for education services (e.g. applicants’ status, class
information, and so on) through open APIs [42]. A remaining issue is then how
vigorous the innovation is through the participation of software service providers and
third party developers.

2.3 Diffusion of Software Services

The market needs time in adopting a technology, but a technology has a limited
longevity in the market. A technology shows a bell shape curve from its birth to death
through prosperity as inventors and imitators in a limited population adopts the tech-
nology [43, 44]. Although an old technology fades out in the market at the end of its
longevity, a successive technology replaces the old one to continue the growth of
industry as long as the market demands it [45]. However, all technologies do not surf
on this life cycle successfully. Even an advanced technology can fail to attract the
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majority of consumers, if it does not satisfy the market demand in front of the “chasm”
between early adopters, who responds to technological opportunities, and the early
majority, who fulfill their own demand [46].

Some software services show the bell shape curve of lifecycle of connectivity in the
software service ecosystem [10]. The market responds to a software service in two ways.
End users directly use a software service through the Web pages on their demand. As
well as, third party developers reuse the software service to create composite services
that satisfy end users. In this line, we can make an analogy of the relationship between
software services and composite services to the relationship between invention and
imitation of technologies. Remaining issues are then how actively the market responds
to the education software services, whether they surf on the lifecycle like successful
software services or snoop around the chasm to decline at last.

3 Methodology

Our data of software services and composite services are aggregated from http://www.
programmableweb.com [9, 10]. This website provides the information of software
services that open their APIs and mashups that use those software services with open
APIs. Around 18,600 software services and 7,900 composite services are listed in the
website and sorted into 482 service sectors. Among the software services released
between September 2005 and December 2017, we select 421 software services and 127
composite services that belong to the education service sector.

We apply a social network approach to those empirical data of software services
and composite services. Each software service is represented with a vertex in a network
graph. We consider an edge is formed between a pair of vertices if software services
corresponding to those vertices are used together for developing a composite service.
Each vertex contains its attribute information of the provider (e.g. Google, Yahoo, and
Amazon), the service sector (e.g. mapping, social networking, education) and the
release date of the corresponding software service. Each edge has no information of
direction, and contains the weight meaning the number of concurrent use of the cor-
responding pair of software services for developing composite services.

We measure three indicators in the software service network to determine whether
the software services in education are just snooping around a fence of chasm or hurdling
over the fence. The first indicator is the number of software services that newly enters
the market for each month. Releasing a software service requires the data and function to
be shared, and the motivation of the service provider to share its service functions [47].
For example, UC Berkeley opens its API to the public because it has systematically
accumulated the data of its education experience, and its sharing strategies potentially
attract more and better scholars thanks to its enhanced utility of the university members
through the convenient education services [42]. Therefore, the number of software
service in education indicates the technological maturity that promotes the innovation in
education through responding the fine demand of the market.

The second indicator is the position of a software service that is measured on the
ground of the edges in the software service network [10]. We apply two indicators of
social network analysis, or degree centrality and betweenness centrality to the software
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service network of education [9]. Degree centrality of a vertex is the number of edges
that are attached to the vertex. This means how frequently a software service is used
together with another software services for developing composite services. Between-
ness centrality of a vertex is the number of shortest paths of a pair of vertex that passes
by the vertex divided by the number of all shortest paths connecting the pairs of
vertices. This implies how much the software service connects the entire parts of the
software service network of education.

The last indicator is the existence of clusters of software services that rally around
education service sectors. A cluster in a network is a group of vertices that are con-
nected with each other more densely than with the vertices out of the group [48].
A cluster means that vertices belonging to it share some properties such as same
opinions in case of a social network [49]. Likewise, a cluster in a software service
network represents a latent sector that software services contribute to complementarily
together. We implement the leading eigenvector algorithm to detect clusters in the
software service network of education [50].

4 Analysis Results

Figure 1 describes the annual trend of the number of software services and composite
services between 2006 and 2017. The number of software services released in edu-
cation sector soared up from 11 in 2010 to 93 in 2012 and decreased afterwards. On the
other hand, around 20 composite services were developed in the education sector
between 2006 and 2010, and the annual number of composite services dropped from 29
in 2010 to 6 in 2011 with remaining stable afterwards. The results suggest that there
was a boom of releasing software services around 2012, but the innovation on the
ground of software services does not follow their release. This boom in education is not
so small comparing to the number of software services in the entire sectors. During the
study period, 421 software services were released in the education sector, while each
service sector contains 38.6 software services (i.e. 18,600 software services are released
in 482 service sectors during the same period).

Table 1 depicts six representative software services. The first five software services
are most frequently used for developing composite services in education (Google
Maps, Facebook, Twitter, Flickr, and YouTube). Google Maps is the software service
at the top of reused software services among all sectors as well as in the education
sector. This result is consistent to the description of Kim et al. [10], which shows the
software service ecosystem evolves mainly on the ground of Google Maps as a plat-
form combined with photo and video services in the early periods, and social net-
working services in the later periods. DonorsChoose, an online charity that promotes
students who needs support [40], is the most frequently used software service among
education software services. Those results suggest that innovation in education services
do not frequently reuse software services in education sector. Instead, the innovation is
mainly led by the software services that are most frequently used in the entire software
service ecosystem.
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Figure 2 depicts the position of software services in the map spanned with degree
centrality and betweenness centrality. Google Maps is connected with most of software
services in the entire system as well as mediates the connection of a majority of
software services. Facebook follows the position of Google Maps according to degree
centrality and betweenness centrality. We call the vertex at the position that mediates
the entire network with rich connectivity a “hub” [9, 51]. The entire network is rigid as
long as the hub works without errors [52]. Although the hubs in the entire ecosystem
play the role of hubs in the education sector, we do not see any education software
services at a central position near to the hubs. DonorsChoose is the most frequently
used software service in the education sector, but it is located far from the hub position
on the map of education software ecosystem. In other words, the software service
ecosystem of education maintains mainly through the reuse of and recombination with
software services out of the education sector.

Figure 3 shows the network of software services connected through concurrent
reuse for developing composite services. The color of vertices represents the mem-
bership in clusters, and their sizes are proportional to their frequency of reuse. Five
clusters are detected in the main components, and three clusters in the small

Fig. 1. Trend of the number of software services and composite services

Table 1. Top 7 reused software services over time

Service name Release date Provider Service
sector

Number of
reuses in all
sectors

Number of
Reuses in the
Education Sector

Google Maps December 2005 Google Mapping 2578 66
Flickr September 2005 Yahoo Photos 635 11
YouTube February 2006 Google Video 707 9
Facebook August 2006 Facebook Social 451 9
Twitter December 2006 Twitter Social 826 7
DonorsChoose March 2009 DonorsChoose Education 16 14
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independent components. The six representative software services belong to each of the
clusters in the main component which are distinguished by different grey-scale.
However, no education software services contribute to the connectivity of each cluster
in the main component. Only a small independent component consists of education
software services: Finalsite, Schoology and Whiplehill, and the cluster is formed by
developing one composite service (CustomSync for The Education Edge).

Fig. 2. Betweenness and degree centrality map

Fig. 3. Co-reuse network map of software services (All periods 2006–2017)
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5 Concluding Remarks

Our analysis results show that the innovation of education services is not so impressive
as could be expected according to the opportunities that IT shows in education [1, 2].
We expected that an education sector is much likely to be built in the software service
ecosystem, because the education sector has adopted a variety of information tech-
nologies since 1990s [1, 2, 15], and any society must underpin the education to
maintain its sustainable growth and support the competence of individuals. That is,
technologies are introduced to the market; i.e., an amount of software services opened
their APIs. And the market expectedly demands them. However, our analysis results
show that creating composite services do not rely on education software services but on
software services in other sectors.

Our findings suggest education software services do not hurdle over but still snoop
around the fence to the diffusion of innovation [46]. Our findings require explanation
because they are bizarre in the sense of prior theory both to IT adoption in education
and the diffusion of innovation [46, 53]. In our further studies, we will discuss the
reasons of snooping-around-a-fence from three perspectives. First, the education sector
is waiting for killer services like Facebook and Twitter did in the social networking
service sector [10]. Second, software services might originally be interdisciplinary.
Therefore, an education service is much likely to be invented by combining one or
more software services in other sectors. Finally, the IT adoption in education might be
driven by a political need instead of market demand, so that the education sector does
not emerge in the software service ecosystem, where the market demand dominates.
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Abstract. The construction of efficient distributed simulation engines
for discrete event systems (DES) remains a challenge. The vast major-
ity of simulations that are developed today are based on federation of
modular sequential simulations. This paper proposes the steps to fill the
gap from specifications based on Petri Nets to an efficient simulation
of the net throughout a distributed application devoted to this purpose
and exploiting the versatility of cloud infrastructures. The outcomes of
the proposed DES distributed simulation are: (1) an adapted execution
model of PN that is based in the generation and management of events
related to the enabling and occurrence of transitions; (2) simple simula-
tion engines for these adapted PN, each hosting a subset of transitions;
(3) an scheme for deployment of a set of connected simulation engines;
and (4) a simple mechanism for dynamic load balancing by merging/
splitting the subsets of transitions hosted in simulation engines.

Keywords: Distributed simulation · Discrete event systems ·
Dynamic load balancing · Petri Nets

1 Introduction

In many fields, ranging from healthcare monitoring to industrial manufactur-
ing applications, the systems are becoming very large and complex. Moreover,
they must be designed as part of an interconnected world. Smart systems (Cities,
Buildings, Factories, Logistics) are examples of such systems. They share a set of
characteristics such as: involvement of physical and computational interactions,
integration of human behaviour into the processes, consideration of sustainabil-
ity and economical requirements, and achievement of unprecedented levels of
scale and complexity. The construction of models for these systems, that retain
the essential elements and parameters for its design, is an accepted strategy to
cope with these systems. Nevertheless, the modelling of these systems often gives
rise to models that cannot be used in practice in the design, analysis or imple-
mentation processes. These problems arise because of the high-level semantics of
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the models obtained or the size of the model, which makes the model unmanage-
able for the available tools inside the engineering process oriented to design, the
evaluation of architectural solutions, or the assessment of system performance.

For this kind of complex and scalable systems, simulation becomes the only
alternative available in practice for the different tasks in its life cycle. In this
case, it is an essential tool for system operation, to dynamically enable the
continuous design, configuration, monitoring and maintenance of operational
capability, quality, and efficiency. The capacity to trigger simulations in a short
period of time to anticipate the effect of control actions is an essential tool to
transform the high-volume of continuously streaming data into knowledge for
decision support.

This paper is focused on discrete event Systems (DES), where the evolution
from one system’s state to another is produced as a consequence of the appear-
ance of a discrete relevant fact for the system that is called event. The system’s
actions happen or are executed while the system is in a state and have an asso-
ciated temporary duration, an economic cost, etc. The completion of a system
action causes the state change of the system in an atomic manner. The simula-
tion of a DES consists in the execution of a model that represents the system.
This model must represent the state of the system and the state transitions that
are the discrete state changes that may occur at discrete points in simulation
time, and when an event occurs [33].

The introduction of acceleration techniques in simulation applications has
been a permanent objective that has been strongly related with the growth of the
size of the systems to be simulated. Parallelism and distribution are techniques
oriented to this goal. However, to obtain simulation execution times better than
in a centralized simulation it is necessary to consider a careful selection of the
execution model to be used, the partition and distribution of the model to be
simulated, and the analysis of message traffic between the simulation engines,
which in general are closely coupled tasks.

Parallel and Distributed Discrete Event Simulations tools offer the ability to
perform detailed simulations of large-scale computer networks [11], traffic [32],
and military applications [29], among other applications. Despite the relevance
of large-scale DES simulations, this type of problem is far from be solved and
poses important challenges [12,14]. The difficulty to move these applications to
the cloud can be exemplified by the modelling and simulation of the cloud itself
[5]. A review of thirty-three cloud simulators is presented in [4], but just one of
the tools reviewed cloud2Sim considers distributed simulations.

The main challenges of Distributed DES simulations pointed in [12] are:

– The definition of modeling languages allowing the generation of efficient
parallel and distributed simulation code.

– The statement of a clear execution semantic of the model, and the
execution policy of its interpreter [18,26]. They must be oriented to a
distributed implementation.

– The availability of load balancing mechanisms to cope with the unpre-
dictability of the underlying execution environment [7,8].
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– The incorporation of the economic cost and energy consumption , in
addition to the traditional speedup metric in distributed simulations.

Petri Nets (PNs) have been pointed out as a good formalism for modelling
realistic features and perspectives of reactive and distributed systems, such as
control flow, data, resources, and for analyzing and verifying many properties.
The automatic analysis of properties is supported by software tools, and when
formal analysis become impracticable, the model must be simulated. In this
paper we focus on these challenges using PNs. Section 2 presents succinctly the
work related to the distributed simulation of DES. Section 3 provides a global
overview of the methodology. It covers the automatic translation of PN spec-
ifications in efficient parallel and distributed code, the impact of distribution
on the execution policies, the definition of simple interpreters to support a dis-
tributed simulation, and the support for efficient load balancing between dis-
tributed simulators. In this paper we specialize the methodology presented in
[30] for conceptual modeling of DES in distributed simulation. The method-
ology is supported by a high level PN (HLPN) based specification supporting
modularity and hierarchy for the modeling of complex systems that was pre-
sented in [20]. In our previous work [19], we show how to translate a HLPN into
a flat model by means of an elaboration process. In this paper we focus into
the process to automatize the translation of flat PN models to efficient parallel
simulation code. Finally, Sect. 4 presents an actor architecture for an efficient
distributed simulation exploiting the PN execution representation.

2 Related Work

There has been a significant amount of work in the field of parallel and dis-
tributed DES simulation. A historical review can be found in [10], and many of
the current challenges of the discipline has been recently collected in [12].

The discipline began defining logical processes (LP) and the synchronization
problem with what is known as the Chandy/Misra/Bryant algorithm. Synchro-
nization protocols and variants of conservative and optimistic approaches con-
tinues to be a focus of research to address synchronization and performance
issues associated with executing parallel discrete event simulations in cloud
computing [17].

The other focus of research is concerned with an architectural point of view,
the development of middleware, frameworks and standards. The High Level
Architecture (HLA) is an standard developed by the United State’s Depart-
ment of Defense to perform distributed simulations for military purposes that
became an Open IEEE Standard, and has been adopted as the facto standard
for federating simulations [31]. Dynamic balancing for HLA-based simulations
remains a challenge [8].

Distributed computing programs do not have the same requirements as those
of parallel DES programs and thus infrastructure must be specifically designed
to support this simulation environment. In [13], Fujimoto et al. propose a mas-
ter/worker architecture called Aurora. Cloud computing is focusing the research
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with the expectation that the development of Simulations as a Service will hide
the difficulty of developing efficient parallel simulation and will made distributed
simulation broadly accesible to all users [27].

Related with the use of PNs for simulating DESs, the translation of a system
model expressed by a PN to an actual hardware or software system with the
same behavior as the model is a PN implementation. Given a PN model of a
DES, the simulation of the system can be done by playing the token game, i.e. by
moving tokens when transitions are enabled. If a deterministic or stochastic time
interpretation is associated to transitions – Timed PNs (TPNs) or Stochastic
PNs (SPNs) –, the interpretation of the TPN or SPN yields, actually, a Discrete
Event Simulation system.

The implementation of a PN can be classified as compiled or interpreted.
The compiled implementation generates code whose behavior corresponds to PN
evolutions, while an interpreted PN codifies the structure and marking as data
structures used by one or more interpreters to make the PN evolve. Compiled
implementations has been the option for the development of discrete event con-
trol systems [21,25]. Interpreted implementations has the advantage of separating
the model specification from the simulator, which provides a number of benefits
summarized by Z. Zeigler in [33]: (1) The model is not wired with the simulator,
which enables the portability of the model to other simulator and interoperabil-
ity at a high level of abstraction; (2) Algorithms for distributed simulation can be
presented independently of the model; and (3) Model complexity is related with
the number of resources required to correctly simulate a model. All these benefits
are related with requirements for a distributed simulation. The principle of sepa-
ration of model and simulator remains the base for scaling resources according to
the size of the model, workload balancing by moving parts of the model between
distributed simulator engines, and reusing good well defined PDES algorithms.

There has been substantial work in the 1990’s on distributed simulation of
TPNs [1,6,9,23,28], which show the TPN formalism can contribute to the effi-
cient implementation of distributed discrete event simulations thanks to the
PN structure. These works focused on good partitioning algorithms based on
the PN structure and synchronization algorithms. In these works, the TPN is
decomposed into a set of LPs assuming a FIFO communication. The interface
of the LP is defined by a subset of places, and arcs connecting with these places
are replaced by communication channels. LPs interact exchanging time-stamped
messages that represent token transfers, and each LP executes a simulation
engine that implements the same simulation strategy to interpret the PN par-
tition and to preserve causality with events simulated by other LPs. However,
these approaches do not consider the automated translation of the PN structure
to efficient code for simulation engines.
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Fig. 1. PN-based process from specification to distributed model execution.

3 Event Driven Simulation Based on Petri Nets

3.1 The Overall Methodological Approach

In this section we present an approach to automatize the translation of TPN
specifications into efficient parallel and distributed simulation code. The pro-
posed steps are part of a methodological approach to manage the complexity
of developing the logic of a complex system taking into account functional and
not functional requirements, and gradually incorporating restrictions imposed
by the underlying hardware infrastructure that was presented in [30]. Figure 1
depicts some steps of the methodology: Functional models of systems are built
focusing on a set of concurrent communicating processes competing for shared
resources. Qualitative analysis checks the model and help to find maximum con-
currency. The operational model enriches the model with characteristics of the
execution platform to develop a quantitative analysis. This analysis provides
information useful for the partition of the model providing metrics required for
the distributed execution. Figure 1 focuses on the last steps:

Elaboration. The objective of the first steps is the modelling of complex and
large scale DES. It requires a formal description of different facets supported
by a hierarchical and component decomposition. Modular and hierarchical PN
specification, such as introduced in [20], provides more compact and manage-
able descriptions. However, the interpretation of a high level model can intro-
duce important sources of inefficiency due to higher levels of abstraction such as
efficient matching to evaluate enabled transitions [22], or introduce complex syn-
chronization protocols in distributed simulations. Instead of the direct emulation
of high level models, we propose transform the original model to be simulated



82 J. Á. Bañares and J. M. Colom

Fig. 2. Graphical, textual and splitted textual specifications of a TPN.

into a flat Place/Transition net model. This transformation process called elab-
oration was illustrated in [19] with the elaboration of a high level PN to a flat
model of sequential state machines.

Compilation. The compilation stage transforms a flat Place/Transition net
into executable code/data. A classical PN simulation engine follows a repeti-
tive cycle that involves: (a) to scan enabled transitions; (b) to fire some of the
detected enabled transitions (executing, maybe, some associated activity), and
(c) to update the marking (the state) of the PN. Although the elaboration pro-
cess simplifies the complexity of the enabling tests of transitions by removing
the need of unification algorithms, the enabling test in a Place/Transition net
remains to consume most of the interpreter loop.

Distribution. Partitioning requires to proceed, a priori, identifying the good
subnets in which the original one is divided. The initial model partition can
be supported by applying structural and behavioral analysis [15], in this sense
strategies based into the identification of sequential state machines can be used
(computing for example p-semiflows in an incremental way). Alternative par-
tition approaches can be found in [1,21]. The hardware architecture and syn-
cronization algorithms can be taken into account [2,7,19].

Load Balancing. Thanks to a simulation based on identical simulation engines
working on data structures and variables representing PNs, it is possible to
make a dynamic reconfiguration of the initial partition: (1) by fusion of the data
structures of two simulation engines in only one; or (2) by splitting the data
structure contained in a simulation engine into two separate data structures over
two distinct simulation engines. This dynamic reconfiguration is not possible in
simulation contexts where the system to be simulated is not a data structure
(e.g. the system is a program that must be compiled).
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3.2 Simulation of PNs Oriented to Distributed Implementation

We can compare the interpretation of PN simulation engines with the interpre-
tation of rule based systems (RBS). Both describe how a model evolves in time.
RBS take advantage of temporal redundancy based on the idea that most of data
in memory does not change when a rule is fired in each interpretation cycle, and
most of rules remains enabled or not enabled. Based on this idea, a compilation
process builds a (RETE) network that connects state changes with rules affected
by state changes, and store partial matching operations. An adaptation of the
RETE network for the centralized interpretation of HLPNs was proposed in [22].
It is possible to go beyond improving the efficiency of the PN interpreter by (1)
removing complex matching operations in the elaboration process; (2) replacing
them by simple linear functions; and (3) incorporating postconditions to the com-
pilation process. In RBS postconditions are left out of the compilation process
due to postconditions produces data modifications that can not be related with
state changes. However PNs explicitly specify preconditions and state changes
giving the possibility of compiling them in a network. This approach is followed
in [3] defining the so called Linear Enabling Function (LEF) of a transition
in Place/Transition specifications that allow to characterize when a transition is
enabled (can occur).

We propose in this section the translation of the structure and marking of a
Place/Transition net to a set of LEFs as optimized code for distributed simula-
tion engines. The LEF of a transition t, ft : R(N ,m0) −→ Z, maps each marking
m belonging to the set of reachable markings, R(N ,m0), to an integer, in such
a way that t can occur for m, iff ft(m) ≤ 0. For example, for transition T2 in the
net of Fig. 2, its LEF is: fT2(m) = 2 − (m[A] + m[D]),∀m ∈ R(N ,m0), where
m0 is the initial marking depicted in Fig. 2 (places A, C marked with a token
and the rest of places unmarked). Observe that at m0, the value of the LEF is
fT2(m0) = 1 > 0, i.e. the transition T2 is not enabled at m0. Nevertheless, at
the reachable marking, m, that contains one token in place A and one token in
D, fT2(m) = 0 indicating that the transition T2 is enabled and can occur.

The use of LEFs, as presented before for the characterization of the enabling
of a transition, requires a explicit representation of the marking of the net and
the LEF itself as a function. For a distributed simulation this gives rise to two
problems that make this execution model of a PN not well-adapted for this pur-
pose: (1) The explicit representation of the marking in a distributed environment
is a set of shared variables between a set of distributed simulation engines that
requires mechanisms for the maintenance of coherence and consistency of the
marking variables (this is is in fact a bottleneck for distributed simulation); (2)
The funcional representation of the LEF requires its continuous evaluation for
the marking in order to determine the enabling of a transition.

To address these two problems, the LEF mechanism for a transition is imple-
mented according to the following principles: (1) Only the current value of the
LEF (initially this value corresponds to the value of the LEF at m0 and com-
puted in compilation time) is stored; (2) Each time a transition occurs in the
net, a constant is sent to each transition which enabling has been affected by



84 J. Á. Bañares and J. M. Colom

the occurrence of the transition. This constant is used for the updating of the
LEF of the affected transition.

With this strategy, the explicit representation of the marking and the re-
evaluation of the LEF are not needed. The changes of a LEF are based in the
constants sent by the transitions that modify its enabling conditions. This is
the reason why this execution model for PN’s simulation becomes a Discrete
Event Simulation because the events are the constants sent by the occurrence of
a transition to all transitions whose enabling conditions have been changed by
its occurrence, and the simulation state becomes the current values of LEFs.

That is, if m t′
−→m′, ft(m′) can be computed from the value of ft(m) and

a static parameter known at compilation time that represents the change of ft
after the occurrence of t′. This parameter corresponds to changes in the contents
of tokens of the input places of t as a consequence of the occurrence of t′. Thus,
the updating equation for any LEF when t′ occurs takes the form ft(m′) =
ft(m) + UF (t′ −→ t), where UF (t′ −→ t) is known as the Updating Factor of t′

over t obtained from the structure of the net and its initial marking.
According to the previous comments, the compilation of a Place/transition

net produces a representation of the net where there is an entry for each transi-
tion (information of the LEF mechanism), t, grouping: (1) The variable main-
taining the current value of the LEF and initialized to ft(m0); and (2) The list
of updating factors (simulation’s events), UF (t −→ t′), that will be sent to each
t′ ∈ (•t)• ∪ (t•)• whose enabling conditions have been affected by the occurrence
of t. Observe that the partition of a model for a distributed simulation only
requires to define the set of transitions to be grouped in each one of distributed
simulation engines and load the previous data associated to the transitions in
the corresponding engine. The information associated to each transition corre-
sponding to the described LEF mechanism is independent to the information
of any other transition. So, in order to perform the dynamic load balancing of
the simulation’s workload, it is enough to move from one engine to another the
information of the LEF mechanism of the transitions to be moved. See Fig. 3.

The kernel of each distributed simulation engine to implement the Discrete
Event Simulation of the Petri Net, according to the execution model based on
the LEF mechanism described before, essentially: (1) Updates the LEFs of tran-
sitions with the updating factor interchanged; (2) Scans the list of the variables
containing the current values of the LEFs in order to detect the enabled ones
(values less than or equal to 0); and (3) Proceeds to make all the operations
corresponding to the occurrence of the enabled transitions, executing the asso-
ciated actions, and sending the list of Updating Factors stored together the
value of the LEF. Figure 4 presents an algorithm that implements this kernel
of the basic simulation engine [3], using the following information associated to
each transition, t′, belonging to the part of the PN model to be simulated (See
Fig. 3): (1) Identifier of t′. A global name recognised in all sites of the simula-
tion process; (2) τ(t′). Deterministic firing time associated to transition t′. It
stands for the duration time of the action associated to the occurrence of t′; (3)
Counter. Variable containing the current value of the LEF ft′(m), initialized
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Fig. 3. Compilation result for the PN in Fig. 2 using the LEF mechanism.

with ft′(m0), and updated whenever the transition –or a transition affecting it–
occurs, according to the received Updating Factor; (4) Immediate Updating
List (IUL(t′)) Set of transitions (•t′)• whose LEFs must be updated after the
occurrence of t′ containing the corresponding Updating Factor to be sent (Note
that (•t′)• includes t′); (5) Projected Updating List (PUL(t′)) Set of transi-
tions (t′•)• whose LEFs must be updated after the occurrence of t′ containing
the corresponding Updating Factor to be sent.

The algorithm in Fig. 4 receives the LEFs, a list of transition nodes represent-
ing the PN to simulate for the simulation engine, and the limit of the virtual time
to be simulated. EL contains enabled transitions. FUL contains Future Updating
Nodes (FUNs), and the function insert-FUL() maintains them ordered by time.
FUL plays the role of the Future Event List in an event-driven simulation algo-
rithm for DES. A FUN holds: a pointer (pt) to the transition to be updated, the
updating factor UF(t′ → t) delivered by each fired transition (t ∈ (t′•)•), and
the time (time) at which the updating must take effect. head-FUL is a pointer
to FUL, pop(FUL) pops and returns the head of FUL, and we access the fields
of FUNs using the dot notation. The variable clock holds the current simulation
time. Figure 3 shows transition nodes in the previously presented PN.

Observe that the interpreter immediately applies IUF updating factors, which
represents removing tokens from previous places, once a transition occurs, but
insert events in PUL, which represent that tokens will be appear in posterior
places at future clock time. It is important to note also that the interpreter
takes all enabled transitions in the EL in order, solving in this way conflicts.
This execution policy avoids the state with tokens simultaneously in place A and
D, which is a possible state. A random number of enabled transitions can be
taken in each interpretation cycle, or updating factors in IUL and PUL can be
atomically applied, representing and atomic occurrence of transitions. This alter-
native implementations suppose alternative execution policies that can result in
different executions. To avoid it, beside the execution policy specification, it is
required to identify transitions in conflict and the policy to solve them.

Finally, it is important to point out that the execution model based on
the LEF mechanism makes unnecessary the representation and updating of the
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Fig. 4. Centralized simulator engine.

marking of the PN model. Nevertheless, the construction of the marking of the
PN after the occurrence of a sequence of transitions can be easily done collecting
a log containing the occurrence of transitions each one labelled with the simula-
tion time. From this log of labelled transitions, the occurrence sequence can be
reconstructed and then using the net state equation (an algebraic computation),
for example, compute the reached marking from the initial one.

4 A Framework for Distributed Simulations of DESs

Distributed simulation of TPNs will be based on many identical simulation
engines distributed over the execution platform, and each one devoted to the
simulation of a subnet of the original one. Each subnet is represented in the cor-
responding simulation engine as a data structure. In [24], K.S. Perumalla points
out the need of micro-kernels specialized in simulation for building distributed
simulations. The idea is to have a micro-kernel that collects the core invariant
portion of distributed DES simulation techniques, and avoids to develop entirely
the systems from scratch. The core must permit traditional implementations
(conservative or optimistic), and the incorporation of newer techniques. We will
call SimBots to our micro-kernels implementing LP.

The simulation engine proposed by Chiola and Ferscha in [6] manage sub-
net regions as a subset of places, transitions, and arcs of the original net. This
implies that the interface is defined by a subset of places. Moreover, in [6] conser-
vative and optimistic approaches assume a communication channel for each arc
connecting the corresponding TPN regions. Therefore, a dynamic workload bal-
ancing would require a continuous interface redefinition configured by different
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channels, which is a very big problem. The availability of a scalable architec-
ture for large-scale simulations requires and event driven execution model. The
actor model based on asynchronous message passing has been selected for the
design of large scale distributed simulations as unit of concurrency [16]. It is
an event driven model that scales to a large number of actors and removes the
complexity of locking mechanisms. A single immutable interface that consists
of a mailbox that buffers incoming messages, and a pattern based selection of
messages to process them provides the flexibility for configuring different parti-
tions. A distributed simulation based on the LEF mechanism requires a set of
simple simulation engines called SimBot that each one can be considered as an
actor. A SimBot will have a mailbox interface, an execution kernel based on the
LEF mechanisms, and where is possible to implement different services: synchro-
nization strategies, PN interpretations, load balancing redistributing transition
nodes, and self-configuring partition strategies according to the state of compu-
tational and network resources.

A SimBots’ system can be seen in Fig. 5. Transition nodes configure a net-
work that processes events triggering updating factors of adjacent transitions
when the guard representing the counter equals or less than zero. To distribute
the network, it is only required to route messages to the SimBot that con-
tains the corresponding transition nodes. It can be easily done with a transition
service name, or using routing services supported by actor models such as Akka.
Figure 5 shows in the wall clock time axis how evolves the system. Initially the
Simulator System receives a textual specification of a flat PN, and it is sent to the
PNcompiler to obtain the LEF data structure. Figure 2 shows how an initial PN
specification can be split in subnets. An initial criteria can be as simple as avoid
the distribution of transitions in conflict, which can be obtained by structural
analysis and to balance the number of transitions in subnets. The monitoring &
load balancing actor deploys compiled code and monitors the simulation state.

Once the code is deployed, SimBots can interchange asynchronous messages
with time-stamped updating factors. Each Simbot execute the same strategy,
incorporating events of adjacent SimBots to the interpretation loop. The Mon-
itoring & load balancing actor can recover logs (list of time-stamped triggered
transitions). By joining and ordering events it can be obtained a global consis-
tent state and it is possible to monitor the simulation. The bottom part of the
figure shows how the system can perform workload balancing as the result of a
self-configuration of adjacent actors. The compilation process also incorporates
structural information to know adjacent actors, that is, SimBots that send or
receive updating factors. In the load balancing process, the SimBot must be
sychronized with adjacent SimBots until the LEF data structure corresponding
to transitions can be moved. The set of transitions hold by a SimBot can be
split to distribute it between adjacent SimBots, or can be joined in a SimBot
resulting in a inactive one if there is not transitions to deal.
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Fig. 5. An actor-based architecture for distributed PN simulations.

5 Conclusions and Future Work

A process to fill the gap between high level specification of complex DESs and
the generation of code for scalable and dynamic distributed simulations has been
presented. The process is based on the well known formalism of PNs, and it is
presented an efficient representation for its interpretation. The codification lacks
of state representation and makes easy load balancing between interpreters. From
the performance point of view, the simulation technique of PNs presented here
is the method Enabled Transitions (ET) introduced in [25], where places are all
1-bounded. In this paper, it is shown that in a centralized environment ET is
better than other simulation techniques when the number of processes grows
above a threshold. If we are concerned with distributed simulations, the cost
of interchanged messages must be also considered. In general, the transmission
of constants after transition firing must be considered in all methods, but in
our method we don’t need messages related to the maintenance of a global and
consistent state of the full model required by other methods.

An actor architecture for distributed simulation of PNs has been also pre-
sented. Currently a prototype has been developed in Akka, with a compiler for
simple binary PNs, and a basic SimBot actor able to interpret and transfer LEF
data structures to adjacent SimBots. The execution model presented here and
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the mechanisms for its distributed implementation are the core for the devel-
opment of any simulation strategy, e.g. conservative, optimistic, etc. It will be
the basis for the exploration of new synchronization algorithms, self-configuring
policies, and the definition of complex partition criteria considering economical
aspect that will allow the development of Simulation as a Service.
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Regional Development Fund “Construyendo Europa desde Aragón”.
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Abstract. Indoor climate control is one of the most important opera-
tions affecting the level of comfort, power consumption and costs in large
buildings. The imminent proliferation of smart buildings equipped with a
plethora of sensors and devices is a strong motivation to employ efficient
and possibly automatic mechanisms to control indoor building climate.
This paper proposes an high- level conceptual architecture for climate
control in smart buildings, which is built on top of various state of the art
approaches and solutions from different research fields. The core compo-
nents of the architecture is heat transfer model to predict indoor temper-
ature, which takes into account weather forecast and information coming
from indoor sensors. The model is designed such that to adapt to differ-
ent configurations and structural properties of buildings. The ultimate
vision is the creation of a comprehensive system for indoor building tem-
perature regulation to reduce energy consumption and operational costs
of buildings without affecting (or even improving) the comfort conditions
of its occupants.

1 Introduction

The long lasting vision of Smart Cities is the promise of an improved way of
living urban environment, safer, comfortable and aware of the planet resources.
Today many urban environments are migrating toward the implementation of
smart features, including smart buildings. This migration is powered by the
recent progresses in fields such as Internet of Things (IoT) and Cyber-Physical
Systems (CPS), which provide the proper hardware and algorithms to implement
self-regulation functions aimed at improving the quality of people life. This trend
is motivated by the fact that people spend most of their time in buildings, for
working, entertainment or residential purposes [15].

Many aspects of smart building are subject of extensive research, such as their
surveillance [12,13] or their energy efficiency [28]. One of the most critical aspect
in a building is the control of the indoor climate (e.g. temperature and humidity),
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usually performed by the so called Heating, Ventilation and Air Conditioning
(HVAC) systems. This operation impacts on the people comfort as well as the
power consumption for the building and, as a consequence, on management cost.
As a matter of fact, HVAC functioning is the main energy-consuming factor in
a building [20].

Simple degrees of automation are commonly found in widely available com-
mercial systems, in which the scheduling of HVACs are operated by sensors
when temperature drops below or above a given threshold. The functioning of
the HVAC systems in large spaces is planned according to the hours of utiliza-
tion, for example during the day for a typical offices environment. For example,
the HVAC system starts few hours before the expected start of the working day
and stops few hours before the end of the working day. This behaviour is based
on the assumption that “few hours” are enough for heating/cooling the working
space to a comfortable temperatures. This approach is often based on factual
evidence and is far from an optimized way to adapt the temperatures inside the
premises of the building. For example in the days following the week-ends, or in
particular cold/warm days, the optimal number of hours can be very different.

The above reasons have motivated large research efforts in terms of automa-
tion and optimization of HVAC systems, spanning from physical models [2]
to machine learning approaches [21]. More advanced approaches consider fore-
cast about the outside temperature to schedule the system [6]. Considering the
weather forecast allows not only to guarantee indoor climate to be comfortable,
but also to reduce the energy consumption. For example in case the predicted
outside temperature in the night hours is low, it is possible to schedule to use
the outside air (e.g. by opening the windows) for cooling the inside. Further,
in order to create an effective HVAC scheduling, one has to know not only the
temperature inside the building in a given moment but also be able to predict
its changes over time.

Following the above considerations, this paper proposes a design based on the
unification of various state of the art approaches and solutions in different fields
toward a comprehensive, conceptual architecture for HVACs regulation in the
context of smart buildings. Please note that the purpose of this paper is not to
provide a full architectural description of a real system, but rather representing
a first step toward the identification of major components of a complex HVAC
scheduling system. The architecture is built around a heat transfer model of an
indoor space, derived by the composition of various state of the art approaches in
thermodynamics. We show how to adjust the coefficients of such model to make
it agnostic with respect to the structural composition of the building, when
considering the indoor temperature. The model takes into account multiple heat
sources affecting the building (i.e. conduction, radiation and other artificial heat-
ing/cooling sources) and the weather forecast. The purpose of the heat transfer
model is to generate a prediction of the indoor climate. Such prediction can be
used to feed decision making algorithms that organize the scheduling of HVAC
according to the policy submitted by building administrators, including energy
saving and cost reduction.
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The paper is organized as the following. Section 2 briefly describes the rel-
evant works in the context of HVAC regulation. The unified architecture is
described in Sect. 3. Section 4 describes in details the heat transfer model. In
Sect. 5 we perform a brief discussion on usual strategies for HVAC scheduling.
Section 6 concludes the paper.

2 Related Work

Research work on HVAC regulation spans a multitude of topics, from physical
modelling to optimization algorithm. In this section, we limit our brief review to
approaches that are relevant from an architectural point of view in the context
of smart buildings.

There are several studies about the prediction of energy consumption for
building, which are based on human habits and behaviour [23,28]. These works
are the basis for research efforts that target indoor user comfort but consider-
ing the energy consumption and costs [3,22]. For example, the work of Marche
et al. [17] proposes an approach, contextualized in the Internet of Things (IoT),
that studies the trade-off between the energy consumption and the comfort of the
consumers for HVAC systems inside a building. The work [11] presents a smart
heating and air conditioning scheduling method for a Home Energy Manage-
ment System (HEMS). The proposed approach considers not only the occupants
comfort, but also the characteristics of thermal appliances in the considered
environment.

Several research works investigate the correlation between meteorological
data and energy consumption. Di Corso et al. [4] propose a study on correlations
between energy consumption and weather conditions at different granularity lev-
els. This correlation inspired a number of research effort in integrating weather
forecast into smart HVAC regulation systems. Du et al. [6] proposes a method
that allows to adjust the actual energy consumption according to the error of the
weather forecast.. Reynolds et al. [21] apply zone-level artificial neural networks
in order to optimize the energy consumption in the building, using weather,
occupancy and indoor temperature as input parameters.

Many HVAC scheduling systems are framed as Model Predictive Control
(MPC) methods, in the tentative to represent the behavior of complex dynam-
ical HVACs [14]. For example, Oldewurtel et al. [19] apply MPC together with
weather predictions in order to increase energy efficiency of a building while
respecting the occupant comfort. However, MPC-like algorithms have often high
hardware and software requirements paired with complicated mechanisms for
handling errors. As alternative, Drgoňa et al. [5], instead of directly applying
MPC algorithms, introduce a framework for the generation of simplified control
strategies that mimic an MPC method.

This paper builds upon several of the works mentioned above, as it proposes
the unification of various state of the art approaches and solutions in different
fields into a single, high-level architecture for HVACs regulation in the context of
smart buildings. In particular, in order to model the HVAC system we propose
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to apply an hybrid approach, where the physics-based models are assisted by
data-driven ones. In other words, the basic processes in HVAC are described
by the physics-based models while the model coefficients are determined using
the parameter estimation algorithms and the data collected from the indoor and
outdoor sensors.

3 Architectural Overview

The main goal of an effective indoor climate regulation system for smart build-
ings is to maintain the desired indoor conditions in given time period while
minimizing other factors, such as the power consumption and, consequently, the
operative costs. To perform this task, an effective systems should consider both
the current indoor conditions and the fluctuation of the outdoor weather, in such
a way to optimize the working schedule of the various HVAC subsystem in the
building.

The design of our proposed architecture (depicted in Fig. 1) revolves around
this principle. The main idea is to exploit the indoor data and the outdoor
weather data to adapt a heat transfer model for the building [7,9,11].

The architecture is composed by four main conceptual modules, namely:
building and weather sensing, modelling & prediction, strategy planner, and
HVAC control. In a real installation of the architecture, to each of the above
functions can be associated to one or more hardware or software modules; this
association depends on the specific building and set of constraints considered;
This association is not further explored in this paper.

Fig. 1. Conceptual architecture of an unified HVAC regulation systems for smart
buildings
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The building and weather sensing module embeds the mechanisms to collect
data about the outdoor and indoor climate of the building. In particular, we
assume one or more weather stations are locally installed in the building to
constantly monitor the outdoor climate, such as temperature, humidity and sun
exposition. Similarly, indoor sensors measure the climate inside the building,
including temperature and humidity. An additional sub-module is devoted to
compute weather forecast and store past weather conditions.

The sensing module feeds the model & prediction module, whose main objec-
tive of is to predict the resulting indoor climate of the building, considering the
data from the sensor and weather forecasts. The module exploits a heat transfer
model of the building, which provides an estimation for the indoor climate in
function of the time. A common challenge when implementing a heat transfer
model for an actual building is the fine-tuning process, which allows to adapt
to the structural properties of the building. In fact, the characteristics of the
materials and the building orientation are not always easy to investigate but can
significantly influence on the model behaviour. In order to overcome the neces-
sity to know the construction particularities of the building we propose to apply
a certain degree of self-learning in the model. Specifically, from the real data
received from weather station and indoor sensors, we propose a mechanism to
correct the heat transfer model coefficients (the approach is described in Sect. 4.3
in more details).

The strategy planner module exploits the above prediction to perform and
actual scheduling planning for the HVAC system in the building. This module
also considers the indications coming from the building administrators. Those
can be about the desired comfort conditions, expressed as indoor temperature
(i.e set-point) and humidity in function of time (e.g. working hours) and the
energy provider price plan according to the time and the amount consumed.
The output of this module is the definition of an efficient HVAC scheduling,
which is described in more details in Sect. 5.

The HVAC control module represents the installed HVAC units in the build-
ing. We assume the existence of an unified control unit that is able to coordinate
all the HVAC units of the building according to the scheduling prepared by the
strategy planning module (for example, the scheduling plan can be a series of on
off commands for the HVAC units). In turn, The activity of HVACs influences
on the climate measured by the indoor sensors.

4 Heat Transfer Model

In this section, building on top of the works done for the thermodynamic mod-
elingof houses, [1,25,27] we describe a simplified thermodynamic model adapted
for the heat transfer inside a building. The ultimate goal of our work in the
model, is to demonstrate how a physics-based model can be adjusted applying
statistic correction, such that to adapt to different kind of buildings.
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4.1 Assumptions

Temperature regulation of buildings is a complex system. A complete theoretical
approach is impractical and sometimes can be of difficult realization, as it implies
a deep and specific knowledge of building structures and its status. Therefore,
here we rely on the following set of assumptions:

1. Air in the zone is fully mixed. Temperature distribution is uniform and the
dynamics can be expressed in a lump capacity model

2. Effect of each internal wall is the same
3. The floor and roof have no effect on the zone temperature;
4. The density of the air is assumed to be constant and is not influenced by

changing the temperature and humidity ratio of the area.

4.2 Model

The general view of the rate of the heat change in time can be described as:

dQ

dt
= A(T, t) + B(t) (1)

where the A function describes the loss of the heat and B describes the actual
heating generation. The heating function B depends only on time, while the heat
loss depends also on the temperature. Since dQ = C ∗ dT we can rewrite the
formula above for the temperature change:

dT

dt
=

1
C

(A(T, t) + B(t)) (2)

where C is the thermal capacity. We consider the following types of heat transfer
(get/loss):

1. Conduction: we consider the heat transfer between two contacted media with
different temperatures, like the indoor and outside walls;

2. Additional heating sources: we consider additional heating/cooling devices
impacting on the final temperature in the area;

3. Radiation: we consider the solar radiation that goes through the windows of
the area;

Conduction. Let us consider a room where the heat transfer is done via the
outside and inside walls (Fig. 2). In our first simplified approximation we consider
all the additional heat/cool sources are switched off.

To simplify the model we assume that the temperature inside the room is
higher then outside. The heat flow between two regions with different tempera-
ture can be described as:

dq

dt
= −

∑

i

hiAi(T1(t) − T0(t)) −
∑

j

hjAj(T1(t) − T2(t)) (3)
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Fig. 2. Modeling the heat transfer with two kind of media

where Ai is the i surface of the heat transfer with hi heat transmittance coeffi-
cient. Here, we do one more important assumption: we consider the medium to
have a good thermal conductivity and so to be at uniform temperature. Hence,
we can apply the definition of heat capacity C as the relation C = dQ

dT that can
be differentiated with regards to time dQ

dt = C dT
dt . We can rewrite the Eq. 3 as:

dT

dt
= −

∑

i

hiAi

C1
(T1(t) − T0(t)) −

∑

j

hjAj

C2
(T1(t) − T2(t)) (4)

where C is the heat capacity of the medium. Since we have two media with heat
exchange with outside, the Eq. 4 becomes a system of differential equations:

dT1

dt
= −α1(T1(t) − T0(t)) − α12(T1(t) − T2(t))

dT2

dt
= −α2(T1(t) − T0(t)) + α12(T1(t) − T2(t))

α1 =
∑

i

hiAi

C1
, α2 =

∑

k

hkAk

C2
, α12 =

∑

j

hjAj

C12

(5)

Hence as we can see from the last equation the computation of the heat
capacity parameters of the building is not trivial and requires precise knowledge
about the construction characteristics, which is not always possible. Therefore,
we propose to estimate the α1,α2 and α12 parameters based on the data received
from the outside and inside sensors via a likelihood function (see Sect. 4.3).

Heating Generator. Now let us introduce the heating element into our model.
Let us consider to have a power generated device, like an A/C system that is
heating/cooling additionally the room environment with power P (t). In the first
approximation we consider the simplest case and we do not take into account
the movement of the air in the room and the position of the device:

dQ

dt
= −α(T (t) − T0(t)) + ηP (t) (6)
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where η is a coefficient of the source efficiency. Following the same logic described
above we can derive the temperature changing of the room with the A/C system
impact as:

dT

dt
= −α(T (t) − T0(t)) + βP (t)

β =
η

C

(7)

were the parameter β is supposed to be estimated via the model adjustment (see
Sect. 4.3).

Effect of Sunlight. The impact of solar radiation on the room heating can be
derived as [18]:

dQsolar

dt
= AλPincident(t) (8)

where A is the surface area of the window, Pincident(t) is the power per unit area
delivered by an incident flux of photons and λ is the coefficient of efficiency and
depends on the window characteristics.

Fig. 3. Geometry of solar position according to the south-faced vertical window (source:
[16])

In order to evaluate an incident flux the position of sun in time according to
the window in the room has to be considered (Fig. 3). The position of the sun
usually is described by two angles: (i) the solar altitude β and the solar azimuth
φ. Both these angles define the intensity of the solar flux on the surface during
the day in function of the time:

Pincident(t) = Paveragecosβ(t)sinφ(t)s(t) (9)

where s(t) is a discrete function that takes 0 or 1 value and indicates the presence
of sunshine at the time.
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Hence the resulting differential equation will be:

dT

dt
= −α(T (t) − T0(t)) + βP (t) + γcosβ(t)sinφ(t)s(t)

γ =
λAPaverage

C

(10)

where γ has to be adjusted (Sect. 4.3).

4.3 Adjust the Model to Real Data

The model is fed with the data observed by a weather station and the indoor
sensors. In other words, we are proposing an approximated model and determine
the free parameters of this model, that are α, β and γ parameters in the model
described in Sect. 4.2. Based on the collected weather and indoor temperature
data (Ti) we infer plausible values for these parameters. In order to tune the
parameters of the model we apply the maximum likelihood estimation method.

We assume that the distribution of the values for free parameters in our
model follows the Gaussian distribution. In order to explain the approach in the
following a free parameter of the model we call θ. We describe the possible noise
in the distribution of our parameter θ with a Gaussian function:

P (Ti|θ) =
1

σ
√

2π
exp(− (Tmodel(θ) − Ti)2

2σ2
) (11)

Hence we can write the likelihood function L:

L(Tn|θ) =
n∏

i=1

P (xi|θ) (12)

or the same but expressed in logarithmic way:

ln L(Tn|θ) =
n∑

i=1

ln P (xi|θ) (13)

Hence the most likelihood estimation for the parameter θ can be expressed
as:

θmle = arg max(ln L(Tn|θ)) (14)

Finally, to find the maximum of the likelihood function and to actually esti-
mate the most probable θ parameters for the given (observed) data we have to
take the derivative from the likelihood function and equate it to zero.
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5 HVAC Scheduling Strategies

In our architecture, the decision block is aimed at choosing the optimal HVAC
scheduling that allows to satisfy a given temperature threshold, while minimizing
the economical expenses. The scheduling policy is computed according to the
predicted indoor temperature T (t), the threshold indoor climate requirements
and the energy price plan provided by the energy company, There are several
possible template scheduling decisions for the HVAC scheduling that can be
divided into three categories (Fig. 4) [10]:

– Stand by : In this scenario the system runs HVAC with a constant power in
order to keep the current temperature all the time. For example, in order to
have a given comfortable temperature in the morning of the next working
day, the system can decide do not switch off the HVAC for the night period
but instead to leave it to work in order to support the current indoor climate
conditions.

– Basic: In this scenario the control of HVAC can decide to alternate the switch
on and off periods in order to satisfy the desired inside climate conditions [8].

– Conventional : This strategy mixes together the previously described ones.
The system can keep the HVAC constantly working with reduced power and
when it is needed to increase the power in order to reach the target conditions.

In order to optimize the costs of the service, the decision about the strategy
should be done based on the energy price plan of the provider. This problem
can be formulated as optimization problem, and there are multiple solutions
available in the state of the art [11,24,26].

Fig. 4. Strategies for the HVAC power regulation

6 Conclusion

This paper describes a conceptual architecture for HVAC scheduling in a smart
building. The core contribution is the unification of various state of the art
approaches and solutions in different fields into a comprehensive architecture.
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Among the various components, We detailed a heat transfer model that aims
to predict the indoor climate over time according to weather forecast and current
temperature values. An accurate heat transfer model has to be adapted to the
structural composition of building, to ease the deployment of an HVAC system
when applying a regulation system to multiple buildings (or different areas of
the same building). Therefore, we advocate the utilization of a model that has
the property to automatically adapt to the characteristics of the building. We
provided a proof-of-concept heat transfer model for temperature that yield this
property.

The architecture presented in the paper does not provide a full coverage of
all details of a complex HVAC scheduling system; However, it represents a step
toward the identification of its major components, with the ultimate objective
of cost saving and energy consumption reduction.
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Abstract. In this paper, we present a statistical model based VM place-
ment approach for Cloud infrastructures. The model is motivated by the
fact that more and more resource demanding applications are deployed
in Cloud Infrastructures and in particular, communication data rate and
latency bound applications are suffering from common placement algo-
rithms. Based on a requirements analysis from the use cases of the Cloud-
Perfect Project and the bwCloud production infrastructure, the need
for a network-aware VM placement is motivated. The solution approach
is inspired from the data source modelling applied for statistical multi-
plexer components in ATM networks. For each VM deployed in the Cloud
Infrastructure, a probability for data rate distributions is derived from
the collected data traces and the overall network resource consumption
is estimated by overlaying the individual data rate probability distribu-
tions. The second part of the paper outlines a possible integration into
a cloud infrastructure using OpenStack as an example. The paper con-
cludes with a discussion on the stability of the model and initial results
derived from collected data traces along with the future work.

Keywords: Cloud Data Centre · Network · VM placement

1 Introduction

In recent years, the adoption of Cloud Infrastructure has not only increased in
numbers but more and more resource demanding and business critical applica-
tions are migrated from dedicated infrastructure towards shared Cloud based
solutions. Examples include, but are not limited to, High Performance Comput-
ing (HPC) simulations or Data intensive computing (DIC) applications. These
applications require large amounts of compute and storage resources and are
often executed as distributed or even parallel applications involving a significant
amount of low-latency communication among the hosted Virtual Machines (VM)
[4,6,11]. To cope with the increasing number of cloud applications, data centres
are expanding at a high rate by deploying hundreds of thousands of servers and
other necessary equipment [5].

A major Cloud benefit is the ability to react in a flexible manner to changing
resource demands. The ability to deploy additional virtual servers in a short
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time and also release them if no longer needed is often referred as elasticity [7].
Besides adding additional resources, the distribution of virtual servers across the
physical infrastructure is not static. For placing a Virtual Machine, a common
approach is to define a set of pre-defined flavors with pre-defined number of vir-
tual CPUs and virtual memory capacity as static parameters. When a user has
chosen a specific flavor, the deployment algorithm searches for the first fitting or
randomly selected host that meets the demand in terms of free memory and vir-
tual CPUs below the maximum allowed overbooking factor [9]. Other parameters
such as network load or usage pattern are commonly not considered as decision
parameter as it is considered to be sufficiently addressed by overprovisioning of
bandwidth1 in the network [16], whereas additional information such as latency
requirements or underpinning switch topology is neglected.

Each virtual server is competing with other already deployed virtual servers
on the same physical host. As the resources are shared such as, the same network
component/channel, CPU, memory etc., the overall application performance
delivered by virtual servers distributed across the Cloud Data Centre is affected
similarly. For example, placing the components of a latency-sensitive application
in the distant physical hosts, causes delay and affects the performance of that
application [10]. As stated in [10], network equipments such as switches, Network
Interface Cards (NIC), transmission links etc., also induce latency which in turn
triggers performance degradation of many cloud applications. The placement of
virtual servers based on static parameters impacts the Cloud operator by making
no optimal use of the offered resources potentially increasing operational costs.
From users’ perspective, the sub-optimal placement impacts the performance of
their cloud hosted applications but, similarly also the quality of service for other
users and vice versa.

2 Problem Statement

As the resource utilisation and behaviour of the virtual servers are poten-
tially changing very dynamically, it is important to find an appropriate bal-
ance between calculating the optimal distribution of resources across all virtual
servers by considering also external factors (e.g. cost/energy optimisation) and
the time needed to find the configuration and implement the changed configura-
tion. To better understand the problem, the following critical questions need to
be taken into account: how to model the communication behaviour of VMs or
the set of applications hosted within the VM? How to collect sufficient data from
the network traffic and network device to derive accurate models for making fast
placement and migration decisions? How to solve the ‘black box’ problem where
the VM is unaware of the physical infrastructure and the system knows only
about hardware but nothing about what is happening inside the VM?

The challenge that needs to be addressed is to achieve an initial placement
decision that is not only based on static parameters but also on resource demands
1 While more appropriate wording would be data rate we use the established term

bandwidth in this document.
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that vary over time. Despite the fact that the placement decision is local by its
nature (placement ultimately is realised on a specific physical server), it requires
a system wide perspective because in cloud systems, decisions for adding or
removing new virtual server are taken continuously. The major challenges to be
addressed are

1. As decision parameters (e.g. network bandwidth requirement, CPU load, . . .)
change over time faster than optimisation algorithms can find a new virtual
server distribution and much faster than an implementation of a new distri-
bution by migrating VMs, time-series based optimisations are not promising
[12,14].

2. Overbooking physical resources is a common approach to address time varying
resource demands. The assumption taken here is that the average load stays
most of the time (e.g. 95th percentile) below the available resources and no
significant performance degradation is experienced. This assumption is only
valid if there is no correlation between the hosted virtual servers and high
load is not co-scheduled.

3. Another approach to cope with resource demanding applications running
inside virtual servers is to either place them in an exclusive region with no
or low overbooking or apply certain distribution approaches such as placing
only one such server on a physical server and distributing the heavy workload
across the system.

3 Related Work

A set of network-aware VM placement and migration schemes have been inves-
tigated. A system called “Oktopus” is described in [1], which deploys virtual
networks and uses an allocation algorithm for placing tenant’s VMs in the phys-
ical machines. The algorithm has two versions; cluster allocation algorithm for
data-intensive applications and oversubscribed cluster allocation algorithm for
applications with components. The system uses rate-limiting for enforcing band-
width at VM, which doesn’t consider the dynamic behaviour of the applications
at run-time and hence may cause performance degradation. As discussed in [15],
the Peer VMs Aggregation (PVA) algorithm determines the communication pat-
tern of the VMs and places the mutual communicative VMs in the same server
to decrease the network traffic and increase the energy savings. The approach
is rather re-active and they did not inspect the dynamic change in the network
traffic load. VM migration overhead was also overlooked. A two-tier VM place-
ment algorithm called Cluster-and-Cut has been presented in [8] considering the
traffic patterns and the data centre network architecture. For VM placement,
they only considers network resources with respect to cost optimisation. More-
over, the performance constraints of virtual switches used in the data centre
network architecture can deteriorate the overall system performance [11].

The aforementioned solution approaches mainly lack pro-active action as
they consider the run-time behaviour of the VMs as well as their initial resource
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demand which may change during runtime. Considering these shortcomings, this
paper is targeting to implement a framework called ‘Allocation Optimiser’ for
intelligent placement and migration decision of VMs in a distributed Cloud envi-
ronment such as Cloud Data Centre and WAN with respect to network resource
consumption and energy and operating cost optimisation. The placement and
migration decisions will be based on the analysis of historical communication
traffic traces combined with real-time monitored traffic of the VMs deployed
in a cloud infrastructure and also the performance characteristics of the switch
capabilities and topology. The triggering point for VM migration will be the
overload at the network interfaces and network resource failure.

4 Solution Approach

In order to address the challenge of an elaborated placement decision, the fol-
lowing approach is proposed:

– The time varying parameters of a virtual server are modelled as discrete states
with associated probability to occur. For example, in order to address the net-
work bandwidth requirements, the observed data rate over a time period is
analysed and the probability for a virtual server to send/receive within a
certain range is calculated. The resulting model is a discrete probability dis-
tribution function. This is following the model used within the Asynchronous
Transfer Model statistical multiplexing where traffic sources have been mod-
elled in a similar way.

– Furthermore, the decision if a new virtual server still fits on a physical server
can now be derived by overlaying the probability distribution functions. Based
on this assumption the probability or, overbooking a resource type can be cal-
culated from the combined distribution function and placement decisions can
now be taken based on the upper boundary that is allowed for overbooking.

The assumption taken for this model is that the communication behaviour of
the VM, or more precisely the set of applications within the VM can be modelled
as a set of discrete data rate states that occur with a rather stable probability. If
the communication behaviour is from an observer viewpoint completely erratic
(e.g. is based on user requests that do not show any recurring behaviour) this
approach would not work. This obviously depends directly from the nature of the
application. Considering VMs that do Video Stream rendering and delivery the
communication behaviour would be clearly predictable whereas for user or device
triggered actions this might not be the case. As of now we therefore concentrate
on HPC and DIC applications considered to have rather stable operation modes
over time. The functionalities of the framework is shown in Algorithm 1.

4.1 Integration with OpenStack

The framework mainly consists of 2 components, Data Provider and Calculator.
Figure 1 depicts the overall procedure and interactions.
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Algorithm 1. A network-aware VM placement and migration framework
1: Get the current mapping between the VMs and the physical servers;
2: Calculate throughput from monitored Tx and Rx data rate for each running VM
for a certain period of time;
3: Calculate probability distribution model for each VM;
4: Store the probability models of all VMs in a database;
5: Calculate per server overlay model from the VMs which are running inside it;
6: Store the overlay models of all physical servers in a database;
if new VM deployment request arrives then

execute the allocation algorithm to produce the optimal candidate hostlist;
else

periodically update the models;
end if ;
7: END

Fig. 1. Integration with OpenStack and Cloudiator tool

Data Provider. This component receives new VM deployment requests from
the Cloudiator tool over a REST API. It uses the OpenStack Compute API
and the Nova in order to assess the current allocation of running VMs on corre-
sponding physical servers. After getting the VM and server IDs, the component
again uses the OpenStack REST API to get the measured time-series data rate
values of all implemented VMs from a shared database of a Cloud Monitoring
tool such as Ceilometer. For now, in our calculations we consider the measured
data for the VMs over the last 24 h. Finally, the Data Provider forwards the list
of candidate servers for a new VM back to the Cloudiator tool.

Calculator. This component uses the data rate values which are monitored for
a specific amount of time such as 1 day, as an input to estimate the overbooking
of bandwidth capacity of the physical servers with respect to the deployment
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of a new VM and based on that, it produces an optimal candidate server list
for the new VM. At first, it calculates histograms by distributing the data rate
values over a set of discrete data rate states. Probability distribution models of
the data rate for each running VM are then determined by using the histograms.
Afterwards, it produces the combined probability distribution model of the data
rate for each physical server by overlaying the probabilities of all occurrences on
each data rate state for the total number of running VMs per server.

After receiving a request for deploying a new VM from the Cloudiator tool,
the Calculator component determines the type of the new VM from it’s meta-
data and it’s related data rate probability distribution model. By overlaying new
VM’s probability distribution model with the one of each physical server, the
tool determines the overbooking probabilities of the bandwidth resource for each
server and a list of candidate servers by optimising the energy and operational
cost of the Cloud infrastructure. The optimal server list is then sent to the
Cloudiator tool via Data Provider component.

After getting the candidate server list, the Cloudiator tool initiates the
deployment procedure of the VM. More details of the deployment process can
be found in [2,3].

5 Mathematical Representation of the Models

5.1 Probability Distribution Models

After analysing the monitored network data traces, histograms are created
by sampling the data rate values onto some specific data rate states such as
10 kbit/s, 8 Mbit/s, 5 Gbit/s etc., for each VM. From the histograms, the prob-
ability of the data rate occurrences on the corresponding data rate states for all
VMs are calculated by using a simple probability formula [13].

5.2 Overlay Probability Distribution Models

Let’s consider a physical server has a virtual machine, VMi and the total number
of Virtual Machine in the server is n.

The Virtual Machine VMi has now the data rate states as follows:

S1V Mi
, S2V Mi

, ..., SNV Mi
(1)

The data rate states have the corresponding probabilities:

P1V Mi
, P2V Mi

, ..., PNV Mi
(2)

Without limiting the model, by setting all other probabilities or states = 0
we can assume:

N := max{number of data rate statesVM1, ...,number of data rate statesVMn}
(3)
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Let’s assume, a given overlay data rate state, b

b = SK1V M1
+ SK2V M2

+ .... + SKnV Mn
, and [Ki ∈ {1, ..., N}] (4)

To simplify the notation, we can write this as,

b = bK1K2...Kn
(5)

Then the corresponding probability of the state, b will be

P (bK1K2...Kn
) =

n∏

i=1

PKiV Mi
(6)

Let, B be the set of all possible combination of data rate states realising the
overlay data rate state, b.

B = {bK1K2...Kn
|bK1K2...Kn

= b} (7)

Then, the probabilities of the corresponding overlay data rate states in B will
be

P (B) =
∑

bK1bK2 ...bKn∈B

n∏

i=1

PKiV Mi
(8)

6 Initial Results

Initial results have been obtained from the monitored data rate values of a set of
Virtual Machines running inside bwCloud operational infrastructure. The virtual
machines are running a Computational Fluid Dynamics (CFD) application from
an user called Nuberisim.

Figure 2 represents the Histograms which have been calculated from the mon-
itored data rate values over 24 h for a Virtual Machine called Nuberisim-worker-
01. The X-axis represents the data rate states and the Y-axis shows the occur-
rences of the data rate values. The size of each data rate state is 10000 bit/s.

Figure 3 depicts the overlayed data rate states and the corresponding prob-
abilities for an hour for two Virtual Machines running inside a physical server.

6.1 Discussion on the Stability of the Discrete Probability
Distribution Models

As the Virtual Machine is profiled based on it’s network resource usage
behaviour, it is essential to determine how stable is the probability distribu-
tion model. The stability can be determined by calculating the deviation among
the probability values from daily, weekly bi-weekly and monthly data rate proba-
bility distribution models of the same running Virtual Machine, where a specific
limit of deviation must be selected to define the stability. However, the mod-
els can only be valid if they are sufficiently steady and durable with respect to
time variance, that means the models should not be updated frequently. Fur-
thermore, the stability of the VM profiles should be evaluated with respect to a
set of Virtual Machine instance.
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Fig. 2. Histogram for the data rate over
24 h

Fig. 3. Overlay data rate states with cor-
responding probability distribution for two
Virtual Machines

7 Conclusion and Outlook

In this paper, the initial results showed that using simple probability distribution
theory, it is possible to estimate the network bandwidth usage of the physical
servers which will lead to find an optimal allocation for a new VM to be placed
in the Cloud Data Centre. The next steps would be to determine more accurate
probability distribution models by using statistical approach such as Hidden
Markov Model. Currently the probability distribution models are being calcu-
lated based on an average data rate of the VMs for a certain period of time.
For developing more definite models, the actual data rate shall be calculated
from the inter-arrival time of the packets. Furthermore, in order to determine
the limitation of the proposed framework with respect to it’s scalability and
performance, it needs to be evaluated within a simulation environment includ-
ing the data centre where different scenarios with varying load distribution and
application combinations should be applied. The statistical model is currently
determined for estimating network resource usage, but it can also be applied to
other resource types such as CPU, Memory.
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Abstract. The utilization of cybersecurity information for improving security
posture of an organization resulted in the evolution of cybersecurity information
sharing ecosystems. In this study, we consider three stakeholders i.e. cyberse-
curity solution providers, information providers, and end users, who have dif-
ferent values. Their values depend on interrelationship among them and are also
based on several value parameters. We identified six value parameters and
analyzed their impacts on the values of stakeholders. A simulation model has
been developed using system dynamics to analyze the impact of value param-
eters on the values of stakeholders. The results show that end users are the main
source of value in cybersecurity information sharing ecosystems, implying an
effect of demand side economies of scale. The cybersecurity solution and
information providers are majorly benefiting from a growing number of end
users. The value of end users is mainly affected by quality of services, quality of
information and the size of trusted communities.

Keywords: Cybersecurity � Information sharing � Ecosystems � Stakeholders �
Value parameters

1 Introduction

Cybersecurity information sharing is a promising approach to proactively take necessary
measures against potential security threats. This approach is very effective to confront
with different threats such as financially driven cyber-crimes, cyberwar, hacktivism, and
terrorism [1]. The availability of accurate information at the right time helps organi-
zations to keep themselves updated about ongoing cyberattacks and potential threats.
There are several other benefits such as collective defense, collaboration, reduce damage
from cyber-attacks, lower cybersecurity incidents, effective response to cyber threats,
increased cyber resilience, and low cost on cyber defense [1, 2]. The cybersecurity
information sharing ecosystems consists of three major types of stakeholders: cyber-
security solution providers, information providers, and end users. The solution providers
deliver software solutions such as antivirus software, threat intelligence platforms,
security information and event management systems and other similar solutions, which
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are used for collecting and processing of cybersecurity information [6]. The information
providers provide cybersecurity information in the ecosystems in the form of premium
threat feeds, threat intelligence and customer-specific reports. The end users are using
cybersecurity solutions and information for improving their cybersecurity postures. The
stakeholders of cybersecurity information sharing ecosystems obtain different values
and their value creation is interrelated, which creates a complex value distribution
structure in the ecosystems. Therefore, it is important to understand value creation and
distribution among stakeholders in the ecosystems. As compared to value creation in
service platforms and service-oriented technology [4, 5, 15], it is necessary for business
managers in cybersecurity information sharing ecosystems to determine the values they
obtain from their offered services or products.

The values of stakeholders in cybersecurity ecosystems are influenced by the
network externalities, i.e. direct and indirect network effects, also called demand side
economies of scale. Direct network effects can be described as values created from the
number of existing users, while values generated by the availability of complementary
products or services are indirect network effects [14]. The cybersecurity information
sharing ecosystems can be viewed as a two-sided market place [17], as information
providers attract end users and solution providers. Similarly, solution providers attract
information providers and end users. This case is similar to markets of autos discussed
in [16], which can be viewed as two-sided market because auto manufacturers must
attract both consumers and expert mechanics. The behavior of positive network effect
in software and technology product market has been extensively studied in the liter-
ature [4, 5, 14] and recognizes the existence of an additional utility in the presence of
vendor’s large market share.

The cybersecurity solution providers and information providers are not only relying
on comparison of functionalities, features, and prices of their products and services but
also on end user networks in the form of trusted communities and timeliness of
information, which we consider for analyzing the value creation. The trusted com-
munity impacts the values of end users and solution providers, because end users can
get valuable tools and tips from there for improving responses to cyber-attacks and
increase their cybersecurity level.

There are several value creation frameworks available in the literature related to the
e-business, software industry and service platforms [4, 5, 11, 15, 20]. In this paper, we
presented a value creation framework for cybersecurity information sharing ecosystems,
which can provide a useful tool for relevant stakeholders, policymakers, and business
managers. The proposed value creation framework will be helpful in explaining the
source of values in the ecosystems and also provide support in decision making related
to investments in quality of services, business model design, cybersecurity solutions and
information bundling policies and evolution of market structures. In this study, we
identified six value parameters: installed base (number of end users), trusted commu-
nities, quality of services (QoS), cost, quality of information (QoI), and timeliness of
information to explain values of stakeholders in the ecosystems. The value parameters
are integrated into three utility functions, representing values generated for respective
stakeholders. The relative changes in values of stakeholders have been analyzed by
simulation technique using system dynamics methodology. We have used the Vensim
software of Ventana Systems for our simulations [19].
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The results show that end users are the main source of value in cybersecurity
information sharing ecosystems and indicates a positive demand side economies of
scale. The cybersecurity solution and information providers are majorly benefiting from
a growing number of end-users (i.e., installed base). The value of end users is mainly
affected by quality of services, quality of information and the size of trusted com-
munities. The size of trusted communities is directly related to the number of end users.
The large size of trusted communities has a positive impact on the value of end users.
A low number of end users results in low revenues for solution and information
providers that ultimately leads to market failure.

The outline of rest of the paper proceeds as follows: Sect. 2 presents an overview of
the stakeholders of cybersecurity information sharing ecosystems. Section 3 describes
value parameters that affect the value creation of stakeholders. In Sect. 4, the proposed
value creation model and its simulation is presented. The results of the model simu-
lation are discussed in Sect. 5. Finally, Sect. 6 provides concluding comments and
directions for future research.

2 Stakeholders Involved in Cyber Security Information
Sharing Ecosystems

In cybersecurity information sharing ecosystems, there are three major types of
stakeholders: cybersecurity solution providers, cybersecurity information providers,
and end users. We will discuss each of them in the following subsection. In this study,
we are considering the products of only commercial solution and information provider.
This means that end users have to pay in return of using solutions and information.

Cybersecurity Solution Providers: Several types of software solutions are being
used for generating, consuming and sharing of cybersecurity information. These
solutions include antivirus software, security information and event management
platforms, network traffic analysis tools, intrusion monitoring platforms, threat intel-
ligence management platforms, forensics platforms, visualization and reporting plat-
forms etc. [6].

Cybersecurity Information Providers: Information related to cybersecurity threats
are produced by several open source and commercial vendors. Antivirus software
vendors, IT security companies, computer forensic experts, and penetration testers
collect cybersecurity information from different sources and after value addition along
with services are sold to other stakeholders in the ecosystems [18]. Different pricing
models have been adopted by cybersecurity solution and information providers. In
several scenarios, one stakeholder can adopt multiple roles simultaneously in the
ecosystems, for instance, solution provider and information provider can be same
entity.

End Users: All organizations that are using digital technologies in their routine
activities or business processes are potential consumers or end users of cybersecurity
information. Critical infrastructures, business enterprises, IT companies, cybersecurity
companies, government organizations and research organizations are using cyberse-
curity information for improving cybersecurity posture of their organizations.
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3 Parameters Effecting Value Creation of Stakeholders

This section discusses value parameters that determine values obtained by stakeholders
in cybersecurity information sharing ecosystems. In our proposed value creation model,
we consider six value parameters based on literature in cybersecurity information
sharing area. These value parameters are: quality of service (QoS), quality of infor-
mation (QoI), installed base, timeliness of information, trusted communities and cost.

Quality of Service (QoS): The QoS measures functional and non-functional capa-
bilities of cybersecurity solutions. It indicates whether functionality and performance of
cybersecurity solutions meet the requirements of end users. The literature mentions that
cybersecurity solutions provide several features and functionalities mainly including:
information collection, correlation, integration, enhancement & contextualization,
searching & querying, pattern matching, reports generation, distribution & dissemi-
nation, automation and integration with existing systems [6, 7, 9, 10]. The QoS is the
most important factor that drive values of both cybersecurity solution providers as well
as end users.

Installed Base: The number of active users in cybersecurity information sharing
ecosystems represents the installed base. The installed base is the main source of
revenue in the ecosystems and it affects values of all stakeholders.

Cost: In cybersecurity information sharing ecosystems, cost is used to represent all
types of costs incurred by the stakeholders. The cost has a negative effect on the values
obtained by stakeholders. The end users have to incur majorly two types of costs: cost
of cybersecurity solution and the cost of cybersecurity information. The end users have
to pay for subscription which can be either annual or monthly. The cybersecurity
solution and information providers face costs for services offered such as maintenance
cost and end users support.

Quality of Information (QoI): QoI is an extremely important factor in cybersecurity
information sharing ecosystems to improve the value of end users [7–10]. The QoI of
cybersecurity information considers same data quality problems as compared to tradi-
tional data sets including accuracy, consistency, completeness, trust, and relevance [9].

Trusted Communities: Trusted communities are important part of cybersecurity
information sharing ecosystems. Organizations having same goals of achieving a high
level of cybersecurity work together and form relationships of cybersecurity infor-
mation sharing among each other are referred to as trusted communities. The cyber-
security solutions such as TIPs provide platform to enable community collaboration
among common interest entities [12, 13]. If installed base of TIP is large, the com-
munity size is also large which positively affect values of end users as well as
cybersecurity solution providers.

Timeliness: Timeliness is a measure of how cybersecurity information remains
current, valid and allow sufficient time for recipient to take appropriate action. Time-
liness of cybersecurity information is very important for cybersecurity decision makers
in making real-time decisions. The cybersecurity solution and information providers
are responsible for ensuring that up to date information is distributed in a timely
manner to the end users [9].
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4 Value Creation Model and Simulation

This section describes proposed value creation model consisting of effects of param-
eters on values obtained by stakeholder, the stakeholder’s value representation and
simulation settings.

4.1 Effects of Parameters on Values Obtain by Stakeholders

The Fig. 1 represents the proposed model showing effects of value parameters on the
values of stakeholders in cybersecurity information sharing ecosystems. The parame-
ters are affecting values of stakeholders in positive or negative manner and are rep-
resented by (+) and (−) symbols on arrows heads respectively. The installed base has a
positive effect on the values of stakeholders and it attracts more end users [11, 12]. The
cybersecurity solution and information providers can gain a competitive advantage by
leveraging the network of a large number of end users. In such scenarios, network
effects also play an important role in attracting more end users and are considered as the
business strategy.

In our proposed model we consider that installed base is same for both cybersecurity
solution as well as information providers. But in real case, there may be a separate
installed base for both types of stakeholders in the ecosystems. The QoS, QoI, time-
liness and trusted communities have a positive impact while cost has a negative impact
on values of relevant stakeholders. There are majorly two types of cost involved in
using cybersecurity information i.e. cost of cybersecurity solutions and cost of cyber-
security information. The cybersecurity information providers are separate entities but
in some scenarios, the cybersecurity software solution providers bundle the information
from the information provider and sell the complete bundle to the end users.

End User’s 
Value

Cybersecurity 
Solution Vendor’s 

Value

+

-

-+++

+

+

+

Cybersecurity 
Information 

Provider’s Value Timeliness

Install Base

QoI

QoS

Trusted
Communities

Cost

+

+

-

+

+

Fig. 1. Effects of value parameters on the values obtained by the stakeholders
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4.2 Stakeholders Value Representations

This section describes utility functions which are constructed based on the value
parameters to quantify values obtained by all stakeholders in the ecosystems. There is a
fixed pool of potential users, who may adopt existing cybersecurity solutions and
information sources which are added to the installed base. The value parameters are
used as inputs to utility functions for calculating utilities (i.e. profit).

End Users Value: Based on Fig. 1, the value of end users is net utility Ui;j;a

obtained by using functional benefits of utilizing cybersecurity solution and informa-
tion in the ecosystems. The net utility Ui;j;a of end users is defined as follows:

Ui;j;a tð Þ ¼u1j;a QoS tð Þð Þþ u2i;a QoI tð Þð Þþ u3i;j;a IB tð Þð Þ
þ u4i;a T tð Þð Þþ u5j;a TC tð Þð Þ � Ci;a þCj;a

� � ð1Þ

Where Ui;j;a is a net utility that an end user að Þ obtain by utilizing cybersecurity
information from an information source ið Þ and adopting cybersecurity solution jð Þ at a
given time tð Þ: The net utility of end user að Þ is the sum of individual positive benefits
from all parameters discussed in Sect. 3 minus the respective costs i.e. cost incurred in
using cybersecurity solution Cj;a

� �
and information Ci;a

� �
.

Cybersecurity Solution Providers Value: The value of solution provider is the net
profit which it gets in return of providing solutions or services in the ecosystems. The
value of solution provider is represented by Uj;s and is defined as follows:

Uj;s tð Þ ¼ Fj tð Þ � IBj tð Þ
� �� Cj tð Þ � Pi;k tð Þ ð2Þ

Where Uj;s tð Þ is net value (profit) of solution provider jð Þ from offering solutions or
services at a given time tð Þ. The profit is calculated as the difference between revenue
Rj
� �

and cost Cj
� �

of cybersecurity solution provider. The revenue of cybersecurity
solution provider is calculated as Fj � IBj

� �
where Fj

� �
is an average fee that an end

user pays to jð Þ for obtaining services multiplied with its total installed base IBj
� �

. The
cost Cj

� �
represents all costs that are incurred for the provision of support to end users,

development of new functionalities and maintenance services etc. which increases as
size of installed base becomes larger. If solution provider sells its solution by making
bundles including information from some other information provider, in this case
cybersecurity solution provider have to pay Pi;k

� �
to information providers which is

deducted from its total revenue.
Cybersecurity Information Providers Value: The value of information provider is

net profit which it gets in return for providing cyber threats information in the
ecosystems. The value of information provider is represented by Ui;k and is defined as
follows:

Ui;k tð Þ ¼ Fi tð Þ � IBi tð Þð Þ � Ci tð ÞþPj;s tð Þ ð3Þ

Where Ui;k tð Þ is net value (profit) of information provider ið Þ from offering infor-
mation services kð Þ at a given time tð Þ. The net profit is calculated as the difference
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between total revenue and cost incurred by information provider. The revenue of
information provider is calculated as Fi � IBið Þ where Fið Þ is an average fee that an end
user pays to ið Þ for obtaining kð Þ multiplied with its total installed base IBið Þ. In case of
providing information to solution provider (i.e. bundling of solution and information),
the revenue Pj;s tð Þ received from solution provider is also added to net profit of
information provider. The cost Cið Þ represents all costs that are incurred for supporting
end users, new information generation, data storage & processing and maintenance
services etc. which increases with size of installed base and new information.

4.3 Simulation Settings

For this study we used the Vensim software [19] for modeling and simulation of value
creation dynamics of cybersecurity information sharing ecosystems. The duration of
simulation was set to 60 months to see the dynamics of value creation in the ecosystem
for relatively longer time period. The cost of solutions and information have varying
pricing models based on number of users supported, data size, number of records, data
processing and sharing capabilities [3]. The values of Installed base, timeliness,QoS and
QoI are normalized in the range between [0, 1], where 1 represent the maximum value
and 0 represents the minimum value. In our simulation model, the value parameters are
dynamically affecting the values of stakeholders.

The potential end users are those who have not yet adopted any of the cybersecurity
solution or information source. The adoption rate of end users vary depending upon the
utility of end user Ui;j;a tð Þ and its increase or decrease is directly proportional to value
of existing installed base. If Ui;j;a tð Þ becomes zero, there will be no new end users while
in case of Ui;j;a tð Þ is greater than zero new end users will be added to installed base
depending upon the number of potential end users. The number of potential end users is
multiplied by the adoption rate to calculate actual number of new end users. The cases
of high and low direct network effects have been simulated and their results are
presented in next section. The low network effect is simulated by constant adoption rate
of end users while dynamic adoption rate represents the high network effect.

5 Results and Discussions

In our simulation, we run two cases of low and high network effects, to show the
dependency of values of end users Ui;j;a tð Þ, solution providers Uj;s tð Þ and information
providers Ui;k tð Þ. The results are shown in Figs. 2 and 3 respectively. The scenario of
high network effect in Fig. 3 shows a large increase in the values of stakeholders.
In this case, the utilities of all stakeholders change rapidly and the size of the installed
base also grow faster because new users are dynamically joining the installed base. In
case of low network effects, the new users are joining at a constant rate and the installed
base is not expanding at a rapid pace as compared to the scenario of high network
effects. Therefore, in low network effects, the values of stakeholders are mainly effected
by QoI, QoS, and timeliness instead of the installed base. The small size of the installed
base results in smaller trusted communities and, therefore, it does not have much
impact on the value of end users. The value of an end user at t ¼ 0 is Ui;j;a tð Þ > 0,
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because maintaining positive utility of end users is necessary to successfully keep them
in cybersecurity information sharing ecosystems. We observe that the growth of values
of end users is more than other two stakeholders because it is affected by the values of
both solution and information providers in the ecosystem.

In both the scenarios of low and high network effects, the value of solution provider
Uj;s tð Þ at t ¼ 0 is below zero because at the beginning installed base is small and cost of
developing and maintaining solutions as well as other costs (such as advertising and
other incentives) to attract end users is relatively high as compared to their revenue.
From cybersecurity market analysis [3] it has been observed that cost of cybersecurity
solution are very high (i.e. from hundreds to thousands of USD) thus end users are very
cautious to adopt the new solutions. In case of high network effects, the growing
installed base result in large trusted communities which increases the value of solution
providers. This increase in value of solution provider has a positive impact on the value
of end users. We can observe in Fig. 3 that at t ¼ 7 the value of solution providers is
moving towards the positive side. Similarly, the value of information provider Ui;k tð Þ is
following the same behavior as the solution provider. The value of Ui;k tð Þ at t ¼ 0 is on
the negative side and moving to positive side at t ¼ 8 because initially the install base
is small and cost of generating information and cost to attract end users is relatively
high as compared to revenue generated. In cybersecurity information sharing ecosys-
tems, values of all stakeholders are interdependent and change in the value of one
stakeholder affects the value of other stakeholders. The impact analysis of value
parameters shows that the installed base has a mutual positive determinant to the values
of all stakeholders. The positive value of end user is important to keep them in the
ecosystem, however, sufficiently large values of solution and information providers are
also necessary to sustain in the market. In the scenarios discussed above, values of

Fig. 2. Constant adoption of end users (low network effect)

Fig. 3. Dynamic adoption of end users (high network effect)
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solution and information provider are not very high, which is discussed as negative
network effect in the literature [21] of security software market. The value sharing
mechanism can be further investigated in which the business models such as bundled
solutions (i.e. bundle of cybersecurity solution and information) can be further studied
extensively so that solution and information providers sustain their services for longer
time periods. The cybersecurity solution providers can benefit more if their solutions
can handle information in different formats and standards. These types of solutions are
also beneficial for end users as well as for information providers. Similarly, if the
cybersecurity information is compatible with most of the cybersecurity solutions than it
will add values to all stakeholders in the ecosystem.

6 Conclusions

A value creation model has been presented, which can be used as a tool for evaluating
values obtained by stakeholders in cybersecurity information sharing ecosystems. We
defined three utility functions that allow integration of value parameters to calculate
utility or profit (i.e., values of stakeholders). Six value parameters have been identified
from literature: quality of service (QoS), quality of information (QoI), trusted com-
munities, timeliness, installed base, and cost. The value creation dynamics has been
evaluated in Vensim software that support the system dynamics simulations. The
results of our simulation reveal that the installed base of end users is the main source of
value creation in the cybersecurity information sharing ecosystems. The solution and
information providers can take benefits of network effects in the ecosystems. It has
been observed that positive values of all stakeholders are necessary for stability in the
market. The values of all stakeholders are interdependent on each other. The solution
and information providers have to devise a strategy to support the values of each other,
in order to survive for a long time period and make the market stable. In future, our
study will be extended by including more factors such as the detailed market structures,
competitive environments, pricing models, and the structure of trusted communities, to
establish a fine-grained value creation model in cybersecurity information sharing
ecosystems.
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Abstract. Cloud Computing has been increasingly incorporated by companies
as a cost-effective way to make resources and services continuously available.
However, as a consequence of service downtimes at cloud providers, achieving
operational reliability and resource availability are still a concern, since they can
lead to loss of revenue and customer mistrust. This work presents Apache
CloudStack AMFC (Auditing and Monitoring For Cloud Computing), a cloud
auditing and monitoring tool aimed to perform the removal of unused data and
inconsistencies, improve failure detection (reducing false positive and false
negative alerts), and reduce the cost for storing persistent cloud data. All these
characteristics are achieved through the synchronization of current state infor-
mation with persistent orchestration data. The effectiveness of the tool is evi-
denced through testing on experimental scenarios generated in a controlled test
environment. The experiments involved 1,320 administrative routines for virtual
machine instances. It was possible to identify and eliminate inconsistencies in
the persistent database, allowing a reduction in the storage cost and, conse-
quently, an improvement on database integrity. Overall, the AMFC provided the
cloud administrator with more accurate data, enhancing decision-making,
allowing a better identification of problems occurring in the cloud environment.

Keywords: Cloud computing � Monitoring � Inconsistency

1 Introduction

Cloud computing is a technology to provide data storage and remote applications that
rests on the communication enabled by the Internet and on servers deployed on dat-
acenters. This technology leads to efficient computing environment by consolidating
storage, memory, computation and bandwidth [1].

In a cloud environment computational resources are created through virtualization,
which is a technique to reserve resources from physical machines encapsulating them
in a virtual machine (VM). With this approach it is possible to use, manage and provide
services and resources in an optimized way, avoiding that physical resources become
idle or overloaded.
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Failures in cloud systems may occur due to catastrophic events or due to undesired
level of service. These failures can be understood as inconsistencies in the services
being provided, which involve attending to multiple users, probably with different
applications over the time. This service multiplication can lead to inconsistencies such
as performance degradation, component failures, or security issues. To maintain ser-
vices in the levels agreed with users, therefore avoiding inconsistencies, the cloud
provider must have efficient mechanisms to prevent or recovery from failures [2, 3].

In this work it is presented AMFC (Auditing and Monitoring for Cloud Comput-
ing), a tool for cloud auditing and monitoring aiming the detection and removal of
inconsistencies among virtual machines running at the IaaS (Infrastructure as a Service)
layer on Apache CloudStack. The remaining text goes through Sect. 2, which covers
the related work on auditing and monitoring of cloud environments. The proposed tool
is presented in Sect. 3 and Sect. 4 presents the test environment and results. Conclu-
sions and final remarks are presented in Sect. 5.

2 Related Work

Cloud auditing and monitoring can be performed in several ways. Some of the tools
presented in the literature use logged data in order to activate certain actions, while
others perform dynamic monitoring in order to enable active detection of failures.
Along this Section we describe some of these tools and integrated frameworks.

Xu et al. [4] presented a tool that gathers log information coming from VM instances
that collect them without interruption. The distributed data can be collected and stored in
a single central log by the use of tools like Redis, Logstash, ElasticSearch and Kibana.

Another work presented by Xu et al. [5] uses the SVM statistical learning algorithm
(Support Vector Machine) through an API interface in the AWS CloudWatch moni-
toring tool. This determines which events should be disabled, avoiding that the
administrator receives false positive alarms (or does not receive a false negative alarm),
or even the occurrence of a flood of different channel alarms on the same event.

Saleh et al. [6] use the concept of Complex Event Processing (CEP) to detect an
event or determine the event pattern that has or has not occurred, to coordinate the
response action time, and to discover complex patterns among multiple event data
streams. Through CEP the authors developed a framework that performs the automated
monitoring of the gathered metrics (e.g., CPU utilization, memory usage and disk
operations), allowing the management and adjust of resources in real time.

FlexACMS is a framework proposed by Carvalho et al. [7] that performs the
integration of different monitoring tools in a cloud environment. This is useful since
there is no monitoring tool that integrates all areas of the cloud, and that also satisfies
all administrator requirements, the integration requires that administrators manually
configure monitoring solutions or develop scripts to automate this task.

MonPaaS is a platform designed by Calero et al. [8], that integrates the monitoring
solution Nagios1 to the orchestrator OpenStack. MonPaaS automatically configures

1 Monitoring tools such as Zabbix (www.zabibix.com), Nagios (www.nagios.org) and Ganglia
(ganglia.sourceforge.net/) are used in cloud environments.
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Nagios when new cloud slices (a set of resources) are created on the orchestrator. To
configure Nagios, MonPaaS execute REST (Representational State Transfer) calls to
NConf (Enterprise Nagios Configurator) webservice, a management interface for
Nagios. It also relies on DNX (Distributed Nagios Executor) to create Nagios clusters,
where one master Nagios server controls several slave Nagios servers to accomplish
scalability. MonPaaS also creates a Monitoring Virtual machine (MVM) for each user
on the cloud to group all monitoring services of that user.

RMCM (Runtime Model for Cloud Monitoring), presented by Montes et al. [9],
uses instrumentation techniques to obtain direct measurements in the application, and
interceptors to acquire information about requests that are being processed.

Ceilometer [10] monitors billing, benchmarking, scalability and statistical variables
on OpenStack orchestrator. It offers, by the integration and development of a specific
API, a set of mechanisms that can be added as alarms and event configurations.

Li et al. [11] proposes a method, based in the Principal Component Analysis
(PCA), which optimizes the PCA-DP algorithm used for processing hyperspectral
remote sensing on cloud parallel architectures. It uses Apache Hadoop and MapReduce
to reduce hyperspectral data dimension and increase its efficiency.

Another open source tool aiming performance monitoring is CloudSurf, proposed
by Persico et al. [12]. It measures the performance of the cloud network by traffic
capture and analysis.

CloudMonatt performs continuous monitoring of the VMs placed in an OpenStack
cloud [13]. It uses the Trusted Platform Module (TPM) for binary attestation in order to
execute the monitoring over clients, servers, orchestrator and the hypervisor.

Wang et al. [14] propose a method based in the Canonical Correlation Analysis
(CCA) to automate the diagnosis of cloud failures. The main idea is to use CCA
to model the correlations between workloads and metrics related to application
performance/resource utilization in a specific access behavior pattern.

Failures can be indicated by changes in the virtual machine instances, as performed
by DeltaSherlock framework [15].

Du and Li [16] propose the framework ATOM (Efficient Tracking, Monitoring and
Orchestration of Cloud Resources) to provide online automated monitoring, orches-
tration and resource usage monitoring of large scale IaaS clouds.

Another tool concerned with security issues is CloudMon, introduced by Weng
et al. [17] for Xen hypervisors. It performs dynamic monitoring to assure security at
runtime on kernel operating systems running on a guest VM.

3 AMFC – Auditing and Monitoring for Cloud Computing

The tool developed in this work enables automatic detection of service inconsistencies
in a IaaS cloud. It uses Apache’s Cloudmonkey for data acquisition, and MySQL
Workbench to integrate the cloud orchestrator with the collected data’s DBMS. The
tool was implemented using Python. AMFC’s architecture acts as an intermediate
component between the orchestrator and the hosts and VMs. This placement decouples
data acquisition from monitoring analysis, allowing the application of the best proce-
dures on each one.
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This structure also avoids the need for log files to record the monitored actions.
Since the storage of user and administrator’s data in a common base is a security
problem because an attacker could have access to cloud’s administrative information if
succeeded [18], the fact that AMFC does not store monitoring data at all is a visible
advantage. AMFC performs the monitoring considering that the cloud offers IaaS
services. On the IaaS layer we have the set of virtualized components available to
consumers as a third-party service. This architecture involves message exchanges
among the three major parts, that is the cloud administrator, a VM instance and the
persistent database.

The messages are the core of AMFC’s operation, which can be understood as a set
of steps, starting with data acquisition and going to the identification of inconsistencies,
as follows:

Step 1 – Data acquisition. Data acquisition is accomplished by eight different
maintenance routines on each instance of virtual machine, being controlled in the
orchestrator’s console. The information obtained from these routines is stored on a
persistent data base for later, possibly offline, analysis.

Step 2 – Monitoring and analysis of information. Monitoring and analysis checks
for inconsistent data that can lead to false negative (events that fail to generate a
legitimate alert) and false positive (events that generate illegitimate alerts). The analysis
includes validation on the synchronization of persistent data stored on the orchestra-
tor’s DBMS with information gathered from the cloud environment.

Step 3 – Selecting reaction procedures. The procedures are defined based on the
maintenance routines used for data acquisition. This choice follows the techniques
adopted on other orchestrators, executing different actions if the event refers to new
instances (planned) or to modifications or updates in instance configurations
(unplanned).

Step 4 – Monitoring inconsistencies. In the event that some inconsistency is found
from the reaction procedures, it is necessary to confirm its existence. This is done by
checking if the synchronized information coming from the persistent database matches
the one coming from the instrumented cloud. Data inconsistencies appear when an
administrator manually changes an aspect of a virtual machine (e.g., removing a data
volume), and this change has not yet been reflected in the environment.

Step 5 – Calculation of inconsistencies. The detection of inconsistencies should
consider that there are some thresholds to trigger a system reaction. To determine if a
threshold has been reached or not, AMFC defines metrics that are calculated from the
data acquired in the previous steps. They are:

• Metrics for inconsistencies on resource availability:
– CTE (cloud test environment): defines the amount of virtual resources present in

the system just after the environment’s configuration, including users, routers
and proxies;

– APD (amount of persistent data): refers to the amount of database records stored
on the persistent database (either consistent or not) related to the cloud resources;
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– TIR (total inconsistency per resource): the difference between APD and CTE
values, as shown in Eq. 1:

TIR ¼ APD� CTE ð1Þ

– RERO (routines executed per resource offer): gives the amount of maintenance
routines that are executed per resource in the cloud;

– IPMR (inconsistencies per maintenance routine): is the ratio among the detected
inconsistencies and the maintenance routines that were executed, providing a
measure of system’s efficiency. It is determined by Eq. 2:

IMPR ¼ TIR
RERO

ð2Þ

• Metrics for proportional gain in the persistent data storage:
– IPDS (instance’s persistent data size): total size of the instance that have cloud

persistent data, both consistent and inconsistent, and;
– SIR (storage improvement per routine): the difference between IPDS and TIR,

with the following equation:

SIR ¼ IPDS� TIR ð3Þ

– SRO (storage resource offer): is the size of storage available for a given
resource;

– SDG (storage data gain): measures the percentage of the storage provided by the
resources that is saved by the removal of inconsistencies by AMFC.

SDG ¼ SIR
SRO

� 100 ð4Þ

4 Evaluation and Results

The test environment involved a private and controlled cloud computing system, built
using Apache Cloudstack orchestrator [19]. Although private, it included most of the
resources needed by users in an IaaS cloud, such as VM management, network-as-
service, user management and accounting and open native APIs. It also supports the
major hypervisors in use nowadays, including VMware, KVM, XenServer, Xen Cloud
Platform (XCP) and Hyper-V.

The monitoring and auditing actions are centered in the execution of eight different
types of routines, they are: 1. Create a data volume disk; 2. Attach a data volume disk;
3. Migrate an instance to another host; 4. Restart an instance; 5. Stop an instance;
6. Remove an instance; 7. Recover an instance; 8. Start an instance. For each size of
resource offer (small, medium and big) were created ten VM instances. For evaluation
it was performed 440 routines per resource over 30 virtual machine instances, totaling
1,320 administrative routines.
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The model described was evaluated, providing the results described in the fol-
lowing paragraphs. The evaluation approach measured the number of inconsistencies
occurred in each test, aiming to verify a possible correlation with the number of
routines attempted. As we can see on Fig. 1, the number of inconsistencies grows with
the amount of maintenance routines performed, despite the model’s size. It is also
possible to infer that the number of inconsistencies has a positive correlation with the
number of administrative routines. Equation 2 was used to calculate the number of
inconsistencies.

A different analysis involved the discrimination of how many inconsistencies were
created by different types of maintenance routines. The results are presented at Fig. 2,
where it is possible to see that operations related to creation and attachment of data
volumes (virtual disks) and instancemigrations generatedmost of the inconsistencies. An
interesting aspect is that starting and restarting instances do not create inconsistencies.

Fig. 1. Comparison between three resource models

Fig. 2. Number of inconsistencies per type of maintenance routine
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Although quantifying the number of inconsistencies is an important aspect of cloud
management, it is also important to measure the impact of solving such inconsistencies
to the system. Among the possible contributions from AMFC’s actions one finds
saving space in storage by the removal of unused information originated by incon-
sistencies or data no longer required. Table 1 shows the storage space saved by AMFC
for each size of VM instance. Despite the volume saved is rather small considering the
size of modern disks, it must be understood that volume is cumulative, i.e., the longer
the instances are under operation more useless data will be created. Therefore, the
cleanup process must be performed often in order to no degrade the performance.

5 Conclusions

As described in the initial sections, auditing and monitoring a cloud system is very
important to achieve system’s effectiveness. This motivated the formulation and
implementation of AMFC. Particularly, AMFC performs these activities by the syn-
chronization between current cloud information and those stored on persistent storage.
To perform these activities AMFC uses Apache CloudStack orchestrator, XenServer
hypervisor and Openfiler NAS system. The application of AMFC to a model system
provided some insights about its efficiency. From the results presented in the previous
section it is possible to draw the following conclusions:

• Inconsistent information due to maintenance routines were automatically removed
by AMFC, avoiding flooding administrator with false positive and false negative
alerts. This prevents admins from making hasty decisions;

• Accuracy of the failure detection process was improved due to the removal of
inconsistent information from the persistent storage. When compared to results in
[5], the removal of inconsistencies led to an improved accuracy with AMFC,
demanding less time to scan/query;

• AMFC performs auditing and monitoring of virtual machines without creating log
files containing monitored information, thus avoiding security problems related
with their storage; AMFC is able to remove irrelevant and useless information,
reducing uncontrolled redundancy and possible performance degradation;

• AMFC introduced a new approach for auditing and monitoring, where current
environment information is related, online, to stored data.

Future developments involve two areas: extending operational capabilities and
enhancing functional scope. In the operational side, it is possible to enable alerts to
mobile devices, allowing remote management, and to enable live migration of data and

Table 1. Space saved by the removal of inconsistencies.

Resource Disk size (Gbytes) Space saved (kbytes) Space saved (in %)

Small 5 30.4 0.00057983
Medium 20 41.6 0.00019836
Big 200 43.2 0.00004120
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VMs, improving performance. In the functional side it is possible to add the capacity to
analyze and identify other types of failures derived from different inconsistencies. In
order to conclude, AMFC improves the management of clouds although it still has
points for improvement. Its major contribution is using online data to reduce incon-
sistent management information, avoiding the need for storage and log of possible
secure data.
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Abstract. The Infrastructure as a Service (IaaS) market is dominated by only a
few globally acting hyperscalers. The rest consists of a multitude of smaller
providers whose IaaS services are restricted to one country or region. As basic
IaaS services have become a commodity, the price has turned into the most
important decision criterion for customers. For this reason, the central concern
of IaaS providers is to achieve economies of scale. However, because of their
marginal size, the locally operating IaaS providers are unable to compete in this
situation. Accordingly, a growing market consolidation among the local IaaS
providers can be expected within the next years. To compete with the further
increase in dominance of the hyperscalers, this paper investigates business
model characteristics applying to local IaaS providers. The hypotheses were
derived from 21 expert interviews with representatives from 17 cloud providers.
Due to the exploratory character of this study, the research approach followed
the guidelines of the grounded theory method.
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1 Introduction

According to a current study of Gartner [1], the market for Infrastructure as a Service
(IaaS) is dominated by five globally acting hyperscalers: Amazon Web Services,
Microsoft, Alibaba, Google and Rackspace. Amazon Web Services as the leading IaaS
provider controls about 44% of the sector [1]. Apart from the hyperscalers, a large
number of locally operating, mostly small- and medium sized, providers offer IaaS
services, too [2]. These providers exclusively offer their services within one country or
region. As already foreseen by Böhm, Koleva, Leimeister, Riedl and Krcmar [3] in
2010, the basic IaaS service model has become a commodity in the meantime.
Accordingly, there remain only a few opportunities for IaaS providers to differentiate
from one another by their business models. Due to this high degree of homogeneity of
the IaaS services among the various providers, the price has become the most important
decision criterion for customers. The central issue of IaaS providers is consequently to
obtain economies of scale. Only this way, IaaS services can be delivered at compar-
atively low costs. For local IaaS providers it is impossible to keep pace with this
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intensive price competition. The hyperscalers are well aware of their position of power
and have been continuously pushing down the prices aiming to kick their local com-
petitors out of the market. As a consequence, a growing market consolidation among
the local IaaS providers can be observed for a certain period of time. To give an
example, United Internet recently acquired Profit Bricks, a medium-sized IaaS provider
concentrating on the German market.

To prevent further company acquisitions and thus, cluster building among the local
IaaS providers, it is mandatory for local IaaS providers to design and implement
differing business models. To the best of the authors’ knowledge, business model
characteristics influencing the success of local IaaS providers have been, however,
neglected in the literature so far. Beyond this background, this paper addresses the
following research question: What are business model characteristics for local IaaS
providers to successfully differ from the hyperscalers in order to ensure their long-
term competitiveness within the cloud computing ecosystem?

The paper proposes eight hypotheses on differing business model characteristics for
local IaaS providers. The hypotheses were derived from 21 expert interviews with
representatives from 17 cloud providers. To maximize insights, experts who work for
cloud providers characterized by different experience, size, geographic coverage, target
markets and served industries were interviewed. Due to the exploratory character of
this study, the research approach followed the fundamental guidelines of the grounded
theory method [4].

2 Related Work

Cloud computing represents a new IT operations model that has radically changed the
way IT resources are produced, provided and used [5]. The vision that IT services
offered from the cloud are commoditized and delivered in a manner similar to tradi-
tional utilities such as water, gas and electricity [6] is increasingly becoming a reality.
According to the often cited definition of the National Institute of Standards and
Technology (NIST), “[c]loud computing is a model for enabling ubiquitous, conve-
nient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can be
rapidly provisioned and released with minimal management effort or service provider
interaction” [7]. The five key characteristics of cloud computing services, including on-
demand self-service, broad network access, resource pooling, rapid elasticity and
measured service, distinguish it from on premise IT solutions [8]. In order to meet the
requirements of various customers, four deployment models are available, namely
public, private, hybrid and community clouds. These deployment models differ in their
degree of operational isolation regarding access to a specific cloud service and the
physical location of the servers [5, 7].

With the introduction of cloud computing, both vendors of traditional IT services
and start-up companies were given the opportunity to take up new roles in this
emerging market [9]. A role can be understood as a “set of similar services offered by
market players to similar customers” [3]. This evolution was accompanied by a shift
from sequential customer-focused IT value chains to complex network-like business
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ecosystems [10]. A business ecosystem represents a pertinent scope for systemic
innovations, where different interrelated and interdependent companies cooperate to
deliver full-scale customer solutions [11]. In order to create a profound understanding
of the business ecosystem in the context of cloud computing, several attempts of a
formal description have been made [12]. A comprehensive role-based ecosystem model
is the Passau Cloud Computing Ecosystem Model (PaCE Model) [13]. Its core consists
of providers of the three cloud computing service layers: Infrastructure as a Service
(IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) [7]. Building on
these three interrelated service layers, a multitude of further roles, such as aggregators,
integrators and market place operators, has emerged [12]. This paper focuses on the
infrastructure provider’s role, which offers basic infrastructural resources (compute,
storage and network) [13].

Each ecosystem role is related to specific business opportunities for providers.
Hence, each role must be instantiated by a different business model [14]. A business
model can thus be defined as a detailed specification of how ecosystem roles are
realized by individual actors [15, 16]. Apart from the business ecosystem view, a
business model is seen as a tool for describing, implementing and evaluating the
business logic of a firm [17]. Even though no commonly accepted definition of the term
“business model” has been established yet, the component-based view dominates the
research. Accordingly, a business model is a system comprising a set of constitutive
components or partial models and the relationships between them [18]. An agreement
related to a specific set of relevant components is, however, missing [19]. Nonetheless,
a multitude of cross-industry and industry-specific business model frameworks provide
design options for selected components [20]. One comprehensive and widespread
cross-industry framework is the Business Model Canvas [21], which includes nine
components: key activities, key resources, partner network, value propositions, cus-
tomer segments, channels, customer relationships, cost structure and revenue streams.

Overall, the research on cloud computing business models is nascent [8, 22]. The
only comprehensive cloud computing-specific business model framework so far was
proposed by Labes, Erek and Zarnekow [23]: it entails eight categories representing the
basic components of a business model, further broken down into design features
showing possible design options. Labes, Hanner and Zarnekow [24] compared the
business models of selected IT service providers with the framework and identified four
common patterns of cloud business models. Apart from that, researchers analyzed the
fundamental impacts of the shift from delivering on premise IT applications to cloud
services (e.g. [8, 10, 25–27]). In addition, scholars have dealt with the process of
transforming an on premise to a cloud business model [28, 29]. Ebel, Bretschneider and
Leimeister [30] developed and evaluated a software tool for supporting the business
model creation. A literature study of Labes, Erek and Zarnekow [22] shows that several
further contributions have dealt with one specific or a small number of business model
components, such as the revenue [31] or the resource model [32], whereas a holistic
approach remains an exception. Investigating them isolated, however, contradicts the
logic of business models as the components are interrelated and interdependent
[18, 20].
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The business model concept became popular after the burst of the dot-com bubble
in 2000 [18]. The reason was that scholars were searching for an explanation why a
large number of firms had failed, while others had been successful [20]. Thus, the
business model concept has played a central role in explaining a firm’s performance
and deriving success factors for a considerable time [16, 33]. Rockart [34] defines
success factors as “the limited number of areas in which results, if they are satisfactory,
will ensure successful competitive performance for the organization”. Success factors
are by definition applicable to all companies of a specific industry with similar
objectives and strategies [35, 36]. In this paper, this is substituted by ecosystem roles
having their own business model characteristics. A fundamental distinction can be
made between generic success factors, which are valid for all kind of companies, and
domain-specific success factors, in this case cloud-specific success factors [24]. Hence,
it is difficult to transfer the success factors from adjacent research areas to the cloud
computing ecosystem without prior examination [37]. Success factors of cloud pro-
viders’ business models have been addressed by the following studies: Trenz, Hunt-
geburth and Veit [38] focused on specific success factors regarding the relationship
between providers and consumers in the end consumer market. Labes, Hanner and
Zarnekow [24] derived abstract success factors by relating publicly available charac-
teristics of the business model components to a firm’s web visibility and profit.
However, both studies neglected that the cloud computing ecosystem allows the
adoption of more than one role and thus, is characterized by a high degree of
heterogeneity [13]. Whereas several studies have examined the SaaS provider’s role
[37], to the best of the authors’ knowledge, the infrastructure provider’s role and
consequently also local IaaS providers are still missing and therefore addressed in this
study.

A literature review by Poulis, Yamin and Poulis [39] shows that there is, inde-
pendently of the cloud computing context, a large amount of literature available which
compares multinationals with domestic companies along several dimensions. However,
there is a dearth of research on how local firms can compete with the dominating and
globally acting companies [39]. According to Chang and Xu [40], this phenomenon has
been typically studied from the perspective of multinational firms. This means that
local firms have been mostly seen as passive recipients and not as active competitors in
a given market [40].

3 Research Design

Quantitative research methods predominantly allow the verification of already for-
mulated hypotheses. As research on differing business model characteristics for local
IaaS providers is nascent, it is necessary to further collect data in order to continue and
deepen the investigations. Due to this exploratory and hypotheses generating character,
the research approach follows the fundamental guidelines of the grounded theory
method [4]. “The grounded theory approach is a qualitative research method that uses
a systematic set of procedures to develop an inductively derived grounded theory about
a phenomenon” [41]. According to Wiesche, Jurisch, Yetton and Krcmar [42], the
grounded theory method is, however, not exclusively appropriate to develop a theory.
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Also models (definitions of abstract variables and their relationships, formulated as
hypotheses) or rich descriptions of new phenomena may be the outcome. The targeted
contribution is strongly dependent upon the choice of grounded theory procedures [42].
In line with Wiesche, Jurisch, Yetton and Krcmar [42], a partial portfolio strategy was
applied as the objective here is a model in the form of hypotheses.

To reach the goal of deriving hypotheses on differing business model characteristics
for local IaaS providers, 21 exploratory expert interviews [43] with representatives
from 17 cloud providers had been conducted. The 21 experts stemmed from twelve
large and five medium-sized cloud providers, had between three and ten years’
experience in the cloud field and held leading positions within their companies (board
members, portfolio, product, sales, marketing and IT managers, and senior consul-
tants). The cloud providers are characterized by different experience, size, geographic
coverage, number of occupied ecosystem roles, target markets, served industries and
assessment of the importance of cloud services compared to on premise solutions.

All interviews were based on a pre-tested interview guide, encompassing semi-
structured and open-ended questions. The interview guide (available upon request from
the authors) focused on deriving business model characteristics influencing the success
of IaaS, PaaS and SaaS providers from different perspectives. These perspectives were
taken from the literature on success factors and business models. When conducting the
interviews in accordance with the grounded theory approach, the authors posed more
detailed questions, depending on the flow of conversation, and thus, expanded the basic
version of the interview guide. For this purpose, the laddering technique, which follows
a process of digging deeper by asking further questions [44], was applied whenever
considered appropriate. The interview guide was not sent to the experts in advance
deliberately, as spontaneous responses were desired.

The 21 interview sessions took place from June to November 2017. The interview
language was German. Ten interviews were done face-to-face, eleven via telephone.
Sturges and Hanrahan [45] have shown that there are no significant differences between
a face-to-face and a telephone interview with regard to the quality of the gathered data.
The duration of the interviews ranged from 30 to 100 min. In order to facilitate the data
analysis, all interviews were recorded with the permission of the participants. Each
interview was transcribed and proof read. The aggregated transcripts comprised 182
pages of text. As the participants were guaranteed anonymity, the acquired data was
sanitized so that no single person or company can be identified.

In line with the grounded theory method, the data analysis started parallel to the
data collection and was guided by constant comparison. The data analysis was per-
formed in two phases according to the recommendations of Corbin and Strauss [46]
with the qualitative data analysis software MAXQDA. The first phase consisted of
open coding – “[t]he process of breaking down, examining, comparing, conceptual-
izing, and categorizing data” [41]. The derived codes were discussed among the
authors and colleagues of the research department in an iterative manner until common
agreement was reached. In the second phase, the axial coding technique – relating
codes to each other through a combination of inductive and deductive thinking [41] –
was applied. This resulted in eight main codes, which represent the derived hypotheses
on differing business model characteristics for local IaaS providers. Overall, the whole
data analysis was an iterative process of (re-)coding data, splitting and combining
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categories, and generating new or dropping existing categories. The research process
was continued until theoretical saturation was reached [46]. This was the case, when
the answers of the interviewees contained no longer new aspects, so that further data
collection would not have provided additional insights.

The most of the eight hypotheses are related to aspects for which a market demand
exists, which is, for various reasons, not covered by the hyperscalers. Explanations
might be that the hyperscalers (i) ignore the opportunities as these stand against their
goal of obtaining economies of scale (H2), (ii) obey them to a substantial lesser extent
(H1, H3, H4, H7) or (iii) have deliberately chosen alternatives (H8). Furthermore, two
hypotheses are based on partnership opportunities offered by the hyperscalers, which
seem to be auspicious for local providers (H5, H6). Summarized, the business model
characteristics for local IaaS providers differ from the current business models of the
hyperscalers and can at least partially be explained by customer demands.

4 Local IaaS Providers and Relevant Business Model
Characteristics

In order to get a better understanding of the special situation of local IaaS providers and
thus, of the derived hypotheses, a representative example for the analyzed providers is
presented briefly: Provider Alpha is a medium-sized company employing about 150
people in southern Germany. The company operates two main and two smaller data
centers, located in two different cities. Customers are firms of all sizes, primary
domiciled in the region, but also from the rest of Germany. The service portfolio
consists mainly of traditional IT outsourcing and cloud services. Among the cloud
services, all three service models (IaaS, PaaS and SaaS) are supported.

The eight hypotheses on specific business model characteristics for local IaaS
providers are presented and explained in detail below. Figure 1 illustrates the match of
these business model characteristics with the nine components of the Business Model
Canvas [21]. As it can be seen, the hypotheses mainly focus on the value propositions,
whereas other business model components, such as revenue streams or customer
segments, were not mentioned as differing characteristics. H5 and H6 were assigned to
both the partner network and the value propositions.
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Fig. 1. Mapping the hypotheses with business model components
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H1: Offering extensive transition services from on premise infrastructure to IaaS
is positively related to local IaaS provider’s ability to compete
The interviewed experts stated that medium-sized and large companies have invested
quite a lot into on premise infrastructure. Those companies face a considerable chal-
lenge when partially moving existing IT applications into the cloud. Only in rare cases,
the migration of the systems can be managed without external help. During the tran-
sitional period, extensive consulting and customizing support is necessary to get a firm
ready for the cloud. The interviewees stressed that the hyperscalers, however, offer
such transition services only to a limited extent. Instead, their focus within the market is
mostly on firms of all sizes that are already cloud-ready. This gap between clients’
demand and the hyperscalers’ service portfolio reveals a large opportunity for local
IaaS providers. In addition, offering transition services brings further advantages for a
provider as he can directly win clients based on his own IaaS service portfolio.

H2: Offering customer-specific adaption of IaaS services is positively related to
local IaaS provider’s ability to compete
IaaS services from the hyperscalers are characterized by a very high level of stan-
dardization. This is the only way to achieve the targeted economies of scale. But,
according to the interview partners, some customers have additional requirements that
cannot be entirely met by standard services. In this light, it appears promising for local
providers to address the discrepancy between the standardized services of the hyper-
scalers and the specific requirements of certain customers. For this purpose, local IaaS
providers have to preserve a certain degree of flexibility within their IaaS service
portfolio, even though this is against the basic logic of cloud computing at a first
glance. Of course, customization is associated with additional costs, but a willingness
to pay can be expected if an added value can be guaranteed. Particularly local IaaS
providers have a great advantage as their organization often is more flexible which
allows them to respond faster to individual customer demands.

H3: Offering extensive customer support is positively related to local IaaS pro-
vider’s ability to compete
Receiving extensive customer support for the whole cloud service lifecycle is,
according to the interviewees’ experience, essential for most customers. Especially for
local IaaS providers, who have lower innovative strength and limited sources to react
on low prices, customer support can be an option to differentiate against the hyper-
scalers. A lot of customers appreciate a personal contact and are willing to pay extra for
high quality support. Support services include services related to the selection,
implementation and operation of cloud services. Local IaaS providers should closely
work with their customers as they want to call for help anytime a problem occurs. In
contrast, the hyperscalers are often criticized for their unsatisfactory support processes.
Offering additional support for hyperscalers’ IaaS services therefore seems to be a
further option which can complement the own service portfolio.

H4: Offering personal sale instead of self-service sale is positively related to local
IaaS provider’s ability to compete
On demand self-service is a definitory characteristic of the cloud concept [7].
According to the interview partners, it is associated with possible cost savings as the
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sales staff can be reduced and standardized contracts can be used. Moreover, the entry
barrier of ordering a cloud service and the duration of the process to win a new
customer is lowered. For this reason, the self-service option is being enforced by the
hyperscalers. However, the experts stated that firms of various sizes differ in their
acceptance of self-services: whereas small companies often decide to use the self-
service option, medium-sized and large companies commonly prefer personal contact
to the provider combined with individual contract negotiations. In general, the self-
service variant only makes sense in combination with standardized cloud services when
no individual adjustments are needed. In addition, practice shows that several clients
have difficulties in using the self-service order process. The main reason for this is a
lack of skills on the customers’ side. Summarized, it seems to be promising for local
IaaS providers to put more emphasis on personal sale and direct interaction with
customers.

H5: Offering managed services as an extension of basic IaaS services is positively
related to local IaaS provider’s ability to compete
Standard IaaS services consist of basic virtual compute, storage and network resources.
Besides that, there is, according to the experts, a growing market for managed services.
Managed services are IaaS services that entail an extension comprising elements such
as update, monitoring or backup services. The main reason for the popularity of
managed services is a lack of skills on the customer’s side. Especially among firms that
formerly were traditional IT outsourcing customers a high demand for managed ser-
vices can be found. These companies are used to pass the responsibility for the
complete IT operations on to the provider. Innovative start-ups, in contrast, often prefer
basic IaaS services. Overall, it appears auspicious for local IaaS providers to profit from
this growing market for managed services. The managed services can be delivered on
the basis of the own as well as the hyperscalers’ basic IaaS services. In practice, more
and more hyperscalers actively mandate smaller partner firms to take over the managed
service part for their IaaS services.

H6: Offering multi-cloud management and reselling of hyperscalers’ IaaS services
is positively related to local IaaS provider’s ability to compete
The interviews showed the growing importance of enabling and offering multi-cloud
management. The underlying idea is to offer one’s own IaaS service and additionally
act as a broker for other providers. This is because of the simultaneous use of IaaS
services from various providers by the majority of the medium-sized and large com-
panies: Some SaaS services need to be deployed on the IaaS/PaaS platform of the
respective provider. Furthermore, employees sometimes order IaaS services without
prior approval by the IT department. And last but not least, customers try to avoid
vendor lock-in. For local IaaS providers, this leads to opportunities to benefit from the
cooperation. A prerequisite is that local IaaS providers make sure that their IaaS
services are compatible with those of the hyperscalers. In addition, providers have to
develop and offer a tool to centrally control the various utilized IaaS services and to
orchestrate workloads between different clouds. By the means of multi-cloud man-
agement, customers will be served by a single point of contact. Offering multi-cloud
management is, however, a challenge, mainly due to the lack of uniform standards
between the leading IaaS providers. It seems to be reasonable to additionally act as a
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trusted advisor. This means that the provider tries to select an appropriate IaaS provider
for the customers’ specific requirements.

H7: Offering private and hybrid cloud deployment models is positively related to
local IaaS provider’s ability to compete
The demand for private cloud solutions is currently significantly higher than for public
clouds. Private clouds are preferred due to data protection, security, availability, reg-
ulation and compliance reasons. In addition, a private cloud allows a substantially
higher degree of customization which customers often demand. One way to realize a
private cloud is a dedicated environment in the provider’s data center. Another solution
could be to deliver the cloud platform as a bundle consisting of soft- and hardware
components which then will be integrated in the customer’s data center. The inter-
viewees emphasized that the private cloud has to be necessarily considered together
with the public cloud offering. This means that the public cloud complements and
expands the private cloud, so that customers can shift workloads between the different
systems easily. Clients can thus choose the right time to move from private to public
cloud. The interview partners also stressed that the restriction on public cloud services
is not recommendable at the moment. The hyperscalers also offer private clouds, but
primarily focus on public deployment models. For local IaaS providers private clouds
are therefore a must in their cloud service portfolio.

H8: Using an open source IaaS platform is positively related to local IaaS pro-
vider’s ability to compete
The majority of the hyperscalers utilize a proprietary IaaS platform. This can, however,
have a deterrent effect on certain customers. To use an open source IaaS platform
instead, e.g. Open-Stack, gives advantages to both clients and providers. This would
help to avoid the well-known vendor lock-in. By using an open source IaaS platform,
clients can easier switch from one IaaS provider to another, if both providers support
the open standard. In addition to that, IaaS providers can save the royalty payments.
These savings can be passed on to the clients. Providers who are actively involved in
the open source community will benefit from the accumulated know-how. They receive
regular updates on improvements and participate in the sharing of experiences and best
practices. Finally, open standards are a prerequisite to realize cloud native microser-
vices for SaaS solutions. Of course, small and medium-sized local providers can hardly
afford to build an IaaS platform from scratch. Nevertheless, it can make sense to adapt
the basic version of an open source IaaS platform. Due to the above-mentioned
advantages, an open source platform seems to be an auspicious option for local IaaS
providers.

5 Discussion

The results show that IaaS providers who exclusively offer their services within one
country or region have clear advantages: they can focus on local regulations and
security concerns. IaaS providers addressing a broader or even a global market face the
challenge of fulfilling all these various country-specific requirements at the same time.
The common approach is to establish a central and uniform cloud platform, hoping that
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it will meet most customers’ demands with only slight country-specific adaptions.
Nevertheless, a global IaaS provider usually needs more time to adapt to the rapidly
changing market conditions compared to the local providers. Due to their smaller
company size, local IaaS providers are much more flexible.

However, the hyperscalers benefit strongly from their company size in another way:
they can pass the savings generated through economies of scale and technological
progress on to the customers. Local IaaS providers cannot compete with the hyper-
scalers without adapting their business model because they are unable to keep up with
technological innovations in the price-sensitive IaaS market. Therefore, it is mandatory
for local IaaS providers to stand out by other features. According to the eight formu-
lated hypotheses, local providers should focus on providing additional services beside
their basic IaaS services. Additionally, in cooperation with the hyperscalers, it seems to
be promising for local IaaS providers to take over the managed service part for
hyperscalers’ IaaS services and to act as a broker for hyperscalers by offering multi-
cloud management. Moreover, it is necessary to offer private and hybrid clouds
together. Finally, the use of an open source IaaS platform is associated with numerous
advantages, in particular, the avoidance of a vendor lock-in and the support of cloud
native applications.

However, at this point it has to be noted once again that the recommendations are
intimately connected with the current business models of the hyperscalers and the
existing customer demands. This means in reverse, if the hyperscalers radically modify
their business models or customer demands change fundamentally, the propositions for
local IaaS providers will also be affected. Figure 2 summarizes the hypotheses on the
impact of business model characteristics concerning the competitive strength of local
IaaS providers in a model.

A major improvement of the situation could be, to additionally take over the role of
a PaaS provider. In contrast to IaaS, PaaS offers considerably greater opportunities to
generate unique selling proposition and thereby, to differ from other providers. The
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interviewed experts stated that PaaS is becoming increasingly popular among cus-
tomers as they can immediately use fully-fledged cloud services. This means, a
growing number of providers have ready-to-use PaaS services in their portfolio, which
customers formerly had to develop on their own upon an IaaS service. As PaaS often
includes elements of machine learning and artificial intelligence, it can provide con-
siderable added value for customers. However, it has been also warned because of the
requisites and skills needed for a successful implementation in the PaaS segment.
Especially for local providers it is difficult to cope with the innovativeness and speed of
the hyperscalers.

It is evident that focusing on the proposed business model characteristics will not
transform a local IaaS provider into a global player. The interview partners agreed that
this opportunity is no longer given since the hyperscalers are too far ahead. Instead, the
business model characteristics should be regarded as orientation help or recommended
scope of actions for local IaaS providers to remain competitive. Although some
business model characteristics (H2, H3, H4, H5) result in higher prices compared to
the basic IaaS services from the hyperscalers, a sufficient amount of customers will pay
for the significant added value. Nonetheless, the experts predict a shrinking market for
local IaaS services. This prediction is mainly based on the assumption that the global
players will continue to reduce their prices aiming to kick smaller competitors out of
the market. In addition, cloud certificates are gaining importance in the IaaS field and
their influence on purchase decisions is expected to increase further in future. Cer-
tificates are often demanded within tendering procedures and decision makers will rely
on a certified IaaS provider. However, as the procedure of obtaining a certificate is
time-consuming and expensive, small and medium-sized local providers are not able to
compete in this regard. Because of this, a further growing market consolidation is very
likely in the next years. If this happens, the IaaS market is, according to the experts,
expected to become subject of governmental regulations, similar to the market for
electrical energy. Otherwise, the hyperscalers would use their dominance for arbitrary
pricing.

6 Conclusion

This paper addressed the research question of “What are business model charac-
teristics for local IaaS providers to successfully differ from the hyperscalers in
order to ensure their long-term competitiveness within the cloud computing
ecosystem?” Following the fundamental principles of the grounded theory approach,
the study’s results comprise eight hypotheses on business model characteristics
specifically related to local IaaS providers. These hypotheses were derived from 21
exploratory expert interviews with representatives from 17 cloud providers. In detail,
local IaaS providers should offer additional services on top of their basic IaaS services.
This includes supporting the transition from on premise infrastructure to cloud-based
IaaS solutions, but also customer-specific adaption of IaaS services, extensive customer
support for the whole cloud service lifecycle, a personal sales contact instead of self-
service sale and managed services. Summarized, many customers value personal
attention. Moreover, there is the promising option to cooperate with the hyperscalers:
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local IaaS providers may to take over the managed service part for hyperscalers and act
as a broker for them by offering multi-cloud management. Further recommended
actions regard the mix of deployment models, open source platforms and including
PaaS in the service portfolio.

Overall, the study provides first insights into business model characteristics which
influence the local IaaS provider’s ability to compete. Practitioners obtain recom-
mendations and hints that can be useful for improving current business models. The
findings, however, have some limitations: First, the geographic scope of interviewed
experts was Germany. Second, the hypotheses mainly focus on the value propositions,
whereas other business model components, such as revenue streams or customer
segments, were not mentioned. They could play a role and future studies, thus, should
address these limitations.

Despite of the results achieved, there remains a substantial need for further
research: First, the eight business model characteristics are initial hypotheses, which
have to be empirically tested. As not all business model characteristics are of equal
importance, their relevance might be investigated in a second step. Of course, this
exploratory study cannot claim to have identified all possible impact factors for local
IaaS providers. Therefore, it is thirdly necessary to research further business model
features which contribute to the market position of local IaaS providers.

It will be interesting to watch the evolution of the IaaS market: Firstly, how long
can the local IaaS providers withstand the pressure of the hyperscalers and to what
extent will the forecasted market consolidation indeed happen? Secondly, will we see
changes of the IaaS business models in the light of the growing diffusion of cloud
native applications? Furthermore, an exciting question is whether PaaS and SaaS will
also become a commodity over the next years.

To conclude, despite the undoubtedly difficult market situation for smaller, local
IaaS providers, the authors are quite optimistic that there will always be a niche market
for them, if they obey their specific strength which corresponds to the business model
characteristics described in this paper.
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Abstract. The literature shows that the failure rate of startups is around 90%.
Therefore, it is crucial for investors and financial advisors to be able to spot the
10% which eventually will generate higher return rates and bring in greater
revenues. The absence of a general conceptual framework which could assist
large corporations and investors in the selection and evaluation of startups is
quite visible in the literature. In this research, critical success factors for strategic
alliance making between startups and large sized companies are identified and
possible selection methods are discussed. Second, based on our findings a
conceptual framework is presented for the selection of successful startups. Semi-
structured interviews are conducted at a large scale financial tech company to
evaluate our proposed framework. The results of our expert interviews indicate
that all the managers who were involved in the selection process of startups
agree on the fact that the team experience and the startup’s position within its
network are highly related to the success of the startup in the future. Further-
more, characteristics of the lead entrepreneur, competitive advantage of the
firm’s products and the valuable resources the startup has are also ranked among
the criteria which managers look into and have strong influence on their decision
making.

Keywords: Strategic alliance � Startups � Digital services � Value co-creation �
Expert interviews � Success factors � Service innovation �
Exploratory case study

1 Introduction

The literature suggests that the failure rate of the startups is around 90%. Although
there may be several reasons behind this rate, including but not limited to lack of
financial funds or simply bad management, it is crucial for investors and financial
advisors to be able to spot the 10% which eventually generates higher return rates and
bring in greater revenues (Krishna et al. 2016). Being able to spot the successful
startups is even more important for larger corporations who are willing to take on a
partnership with them. This is owing to the fact that when startups enter in to an
alliance with corporations, they tend to stay with their partners (due to high switching
costs) and their growth eventually contribute to the success of their larger counterparts.
Forming strategic alliances has been proven to be very beneficial for the startups too.
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These strategic alliances with large enterprises may help startups with having strong
grounds to build their enterprise on at the very beginning. Having a secure partnership
with a large enterprise may also help startups in reducing the impact of a project failure
at the early stages (Comi and Eppler 2009, Kinyenje 2016, Baum et al. 2004, Barney
1991, Das and Teng 2000).

Investors are highly interested in determining the common features of the suc-
cessful startups which are able to bring an innovation into a marketplace. How these
startups can be spotted at their early stages is also an important topic concerning large
corporations seeking a partnership with them. In order to answer this question,
Galloway (2017) suggests that it is essential for a company to create a product which
disrupts the market they are operating in. Taking the example of the most successful
companies today, he indicates that their common feature was to bring an innovation or
operate differently from the incumbent firms which would simply create a disruption.
Startups such as Uber and Airbnb also stand as good examples within this context.
Uber challenges other means of transport by offering a simpler and cheaper version of
transport. Additionally, Airbnb offers a cheaper accommodation where customers can
customize their stay according to their preferences and with the help of technology
(Galloway 2017). The question then arises as: Is creating a disruptive technology the
only common feature of the successful startups?

As there are various literature around the business models that startups have fol-
lowed to grow as big as they are now, there is a gap in the literature on which criteria
can large businesses select the right startups. Therefore, in this research, we aim to
address the following research question: What considerations should the large corpo-
rations look into for assessing whether or not a startup will be successful in the future?
Within the context of value co-creation, big corporations such as Google and Sales-
force have devised tools to help firms in selecting which companies they should invest
in or form a strategic alliance with. Google’s market finder digital services enable large
corporations to narrow down their search for a strategic partner. Google’s market finder
tool sends its clients possible leads and partners that they might be interested in forming
a strategic alliance with.

Currently the firms decide on which startups to partner with according to various
criteria including but not limited to the startup’s growth rate and the initial funding that
they may have received. However, the initial comments of the employees of a large
enterprise have indicated that, there should be a conclusive list of criteria which would
help with the selection of startups as partners. This list would also be beneficial for any
size of corporation a strategic alliance will be formed with. Therefore, the contribution
of this paper is twofold. First, critical success factors for making strategic alliance
between startups and large sized companies will be identified and possible selection
methods will be discussed. Second, based on our findings a framework will be pre-
sented for the selection of successful startups. In order to answer our research question,
semi-structured interviews are conducted at a large scale financial tech company.

The research presented in this study has the following implications. First, the
outcome of this research is beneficial for large corporations as it aims to find a roadmap
for corporations when they are taking on new partnerships. Secondly, it investigates the
importance of the identified criteria within our proposed framework from the point of
view of managers who are involved in the process of startup selections. The rest of this
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paper is organized as follow: In Sect. 2 the relevant literature review on the topic of
strategic alliance is presented. In Sect. 3, the proposed framework and an extensive
explanation of the research design are delivered. The results of our analysis are pre-
sented in Sect. 4. In Sect. 5 we provide the conclusion and discussion over our findings.

2 Literature Review

2.1 Selection Criteria for Selecting Startups

As with the increase of technological focus of the companies and the innovation
projects the firms want to take a part in increases, more alliances are being formed with
the startups (Comi and Eppler 2009). Startups make it easier for firms to manage their
innovation projects and enter in to new markets where technological capacities are a
must. Thus, interest in forming alliances with startups have increased recently (Comi
and Eppler 2009). According to (Duchesneau and Gartner 1990) there are three
characteristics that differentiate a successful startup from the others. Firstly, the char-
acteristics of the lead entrepreneur is an important indicator of their future success.
Secondly, the processes that are taken up during the initial growing stages of the startup
are highly important. Lastly, the strategic decisions the startups make once they start to
grow and become scale ups are also important factors that affect their future success
and growth rate. Another factor that differentiates successful startups from other ven-
tures are the long term plans and goals of the entrepreneurs and their vision for the
future growth of the startups (Gelderen et al. 2005). Gelderen, additionally emphasizes
that the social connections of the lead entrepreneur and their psychological state might
also influence their entrepreneurship skills. In the following we discuss how the dif-
ferent entities such as large corporations, venture capitals, SMB’s and investors assess
the future success of startups.

According to (Comi and Eppler 2009), before entering into a partnership with a
startup, large corporations find it important to analyze the intellectual capability of a
startup as an indicator of their future success as a partner. This is mainly because it has
been found in the literature that existing resources of a venture is an important indi-
cation of a suitability of a partner in a strategic alliance. Furthermore, the large cor-
porations find the connections of the founding team of the startup and the financial
investments they have acquired at their growth rate as important criteria when selecting
them as partners.

In a different research focusing on the selection criteria of the venture capitalists on
the selection of startups, it has been found that venture capitalists focus on the early
partnerships that the startup might have (Baum and Silverman 2004). The authors show
that, venture capitalists take in to consideration any patents that these startups might
have acquired as they are an indicator of the technical abilities of the startups. They
may specifically look in to the capabilities of the founding team, the intellectual
capability of a startup and also the strategic alliances they have. The results of another
study indicated that the venture capitalists look into the investment activities, due
diligence activities and information that the startups have (Zinecker and Bolf 2015). In
a relevant literature around the selection criteria of venture capitalists on startups, it was
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found out that asking cognitive questions at the selection process might help acquiring
more information on startups. This might eventually lead to better understanding of the
success rate of startups in the future (Csaszar et al. 2006). Asking cognitive questions
to the founders of startups is also essential in case there is not enough information on
the startups and if the startups have not provided enough data when approaching the
investors and other entities for funding options (Csaszar et al. 2006).

Venture capitalists suggest that it is not possible to predict the success rate of a
startup correctly as there are unknown variables that cannot be taken into account.
However, analyzing a startup with the aid of asking questions might eliminate risks and
help the investors have better understanding of the future success rates of the
startup. The authors suggested that these questions should be relevant to the fields of
strategy, teams and finance.

In addition to the above criteria, SMBs find the trust and the personal relationships
between the SMBs and the startups as one of the most important criteria on the
selection process of startups that they enter in to an alliance with (Hoffmann and
Schlosser 2001). This is mainly because the trust in the capabilities of the lead
entrepreneur and the founding team are important credentials in determining the future
success of the startups.

For the investors, having a liaison with a venture capitalist play an important role in
shaping the growth of the startups (Baum and Silverman 2004). Therefore, they take
into account in which startups the venture capitalists have initially invested in. They
also assess the intellectual capability of the startups. Investors also take into account the
Initial Public Offering (IPO) stages of the startups when they are assessing their future
growth rate. The success rate of the startups especially at the stage of their initial public
offerings also depends on three criteria. Firstly, the investments from reputable
financial institutions and the venture capitals are important as they provide a sense of
trust for the future investors. Additionally, the startups can enjoy further effects of the
success of these financial institutions in their next alliances (Chang 2004). Secondly,
making strategic alliances with big corporations is an indicator of future growth, as they
have access to the important social and technological resources (Chang 2004). These
resources will eventually help the startups to grow within their industries. Lastly, it has
been proved that these alliances improve the performance of both sides. Therefore, it is
stated by Chang that having strategic alliances increases the chances of having a
successful IPO process for the technology startups. The author also showed that the
amount of strategic alliances that has been formed by the startup and also the reputation
of the firms that the startup has formed a partnership with are also important criteria.

3 Proposed Framework and Methodology

Our proposed conceptual framework has been presented in Table 1. As we can see 27
factors have been selected during our literature review. In order to develop our con-
ceptual framework which would yield a list of criteria for the selection of startups, we
performed a literature review to determine the right set of factors which influences the
selection process. All references related to the presented items are listed in this Table.
In order to answer our research question we conduct an exploratory case study at a
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financial tech company based in The Netherlands. The company is specifically selected
to be in the fin-tech sector as this industry includes various disruptive and innovative
projects led by the startups. The interviews will be conducted in one single company in
order to get the full view of the firm’s partnership strategies among its different
departments (Baxter and Jack 2008). The interviewees are selected among different
departments of the company in order to have a 360° view on the views of different
managers on the selection criteria for their partners and startups. The interviewees were
mainly the senior managers of the Product Innovation, the M&A and strategy teams
who have managed the partnerships and the strategic alliances of the fin tech company.
We interviewed 10 managers within the company and during our interview we
investigated the significance of the identified factors in the selection process of startups
within the company’s routine.

4 Results

The results of our analysis have been presented in Fig. 1. The results indicate that all
the managers who were involved in the selection process of startups agree on the fact
that the team experience and the startup’s position within its network are highly related
to the success of the startup in the future. Furthermore, characteristics of the lead
entrepreneur, competitive advantage of the firm’s products and the valuable resources
the startup has are also ranked among the criteria which managers look into and have
strong influence in their decision making. As it can be seen almost 70 to 80% of the
managers agree that intellectual capital (patents), strategic compatibility, strategic
behaviors after founding, growth rate of the market, management’s familiarity with the
target market, economic factors, relational factors, cooperative cultures, power
dependency, reputation of participating venture capitals are also among the interesting
features that they might look into during a startup’s selection process. The further we
move on the list it is unlikely that managers reach an agreement on the identified
factors. The participants also ranked the IPO events, history of past strategic alliances,
processes undertaken during founding and political factors as the least important factors
they take into account when selecting a startup to enter into an alliance. Most of the
interviewees find the IPO events less relevant compared to the other criteria which was
not in line with the obtained result of Chang (2004). Also half of our interviewees
mentioned that the processes undertaken during founding and history of past strategic
alliances had no effect on the success of a startup as a partner. The interviewees have
indicated that the previous success of startups and their strategic decisions prior to the
strategic alliance may not affect their future success. That is because, large enterprises
will support them with certain resources which were lacking in their previous part-
nerships. The interviewees have also mentioned that the decisions the startups take after
entering into an alliance are considered to be much more important. The previous
literature by (Gulati 1995, Duchesnau and Gartner 1990 and Gelderen 2005) had
indicated that these two criteria were important in selecting a partner. However, our
obtained results indicate that the level of importance of these criteria might have
deteriorated over the years. It may also be an indication that currently the managers
focus more on the decisions the firms take after forming an alliance rather than their
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former strategic decisions. Lastly, 40% of the interviewees do not find it necessarily
important to consider prior knowledge on their partners. According to the obtained
results they would prefer to partner up with new startups through their connections
instead of approaching a new one. Thus, examining or interviewing a new startup’s
founding team as suggested by Chang (2004), do not provide a lot of benefits to the
interviewees. Additionally, another interesting observation was related to the impor-
tance of the political factors. Muthoka and Kilika (2016) suggested that such criteria
alongside with the economic factors might have an overall effect on the selection of
startup. However, the interviewees indicated that they had not considered such factors
in their selection process in the past and thus find it irrelevant to consider.

5 Conclusion and Discussion

As with the increase of technological focus of the companies and their innovation
projects, more alliances are being formed with the startups. Startups make it easier for
firms to manage their innovation projects and to enter in to new markets where tech-
nological capacities are a must. The absence of a general conceptual framework in the
literature which would help with the selection of startups is quite visible in the liter-
ature. Therefore, our main goal in this research was to create a conceptual framework
for assessing the selection criteria that should be used by a firm when entering into a
strategic alliance with a startup. We performed a literature review to determine the right
set of factors which influences this selection process. Next, we conducted an
exploratory case study at a financial tech company based in The Netherlands. Semi-
structured interviews were conducted at a large scale financial tech company to eval-
uate our proposed framework. The results of our expert interviews indicated that all the
managers who were involved in the selection process of startups agree on the fact that
the team experience and the startup’s position within its network are highly related to

Fig. 1. Respondents were requested to indicate the level of importance of each factor within our
proposed framework for the selection of startups.
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the success of the startup in the future. Furthermore, characteristics of the lead entre-
preneur, competitive advantage of the firm’s products and the valuable resources the
startup has were also ranked among the criteria which managers looked into and had
strong influence in their decision making. In addition to the identified factors from the
literature review (Presented in Table 1) additional selection criteria were identified by
the interviewees which we will elaborate on each of them in the following. (1) Global
Scale of the Startups: The interviewees have indicated that it is highly important for a
startup to be able to operate globally or have the option to grow globally; (2) Lever-
aging Diversity for Creative Solutions; (3) Size of the startup; (4) Maturity of the
Product of the Startup; (5) Selling Narrative: The selling narrative of the enterprise
considers where the product of the startup falls; (6) Startup’s Partner Priority: in order
to not have conflicts in the future; (7) Timing of the partnership: when does the product
of the startup goes in to the market; (8) Feasibility of the startup’s product or solution:
feasibility requirements or the user experience of the products; (9) The right spending
of the funding by the startup: where the startup chooses to spend its initial funding that
were received; (10) Being the leader in the target market.

We believe the presented research will be an important contribution to the literature
as the proposed conceptual framework can be integrated with existing digital services
to evaluate startups systematically. Furthermore, the results of this research can be used
by companies who want to participate in the digital service innovation process or
delivering social qualities at the system level (Koohborfardhaghighi and Altmann
2015, 2016, 2017). Future research should consider involvement of multiple actors
from different industries for the sake of comparison and better assessment of the
proposed framework.
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Abstract. Despite the fact that IoT creates many opportunities and drives
business growth by increasing the quality and speed of processes, little is known
about its potential in delivering social innovation. We aim to deliver a novel
framework which has the potential to guide new IoT driven business models in
delivering social innovation in line with what service users expect to receive.
With the help of an empirical study the significance of different building blocks
of the Social Stakeholder Canvas are estimated. Our experimental results show
that three building blocks, which are mainly Social Impact (i.e., Privacy and
Security), Social Benefits (i.e., Quality of Life), and Scale of Outreach (i.e.,
Adaptivity and Transparency), are the most influential constructs in delivering
social innovation. The findings of this study can provide practitioners with
guidelines and reasons to implement new IoT applications and useful insight on
how to consider service users insights in delivering social innovations for the
society.

Keywords: Internet of Things � Social value � IoT driven business model �
Social innovation � Stakeholder Model Canvas � T-test

1 Introduction

Business model describes the way a company creates, delivers and seizes value, or,
more simply, how it fulfills its purpose. The business model is essential for the business
to survive and grow, always being an integral part of a company. The business models
started by being oriented towards output maximization (product oriented) with financial
goals as their primary focus. However, traditional enterprises have altered into caring
more about innovation and delivering services (Gebauer et al. 2016) to show that
business sustainability and shared values are essential to their business plans (Rouse
2013).

The rise of technology, as we observe, cannot leave the business sector and
everything it involves unaffected. According to Baden-Fuller and Haefliger (2013), the
connection between a business model and the technology is two-way. As a business
model changes through recent technologies it should enables and promotes innovation.
In a digital society, digital co-creation becomes a business standard. That is to say, by
combining business expertise and emerging digital technologies new values should be
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created for all the actors within a business setting (i.e., customers, stakeholders, people
in the society, government etc.) to shape a high-value future. This can be considered as
social value creation or delivering social innovation. As social innovation is something
that can be referred to as “innovative services aimed at meeting social needs” (Mulgan
et al. 2007), it requires the digitalization of business actors’ co-creation activities and it
aims to realize that value co-creation possibilities are relatively higher as they go
beyond geographic constraints (Funaki 2017).

The literature shows that Sociocultural concerns regarding innovation are
increasing (Mulgan et al. 2007; Dutton 2014), and this study looks at these concerns
through a promising technology, heavily associated to the everyday life, the Internet of
Things (IoT). IoT is included by the US National Intelligence Council in the list of six
“Disruptive Civil Technologies” with popular demand and future opportunities like
contributing to economic development (Li et al. 2015). Despite the fact that IoT creates
many opportunities and drives business growth by increasing the quality and speed of
processes, little is known about its potential in delivering social innovation. That is to
say, we also need to think to what extent does IoT impact society and how it can add to
social value. We need to reflect on which social changes are of first priority from the
users’ point of view and what is the role of IoT in their materialization. The uncertainty
surrounding the IoT’s future influence makes it significantly harder to question its
profound impact on society. Nevertheless, it is undoubtedly a subject worth researching
as its analysis can bring new insights regarding the direction that IoT could take
towards social innovation. Therefore, the following research question will be addres-
sed: How does a better understanding of service users’ priorities improve the contri-
butions of IoT driven business models in delivering social innovation?

The present study focuses on Stakeholder Model Canvas (Joyce and Paquin 2016)
for delivering social innovation based on a new IoT driven business model. With a
proper literature review on the topic of social innovation we identify relevant com-
ponents for each building block of Social Stakeholder Canvas. Later with the help of
the identified factors we deliver a novel framework, which has the potential to guide
new IoT driven business models in delivering social innovation. Our proposed
framework is tested with the responses of 327 service users. We perform exploratory
factor analysis to test the framework’s structure and to capture the significance of the
identified factors. The results of this study unveil that some building blocks are sig-
nificantly more important than others (i.e. Social Impacts, Social Benefits, Scale of
Outreach). Items such as Surveillance have negatively scored as they were defined as
against the users’ values. Our findings can provide practitioners with guidelines and
reasons to implement new IoT applications for delivering social innovations in our
societies.

The rest of this paper is organized as follow: In Sect. 2 the relevant literature review
on the topic of IoT driven business models and social innovations are presented. In
Sect. 3, the proposed framework and the research design are delivered. The results of
our analysis are presented in Sect. 4. Finally, in Sect. 5 we provide the conclusion and
discussion over our findings.
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2 Literature Review

2.1 IoT Driven Business Models and Social Innovation

Adopting Internet of Things (IoT) has been a significant worldwide trend for compa-
nies. According to Glova et al. (2014), an IoT driven business model can be an
important element to an enterprise to unite the technical innovation with the economic
perspective. The basic principles of such innovative mindset for designing IoT driven
business models are the new nature of products, which should forecast user needs, and
outspread product and service personalization (Metallo et al. 2018).

Connected products enable companies to provide better services at a lower cost and
minimize the response time. Smart and interconnected items allow revolutionary
technologies to open up the scope of new business models for capturing values and
create a unique user experience. Moreover, Westerlund et al. (2014) argued that the
change of focus from the IoT being primarily a technology platform to viewing it as a
business ecosystem drives the evolution of new business perspectives. Authors
explained further that “the concept of business model, which is traditionally associated
with a single organization’s business model, could be replaced with the term ‘value
design’, which is better suited to ecosystems”. Finally, the article indicates that chal-
lenges of IoT implementation can be overcome by using a business model design tool
that considers the holistic identity of the IoT. In their article, Dijkman et al. (2015)
chose to use the Business Model Canvas as a framework for the IoT applications
because it is based on a meta-analysis of the framework. The Business Model Canvas,
which was initially proposed by Alexander Osterwalder, is a template with nine
building blocks, which can describe the activities of a company and how they can be
changed in order to add value to the firm. This framework designs the business model
as a template for the company and is frequently used in business environments.

Although some attempts have been made to explain the changes in the IoT driven
business models the issue of delivering social value through this technology has not
been addressed yet. Therefore, the need for the creation of business models, where IoT
can adapt and simultaneously create benefits for the company and the society has been
derived.

Innovation can have several meanings from a simple new way of doing things to a
technological breakthrough. This means that it can incorporate any new way to gen-
erate value for an organization and for its stakeholders (i.e., customers, suppliers,
citizens, government, etc.). As sustainability concerns are on the increase, firms start
engaging in sustainability-oriented innovation. Sustainability necessitates progressing
from the development of a product to a broader perspective that provides social wealth.
Society nowadays expects enterprises to be socially responsible (Herrera 2015).
According to Bidmon and Knab (2017) scholars have become increasingly interested in
understanding societal transitions, which are large-scale and long-term changes of
systems that fulfill societal functions and highlight the importance of business models
for achieving systemic changes. The authors even argued that “novel business models
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have a greater potential to achieve systemic change than technology”. Biloslavo et al.
(2017) claim that existing business frameworks exclude natural and social aspects and
tend to neglect interrelations between economic and non-economic factors and that
they need to incorporate the natural environment and future generations in the process
of value creation. Sustainable business model archetypes are introduced to describe
groupings of mechanisms and solutions that may contribute to building up the business
model for sustainability. Bocken et al. (2014) delivered a sustainable business model
with a “triple bottom line approach” (economic, environmental and social layer). Joyce
and Paquin (2016) introduced a tool to explore a sustainability-oriented business
model, called the Triple Layered Business Model Canvas (TLBM). TLBM is meant to
incorporate a holistic perspective of the entire business model and it complements the
original Business Model Canvas by adding environmental and social layers, which are
interconnect “horizontally” (by exploring each value individually) and “vertically” (by
integrating value creation across the layers). The social layer of TLBM is developed on
a stakeholder’s approach, which concerns the groups of individuals that can be
influenced by the actions of a company (for example the community, the customer, the
employees, etc.). This was decided because the stakeholder perspective is broad and
flexible and some of the more significant social impact factors have also been using the
same angle.

Particularly, this paper concentrates on IoT driven business models for delivering
social value in line with what service users expect to receive. Several scholars have
elaborated on social value creation but to the extent of my knowledge, there is no prior
research concerning the social impact of IoT. Thus it would be interesting to capture
the perspectives of service users in the role of this emerging technology in delivering
social values to our society.

3 Proposed Framework and Methodology

In order to develop a well-rounded image over all aspects of delivering social value in a
society, a theoretical framework using Stakeholder Model Canvas is created. All of the
important social impacts will be examined to understand which could be offered by
IoT. Our proposed conceptual framework has been presented in Fig. 2. This Fig-
ure presents different “building blocks” of the framework and their relevant factors.

The Stakeholder Model Canvas is chosen because it is constructed by multiple
components (“building blocks”) that capture all the influences between stakeholders
and the organization. Each component of the Stakeholder Model Canvas is called
“building block”. For example we consider the “Employee” building block as one of
the core organizational stakeholder and we aim to capture service use perspectives on
what values IoT could provide to the employees.

We identified the relevant factors within each building block through a proper
literature review. For instance, Zwetsloot et al. (2013) examined the core values that
support health, public safety and wellbeing, and some of them were divided in the
adequate building blocks. Furthermore, Kaldaru and Parts (2008) introduced social
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factors for sustainable economic development and discussed the importance of those
determinants in the growth and development. Also according to a report of Grand View
Research on IoT in 2016, this technology can impact the security and privacy and the
living conditions of the people in the society. It also has the potential to provide them
social benefits and improve their quality of life and social well-being. IoT gives the end
users feelings of autonomy and control. By heightened sense of control over different
situations end users are able to have a better maintenance over their resources, avoiding
waste of any kind (i.e., energy, effort, time). Also in the long run companies can find
ways to effectively extend their scale of outreach with the usage of IoT technology.
This technology can bring transparency and adaptivity to ongoing business operations,
which in its own turn improve situational awareness. This technology encourages
Individuality of the entities in a business setting. That is to say, by being self-reliant,
IoT technology creates a culture which reinforces environmental responsibility. Service
users have more involvement in their lives and society which will be a unique expe-
rience for them. This technology helps people in achieving freedom and in living
without geographical or restrictions. It provides equal opportunities to anyone so that
they fulfill their expectations. It is of crucial importance to see the governance in being
legally responsible for the misuse of IoT. Due to the continuous observation of the data
of people and locations through sensors and devices, a broad range of public safety
services can be delivered. However it is government’s responsibility to protect the
public in terms of privacy and digital crimes. Today’s competitive business environ-
ment requires the integration of people, process and technology to make the best of
institutional capacity and to achieve the optimal results. Through IoT all the system
actors have the opportunity to easily communicate with each other.

After defining each building block’s factors, we need to capture their significance
level. Following Dijkman et al. (2015), the relative importance of the building blocks
and the identified factors within them are determined by using the results of a survey.
The survey respondents were asked to rate the importance of the identified factors on a
6-point scale, labeled 6 (extremely important), 5 (very important), 4 (moderately
important), 3 (slightly important), 2 (not important), 1 (opposed to my values). The
survey resulted in 590 responses of which 327 were complete (after removal of records
with (st.dev = 0). In order to measure the importance and significance of the building
blocks and identified factors, one sample t-tests is performed. One sample t-tests helps
us to calculate the variable’s mean and determine whether it is statistically different
from the building blocks’ mean or not.

4 Results

The results of our analysis have been presented in Figs. 1 and 2. Primarily the relative
importance of each building block is calculated by comparing the mean of each
building block to the mean of all the building blocks that is shown in Fig. 1 (depicted
as a horizontal line with the value x = 4.8). The result of running a one sample t-test
showed the significance of all building blocks except the End-User and the Social
Value building blocks. In this figure the mean of each construct is presentment with a
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rectangular box while the line presents the range of the data within each construct. It is
easy to see that the Social Impact building block with a mean of M = 5.19 is the most
important building block in our proposed conceptual model. Another interesting
observation is that the Societal Culture building block with a mean of M = 4.474 has
obtained the lowest score.

In order to quantify the relative importance of the factors in each building block, we
run another sample t-tests for the items within each building block (i.e., mean of each
construct as test value). The factors have been placed in the building blocks according
to their order of importance (i.e., their calculated means).

The factors above the grey area are the ones that had a significantly more important
that the calculated mean of the corresponding building block. Similarly factors below
the grey area are the ones that are significantly less important. The grey area demon-
strates the factors that have mean score close to the calculated mean of corresponding
building block. For example, Social value is the only building block that have 3 items
with mean scores very close to the mean of the building block but not enough to make
them significantly important. Consequently from the service users perspective, the most
important factor in the Local Communities building block is Collaboration, for the
Governance building block is Public Safety, for the Employees building block is
workplace collaboration, for the Societal Culture building block it is Responsibility, for
the End-User building block it is the Efficiency, for the Social Impacts building block it
is the Privacy, for the Scale of Outreach building block it is Adaptivity and for the
Social Benefits building block it’s Quality of life.

Fig. 1. Relative importance of building blocks.
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5 Conclusion and Discussion

The literature shows the enormous potential of IoT in delivering innovation as well as
sociocultural concerns regarding its development (Mulgan et al. 2007; Dutton 2014).
Using Stakeholder Model Canvas, this study aimed to deliver a theoretical framework
which cover several aspects of delivering social innovation through this emerging
technology in a society. Our experimental results show that three building blocks,
which are mainly Social Impact (i.e., Privacy and Security), Social Benefits (i.e.,
Quality of Life), and Scale of Outreach (i.e., Adaptivity and Transparency), are the
most influential constructs in delivering social innovation. Our findings also indicated
that our respondents rated the Surveillance factor as “opposed to their values” espe-
cially those who have higher education. From the service users perspectives, Public
safety, Security, Privacy and Quality of life are rated as extremely important factors.
Conceived as very important were Freedom, Transparency, Adaptivity and Autonomy.
Security factor appeared to be slightly more valuable for women while Transparency is
slightly more important to men.

Innovation is directly linked to value creation for all the actors within a business
eco-system. Therefore, by adopting a holistic perspective and considering the holistic
identity of the IoT instead of a single organization’s business model sustainable
development is achievable.

As the extension of tis research we aim to perform exploratory factor analysis, to
test the underlying structure of our framework. We also need to improve the
assumptions, which we made during the selection of factors within each building
blocks of the Stakeholder Canvas Model.

Local  
Communities

•Collaboration*** 
•Unified Commu-
nication
•Institutional 
capacity***

Governance 
•Public Safety***
•Liability
•Surveillance***

Social value
•Equality
•Freedom 
•Satisfaction

Societal Culture
•Responsibility***
•Experience  
• Individuality*** 

End-User
•Effi-
ciency*** 
•Cost 
•Control 

Employee
•Workplace collaboration 
***
•Productivity 
•Comfort  
•Organisational mindful-
ness*** 

Scale of Outreach
•Adaptivity* 
•Transparency 
•Awareness

Social Impacts
•Security* 
•Privacy

Social Benefits
•Quality of life***
•Autonomy  
•Social well-being**

Fig. 2. Stakeholder model framework for IoT applications with relative importance of specific
types. * < 0.05 significance, ** < 0.02 significance, *** < 0.01 significance

166 O. M. Plessa and S. Koohborfardhaghighi



We believe the presented research will be an important contribution to the literature
as the proposed conceptual framework can be integrated with existing digital services
to deliver social innovation. Furthermore, the results of this research can be used by
companies who want to participate in the digital service innovation process
(Koohborfardhaghighi and Altmann 2015). Future research should also consider
involvement of companies with IoT driven business models for the sake of comparison
and better assessment of the proposed framework. That is to say expert interviews
should be done in such companies to match the service users expectations with pos-
sibilities of products or service offers. Also a critical assessment of the IoT is needed
with respect to the social and policy issues raised by its development. A socio-technical
perspective also could reflect on diverse human-technology interaction and social needs
in the presence of IoT (Shin 2014). The internet of things can also be modeled as a
complex adaptive system where the inter-network allowing physical objects to collect
and exchange data. Similar to (Koohborfardhaghighi and Altmann 2016a, 2016b,
Koohborfardhaghighi et al. 2016, 2017) we are also interested to develop a framework
and investigate how the interactions of system’s actors (i.e., networking) lead to the
emergence of social qualities. The research performed in this thesis has the following
implication. As social innovation is something that can be referred to as innovative
services aimed at meeting social needs (Mulgan et al. 2007), we expect the outcome of
our proposed framework guides new IoT driven business models in delivering social
innovation in line with what service users expect to receive.
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Abstract. With the emergence of Function-as-a-Service (FaaS) in the
cloud, pay-per-use pricing models became available along with the tradi-
tional fixed price model for VMs and increased the complexity of select-
ing the optimal platform for a given service. We present FaaStest - an
autonomous solution for cost and performance optimization of FaaS ser-
vices by taking a hybrid approach - learning the behavioral patterns of
the service and dynamically selecting the optimal platform. Moreover,
we combine a prediction based solution for reducing cold starts of FaaS
services. Experiments present a reduction of over 50% in cost and over
90% in response time for FaaS calls.

Keywords: Function as a Service · Serverless · Machine Learning

1 Introduction

Over the past few years the cloud landscape has grown significantly [11,22],
allowing enterprises to move their workloads to it [24,26]. Cloud providers offer
a wide range of compute services a customer can select from such as IaaS, CaaS,
& PaaS. Serverless - Function as a Service (FaaS) technology is an newer alter-
native offering [34]. The ability to run code on demand without infrastructure
provisioning, was first presented in 2006 with Zimki, followed by Amazon AWS
Lambda in 2014. FaaS technology continues to gain popularity and still is a
major hype expected to grow further [10,32].

Due to the nature of Serverless services and the machinery behind it, FaaS
services come with limitations. FaaS is limited for stateless services; once the
request is finished, the VM/Container/Process in the backend is dead along
with its memory. Coding languages to set the functionality is limited as well. In
addition, resources per function call are limited - memory is bounded to 3 GB,
code and dependencies must not exceed 250 MB. As such, Serverless technol-
ogy usually does not hold by itself, but serves as a complementary for other
computing infrastructures as IAAS, CAAS and PAAS. Although Serverless may
sound a very appealing service offering specifically due to its pay-per-use pay-
ment method, in fact it can cause the total cost to become even higher than
c© Springer Nature Switzerland AG 2019
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legacy compute services, as in the case of functions that consume high memory,
computationally heavy or frequently triggered.

Notwithstanding cost considerations there are additional challenges [23] when
using FaaS, yet, two issues are most prominent; First, the complexity of han-
dling multiple pricing models: Currently FaaS is mostly economical when CPU-
bound computations are dominant, while I/O bound functions may be cheaper
on VMs/containers, and for services with dynamically changing resource con-
sumption it is impossible to tell in advance which compute technology is optimal.
Further, in the typical case where function calls are not adjacent in time, comes a
major decrease in performance due to latency caused by instantiating resources
for the function after long time of inactivity, also known as FaaS “cold start”
[28,29,31,33,36]. Hence, there is a need for a solution that will optimize the cost
of a given application or service by leveraging the most cost effective compute
platform at a certain time, dynamically. Moreover, it would be beneficial if FaaS
cold starts could be reduced when possible.

In this paper we present FaaStest - a solution for Cost and Performance effec-
tive Function as a Service optimization using Machine Learning, by predicting
upcoming function calls and optimizing the compute platform for each behav-
ioral pattern. We’ve experimented on a real application with various behaviors,
changing loads dynamically over time. Results shows a decrease of over 50%
in cost. Likewise, FaaStest managed to predict future events of function calls
with an average accuracy of 98% and achieved an improvement of over 100% in
performance.

2 Related Work

The existence of multiple pricing models in cloud services promotes confusion
[20]. Additional research was done on pricing aspects of serverless and various
optimization solutions to tackle it. In [5,9] the authors provide comparisons
of the Serverless service prices among various cloud providers (Google, Azure
and AWS) and a comparison between the cost of Serverless versus VM (Virtual
Machines). [35] presents a Cost comparison study of monolithic, customer based
microservice and cloud provider based microservice architectures. [27,35] exam-
ines the dependency of serverless cost on the execution behavior and volumes
of the application workload and specifically for the case of microservices. [25]
provides tools to plan cloud hosting budget for reserved, on demand or server-
less models. [18,21,23] provides analysis about the various factors that affect the
cost in serverless based architectures.

As serverless gains popularity, progressively more publications [19,23] about
the flaws of its performance are presented, due to the cold start upon infrequent
calls to the function [36]. [3,4] suggests methods that can reduce the cold start
effect, such as using dynamically typed languages instead of statically typed
languages, avoid putting lambdas in VPC and consider allocating more memory
for the function. [14,16,17] suggest to reduce the cold start by invoking the
serverless function with a configured time interval and by it forcing the container
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to stay alive. The problem with this approach is that it produces many redundant
function calls, resulting in substantial increase in expenses.

3 Problem

Serverless comes with 3 main issues: (1) Pay-per-use: Although it is probably the
biggest reason why a customer would choose to be hosted on serverless [2], it may
act exactly the opposite and cause the cost to increase. (2) Cold start: Invoking
requests not too often will cause the application to start with all the depen-
dencies around it [3] - ending with poor performance. (3) Vendor dependency:
Applications are completely dependent on the Cloud Provider they reside on,
from managing the infrastructure, debugging and monitoring the application, to
their specific APIs. In this paper we focus on the cost problems derived from the
pay-per-use pricing model and the performance of the function due to cold starts.
We examined the above mentioned problems on Node Cellar [15] application.

3.1 Cost Efficiency

In Fig. 1(a), we ran 10M requests over time - representing a highly loaded appli-
cation, divided evenly across the whole time period to see how that affects the
cost of serverless. The figure presents an accumulated cost for Lambda (FaaS)
and VM. Up to 2:45 h, the serverless solution was cheaper, but afterwards it

(a) high load (b) low load

(c) Lambda/VM ratio

Fig. 1. Lambda vs VM pricing over time
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became cost ineffective compared to the VM fixed pricing model. As depicted,
such load may cause serverless prices to surpass a plain virtual machine by a
factor of almost 10, which proves the importance of awareness in selecting the
optimal compute platform for a given load. In contrast, in Fig. 1(b) we ran 1M
requests over time - representing a low load; In this case it is clear that Lambda
is the cost effective platform under those conditions.

In Fig. 1(c) we can see the Serverless/VM price ratio (Y axis) based on the
amount of code execution time in 100-ms (X axis). Here we neglect the AWS
Lambda free tier usage. This visualizes the break even point of our test where
Serverless becomes more expensive than VM. However, per each application this
break even point is different as it depends on the behavior of function calls.

As mentioned earlier, the Serverless formula is based on 3 main parameters
- memory, execution time & number of requests. In Fig. 2 we examine the effect
of each of those parameters in separate on the total cost over time. As the
application gains more users and increased load, the VMs need to scale out in
order to support that load and with it, the prices are going up.

While constant High usage vs a constant Low usage will have a great dif-
ference from a cost perspective and easy to fit the most cost effective compute
platform, in real applications the loads tend to behave more dynamically, as

Fig. 2. Attributes effect on VM price

Fig. 3. FaaS vs VM on dynamic load
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such we tested both solutions of VM and serverless for a real user-like behav-
ior application. In this experiment using our JMeter application we ran 1.2M
requests against our Nodecellar application, which were divided as such - each
day we had a 2-h flash crowd of users, resulting in 20K requests total for those
2 h, and for the rest of the 22 h of the day - the rest of the 20K requests summing
up to 40K requests a day and 1.2M requests a month accordingly. In Fig. 3 we
can see a fragment of 3 days, whereas for the parts of the 2-h storms, the price
for Lambda was higher than the price for a VM, and for the rest of the parts,
Lambda price was lower than the VM.

3.2 Cold Start Impact on Performance

As for the cold start phenomenon [8], it derives from the fact that Serverless
providers typically don’t keep copies of your function running. Therefore, as pic-
tured in Fig. 4 when a call has been made to a function that hasn’t been active
for a long time, it will require the function code to be started, and initializ-
ing different resources for hosting it [13]. This process will cause the function’s
response time to be dozens of times higher, dependent [12] on the serverless
services provider, each one offering its own unique implementation, features and
benefits.

Fig. 4. FaaS cold start structure

We use Fission [6] - a Kubernetes cluster that function as Serverless and
maintains a pool of “warm” containers. When a function is first called, i.e. “cold-
started”, a running container is chosen and the function is loaded. First, we
looked at the cold start behavior within Fission and its effect on performance.
We deployed a simple javascript function which returns a message containing
a random number in order to avoid any caching. We call this function with
different time gaps and measure its response time. As appear in the result in
Fig. 5, in Fission it takes around 6 min for a function to get cold.

Then, we tested the effect of cpu load on the serverless function response
time. We used CPUSTRESS tool which enabled us to keep the cpu busy steadily
on 95% usage. In parallel, using JMeter we executed calls, with time interval of
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Fig. 5. FaaS response time for different
time gaps

Fig. 6. CPU load effect on cold start
time

3 min and recorded the response time. Figure 6 shows the distribution of response
time in both normal and stressed CPU. In normal mode we experienced only a
few milliseconds of response time, while in the high cpu mode it risen up mostly
to 250 ms, and in many occasions it was even much worse.

4 Solution

In high level, FaaStest monitors the function call events of a given application,
and dynamically selects the optimal compute platform for the current call behav-
ioral pattern such that the total cost is reduced. It collects events of function
calls from the past in a time series, and analyzes the cost of each window per
each platform - FaaS or VM. Then it runs a classification algorithm in order to
identify at a given time whether FaaS of VM would be cost efficient. In parallel,
for the time ranges that FaaStest decides to use FaaS platform, it will run a
prediction algorithm for the estimated time of a function call, and warm up the
service prior to the actual call of the function, preventing its cold start effect on
performance.

4.1 Platform Automatic Selection Based Cost Reduction

The architecture of our solution depicted in Fig. 7 is based on a sliding window
oriented approach, which includes several key elements required to achieve the
most optimal price for a specific application, these key elements are:

JMeter - allows us to imitate user’s requests with dynamically frequent
function call patterns. Node Cellar - A web application. New Relic Service
- Used by the New Relic (APM solution for collecting performance metrics) agent
installed on the Node Cellar virtual machine. New Relic Export - Exporting
the gathered data by New Relic to a local store, in a sliding window, for pre-
diction by the model in Data To Predict, and eventually to create the training
data in Training Data. Pre Processing - Transforming the Request Data into
Training Data by cleaning the data, compressing and formatting it per minute.
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Fig. 7. Automatic platform selection in FaaStest

Machine Learning Algorithm - Decision Tree classification based algorithm,
training our model based on two thirds of the Training Data and testing it on one
third of the data. Trained Model - Using our trained model from the Machine
Learning Algorithm phase, and based on the data To predict from the New Relic
Export phase, create a new dataset which includes the most optimal compute
service in the Selected Compute Platform section.

4.2 Cost Function

In order to assess the expected cost per each behavior of the application function
calls at a given time, FaaStest computes the current cost based on the behavior
of the latest sliding window. We refer to the form of payment for a single non-
scalable VM with 512 MB of RAM, which its monthly cost is $4.18, as published
in [1], May 2018. The VM calculation function is fairly simple - the monthly cost
of the VM is divided by the number of days in the month, hours, and seconds as
the following: $4.18/(30∗24∗60∗60). As for FaaS, we used the formula published
in [5] as the following:

PT = (NTE ∗(M/1024)−QF )∗PG+(NTE ∗(C/1000)−PF )∗PC +(N−NF )∗PR

where: N is number of executions in month. NF is number of free requests per
month. PG is price per GB-second. PC is price per GHz-second. Pr is price per
request. PT is TOTAL monthly price. TE is time per execution in seconds. M is
memory allocation in MB. C is CPU allocation in MHz. QF is free GB-seconds
and PF is free GHz-seconds.

4.3 Features for Learning Multi-frequency Function Call Seasonality

In order to trace for seasonality of the function calls, we examined time series
algorithms such as ARIMA which failed to model the behavior of our function
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call seasonal patterns - that is due to having multiple mixed seasonal patterns of
function calls at the same time, along with function calls that are not seasonal in
behavior. Running a classification algorithm with time features such as “Hour”,
“Minute” and “Second” would also fail since the period between calls may not
correlate with 60 min. Yet, having multiple mixed seasonal patterns is even more
natural and likely to happen in real applications. As such, we took a hybrid
approach: first we ran DFT (Discrete Fourier Transform) on function call events,
in order to identify the bold frequencies of function inter-call time. Then - for
each frequency we created a virtual clock as a feature in a classification algorithm.

For example, in Fig. 8, in case (a) we emulated 2 frequencies - of 19 and
37 min between function calls and embedded 1% noise - calling the functions
at random times; in case (b) we emulated 3 frequences - of 29, 41 and 49 min
between function calls and embedded 10% noise. The DFT found the dominant
frequencies successfully, yet as there’s more noise and more frequencies - we
can see that additional spikes appear in the figure - either due to harmonies
and interference of the dominant frequencies and due to the noise. In order
to eliminate those spikes, we assign for each found frequency a virtual clock - a
counter that counts up to modulu the frequency size; All clocks are set as features
for the input of our classification algorithm, such that it can identify seasonal
patterns of multi-frequency function calls. As the classification algorithm selects
the optimal set of features that allows it to create a model for the data, it
automatically neglects the frequencies that are caused by interference or noise.

It is also possible, even though not implemented in our experiment, to extract
the parameters of each function call as features as well such that the classification
algorithm can potentially identify relations between the frequency and a subset
of parameter values of the function.

We focused our tests on backend processes, yet for frontend processes (user
processes), when the major time-dependent feature is the load on the server,
ARIMA would work fine, or even a simpler time representation as features of:
minute, hour, day, month & year. For the classification algorithm we tested

(a) Dual frequency, 1% noise (b) Triple frequency, 10% noise

Fig. 8. DFT for FaaS function call time frequencies
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several alternatives, and test results appear in Sect. 5. Finally we used Decision
Tree due to its high accuracy and our ability to examine the model in depth.

4.4 Cold Start Reduction

Once we have automatically selected the optimal compute platform, in the case
that our algorithm decided to use the Serverless platform, the application may
face performance degradation due to the cold start problem, and following we
describe our solution - based on predicting the time of the next function call using
historical function calls data. This allows to invoke the function just before each
of the predicted event times.

Testing Environment: Our experiments were conducted using the Fission
framework for serverless functions [6]. Fission uses Kubernetes as an infras-
tructure for the function-as-a-service architecture. In order to run kubernetes,
we used MiniKube, which is a tool for running Kubernetes. MiniKube runs a
single-node Kubernetes cluster inside a virtual machine.

For the sake of the experiments conducted, we had to alter the source code
of Fission so that we can reduce the gap that cold start appears in. After these
adjustments has been made, the gap required for cold start to appear was reduced
from 6 to 1 min, this change was made in order to enable us performing more
experiments in a shorter period of time. All experiments were performed on a
Lenovo yoga 710 with 8 GB ram, 256 GB ssd disk, with an Intel i7 - 7500U cpu.

Testing Application: As depicted in Fig. 9, we use Nodecellar in all of our
experiments - a basic web application based on the Express framework with a
Node.js server side. As shown in the diagram above, the process of collecting the
data needed for training our prediction model of upcoming serverless function
calls, starts with simulating user activity in our node cellar application. Apache
JMeter was used for simulating user’s actions in our client application, the sim-
ulation was done by performing http requests directly to the server side of the
application. We simulated these user actions in a configured interval of 1 min.
We altered the server side code of the node cellar application so that for each

Fig. 9. FaaS cold start reduction process elements
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of the performed user actions, it performed another http request to our hosted
serverless function and invoked it. A separate Node.js server, was responsible to
log the activity of this serverless function. Each time it received a request from
the serverless function - it logged the executed function’s name and execution
time to a local csv file. Now proceed to the code of our serverless function.

The code we have chosen to host on the fission platform, was consisted of
two parts. The first one was performing a new http request to the previously
mentioned Node.js server in order to log the function execution time. The second
part was generating a random number and returning it to client application, this
was done in order to avoid any caching situations. After simulating user actions
that led to invoking our serverless function and logging the execution time of
function, we were able to create our dataset. The dataset we used for training
our prediction model was based on the csv file used by our Node.js to log the
function activity. The dataset was set having two columns: requestT ime column-
is the time when the function was invoked, with resolution of seconds and call
column contains value that can be either 1 or 0, 1 indicates that function call
has been made in that specific second, otherwise the value will be zero. Our
goal was to try and detect the seasonality in our calls, i.e. interval of 1 min. Our
Node.js was also in charge of executing python script for predicting upcoming
function calls. Our python code read that data, splitted the requestT ime column
to 3 different columns - hour, minute, second. Than we added 1% noise to our
dataset, which was reflected with 1% of the rows had their value column set to
“1”. The next step was trying to detect the seasonality in the noisy dataset and
predict the time when future events will occur. The accuracy, precision, recall
and AUC of the tests we conducted appear in Sect. 5. After the seasonality mode
has been learnt, we use it in order to predict when to call the function prior to
its anticipated calling time - and this way prevent its cold start. While the extra
call to the function also increase the total cost, in a real environment where the
service provider utilizes our solution, it can simply warm up the function without
the penalty of this cost - which is part of the pricing model. After receiving all of
the prediction made by our model, the Node.js server had set different timers for
each of the predicted upcoming function calls. When each of these timers came
to its end, it performed a new http call to our serverless function. By doing so,
when the actual call was made by the user just a few seconds later - the serverless
function was already up and running and was able to respond immediately. The
timers was set 10 s before the predicted call time - this was done to guarantee
that fission platform has sufficient time to complete the function’s initialization
and running phase before the predicted call was actually made.

5 Experiments

In order to achieve the above solution, we conducted the following experiments.
For our experiments we deployed a Node Cellar application in the cloud with a
New Relic agent installed on it, and we used JMeter to mimic real users behavior.
The same infrastructure described in Sect. 4 chapter was used for the following
experiment.
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5.1 Classification Algorithms Accuracy

The classification machine algorithms we employed were taken from the Python
Scikit Learn Machine Learning algorithms library.

In the testing of FaaStest we worked in four stages, the first was to create our
raw data to manipulate, second was to find the correct label for each sample,
third was to find the best features that would give us the highest percentage
of accuracy using our mixed DFT and classification solution, and fourth was to
test each algorithm to see which one has the highest accuracy.

To create our testing set we ran 1.2 Million requests in total within 24 h -
emulating traffic for 30 days, i.e. the features were collected per minute (which
represents 30 min in real life) - ending with 1440 samples for the test. Per each
minute of data, the feature vector used for learning contains the following: hour
of day, minute within that hour, virtual clock features (As explained in Sect. 4.3)
and a label with the value of 0 for serverless and 1 for VM. Per each minute,
we use the cost function formula (in Sect. 4.2) in order to compute the price
of serverless for that minute (30 min in real life) of requests. Then this price is
compared with the fixed price of VM. The platform (either VM of serverless)
with the minimal price is written as the label for that specific minute feature
vector. The minute-based vectors were divided into training set and validation
and testing sets with 2:1:1 ratio between the training and the validation and
testing sets. Different parameters were used for validating the best model with
highest AUC and Accuracy rates.

In Fig. 10 we tested the Accuracy, Precision, Recall and AUC of the classifica-
tion in the case of prediction of the least cost platform over time. For our pricing
optimization algorithm, Decision Tree received the highest Accuracy score. The
most influencing parameters in our calculations were: max depth - depth of the
decision tree, criterion - gini impurity or Entropy and class weight - to indicate
if some classes have higher weights than others. In Fig. 11 we tested the Accu-
racy, Precision, Recall and AUC of the classification in the case of Cold Start
prevention, predicting the occurrence of FaaS function calls only. SVC with RBF
kernel and Decision Tree achieved the best results overall.

Fig. 10. Platform selection prediction algorithm performance
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Fig. 11. FaaS function call time prediction algorithm performance

5.2 Platform Automatic Selection

In Fig. 12 we compared our machine learning based prediction with 3 alterna-
tives: Lambda (FaaS only solution), VM, Ideal solution and real time prediction.
Lambda Only represents the cost model of a FaaS only based solution, according
to the pricing of Amazon Lambda. VM Only represents the cost model of a VM
only solution, according to the pricing of Amazon EC2. The Real Time simple
prediction algorithm calculates the most cost effective method to use for the
next hour based on statistical analysis of the last 4 h. The Ideal presented in this
figure represents the optimal in theory where one would select the best platform
every second, and the Machine Learning is our FaaStest proposed solution. The
graph shows the cumulative price of each of the above over time. The load of
the application was dynamic with the same settings we used in Sect. 3. FaasTest
presents better results than the alternatives, in terms of pricing.

Fig. 12. FaaStest vs alternatives cumulative price over time

5.3 Cold Start Prevention

In Fig. 13(a) we experiment the compare our FaaS function call prediction with
the common solution proposed by [14,16,17]. We aim to compare the cost of our
solution - predicting future events and make preliminary calls, to the existing
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(a) Invervals vs Prediction Cost
(calls counter)

(b) Cold Start response time of Pre-
diction (FaaStest) vs Normal

(c) Cold Start accumulated
response time of Prediction
(FaaStest) vs Normal

Fig. 13. Cold start prevention algorithm performance

common solution - set fixed intervals that will warm up the function. We set an
interval of 1 min. Using JMeter we simulated calls 3 min away from each other,
we simulated 20 calls, so in total the simulation took 60 min. We measured the
amount of preliminary calls each of the methods made to warm up the function
before the upcoming simulated call. The result, was a drastic decrease in the
amount of calls that had to be made using our solution, leading to saving of over
50% in the total cost.

In Fig. 13(b) we compared the response time received from the tested server-
less function in the normal situation, where no interferences were made, against
the response time achieved when using our solution - future events predictions
followed by preliminary warm up calls. This graph shows the response time dis-
tribution in both of the tested situations. We can see the cold start phenomenon
occurring in the normal situation, with a response time with average of 175 ms
and stddev of 95. In the case of our FaaStest, the preliminary warm up calls
made merely prevented cold start from occurring, with response time average of
16.4 ms and stddev of 11.8.
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In Fig. 13(c), we visualized the same dataset of the last experiment, response
time achieved in the normal situation against response of our solution, but in
a cumulative manner. We can see a major difference between the accumulated
waiting time a real user would experience in the current situation against the
time he will wait in a system using FaaStest.

6 Summary

In this paper we presented FaaStest - a cost and performance effective Function
as a Service optimization using Machine Learning. FaaStest brings a novel hybrid
approach for selecting the optimal Function service platform dynamically in
accordance to ML-learned function calls behavioral patterns. In experiments
this approach gained over 50% reduction in cost. In addition, once Serverless
has been chosen through the proper model, we were able to overcome the Cold
Start problem using a prediction based solution with a total of 90% reduction
in average response time.
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Abstract. As the outsourcing of sensitive data has been spotlighted, data
encryption schemes are required to protect the data. Accordingly, it is necessary
to develop not only a distributed index structure to efficiently manage the large
amount of encrypted data, but also a query processing scheme over the
encrypted data. Meanwhile, the existing query processing schemes over the
encrypted data cannot support top-k query processing algorithm which aim to
quickly retrieve k number of the highest ranking tuples. To solve the problems,
in this paper, we propose a secure query processing scheme over the encrypted
data using a distributed index structure. The proposed distributed index structure
guarantees data privacy preservation and performance improvement for the
various types of queries. Finally, we show from our performance analysis that
our proposed index structure and secure query processing scheme are suitable
for protecting the data privacy of the sensitive data.

Keywords: Encrypted query processing � Distributed index structure �
Data privacy

1 Introduction

Recently, banks and IT enterprises pay attention to analyzing a large amount of sen-
sitive data which are received through internet banking and social networking services
(SNS). To manage their own data, the companies deploy an infrastructure that requires
database professionals who can set up physical hardware, install software, upgrade a
system and keep the data up-to-date. This leads to a huge amount of expense on
activities, deployment and operations related with data management. As a result, small-
sized enterprises cannot establish a system to analyze large data because a huge amount
of computing resources is required.

Therefore, researches on data outsourcing have been spotlighted. In data out-
sourcing, a data owner (DO) outsources his/her data to a service provider (SP) who is in
charge of processing a query sent from an authorized user (AU). By outsourcing the
data, the DO (e.g., the individuals or enterprises) can reduce the costs of initial
investment and maintenance on computing infrastructure. According to the research on
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outsourcing database market forecast in 20161, the revenue generated by service pro-
viders of outsourcing databases will be $1.8 billion, which is twelve times of the
revenue generated in 2012 which is $150 million.

However, data outsourcing may cause the disclosure of some sensitive data by the
SP, such as social security number and financial information. Therefore, the sensitive
data should be protected to preserve the privacy of data. Meanwhile, the amount of
sensitive data is rapidly increasing through internet banking and social networking
services (i.e., Facebook and Twitter). For example, Facebook generates 4 new peta-
bytes of data and runs 600,000 queries and 1 million map-reduce jobs per day [1].

For outsourcing sensitive data, an efficient data privacy preservation scheme is
required. Accordingly, the DO can encrypt the original data before outsourcing sen-
sitive data to the SP. The SP stores the data by constructing an index and returns a
query result when the AU requests a query. However, to answer the query, the original
data may be revealed to the SP and the query processing cost is high because the whole
database should be decrypted by the SP [2, 3]. Therefore, it is necessary to process a
query over the encrypted data to improve both data privacy and query processing
performance.

To protect sensitive data in outsourced database environment, it is necessary to
develop not only an efficient distributed index structure, but also a query processing
scheme over the encrypted data. For this, Popa et al. proposed CryptDB [4]. CryptDB
is a typical query processing scheme over the encrypted data. CryptDB encrypts data in
a column-wise way by considering various query types, i.e., exact matching, range
query and so on. To support the exact matching query, for example, it encrypts data
using a deterministic encryption method such as AES. However, CryptDB cannot
support top-k query processing algorithm. Because the top-k query is one of the useful
one for data analysis, it is important to provide a top-k query processing algorithm over
encrypted database.

To solve the problems, in this paper, we propose a distributed index structure and a
secure query processing scheme for the encrypted data. Our contributions can be
summarized as follows:

– We propose a distributed index structure for preserving the privacy of sensitive
data. Our index structure consists of a prefix-based upper index structure to protect
data partitioning information and a signature-based lower index structure to
improve query processing performance.

– We propose a secure query processing scheme over the encrypted data, which can
support not only arithmetic and comparison operations among data with different
columns, but also a top-k search operation to find the k most relevant result.

– We also present an extensive experimental analysis of our query processing scheme
by comparing it with the existing CryptDB for exact and range queries and the
LPTA+ for top-k queries.

– We show that our query processing scheme provides both higher query processing
performance and higher query result accuracy while preserving data privacy.

1 https://451research.com/report-short?entityId=78105&referrer=marketing.
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The rest of the paper is organized as follows. Section 2 presents the overall system
architecture for data outsourcing. We explain the proposed distributed index structure
and our secure query processing algorithm over the encrypted data in Sects. 3 and 4,
respectively. In Sect. 5, we compare the performance of our query processing scheme
with that of the existing schemes. In Sect. 6, we introduce the existing distributed index
structure to deal with large data and the existing query processing schemes over the
encrypted data. Finally, we conclude this paper with future work in Sect. 7.

2 System Architecture for Outsourcing Sensitive Data

Figure 1 shows the system architecture for outsourcing data on cloud computing. To
preserve the privacy of the sensitive data, we propose not only a prefix-tree based
distributed index structure for encrypted data, but also a secure query processing
scheme over the encrypted data. The overall procedure for outsourcing sensitive data to
the cloud computing is as follows. First, a data owner (DO) encrypts an original
database and makes signatures to preserve data privacy. DO also generates keys for an
upper index structure to distribute the encrypted data. Second, the DO sends the
encrypted database, the signatures and the keys to a service provider (SP). Thirdly, the
SP constructs a prefix-tree based upper index structure by using the keys sent from the
DO. Fourthly, the SP stores the encrypted database and the signatures in a distributed
manner. Fifthly, an authorized user (AU) encrypts a query and sends it to the
SP. Sixthly, the SP processes the query by considering a query type and re-turns a
candidate query result to the AU. Finally, the AU decrypts the candidate query result
and obtains the final query result.

Fig. 1. System architecture for outsourcing sensitive data
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3 Proposed Distributed Index Structure for Encrypted Data

3.1 Overall Architecture

Figure 2 shows the overall architecture of the proposed distributed index for the
encrypted data. To enhance the performance for query processing over the large-
capacity encrypted data, it is necessary to store data in a distributed manner. The
proposed distributed index consists of three components: (i) bitmap key generation,
(ii) a prefix-tree based upper index, (iii) a signature-based lower index. The algorithm
for constructing our distributed index is as follows. First, a bitmap key of the encrypted
data is generated by using Random Projection tree (RP-tree) [5]. RP-tree is a simple
variant of k-d trees that adapts to intrinsic low dimension. In RP-tree, instead of
splitting along coordinate directions at the median, it splits along a random direction in
Sk−1 with the unit sphere in Rk, where k means a number of dimensions. The algorithm
generates a bitmap key by using RP-tree. We can protect data partitioning information
from an attacker because RP-tree performs clustering by projecting data to an arbitrary
partition axis. Then the algorithm encrypts the original data by using the AES scheme
[2]. For query processing over the encrypted data, the signature of the original data is
generated by using Order Preserving Encryption Scheme (OPES). Here, OPES is a
deterministic encryption scheme whose encryption function preserves numerical
ordering of the plaintexts. So, OPES allows operations, such as comparison, equality,
range, MAX, MIN, COUNT, GROUP BY and ORDER BY, to be directly applied on
encrypted data. As a result, DO sends to SP the encrypted record, i.e., <bitmap key,
OPES encrypted signature, AES encrypted data>. Second, the SP extracts k number of
front bits in the OPES encrypted signature and generates a hash table for the extracted
front bits. Then, SP constructs a prefix-tree [6] and makes the connection between a
hash table entry and a tree node. Finally, by using the upper index, the algorithm stores
the data <OPES encrypted signature, AES encrypted data> into a node. In case when
we maintain signatures with a cache, we can achieve the better query processing
performance.

Fig. 2. Overall architecture of the proposed distributed index structure
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3.2 Signature-Based Lower Index

A data node in the signature-based lower index contains a data <encrypted signature,
AES encrypted data>. Because the size of the encrypted signature is much smaller than
that of the AES encrypted data, we can store the encrypted signature into a cache,
leading to the better retrieval performance by reducing the cost of disk I/O. Thus, we
can determine the encrypted signatures to be cached by considering both their fre-
quency and their recency. For this, we define a validity of recency (VRec) and a value of
frequency (VFre). The VRec can be computed by measuring how much time is elapsed
since a recent query has accessed the encrypted signatures. The VFre can be computed
by the number of accesses to the encrypted signature in a cache for a specific period.
The cache ratio using both VRec and VFre is calculated by using Eq. (1). Here, i means
the issued/cashed query, tcur is the current time and timeInterval means the elapsed time
from the recent query time to tcur. Count measures the number of queries issued from
t = 0 to tcur. And wr and wf mean the weights of recency and frequency, respectively.

VRec i; tcurð Þ ¼ VRec i; tcur�1ð Þþ tcur �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tcur � timeInterval

2

r

VFre i; tcurð Þ ¼ Count i; tcurð Þ � Count i; tcur�1ð Þ
timeInverval

wcache ið Þ ¼ wr � VRec i; tcurð Þþwf � VFre i; tcurð Þ

ð1Þ

4 Secure Query Processing Scheme over Encrypted Data

Figure 3 shows the overall architecture of the proposed secure query processing
scheme over the encrypted data. First, when an authorized user (AU) requests a service,
a data owner (DO) not only generates an upper index key using the RP-tree, but also

Fig. 3. Overall architecture of the proposed query processing scheme
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creates the encrypted signature for a given query. Second, a service provider (SP) se-
lects the data nodes corresponding to the upper index key for processing the query.
Then, both the encrypted signature and the query are sent to the data nodes being
selected. Third, the nodes retrieve the candidate results by performing the bit operations
of the encrypted signatures. Fourth, the SP returns the encrypted candidate result to the
DO. Fifth, the DO decrypts it and obtains the final result by filtering out unnecessary
candidates. Finally, the DO sends the final result to the AU. Meanwhile, it is costly to
retrieve Ng (# of column pairs) number of RP-trees when generating the upper index
key. To enhance retrieval performance, we pre-construct a grid-tree mapping index for
each partition in a column pair.

4.1 Exact-Match Query Processing

The exact-match query processing algorithm is performed as follows. First, the algo-
rithm generates a b-bit key for a given query by using the grid-tree index and creates an
encrypted signature to retrieve the encrypted data in a data node. Second, it searches the
hash table by using the upper n-bits of the key and generates the inverted list of
partitions of the RP-tree. Third, the algorithm finds data nodes corresponding to each
partition, in order to process the query by using the lower (b-n) bits of the key. Fourth,
it determines whether or not the candidate nodes are included in the search area.
Finally, it sequentially searches the signatures being stored in the data nodes for fil-
tering out unnecessary candidates. To reduce I/O cost, we can load into a cache
memory the signatures of the columns being frequently used.

4.2 Range Query and Partial-Match Query Processing

The range query processing algorithm is performed as follows. First, the algorithm
finds the search range of the prefix-tree for a given query. Second, it selects the prefix
sub-trees corresponding to the query and assigns them to threads to retrieve the data.
Third, the exact-match query is performed on the assigned sub-trees by using multi
threads. Finally, the algorithm determines whether or not the candidates retrieved from
each thread are included in the query region. The final result is returned to the user.

To the best of our knowledge, there are no existing work to support a partial-match
query on the encrypted data. Thus, we propose a partial-match query processing algo-
rithm. The partial-match query processing algorithm is performed in the similar way to
the range query processing one. First, the algorithm analyzes a query to find out a query
pattern. Second, it stores the indexes of the prefix sub-trees corresponding to the query
pattern. Third, the algorithm assigns them to the threads and retrieves candidate results.
Finally, it merges the candidate results and returns the final result to the user.

4.3 View-Based Top-k Query Processing

Efficient top-k query processing algorithms have been an active research topic. The
top-k queries aim to quickly retrieve k number of the highest ranking tuples in the
presence of monotone ranking functions, which are defined on the attributes of
underlying relations. For example, a user wants to find top 5 hotels where a cost
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combining both a distance from the user’s current location and a payment per one day
is the minimum. For a large-scale database, it is difficult to calculate the costs of all the
data for answering a top-k query. To solve the problem, a Linear Programming
Adaptation Algorithm (LPTA+) was proposed by Xie et al. [7]. LPTA+ selects views,
which are the previous result set, similar to the given query. Then it calculates the costs
of records stored in the selected views. Finally, it obtains the k number of results and
returns them to the user.

However, the existing LPTA+ cannot process the top-k query on the encrypted
database. For this, we propose a view-based top-k query processing algorithm over the
encrypted data. First, in the preprocessing step, our top-k algorithm stores the top-k
results with the original data. The cached results contain only the final scores being
calculated with the given top-k queries, so it is difficult to obtain the original values
from the cached results. Second, the algorithm filters out the unnecessary cached data
by using a view selection technique used in LPTA+. Thirdly, the algorithm measures
the similarity between the query and the selected view in three ways: (i) by counting
the number of attributes being in both the query and the view, (ii) by measuring the
angle between the view and the query, (iii) by measuring the distance between a unit-
distanced point from the view and the query. The unit-distance point means one that is
located in one unit distance apart from the starting point of the view. Finally, it
transforms the score of the view using the similarity, and returns the k number of
results whose transformed score are the smallest.

5 Performance Analysis

5.1 Experimental Environments

In this section, we present the experimental analysis of both our distributed index
structure and our encrypted query processing algorithm. For our distributed index
structure, we measure the degree of the data protection. In case of the exact-match and
range queries, we compare our encrypted query processing algorithm with the existing
CryptDB [4], in terms of the query processing time and the accuracy of the query
results. In case of the top-k query, we compare our encrypted top-k query processing
algorithm with the existing LPTA+ [7] because the CryptDB cannot support the top-k
query on the encrypted data. In order to compute the similarity between data, our
encrypted top-k query processing algorithm uses two types of similarity measurements,
i.e., SVS and SVA. Our encrypted top-k algorithm using the SVS is named as ETkS
whereas our top-k algorithm using the SVA is named as ETkA. For our experiments,
we use an expanded Census dataset whose size is 2 GB. The dataset includes sensitive
data such as name, married or single, number of children, sex, age, level of education,
job, majority, salary, and income/expense by property. We did our performance
analysis on the Window 7 Enterprise K system with Intel Core2 Quad 2.4 GHz and
2 GB memory.
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5.2 Data Privacy of the Encrypted Record ID

For measuring the data privacy of our encrypted record IDs being generated by RP-
tree, we compare a similarity between the original data and the encrypted record ID by
using t-test statistics. The t-test is used to determine whether or not the means of two
groups are statistically different from each other. First, the t-value is measured by
Eq. (2), where �Xi, si, ni mean the average of the data, the standard deviation of the data,
and the number of the data in dataset i, respectively.

t ¼
�X1 � �X2ð Þ

s �X1 � �X2ð Þ ; where s �X1 � �X2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21
n1

þ s22
n2

s0
@

1
A ð2Þ

Second, the t-test method measures a p-value that is used to quantify the statistical
significance of evidence in the context of null hypothesis testing. If the p-value is equal
to or smaller than the t-value, the observed data are inconsistent with the assumption
that the null hypothesis is true, and thus the hypothesis must be rejected. Before
calculating the p-value, a threshold value a, called the significance level of the test, is
traditionally chosen as 5% or 1%. In our performance analysis, if the t-value is smaller
than or equal to the p-value, the data privacy of our encrypted record ID is not
preserved. Because the significance level is set to 5% in general, we measure the t-
value and the p-value between two datasets with significance level = 5%. The t-value
and the p-value are 34.45552 and 2.74E-72, respectively. Because t-value > p-value,
the distribution of our encrypted record IDs is different from that of the original data.
As a result, an attacker has a difficulty to obtain the original data from our encrypted
record ID.

5.3 Exact-Match and Range Query Processing Time

Figure 4 shows the exact-match query processing time of our algorithm and that of the
existing CryptDB over the encrypted data. Our algorithm shows 1.42, 1.5, 1.49, and
1.51 s with varying the size of the data from 500 MB to 2 GB, whereas CryptDB

Fig. 4. Exact-match query processing time with varying the size of data
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shows 1.32, 1.39, 1.47 and 1.55 s. Here, the incremental slope of the exact query
processing time in CryptDB and our algorithm graph is 0.077 and 0.026, respectively.
As a result, it is shown that our algorithm shows better performance than the existing
work, when the size of data becomes larger than 2 GB. This is because our algorithm
can select less number of candidates by using our prefix-tree based index structure.

Figure 5 shows the range query processing time for both our algorithm and the
existing CryptDB, with varying the size of the query range from 0.0001% to 0.0005%.
Here the size of the query range is computed as the ratio of the query range size over
the data size. When the size of query range is equal to or smaller than 0.0002%, our
algorithm is 1.1 times faster than CryptDB. However, when the query range size is
greater than 0.0002%, our algorithm is about 15% slower than CryptDB. This is
because the number of data with the same signature value is increased in our lower
index as the query range size increases. Thus, the data transmission cost becomes
greater than CryptDB when the query range size is larger than 0.0002%.

5.4 Accuracy of the Top-K Query Result

Figure 6 shows the accuracy of the top-k query result of the LPTA+ algorithm and
those of our encrypted top-k query processing algorithms (i.e., ETkS and ETkA), with
varying the number of the cached query results. When the number of the cached results
is 500, the accuracies of LPTA+, ETkS and ETkA are 65%, 70.4%, and 70.4%,
respectively. This is because the LPTA+ makes use of all the cached query results to
construct a candidate set. That is, some of the cached query results are irrelevant to the
query, leading to low query result accuracy when the number of the cached results is
large. Whereas, our encrypted top-k algorithms can filter out the cached results being
not relevant to the given query, thus resulting in better performance on accuracy than
LPTA+. In addition, the proposed Top-k query processing algorithm is useful because
it can perform query processing on the encrypted database, unlike the existing LPTA+.

Figure 7 shows the query processing times of our encrypted top-k query processing
algorithms. Because the LPTA+ cannot support top-k query over the encrypted data,
we make experiments with both ETkS and ETkA when the number of cached query
result is 500. Each cached result set contains both a top-100 query result with three
attributes and the final score. Figure 7(a) shows the query processing time with varying

(a) CryptoDB (b) Our algorithm

Fig. 5. Range query processing time with varying range size
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the value of k. When the k is 50, the query processing time of ETkS is 0.0515 whereas
ETkA requires 0.0393 s. Because our ETkS needs to calculate the coordinates of the
intersection points, its time complexity is O(n2), whereas the time complexity of ETkA
is O(n). As a result, our ETkA shows better performance on query processing time than
our ETkS. Figure 7(b) shows the query processing time with varying the number of the
cached query results. For our experiments, we set the value of k as 20 and the number
of the attributes as 2. When the number of the cached query results is 300, the query
processing time of our ETkS is 0.0288 s, whereas our ETkA requires 0.0162 s. The
reason is that the time complexity of our ETkS is O(n2) due to calculating the coor-
dinates of the intersection points.

6 Related Work

Because the existing query processing schemes decrypt an encrypted database to
process a user’s query, the original data may be revealed to a malicious attacker.
Noiumkar and Chomsiri [8] confirms the lack of data encryption at rest on disk NoSQL
databases. Encryption at rest is the term used to describe the encryption of the inactive

Fig. 6. Accuracy of the query results for the encrypted top-k query

(a) Varying the value of k (b) Varying the number of cached results

Fig. 7. Encrypted top-k query processing time
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data in a database. Similar technology is prevalent in the encryption of hard disks.
NoSQL databases such as Cassandra [9] and MongoDB [10] provided their encryption
schemes for their commercial product line. Meanwhile, query processing schemes over
the encrypted database have been actively studied. They can be classified into two
categories, SQL-like query processing scheme [4, 11] and aggregation query pro-
cessing schemes [12–14].

Popa et al. proposed a typical SQL-like query processing scheme over the
encrypted database, called CryptDB [4]. CryptDB encrypts data in a column-wise way
by considering various query types, i.e., exact-match, range query and so on. To
support the exact-match query, for example, it encrypts data using a deterministic
encryption method such as AES. Poddar et al. proposed an encrypted query processing
scheme on NoSQL database, named Arx [8]. Arx uses a similar infrastructure as the
CryptDB, but uses AES as its strong encryption scheme. Meanwhile, typical aggre-
gation query processing schemes over the encrypted database are as follows. First, Ge
et al. [12] and Corena et al. [13] proposed a query processing scheme by using an
additive homomorphic encryption scheme. The additive homomorphic encryption
scheme has a property that the encrypted value of the summation of the original data is
the same with the multiplication of their encrypted data. Especially, Ge et al. can reduce
a computation cost by encrypting data in block units. Second, Thompson et al. [14]
proposed PDSA (Privacy preserving Database As a Service). PDSA can aggregate data
by using Shamir’s secret sharing scheme on the distributed computing. The Shamir’s
secret sharing scheme divides a datum into several secret values and stores them in the
different nodes. Here, a secret value is a constant term in an arbitrary polynomial
equation. The scheme can calculate the real aggregation result by merging secret values
without decrypting data.

The existing query processing schemes over the encrypted data have some prob-
lems. First, CryptDB cannot support operations among data with different columns
because they use different types of encryption schemes depending on their attribute
types. Second, the schemes proposed by Ge et al. [12] and Corena et al. [13] cannot
support SQL-like queries, such as exact matching, range and join queries. In addition,
the query processing cost is high because they use homomorphic encryption. Finally,
the scheme proposed by Thompson et al. [14] may expose the original data when a
service provider holds all secret values.

7 Conclusions and Future Work

Due to outsourcing a large amount of sensitive data, data encryption schemes to protect
the sensitive data are required. Accordingly, it is necessary to develop not only a
distributed index structure to efficiently manage the large-scale encrypted data, but also
a query processing scheme over the encrypted data. For this, we proposed a distributed
index structure that guarantees data privacy preservation and good performance for
dealing with various types of queries. In addition, we proposed a secure query pro-
cessing scheme that can process a query over the encrypted data without data
decryption. Our query processing scheme provides both high query processing per-
formance and high query result accuracy while preserving data privacy. We showed
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from our performance analysis that our proposed index structure and our query pro-
cessing scheme are suitable for protecting large-scale sensitive data from attacker in
data outsourcing environment.

As the future work, we plan to expand our work to handle elaborate types of
queries, such as k-NN queries and skyline queries, over the encrypted data.
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Abstract. This paper tackles some important matters such as the server
performance and the URL phishing. Nowadays the system management
is a crucial issue and any potential failure needs to be detected quickly
and, at the same time, to avoid URL phishing via defining rules in the
firewall setting. An empirical study through data mining is conducted
covering different prediction techniques. Lastly, some guidelines are pro-
vided to emit a critical view about what may happen and how to act
immediately.

1 Introduction

Classification aims at predicting the class label for any forthcoming object and is
an important topic within supervised machine learning [2]. Its single requirement
is to have only samples which are labelled beforehand. The low storage cost has
enabled to have data availability whenever and wherever. Additionally, a huge
number of samples or properties may increase the computational cost to extract
conclusive explanations [6]. The number of object types for a concrete problem
may grow but this fact may happen from time to time where the period could
be months, a few years or even several years. Therefore, techniques to reduce
the instances [5] or the features [22] may be conveniently applied depending on
the amount of data at a vertical or horizontal approach to drop information
which refers to feature selection or instance selection, respectively. The goal of
this paper is to analyse two cases of study from a predictive classification task
perspective, to increase the models accuracy and if possible to try to accelerate
the training process. One concerning the performance server to detect whether
any failure is happening or in the other way round all is rightly operating and
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another related to phishing websites especially to help the users to easily dis-
tinguish between a phishing or a legitimate URL (Uniform Resource Locator).
The motivation of this research is to cover two problems: one more recent and
trendy such as URL phishing and another not very new although very outstand-
ing since servers are one of the pillars of any system management. The rest of
this contribution is organised as follows. Section 2 describes briefly the problems
to be faced in the context of supervised machine learning. Section 3 details the
experimental process and the proposal concerning the data as well as the data
pre-processing scenarios. Then, Sect. 4 depicts the results with a good number
of classification algorithms. Lastly, Sect. 5 draws some remarks according to the
empirical study and outlines some prospective works.

2 Problems

Nowadays the server is a core component in any organisation. Thus, any ten-
tative failure needs to be detected as soon as possible or even to be suspected
before its happening [18]. Another essential issue is that incoming data are flow-
ing without stop. The server log or any type of software monitor or profiler is
of utmost importance especially to track the server status at any moment [15].
It deserves also to mention the paper written by Hein et al. [8] which models a
server system from many perspectives including the events and different kinds
of failures. Data mining has been used to analyse the system dynamics as well
as to infer some rules structured within a decision tree [11]. URL phishing is on
the rise and is very frequent to hear about attacks to huge companies. There are
some recent surveys about the topic [10] collecting some definitions [12] and the
state-of-the-art from a theoretical point of view. An interesting definition pub-
lished in [27] states “a phishing page as any web page that, without permission,
alleges to act on behalf of a third party with the intention of confusing viewers
into performing an action with which the viewer would only trust a true agent of
the third party”. Concerning the first scenario, the data from a server at Silicon
Graphics Inc. are going to be analysed. The data were downloaded in 2014 from a
repository located on Internet but unfortunately is no longer available and none
study has been published up to now. The problem is very challenging and at the
same time very well featured since there are measurements of properties belong-
ing to different facets such as the CPU, the Input/Output, the disk, the net, the
memory and the system calls. On the other hand, the website phishing data are
publicly available at https://archive.ics.uci.edu/ml/datasets/phishing+websites
which is included in the repository maintained by the University of California at
Irvine. Moreover, there are many details in [13] which are very nice to provide
any interested reader as a direct path to continue deepening about this topic
during a while. Phistank directory is another interesting resource although a
Natural Language Processing task is needed and hence is outside of our scope.
Another way to distinguish URL phishing is through URL Ranking [4]. Sim-
ulation is gaining widespread acceptance in the current century especially to
train in advance for any type of undesirable situation and the phishing is not

https://archive.ics.uci.edu/ml/datasets/phishing+websites
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the exception [1]. Heuristics is a very wide field to face Phishing [14]. The URL
is very important to detect any kind of attack or hits through Internet [29].
Bayesian networks and support vectors are two interesting strategies to cope
with URL Phishing [31]. Next section depicts some numerical values about the
objects comprising both problems. It is not common at all to find contributions
covering simultaneously the study of system management from a point of view
of server performance in terms of failure analysis and phishing. The first part
has some connections with [25]. Concerning the second part, the paper written
by Ramanathan et al. [16] deals with phishing in an isolated way following a
natural language processing approach.

3 Experimentation Setup and Proposal

It is crucial to describe how the experimentation is conducted. The experimental
design follows a stratified hold-out [17] where two sets, called training and test-
ing ones, containing three and one quarters, respectively, are created in order to
first train a classifier and then to assess the performance leveraging the testing
data. The stratification is a procedure to keep the original proportion or alike of
samples for every class within the training and testing sets. Table 1 summarises
the problems for the empirical study. Last row scores the average values. As can
be seen the number of features is not higher than fifty although there are two well
differentiated situations in the sense that in one case all the features are numeric
and in the other all are nominal. As a practical rule of thumb, it is often conve-
nient to apply feature selection from a number of attributes greater or equal than
five in order to only include in the prediction model the most relevant attributes
[24]. Feature selection is a wide field within data mining and there are many
approaches depending on many factors [9]. This paper focuses on feature subset
selection where the goal is to get a group of features that operate very accurately
independently of the individual contribution of every single attribute taken one
by one. Correlation measures are of particular interest to cope with numerical
values. Alternatively, consistency-based metrics are very appropriate for nom-
inal values and are unluckily not very common. We draft Correlation based
Feature Selection (CFS) [7] to be applied on Server problem and CoNsistency-
based feature Selection (CNS) [3] for Phishing. We have proposed very recently
a CFS enhancement which applies CFS twice in a sequential fashion using dif-
ferent training data and the resulting methodology was called CHAracterisation
of Features through Feature Subset Selection (ChaF2S2) [21]. CFS core is a
heuristic to compute the worth of a subset of features which takes into account
the usefulness of individual features to predict the class label along with the
level of inter-correlation among them. An inconsistency scenario is defined as
two instances having the same attribute values but different class labels. Since
the full feature set always has the lowest inconsistency rate, FS thus attempts
to minimise the number of features in the subset to reach a certain inconsis-
tency rate. Figure 1 outlines the approach. Table 2 depicts the data preparation
methodologies as well as the concrete techniques to be applied throughout this
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paper along with its parameters and values. As suggested by one of the review-
ers, CNS has been also assessed in the context of ChaF2S2; the final situation
is that combination of the first step and the second one with CNS retain all
the features. For Phishing, the baseline scenario considers the full set of features
and the enhanced situation is reached via CNS. CFS and ChaF2S2 through CFS
twice are the baseline and enhanced scenarios for Server; for this case we do not
test with the whole training set since for numerical features the application of
CFS is more than recommendable. Table 3 details the feature space size for the
baseline and enhanced situations for which next Section reports their results. As
classification algorithms, we have chosen four classifiers, two out of them such
as kNN (k Nearest Neighbours) and SVM (Support Vector Machines) [26] are
very well-known and are even part of the top 10 algorithms within Data Min-
ing [28]. The third candidate is BFTree (Best-first decision tree) [19] which has
been successfully applied in some recent works [20]. Finally, the four algorithm
is Random Forests (RF) which is an advanced classifier. Due to the fact that
Phishing contains only nominal features, an extra classifier such as LBR (Lazy
learning of Bayesian Rules) [30] is going to be applied to it. For kNN, the value
of parameter k has been set to 1 and the method is going to be referred as 1NN.
All the aforementioned classification algorithms fall in a different category in
terms of the model representation such as rules, trees and so on.

Table 1. Problems

Problem � Patterns � Features � Classes

Training Testing Total Numeric Domain and type Nominal

Phishing 8291 2764 30 − − 30 2

Server 720 239 44 44 Real (continuous) − 2

Average 4505.5 1501.5 37 2

4 Results

This section reports the test results leveraging two performance measures such
as the accuracy and Cohen’s kappa [23]. The training time measured in sec-
onds is also depicted for Phishing since the difference between the baseline and
enhanced approach is the application or not of feature selection (FULL ver-
sus CNS) which affects clearly the computational cost for data sets with more
than a couple thousands of training instances. For accuracy and Cohen’s kappa
higher is better which means that positive differences (Diff.) are improvements.
For training time lower is better and therefore negative differences are enhance-
ments. Equation 1 relates the time of the enhanced (CNS) and baseline scenarios
(FULL) to compute the acceleration rate measured in percentage.

Acceleration Rate(%) =
(

1 − time(CNS)
time(FULL)

)
100 (1)
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Fig. 1. Proposal.

Table 4 shows the test results for real-world problem Phishing. The best
approach is 1NN without data preparation or any technique with feature
selection excluding SVM, which are preferable to SVM. The selected features
by CNS are as follow: having IP Address, URL Length, Shortining Service,
having At Symbol, Prefix Suffix, having Sub Domain, SSLfinal State,
Domain registeration length, HTTPS token, Request URL, URL of Anchor,
Links in tags, SFH, Submitting to email, Redirect, age of domain, DNSRecord,
web traffic, Page Rank, Google Index, Links pointing to page and Statisti-
cal report. Classifier 1NN is very fast on this scenario though the worsening with
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Table 2. Data pre-processing methodologies at feature level and parameter setup

Methodology Method Parameter Value

Simple CFS Attribute evaluation measure Correlation

Search method Best first

Consecutive expanded nodes
without improving

5

Search direction Forward

ChaF2S2 CFS + CFS Attribute evaluation measure Correlation

Search method Best first

Consecutive expanded nodes
without improving

5

Search direction Forward

Simple CNS Attribute evaluation measure Consistency

Search method Best first

Consecutive expanded nodes
without improving

5

Search direction Forward

Table 3. Feature space of baseline and enhanced scenarios

Problem Baseline Enhanced

� Features Method � Features Method

Phishing 30 None 22 CNS

Server 12 CFS 20 CFS+ CFS

feature selection may compromise the scalability with a bigger sample size. The
time for LBR plus Feature Selection is immediate; by its part BFTree requires
above two seconds for about 8 thousands of training samples. SVM takes more
than 6 s and does not seem very effective to detect website Phishing. Depend-
ing on the information volume it would deserve to process all the attributes
or only the most relevant ones. Authors would like to remark some selected
attributes given that four out of them (having IP Address, URL Length, Short-
ining Service and having At Symbol) are very easy to be taken into account
in the daily navigation without sophisticated computation methods; another
attribute as the age of domain could be detected from a software layer within
the browser or in the queue of network traffic.

Table 5 exhibits the assessment results with the testing set on problem Server.
The advanced method based on CFS, represented as CFS + CFS, is superior to
the standard CFS in terms of accuracy and Cohen’s kappa. BFTree reaches the
performance peak followed by SVM and 1NN. The Cohen’s kappa is always
higher than 0.8 which means a strong confidence in the decision. BFTree takes
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Table 4. Test results on problem Phishing

Classification
algorithm

Accuracy Cohen’s kappa Training time (s)

FULL CNS Diff. FULL CNS Diff. FULL CNS Diff. Accel. (%)

1NN 97.21 96.89 −0.33 0.9435 0.9369 −0.0066 0.000 0.000 0.000 −
SVM 93.70 93.63 −0.07 0.8721 0.8707 −0.0014 6.828 6.281 −0.547 8.01

BFTree 95.04 95.08 0.04 0.8993 0.8999 0.0006 3.080 2.343 −0.737 23.93

LBR 93.78 94.50 0.72 0.8734 0.8885 0.0151 0.045 0.000 −0.045 100.00

RF 97.11 96.60 −0.51 0.9413 0.9309 −0.0103 0.164 0.094 −0.070 42.68

Table 5. Test results on problem Server

Classification algorithm Accuracy Cohen’s kappa

CFS CFS + CFS Diff. CFS CFS+ CFS Diff.

1NN 88.70 91.21 2.51 0.7542 0.8078 0.0537

SVM 91.21 92.47 1.26 0.8048 0.8340 0.0292

BFTree 93.72 94.14 0.42 0.8634 0.8709 0.0075

RF 92.89 92.05 −0.84 0.8468 0.8261 −0.0207

the advantage of the advanced FS (ChaF2S2) and is able to beat even SVM.
The selected features are from several typologies such as CPU (10 features, e.g.
the average of busy CPU or idle CPU), I/O (6 features especially those tied
with read or get), net (2 features) and memory (2 features: swap and flush).
According to the followed methodology, the essential features cooperate with
the important features in order to achieve a better prediction.

5 Conclusions and Further Works

This paper studied two real-world problems in the context of system management
such as website phishing and the performance server in terms of failure happen-
ing, following a machine learning approach. Some data preparation methods
based on standard and advanced feature selection computing different measures
such as consistency and correlation properties, respectively have been shown to
be particularly appropriate to cope with the aforementioned problems. Best-
First Tree (BFTree) reported a good performance for both problems with some
enhancements (more remarkable on Server data) in terms of predictive power
provided by feature selection. Since the data sample of Phishing is medium, the
data preparation method helps to build the prediction model in a shorter time.
The more sophisticated feature selection is a key point for SVM when the fea-
tures are not nominal (Server problem). For 1NN, the behaviour is alike to SVM.
Finally, Lazy Bayesian Rule learning (LBR) exhibited a very accurate prediction
on Phishing obtaining the classification model immediately.
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As future works, we plan to extend the experimentation in terms of data
preparation methods and classifiers. We also like to explore some alternative
ways to detect URL phishing by means of browser plugins. Moving to server
analysis, it is very convenient to seek approaches to log more properties to feature
better the problem.
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Abstract. It is well recognized in this digital world that, businesses, govern-
ment, and people depend on reliable network infrastructure for all aspects of
daily operations such as for i.e. Banking, retail, transportation and even
socializing. Moreover, today, with the growing trend for the internet of thing,
demands for a safe network management system has tremendously increased.
Network failures are expensive: network downtime or outages should be avoi-
ded as it might affect business operations and might generate a tremendous cost
due to the Mean Time to Repair in Network Infrastructure (MTR). This paper
presents an ongoing work in exploring the use of machine learning algorithms
for better diagnosis of network failure by using PING. To this end, we have
analyzed 3 methods such Machine Learning (ML), Feature Selection with ML
and hyperparameter tuning of ML. Within each method we used 3 algorithms
such as KNN, Logistic Regression and Decision Tree algorithms and bench-
marked them with each other’s in order to define the best accuracy of ping
failure identification.

Keywords: Machine learning � Network operation management � Ping failure

1 Introduction

With the increasing adoption of big data, cloud computing technology and a diverse
category of interconnected devices (IoT), network topologies are growing even more
complex. Therefore, it is important to prevent failure, downtime, reduce costs while
increasing performance and security of the network. Network downtime or outage
occurs regularly [1]. Today, many companies outsource their network management to
the so-called Managed Service providers (MSP). These companies deliver networks,
applications, systems and e-management services across a network to multiple enter-
prises, using a “pay as you go” pricing model. It is important for these MSP to provide
reliable services to their customers. Our action-oriented research is based on a real case
study that is provided by a Norwegian Managed Service Provider offering services in a
network deployment, monitoring, management, and maintenance. Preliminary inter-
views with the network experts of this company indicated that the main challenges are
due to Network Complexity and human factors. Their main concern is related to time
consumption to identify the cause failure. Usually, network experts should analyze the
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errors or events log manually. This paper presents a work in progress and focuses on
identifying the best ways for network failure. They are many approaches to diagnosis
network failure, in this research project we focus mostly on PING utility, as it is a
requirement given by the case study. In this paper, we investigate if machine-learning
algorithms could be used to better predict ping failure. To this end, we have defined a
Knowledge Discovering Process (KDP) and compared several machine learning
algorithms in order to determine the method that yield the best accuracy. This KDP is
introduced in the next section. The third section presents methods and some results.

2 The Context of the Study

The Network structure can be very complex with each data point representing thou-
sands of features. Identifying and fixing network issues can be structured in 4 steps:

• Validation of latency/issue
• Locating the area where the network is failing
• Identifying why it fails and provide means to remediate to the issue (Fig. 1).

Using Ping Utility and traceroute can help to diagnose network failure and
understand packet loss and high latency. Pinging several devices on the various net-
work and comparing the round-trip times might give information about what part of the
network is failing. The dataset is usually very large in a network topology with millions
of properties for each data point, so and it can be considered as big data. Our dataset in
our experiment consists of 2200 feature variables per row. Each row is a unique
instance of the full network topology. The values are numerical and stored in the
No SQL database. The data is captured using Zabbix which is a software for

Fig. 1. Example of network topology
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monitoring networks. Per day, this network topology can produce around 8 million data
points for the topology shown. Based on literature review [2, 3], we have defined a
specific approach to analyze the data such as Knowledge Discovery and Data Mining
(KDDM) process (see Fig. 2). KDDM process can help to find non-trivial relations in
the dataset and at the same time learn unbiasedly from historical data. Machine learning
(ML) is a suitable tool to find patterns in data without having any prior knowledge of
the dataset [4, 5]. There are three categories of ML [6]; supervised learning, unsu-
pervised learning and reinforcement learning [7].

In our study research, our focus is on supervised learning algorithm as our goal is to
predict a value based on existing historical data. It builds a model by mapping the
feature attributes to the target class and then comparing the prediction of the target class
to ground truth. Furthermore, supervised learning consists of regression and classifi-
cation. Moreover, supervised learning is used to predict future target variables,
whenever the values of the input attributes are known given that they have a sufficient
amount of accurate data. When the target class is a set of discrete values, then it is a
classification task, when they are continuous numerical values, then it is a regression
task [8, 9].

3 Methods and Results

We applied and compared three different exiting methods that are described below. For
each method, we will compare with each other’s three algorithms (KNN, Logistic
Regression and Decision Tree) to determine which one will give the best accuracy of
the ping status The common first step amongst the methodologies is to formulate the
domain application. In this section, we present only few results for some algorithms.
A more complete version of the work and results for each method and algorithm can be
found [10].

Fig. 2. Our knowledge discovery and data mining process (KDP)
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3.1 Method I: Machine Learning Algorithms

ML algorithms are directly used to the preprocessed dataset to measure the perfor-
mance. The algorithm’s properties are adopted from the Scikit learn package [11]. It
features various classification, regression and clustering algorithms and is designed to
interoperate with the Python numerical. The default parameters will be used in the first
step. In part 4.1 (Fig. 3), the K-Nearest Neighbors Algorithm (kNN) is classified as a
lazy algorithm as it does not construct a general model from the dataset but rather
classifies a single instance on every iteration [12]. Logistic Regression combines dif-
ferent weights with each variable to predict the outcome [13]. Decision Tree Algorithm
finds a generalized set of rules to classify the instances in the dataset [14] (Table 1).

Class target is set for the ping 1 or 0. Precision is defined as the proportion of
positive identified correct. Recall means what proportion of the actual positives iden-
tified correctly. F1 Calculates harmony between 2 values. Implementation methods
were programmed using Python language. Results of the first ML algorithm used is the
kNN show that The K nearest neighbors can predict the network topology at an overall
accuracy of 91.82% without any modification to the machine learning algorithm. The
above table summarizes the result of the algorithm. For class zero, the precision score
shows that the kNN labeled 84.35% of ping down correctly instead of ping up. The
recall score shows that the algorithm can find 82.91% of all ping down in the dataset.
The F1 Score shows the weighted harmony between the precision and recall and that is

1. Formulating 
the domain 
application

6. Knowledge 
Discovery and 
Deployement

3. Data 
Preparation

2- No SQL 
Database 5. Evaluation

4.1 K-Nearest 
Neighbors Algorithm

4.2 Logistic 
regression

4.3 Decision Tree 
Algorithm 

Correct Data Identified

Fig. 3. Method I: machine learning algorithm

Table 1. Confusing matrix for KNN

Class target Precision Recall F1-score Support

0.0 0.8435 0.8291 0.8363 117
1.0 0.9430 0.9484 0.9457 349
Average 0.9180 0.9185 0.9182 466
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83.63%. The total number of samples is 117, where 97 were labeled correctly, and 20
were labeled incorrectly. For Class 1, the precision score shows that the kNN labeled
94.30% of ping up correctly instead of ping down. The recall score shows that the
algorithm can find 94.84% of all ping down in the dataset. The F1 Score shows the
weighted harmony between the precision and recall and that is 94.5%. The total
number of samples is 349, where 331 were labeled correctly, and 18 were labeled
incorrectly.

We use the same approach for logistic regression and Decision tree algorithm. In
conclusion, for the method I, the best accuracy is given by Decision Tree (95,7%) while
kNN gave the least (91,82%) From the above, we can conclude that the decision tree
was the most accurate and the kNN was the least accurate for classifying ping failures
in network topologies.

3.2 Method II: Feature Selection with Machine Learning Algorithms

The feature selection is added as part of the data preparation stage, for example, it can
remove features that provide redundant information. In Univariate Feature Selection:
the best features are selected if they are higher than a certain threshold. This threshold
can be tuned in three ways. SelectKBest, Select Percentile or Generic Univariate
selection. In SelectKBest, the highest scoring features are defined by the user as value
K. In Select percentile, the top K percentile feature is selected instead. In generic
univariate selection, the feature selection method applies a configurable strategy to
select the best feature (Fig. 4).

In the second method, we applied feature selection to the architectural to analyze
the classification accuracy of the algorithms and used two types of statistical methods,
the chi2, and the mutual entropy. As an example, we will present the result performed
on kNN. The same approach is used for Logistic regression and Decision Tree.

For the kNN algorithm, we can see that the overall algorithm has improved an overall
accuracy from 91.86% to 96.99% when applying the chi2. The Fig. 5 on the left side
shows the plot of accuracy against the number of features the chi algorithm has selected.
The chi2 method has a range of optimal features from 28 features and a maximum of 80.
The graph shows the features selected for accuracy on the test. The features selected are
decided by the chi2 algorithm.
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Fig. 4. Method II: feature selection with machine learning
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A more detailed breakdown of the algorithm prediction accuracy is shown in
Table 2. For class zero, the precision score increased from 84.35% to 94.02%. The
recall score increased from 82.91% to 94.02%. The F1 Score shows that the weighted
harmony between the precision and recall increased from 83.63% to 94.02%. The total
number of samples in class 0 is 117, from 20 labeled incorrectly to 7. For Class 1, the
precision score shows that the kNN labeled 94.30% to 97.99% of ping up correctly
instead of ping down. The recall score shows that the algorithm can find 94.84% to
97.99% of all ping down in the dataset. The F1 Score shows that the weighted harmony
between the precision and recall increased from 94.5% to 97.99%. The total number of
samples for class 1 is 349, where from 18 were labeled incorrectly down to 7 labeled
incorrectly.

Figure 5 shows application of Mutual entropy on kNN. The maximum accuracy
and classification table report is the same as the mutual entropy which is at 96.99%.
However, we can see that the number of features to be selected is different. The optimal
number of features for maximum accuracy is 26. Therefore, we can conclude that chi2
and kNN are better combinations when it comes to predicting failures as it is more
prone to noisy features in comparison to when applying mutual entropy.

We applied in a same manner chi2 and mutual entropy on logistic regression and
decision tree and compared the results to see the improvement in accuracy prediction.

Table 3 shows that Chi2 as a feature selection to the network topology increases the
kNN and Logistic regression accuracy labeling. The change in DT is non significant.

Fig. 5. Chi & KNN and mutual entropy & KNN

Table 2. kNN with CHI the tables.

Class target Precision Recall F1-score Support

0.0 0.8435 -> 0.9402 0.8291 -> 0.9402 0.8363 -> 0.9402 117
1.0 0.9430 -> 0.9799 0.9484 -> 0.9799 0.9457 -> 0.9799 349
Average 0.9180 -> 0.9700 0.9185 -> 0.9700 0.9182 -> 0.9700 466
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Table 4 shows that the mutual entropy has a negative effect on the decision tree,
reducing the accuracy slightly. Using feature selection does not necessarily increase the
accuracy. Chi2 is better at feature selection than mutual entropy.

3.3 Method III: Hyperparameter Tuning of Machine Learning
Algorithms

Hyperparameter tuning is finding the best set of values to tune an algorithm to increase
the accuracy of the prediction. There are two ways to tune the machine learning
algorithm; either using the Grid Search Cross-Validation Method (CVM) or the Ran-
domized Cross-Validation Method. In the grid search cross-validation method, all the
combinations of parameters are generated and applied. The parameters that yield the
highest accuracy with the correct classification is selected. The cross-validation prevents
overfitting of the algorithm by having further split the training set. In the randomized
search cross-validation, a set of random parameters are applied instead of all the
combinations of parameters. This is faster and computationally less-expensive (Fig. 6).

The hyperparameter tuning is applied to find the optimal set of parameters for each
algorithm.

Table 5 present the parameters of the ML algorithm to be tuned, with and without
the optimal feature selection method. The same approach was adopted for Logistic
regression and decision Tree.

Based on the results of the analysis of the three algorithms, we can conclude that
the highest increase in accuracy to identify ping failures is achieved with Logistic
Regression.

Table 3. Summary of results with univariate statistical method – CHI

Feature selection Algorithm No. features selected Results

Univariate statistical tests (chi2) K Nearest Neighbors 28–80 +5.18%
Logistic Regression 72 +2.00%
Decision Tree 22 +0.65%

Table 4. Summary of results with mutual entropy

Feature selection Algorithm No. features
selected

Results

Univariate statistical tests (Mutual
Information)

K Nearest
Neighbors

26 +5.18%

Logistic
Regression

18 +1.19%

Decision Tree 76 −0.20%
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4 Conclusion

This paper presents and analyses the results of several methodologies applied for iden-
tifying ping failures in a network. Method 1 consisted of applying a machine-learning
algorithm directly and consisted of the kNN algorithm, Logistic Regression, and the
Decision Tree Algorithm. Method 2 was applying the univariate statistical method to
reduce the number of irrelevant features passed to the algorithm to increase the accuracy
of the classification. Method 3 was hyper-tuning the parameters of the machine learning
ones with feature selection and ones without feature selection. The hyper-tuning
parameter goal is to find a set of suitable parameters to increase the accuracy of the
algorithm. The decision tree algorithm proved to yield the highest accuracy at method I.
In method II, kNN had the highest increase in accuracy classification. In Method III,
Logistic Regression with hyperparameter tuning and feature selection yielded the highest
accuracy in predicting ping failures. The promising results from the test of the use case
demonstrate that use of ML in improving identification of network failure has led to
further directions in our work to explore the use of ML for network management. As
future we intend to investigate the overfitting of the algorithms to the dataset. In addition,
we will improve our algorithms in order understand why a certain host ping has failed.
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Fig. 6. Method III: hyperparameter with machine learning

Table 5. kNN with hyper-turned parameter and feature selection results

KNN parameters Hyper-tuned kNN
parameters

Hyper-tuned kNN parameters with
feature selection

Number of neighbors 5 -> 3 5 -> 3
Weights Uniform -> Distance Uniform -> Distance
The algorithm to compute
nearest neighbors

Auto Auto

Leaf size 30 -> 10 30 -> 10
Power parameter value for
Minkwoski distance

2 -> 1 2 -> 1

Change in accuracy 92% -> 96.85% 92% -> 97.24%
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Sandi Gec1, Dejan Lavbič1, Marko Bajec1, and Vlado Stankovski2(B)

1 Faculty of Computer and Information Science, University of Ljubljana,
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Abstract. Today, container-based virtualization is very popular due to
the lightweight nature of containers and the ability to use them flexibly
in various heterogeneously composed systems. This makes it possible to
collaboratively develop services by sharing various types of resources,
such as infrastructures, software and digitalized content. In this work,
our home made video-conferencing (VC) system is used to study resource
usage optimisation in business context. An application like this, does not
provide monetization possibilities to all involved stakeholders including
end users, cloud providers, software engineers and similar. Blockchain
related technologies, such as Smart Contracts (SC) offer a possibility to
address some of these needs. We introduce a novel architecture for mone-
tization of added-value according to preferences of the stakeholders that
participate in joint software service offers. The developed architecture
facilitates use case scenarios of service and resource offers according to
fixed and dynamic pricing schemes, fixed usage period, prepaid quota
for flexible usage, division of income, consensual decisions among col-
laborative service providers, and constrained based usage of resources
or services. Our container-based VC service, which is based on the Jitsi
Meet Open Source software is used to demonstrate the proposed archi-
tecture and the benefits of the investigated use cases.

Keywords: Blockchain · Video-Conferencing · Container ·
Monetization · Smart Contracts

1 Introduction

Resources, such as computing infrastructures, Cloud services offers and software
(Web servers, libraries and so on), combined together represent basis for the
provisioning of high-quality software services. The various stakeholders usually
need to collaborate in order to be able to produce such software services. This
c© Springer Nature Switzerland AG 2019
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particularly requires mechanisms for assuring monetization of the contributed
added-value, transparency, security, trust, Quality of Service (QoS) assurance
through Service Level Agreements (SLAs), and so on.

In order to facilitate flexible provisioning and consumption of resources and
services, it is necessary to address various SLAs and monetization use cases of
the stakeholders. In this study we concentrate on the analysis and implementa-
tion of various monetization approaches to collaboratively provide comprehen-
sive software services to the end users. This includes SLA offers according to
a fixed and variable pricing model, time-limited and quota-based provisioning,
constraints-based access, revenue sharing, and other mechanisms making it pos-
sible to engineer and deliver software services with sufficient business flexibility.
The goal of the present study is therefore to develop and evaluate an architecture
that can be used to automate the process of software services provisioning and
consumption.

Our approach relies on recent trends in the financial domain. Traditional
currency transactions among people and companies are often facilitated with
a central entity and controlled by a third party organizations such as banks.
Bitcoin as a first decentralized digital currency was presented and launched as
an alternative to centralized solutions. It is based on the Blockchain technology
and has many benefits [1]. Through the adoption of Bitcoin among the world
population the Blockchain technology presents opportunities in many areas, such
as the Internet of Things, Cloud computing and software engineering in general.
This has led to the launch of new dedicated cryptocurrencies – Ethereum1 as
a Smart Contracts (SC) ledger, IoTa2 as an Internet of Things-based (IoT)
ledger, Ripple3 as a transaction cost optimization ledger, ledgers for anonymous
transactions, protocols and other Blockchain systems covering a plethora of use
cases. For example, in the Cloud domain the distributed storage system StorJ4

is an alternative to commercial storage solutions such as Amazon S3 storage,
Google Drive or Dropbox, and provides the same types of services with high
encryption security and full transparency.

In this paper, we propose a new Cloud architecture for Container Image (CI)
management containing a Web based Video-Conferencing (VC) application that
assures high QoS and exploits the benefits of the Blockchain technology as a
key component that differs from other existing solutions. Some key technolo-
gies, such as SCs, that are part of the architecture, are used to fulfill functional
requirements, such as the needed agreements among the user and system roles.
These are described in the following sections. By developing solutions for several
generic monetization use cases, we aim to cover a potentially large number of
stakeholders accordingly with their usage preferences, such as regular, occasional,
demanding users and similar. This new architecture is designed having in mind
the requirements for security, transparency and various monetization approaches

1 https://www.ethereum.org/.
2 https://iota.org/.
3 https://ripple.com/.
4 https://storj.io/.
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through the use of SCs. The new architecture is implemented for one VC appli-
cations on top of Blockchain. This makes it possible to empirically compare it
with traditional monetization approaches quantitatively and qualitatively.

The rest of the paper is organized as follows. Section 2 positions our work
among other related works. Section 3 introduces Blockchain and Cloud comput-
ing in relation to the economy aspect. Section 4 presents and overview of the
use cases based on using Blockchain. Section 5 presents the new architecture
and its implementation. Section 6 presents a detailed overview of dynamic price
monetization and explains the detailed workflow among the software services.
Section 7 explains the relevance and significance of the obtained results, discusses
the lessons learnt and provides some conclusions.

2 Related Work

In 1991 Haber et al. [6] presented a theoretical idea of the Blockchain con-
cept, on how to certify digital documents in order to assure the tamper-proof
data integrity. The first practical attempt of Blockchain technology was pre-
sented with the launch of the cryptocurrency Bitcoin [8] in 2009. Due to the
Bitcoin simplicity of just sending and receiving digital assets, many researchers
and Blockchain enthusiasts launched their own Blockchain cryptocurrencies. An
interesting concept was presented by Buterin et al. [4] with the introduction of
the Turing complete Smart Contracts (SCs) that can be compared to general
(notary) contracts with limited, but at the same time sufficient functionalities
that may cover several different use cases.

Blockchain monetization potentials were presented through practical appli-
cations and latest global trends by Swan [12]. The most potential applicable
areas are digital assets registry management, solving the issue of billions of
“unbanked” people, long-tail personalized economic services and payment chan-
nels in terms of creation of financial contracts executed over time. Yoo [14]
analysed the potential of the Blockchain technology from the global financial
perspective and thus also leaning on the use case of micro payments. A compar-
ison between the current monetary system and Blockchain based is objectively
presented by Ankenbrand et al. [2]. On the other hand Peter et al. [10] out-
lines the actual operational and regulatory challenges in terms of scalability,
interoperability, standards, governance and others which should be defined with
governments and financial institutes. All of these works explore ideas from a
high-level perspective and do not provide any concrete monetization use cases,
which are presented in our work.

Cloud computing has been dramatically adopted in all information tech-
nology (IT) environments for its efficiency, availability and hardware resource
scalability. Therefore, Cloud computing architectures usually consist of variety
of sub-systems, such as front-end and back-end platforms, Cloud based delivery
and networks that are designed to address specific end user needs and require-
ments. Various requirements are also directed towards achieving high Quality of
Service (QoS) and Quality of Experience (QoE). Some studies focus on the design



222 S. Gec et al.

of Cloud based orchestration systems that provide an intelligent delivery of CI
based applications, e.g. a File Upload and a VC application as presented in our
previous work [9]. This, however, is a first study that investigates the needs for
monetization in the Cloud services economy which relies on the use of Blockchain.
Our study aims to increase the overall system robustness in terms of system dis-
tribution, when various software services are developed, engineered, deployed
and operated. Several highly focused studies have used Blockchain technology
to improve product traceability and quality preservation, such as the study of
Lu et al. [7]. The work of Xia et al. [13] focused on adoption of Blockchain for
trust-less medical data sharing as a State-of-the-Art solution in the domain of
medical Big Data. On the other hand the overall performance of such systems
has not been addressed sufficiently and they have not been described in the con-
text of SCs. An attempt of integration of SCs in an existing Cloud system for
VMI and CI management was presented on H2020 ENTICE5 project [5] as an
agreement management component among users. The present work builds on top
of the benefits of SCs, in order to define, develop and test various monetization
strategies which may be useful in the domain of the Cloud services economy.

3 Background

Blockchain and SCs are technologies underpinning the design and implemen-
tation of our new architecture on top of which our Jitsi Meet6 based VC sys-
tem is provisioned. Blockchain (originally named block chain), is a continuously
(time-based) growing list of records, called blocks, which are linked and secured
using cryptography mechanisms (e.g. Bitcoin uses SHA-256). Each record ordi-
narily contains metadata – a reference (cryptographic hash) to the previous
block, timestamp and transaction data. Blockchains are secure by design through
broker-free (P2P-based) characteristics. Therefore, the alteration of the content
in the blocks by single or even multiple node entities is very difficult to happen
due to the high distribution rate. To summarize, key properties of the Blockchain
are elevated distribution, no central authority, irreversibility, accessibility, time-
stamping and cryptography.

Smart Contract (SC) is a digital variation of a traditional contract which can
be described as a protocol intended to digitally facilitate, verify and enforce the
negotiation or performance by implementing arbitrary rules. In the design of our
novel architecture, we rely on the Ethereum (see footnote 1) network with the
built-in fully fledged Turing-complete programming language Solidity, which is
used to design and implement SCs.

The life-cycle of a SC can be summarized in the following example. A devel-
oper designs a dedicated SC or uses an existing one. By doing that SC is con-
sidered as a template that is desired to be at least validated through specific
tools. Each SC template may be deployed on a desired address to a production
(mainnet) or development (testnet) network. Upon deployment the SC invokes
5 http://www.entice-project.eu/.
6 https://jitsi.org/.

http://www.entice-project.eu/
https://jitsi.org/
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the constructor only once, while the address owner usually has higher privileges,
for example, it can destroy the deployed SC instance. Other participant, public
or specific addresses, can trigger a SC instance through the supported functions
that lead to sending of another transaction, triggering another SC, theoretically
ad infinitum as illustrated in Fig. 1.

Fig. 1. The life cycle of a smart contract: phases, actors, and services [11].

In order to understand the monetization in the Cloud services domain we
first need to know the economic ecosystem of the resources, services and envi-
ronments deployed in the Clouds. In the first place, such environments must
consider the total cost of ownership for the on-premises by considering the cost
of the resources, equipment, computing and networking infrastructures, capital
and the resources and services lifespan. All of these aspects can be described as
the operational and maintenance costs of the services running on demand. Cur-
rently, there exist various special-purpose monetization services available, such
as YouTube channel monetization, mobile applications advertising monetization
and similar, which commonly have relatively expensive operational costs. It may
therefore be possible to implement a flexible Blockchain monetization overlay on
top of Cloud services.

In this paper, we focus on several use cases and requirements for monetiza-
tion of a specific container-based VC service as an architectural overlay that may
satisfy different types of end users. The developed architecture and its imple-
mentation is described in detail in the following section.
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4 Video-Conferencing Application, Use Cases and
Requirements Analysis

In this work we rely on advanced technologies, which are used in Cloud com-
puting including Docker7 for the management of containers, and Kubernetes8

as a general purpose orchestration technology. Our VC application Jitsi Meet is
therefore packed into Docker containers. In contrast to VMIs, containers can be
spinned on and off much faster, practically within seconds, thus forming basis for
fine-grained services orchestration, which is driven by various events (such as end
users that need to run a video-conference). Whenever a specific software service
is required, these services make it possible to dynamically deploy a container
image and serve the particular end user or event.

Our goal was to study different monetization approaches that can be used
by the stakeholders that contribute resources and services in order to develop a
working VC software service. We present a basic comparison between conven-
tional and Blockchain monetization on the Ethereum network.

In order to ensure feasibility of the monetization method applied in our
system, we summarized basic properties of the Ethereum network and com-
pared them with three popular payment systems: Visa, Mastercard and Pay-
pal. The comparison results in Table 1 show that the overall cost of Ethereum
monetization is significantly lower compared to traditional methods. Ethereum
transaction cost represented with GWEI unit where 1 ETH = 109 GWEI, is
tightly dependent by the following factors: Ethereum network congestion, pre-
ferred transaction speed and the actual price of ETH coin. To minimize the
ETH coin volatility there is a dedicated ERC20 token TrueUSD9, which is an
USD-backed, fully collateralized, transparent and legally protected. In addition
to lower absolute transaction cost, SCs allows much more flexible transactions.
For example, lock-in of transaction funds refers to the actual locking of funds in
the SC till certain functional conditions has not been reached and releasing the
funds, or just fractioned funds, to the appropriate user entity.

Table 1. Main properties of different monetization methods in the first half of the
year 2018.

Monetization
method

Transaction
processing fee

Merchant or operational
service cost [USD]

Lock-in of
transaction funds

Visa 1.43%–2.4% min 1.25% Limited

Mastercard 1.55%–2.6% min 1.25% + 0.05 Limited

PayPal 2.9%–4.4% min 1.5% Limited

Ethereum 1–40 GWEIa 0 Flexible
ahttps://kb.myetherwallet.com/gas/what-is-gas-ethereum.html

7 https://www.docker.com/.
8 https://kubernetes.io/.
9 https://www.trusttoken.com/.

https://kb.myetherwallet.com/gas/what-is-gas-ethereum.html
https://www.docker.com/
https://kubernetes.io/
https://www.trusttoken.com/
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The monetization processes for our VC system from the viewpoint of the
various stakeholders was described with several use cases as follows. The use
cases describe different user needs based on actual usage patterns of resources
and services. These can be achieved through the definitions of SCs. Another
important aspect, which is considered concerns the income division among the
parties, including the Cloud providers, container image deployment platforms,
infrastructure providers and so on. In order words, we analysed the needs of
all stakeholders who are in charge for an individual VC service setup processes.
Following are seven identified monetization use cases that can be supported by
Blockchain and Ethereum SCs.

Fixed price is the most basic definition of the use case. The VC system, depend-
ing on the QoS end user’s requirements, offers the usage of VC service for a fixed
price and fixed maximum period of time on demand. The agreement is reached
when both parties signs the SC while the end user sends the required ETH funds.

Dynamic price, in addition to fixed price use case, offers higher flexibility of
the actual VC service availability. For example, the end user knows the maximum
time that he/she might need the VC service. After the agreement is reached the
user pays the full price but the Ethereum funds are locked by the SC. The fund
become unlocked if the maximum period is reached or if the end user stops using
VC service by confirming the SC. In the unlocking phase the actual usage time
is charged – the proportional Ethereum of unused time is returned to the end
user while the rest is sent to the VC service.

Time-limited usage refers to the use case when the end user in advance agrees
the per-minute conversation price, buys certain VC session minutes and uses the
VC service gradually on demand. A typical usage is suitable for Big Brother-like
TV shows and other content provided in real-time online.

Flexible usage period offers more flexibility for the end users that cannot
define the exact period when the VC service will be used. In the proposed end
user’s period, the VC service has to be either available or the deployment of
the VC service has to be optimized and thus very fast. The charge methodology
follows the dynamic price use case and the SC contains also the minimum charge
price for maintaining the fast deployment of the containerized VC service for the
specific time period.

Division of income is a particular monetization process where the parties
involved are those who enables the VC service hardware and software infras-
tructure. For example, one provider offers specific VC containers, another offers
infrastructure and the third provider offers other services, such as monitoring.
The division of income is agreed upon the parties in advance and validated
through the SC. An overall advantage of this approach for the end user is
reflected as a lower overall price of the VC service.
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Consensus decision is an upgrade to division of income use case. The con-
sensus is reached through a democratic voting SC, similar to the one proposed
by Bragagnolo et al. [3]. As a result the management of VC service is divided
among parties specialized for different HW/SW and service aspects and thus
improved QoS/QoE, availability and overall cost reduction.

Constraint based focuses on the legal aspects determined by the end user’s
constraints. As an example EU General Data Protection Regulation (GDPR)
compliant can be agreed by all end users through SC. In some cases geograph-
ical definition is also important and should be determined by the end user and
VC system in advance (e.g. not all data services are allowed in specific coun-
tries). In general, by constraint limiting, either the price for the end user, either
the potential QoS, changes (VC service price increase, decreased QoS) in the
proposition of SC by the VC service.

In order to summarize, the rough analysis of the main properties of the
monetization use cases addressing the various requirements are presented in
Table 2.

5 Blockchain Based Architecture for Flexible
Monetization of Cloud Resources and Software Services

The proposed architecture consist of various components that are packed as
Docker CI. In order to address the proposed monetization use cases, we extend
the existing VC architecture which includes an orchestrator [9]. While the focus
of our previous work was the design of a Cloud based orchestration system
that provides an intelligent delivery of two network intensive applications (File
Upload and VC), the focus of the present work addresses the needs to facilitate
flexible usage of the resources and software related to the provisioning of the VC
service. We present an architecture to facilitate the VC application through the
use of the Blockchain technology.

The novel architecture enables different monetization approaches among four
pillar component layers: (i) Cloud providers, (ii) Implemented solution services,
(iii) Blockchain components and (iv) Graphical User Interface (GUI). The imple-
mented architecture is depicted in Fig. 2 and its main components are explained
in the following.

Cloud providers are available on different geographical locations and are used
for the deployment of VC service instances. The VC application components,
which are packed into Docker containers can be deployed on demand when an
agreement between the end user and the VC service provider is reached, and thus
follow the SaaS delivery method. Besides, the deployed VC application instances
can be monitored to provide metrics, such as usage time period and other QoS
metrics that can be included in an SLA.

Implemented service solutions are composed of different components that
comprehensively perform different tasks. For example, to estimate the potential
QoS of the deployed VC service it is mandatory to have QoS metrics defined and
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Table 2. Main properties of different monetization use cases.

Monetization use caseMinimum
required
SCs

SCs functions
[description (SC)]

Roles involved

Fixed price 1 set price by owner, sign
agreement

VC system, end user

Dynamic price 1 set price by owner, sign
agreement, stop VC
service

VC system, end user

Time-limited usage 1 + n (n are
number of
accesses)

set price by owner (1),
sign agreement (1), start
VC session (n), stop VC
session (n)

VC system, end user

Flexible period 1 set price by owner, sign
agreement, stop VC
service

VC system, end user

Division of income 2 set price by all VC
enabling entities (1), set
price by owner (2), sign
agreement (2)

VC service enabling
entities, end user

Consensus decision 2 set voters (1), vote by all
VC enabling entities (1),
set price by owner (2),
sign agreement (2)

VC service enabling
entities, end user

Constraint based 1 delegate constraints by
owner, set price by
owner, sign agreement,
stop VC service

VC system, end user

measured, while the VC service is running. By doing this, the QoS metrics are
modelled, while the Decision Maker identifies potential Cloud providers, where
the container image should be started.

Blockchain components consist of a public Blockchain ledger, i.e. Ethereum
and our developed SC templates supporting the proposed monetization use cases.
See Sect. 4 for details. The distributed node infrastructure is maintained by the
Ethereum community and offers a high level of distribution and availability. The
main API technologies are written in the Java programming language, thus the
core Ethereum bridge is the Java library ethereumj10 embedded in the core layer
API. The deployed SC instances may be triggered by end users and VC system.
In all SC trigger executions and phases are updated by the actual content in the
Ethereum blockchain network.

10 https://github.com/ethereum/ethereumj.

https://github.com/ethereum/ethereumj
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Fig. 2. High-level architecture of a SaaS VC use case.

Web based GUI is the main entry point for the end user. Each VC session
consists of an end user subscriber and other participants. The subscriber in the
Web GUI defines the preferences with QoS metrics and submits the request that
is delegated to the backend component. According to the end user’s preferences,
the SC terms are proposed to the end user by our system. In all monetization
use cases the agreement is reached when both parties signs the SC.

The general workflow of the architecture consist of the agreement among an
end user and the VC service to determine the monetization use case, QoS user’s
requirements and the price. After the VC service deploys the CI application
components, the end user gets unique URL for the VC session. The application
life-cycle is completed when the end user finishes using the VC application or
if any other condition occurs, e.g. the VC session time is exceed. In addition
the resources are freed by the undeployment of VC session service on the Cloud
providers’ infrastructure. In the final stage the Ethereum SCs are signed by both
parties, the end user and the VC service, and thus the final monetization flow is
executed. A complete workflow with the dynamic price monetization use case is
presented in the following section.
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6 In-Depth Analysis of the Dynamic Price Monetization
Use Case

In this section, we systematically describe the dynamic price monetization work-
flow, which is used by our VC software service. The selected use case is motivated
by the transparent definition of the agreements among end user and VC system
through an Ethereum SC.

The aim of the dynamic price monetization is increased flexibility for the
end user, who cannot estimate the exact duration of the needed VC session.
In comparison to traditional monetization methods (e.g. Paypal, Mastercard,
Visa etc.), which primarily perform as a trustful entity and do lack transparency
towards the end user, the SC Blockchain approach on the other hand is trans-
parent, without central authority, and uses the defined functions in the Solidity
programming language.

We integrated the SCs in our VC system in order to better understand the
dynamic price monetization. The entities involved in the process are: (i) the end
user who initiates the VC service, (ii) the Blockchain component which provides
SC execution, (iii) the solution services, and (iv) Cloud providers that actually
provide the running infrastructure for the VC application components.

Fig. 3. Sequence diagram of the general VC use case.

The flow of interactions between the Blockchain component and the trigger-
ing entities is depicted in Fig. 3. In the beginning the end user sets basic prop-
erties through the Web GUI, for example the monetization type (dynamic price
monetization), the maximum time period (one hour) and determines additional
QoS preferences (availability 99.8 %, video quality high-definition).

The process flow is explained in the following.

1. Based on the end user’s properties, the VC solution services estimate the
price for the end user, based on QoS/QoE history trends, and deploy an
SC instance,
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2. The notification about the pricing policy is passed to the end user,
3. who approves the SC agreement by paying the full incentive, locked in the

SC, for one hour of Ethereum funds (ETH) through the Ethereum bridge
MetaMask11, used as Web browser extension and monetization interface
for ETH cryptocurrency.

4. The signed SC notification is passed to the VC solution services,
5. where it is signed by VC service address, and
6. further passed as a deployment request to the solution services, to be

more concrete the QoS Modeler and the Decision Maker.
7. Further on, the deployment process is executed, and
8. on success,
9. the end user gets an unique Uniform Resource Locator (URL),
10 that can be shared among other VC participants.
11. Although it is a very common practice to share unique public URLs,

this can be additionally enhanced, for example by registering individual
participants addresses to obtain the VC session access. The VC session
ends by the SC signature of the end user or the session automatically
stops if one hour period is exceeded and no signing of SC is needed

12. In the final stage the undeployment of CI application instances is executed.
13–15. On success the final SC function, which unlocks ETH funds and executes

proportional (time based) return of the ETHs or no return in case when
time limit is exceeded. This step could be skipped but it is recommended
as a final security check in case of any VC service anomalies (e.g. end
user gets full refund in case when the availability of VC service dropped
below 75%).

16. Finally, the end user gets the notification about the completion of the
SC.

In order to outline the SC template for the dynamic price monetization, it is
mandatory to define the key global attributes – lock time in seconds determined
by current block timestamp, session start time, maximum price (refereed to lock
time in seconds), end user address and VC owner address. Due to the usage of
block based generation of the timestamp, the overall delay is inducted between
the discrete time generation of blocks which is on average 15 s12.

An important aspect is the management of event triggers which are not sup-
ported in Ethereum SCs. A good practice recommendation is to either develop
the service on our own or simply use Ethereum’s Alarm Clock service13, which
is designed for SC event purposes.

A fundamental SC template that locks the ETH funds of the sender is
described in Algorithm 1.

11 https://metamask.io/.
12 https://etherscan.io/chart/blocktime.
13 http://www.ethereum-alarm-clock.com/.

https://metamask.io/
https://etherscan.io/chart/blocktime
http://www.ethereum-alarm-clock.com/
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Data: object payable {addressFrom, value}
Result: boolean success
if basic conditions check then

// in case the ETH value does not match the agreed price
return false;

else
// set the release time, address of the sender and deposit ETHs, while
the lockTimeSeconds is a global attribute
releaseTime = currentBlockTime + lockTimeSeconds;
balance = balance + value;
globalAddressFrom = addressFrom;
return true;

end
Algorithm 1: SC function for temporary locking of Ethereum funds.

Another pillar function is the VC service stopping notification that is trig-
gered by the end user. After the successful trigger the ETH transaction to the
VC service address is performed and another one to the address of the end user
accordingly to the duration of the VC.

7 Discussion and Conclusion

The presented monetization approach in the previous section is overall less
expensive compared to traditional monetization approaches. Beside the lower
and relative fee policy not varying on the amount of funds to be sent, there are
only initial integration costs and basically no further operational costs. Deployed
and active SCs that temporary store the ETH funds of the end users, are acces-
sible from the VC system APIs. However, the address containing the processed
ETH funds owned by the VC system is stored in a cold storage wallet that make
it secure in case of potential attacks.

This study presents a novel architecture that encapsulates Cloud principles
and monetization possibilities through the usage of Blockchain. It is shown that
SCs are suitable for establishing transparent mutual agreements among end users
and VC system, and therefore facilitate the overall payment process without any
additional cost for the service owners (e.g. bank, payment cards and other fees).
Despite that, the specific SCs developed for the service needs to be carefully
designed and validated (e.g. by using Oyente SC validation tool14), analysed and
evaluated at different levels, such as code pattern comparison and simulation of
actual usage with multiple parties on the same SC.

Following the implementation of our new architecture, we aim to investigate
the QoS of the described monetization capabilities through performance mea-
surements – actual transaction costs, block confirmation durations and other
metrics related to the time metric.

14 https://github.com/melonproject/oyente.

https://github.com/melonproject/oyente
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The Cloud domain with Blockchain technology poses some very specific
research challenges for real-time applications (e.g. VC) that need to fulfil or
enhance the functional requirements but at the same time introduce new func-
tionalities, such as monetization. In our use case where the system methodology
follows the pay-as-you-go concept, a software is deployed on end user’s demand and
SCs are used as an advanced agreement management tool among all stakeholders.
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Abstract. In this paper, we demonstrate the multiple points of innovation when
combining multimedia content with blockchain technology. As of today, content
creators (authors, photographers, radio and video reporters, data visualizers etc.)
are publishing and sharing content (articles, photos, audio, video and combina-
tions) on media/social networks but without the effective control over who is
going to reuse this content. To this direction, we introduce a blockchain based
service which successfully blends different technologies to provide more trans-
parency on how the content is further tracked, promote openness, trust and
security between participants, allow direct monetization for the content creator
and expose the benefits of using blockchain technology as: a database of multi-
media content, a novel payment method while using a dedicated created cryp-
tocurrency, an insurance of proof of ownership through the exploitation of smart
contracts running on Ethereum blockchain platform and a means to implement
new solutions to value content based on quality. Additionally, by integrating
Hyperledger Projects (Fabric, Composer, Explorer), we examine how their
functionalities such as private and permissioned blockchain improve our system.
Highlighting the importance of applications exploiting blockchain technology to
efficiently support, store and retrieve data we utilized, integrated with blockchain
and compared different solutions among which InterPlanetary File System (IPFS)
and traditional databases such as MongoDB with GridFS tool.

Keywords: Smart contracts � Blockchain � Media content �
Distributed applications

1 Introduction

In the recent years, there is a lot of interest on blockchain and distributed applications
(Dapps), which explore the potential of blockchain technology. Naughton [1] suggests
that blockchain technology could be ‘the most important IT invention of our age’,
while Mougayar [2] that it is ‘at the same level as the World Wide Web in terms of
importance’. Blockchain-based technologies have the potential to resolve some of the
current challenges of Media Industry, which have been heavily affected by the ubiq-
uitous availability of content, by offering solutions for micropayment-based pricing
models, monetization, copyright infringements and privacy [3]. Blockchain allows
transactions to be peer-to-peer without the involvement of a Trusted Third Party
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(TPP) and according to [4] it has two major features that make it highly attractive as a
store of data. Firstly, data written to it is immutable and therefore provides an auditable
record of events that cannot be modified. Secondly, an exact copy is maintained in a
large number of independent locations and consequently, there is no central point of
failure. Ethereum, the second-largest blockchain network by market capitalization, was
the first platform to introduce the concept of a smart contract that could be deployed
and executed in a distributed blockchain network. The Ethereum protocol is public so
the terms of each contract can be viewed by anyone accessing the Ethereum blockchain
network. Recognizing the potential of smart contracts on the Ethereum blockchain,
Bogner et al. [5] examined the use of a Dapp for the sharing of everyday objects,
achieving data privacy and avoiding users’ repetitive sign up for each platform. In a
similar direction, a trial rights management system for videos has also been imple-
mented [6], using blockchain technology and trying to couple videos with the rights
information and to include them in the transaction issued by the licensor.

The rest of the paper is structured as follows: Sect. 2 provides an overview of our
proposed service, while Sect. 3 presents the implementation details and the developed
smart contracts. Section 4 gives experimental results after running the service.

2 Use Case Overview and System Components

This paper introduces a distributed application that blends several technologies
including smart contracts deployed on the blockchain, web services and databases to
produce a service that offers solutions to issues such as compensation of content
contributors, personalization, direct connection of content producers with consumers
and digital rights management. The users who could benefit most from the presented
system are on the one side artists, who would expose their content online, reach large
audiences and have income directly without any intermediaries according to their
specified terms. On the other side end users such as advertisers, news sites, publishers
will have access to a big, constantly updated collection of original content generated by
users, and immediately use it for their purposes after compensating the creator, without
any other concern regarding digital copyrights. It should be noted that the proposed
system does not handle the topics of checking the originality of the content and the
verification of ownership of the specific content. Such topics are outside of the current
study scope. The proposed system acts as a widely used decentralized repository where
content providers (professional or not) can monetize their content. An indicative use
case includes a photographer or any person capturing a significant event (e.g. the rescue
of citizens after a big disaster) using his camera/smartphone, who ensures he is the first
person taking this photo by inserting into the blockchain and receiving the transaction
hash/timestamp. At the same time, various big media outlets (such as news agencies,
online newspapers or news sites) who might want to officially use this user-generated
content can now, through the proposed system, compensate the content provider by
paying with cryptocurrency. To accomplish this, our deployed contracts communicate
with each other, verify that the buyer has sufficient funds and perform the payment
following the billing schema. Media-Tokens (our specifically created cryptocurrency)
are transferred from consumer’s account to creator’s account and they both receive the
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transaction hash, as a proof of this deal. In the background, the Billing Manager is
running, communicating with other contracts and external resources to check the views
of each item and the current timestamp and send Tokens. Our proposed system consists
of the following components (Fig. 1):

1. Web Application: The instances of the web application handle the interactions among
the users and the system providing GUIs (Fig. 2) and interacting with the smart
contracts deployed on the Ethereum blockchain, employing Web3 Javascript API.
We have used Truffle development framework [http://truffleframework.com/docs] to
build and deploy our contracts to the Ethereum network and HTML5/Javascript to
develop the different interfaces. Two main interfaces are provided: (i) Content
Creator: the creator using the dedicated user interface registers to the System. After
specifying the details, he uploads the content to the blockchain; (ii) Content Con-
sumer: the consumer is able to view all the stored media items in the blockchain,
search among them using specific keywords and retrieve them (including the related
information provided by the creator). Subsequently using the interface, he could
consume the desired content and directly compensate the contributor.

2. Smart Contracts deployed on Ethereum Blockchain Application Platform: Ethereum
is a decentralized blockchain platform that runs smart contracts, stored publicly on
every node of the blockchain and every node is calculating all the smart contracts.
We have developed three smart contracts and the functionality of communication
among them as well. They have been implemented in Solidity programming lan-
guage [https://solidity.readthedocs.io/en/develop], a contract-oriented, high-level
language whose syntax, similar to Javascript. It supports inheritance, libraries,
complex-defined types and is designed to target the Ethereum Virtual Machine.

Fig. 1. Overview of our system: the media item creator sets specific rules and uploads content
on the blockchain. The consumer further exploits it, after agreeing to the specified rules and the
billing schema. The contracts automatically communicate with each other and with external
resources to register the content, ensure its ownership and execute the necessary payments.
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3 Implementation Details

We implemented the functionality of communication among contracts, as well as with
external resources (Fig. 3). For example, when a user wishes to exploit a media item
through the user interface, which directly communicates with the Media Contract, the
latter in the background communicates with the Token Contract to verify that this user
has sufficient funds. Afterwards, the two contracts communicate again to perform the
payment and exchange the transaction hashes, so the user has a proof of the payment.
The Billing Manager Contract also communicates with the two other contracts, in order
to perform the payments according to the chosen billing schema.

3.1 Media Content Smart Contract – “Blockchain as a Database
of Content”

Media Content Contract handles the interaction between the content creator and our
proposed system. The content creator logs in the system using the dedicated GUI
provided by the web-app. He then chooses the new media item (article, photo, audio,
video or other) to be uploaded to the blockchain and specifies the related information.
In this direction, we have developed an HTML5 page where the user completes all the
parameters which are then stored in the smart contract. The parameters stored are: URI
of the stored media content; price in Tokens and billing schema, related tags, keywords
other related commends and information. This smart contract supports numerous
functions, e.g. the upload_media function and when a new item is uploaded an Event
called Uploading is produced. The arguments of that event are the address of the
creator and the tags of the uploaded media. All these arguments are stored in the

Fig. 2. Top-Right: the creator logs in the application and uploads a new media item to the
Blockchain after providing the necessary information; Bottom-Right: The Content Consumer
connects to the system and has access to all the uploaded media items; Left: User Interface of the
Media-Token
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specific transaction log, a special data structure in the Ethereum blockchain. After
triggering this event, a series of Javascript callbacks in the Dapp take place and in the
end the media content creator receives a transaction hash, which corresponds to a
specific transaction, block and timestamp in the Ethereum blockchain. Recognizing the
importance for an application exploiting blockchain technology to efficiently support,
store and retrieve data we utilized and integrated with blockchain different solutions:

1. Content creators could store the digital content in their own database or alternatively
use our system’s database, since it is not efficient to store digital content (e.g. video)
in the blockchain. So, providing their own URI to the blockchain, which is a link to
where the actual data is stored, they retain exclusive control over their contents or
they could use our MongoDB as a storage for their data. Media content storage in
our database is achieved utilizing GridFS tool which is the MongoDB specification

Fig. 3. Left: Sequence diagram of users’ interaction with the distributed application deployed on
the Ethereum blockchain and the communication among the three smart contracts.
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for storing and retrieving files, such as images, music, videos, that exceed the
BSON-document size limit of 16 MB. This approach has proven to be efficient with
high throughput in terms of storing and retrieving media content of any type.
Having a service, which also administrates the database, allows us to ensure that
only users who have paid are able to receive the content. However, we could not
neglect the centralized nature of this modeling having a traditional database.

2. IPFS: InterPlanetary File System. Aiming to a fully decentralized application we
integrated blockchain with IPFS, a peer-to-peer version-controlled protocol and
filesystem, run by multiple nodes, storing files submitted to it [7]. It combines
distributed Hash Tables, Block Exchanges and Merkle Trees. Users upload content
to IPFS and place its unique hash code (address of the file) to the blockchain.

3.2 Media-Token Smart Contract

In the recent years, many digital cryptocurrencies have been introduced, as also pre-
sented on a technical survey on digital cryptocurrencies [8]. For our system and for
research purposes we developed a digital cryptocurrency named “Media-Token”, in the
form of a smart contract running on Ethereum public test network. It is fully compliant
with ERC20 token standard [9], describing the functions and events an Ethereum
contract has to implement. ERC20 enhances and ensures the interoperability among
different smart contracts and distributed applications deployed on Ethereum blockchain
platform. In addition, we implemented a dedicated user interface using HTML5 and
Javascript libraries (including Web3.js) which allows us to monitor all the transactions
of our Media Token and all the balances of all the accounts (Fig. 2).

3.3 Billing Manager Smart Contract

Our last deployed contract constantly monitors the other smart contracts, handles the
communication with external sources and is responsible for executing payments
according to the billing schema, chosen by the content creator while initially uploading
the media items. The aforementioned smart contracts offer a dynamic billing mechanism
with three options: (i) a fixed amount of Tokens is instantly transferred to the creator’s
account when the content is consumed; (ii) an amount is transferred to the creator’s
account once every day (or week/month) for the specified coming period; (iii) a dynamic
schema where some Tokens are initially transferred and a fixed amount gets transferred
when some conditions are met (e.g. the creator initially receives 1 Token and 1
Token/1000 views). This contract communicates with other contracts deployed on the
blockchain and with external sources in order to receive valuable real-world information
for the application such the total views of each item deployed on the blockchain. We
used a solution based on Oraclize [https://github.com/oraclize], enabling a function to
connect to a URL and retrieve information such as the views of each media item (which
are exposed in a predefined format). This contract is regularly triggered in order to
communicate with external sources and to perform the payment at specific timestamps
and if some conditions are met e.g. every day in the morning (Fig. 4).
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3.4 Deploying Hyperledger Platform and Projects

Another version of the aforementioned service was implemented based on permis-
sioned blockchains of Hyperledger Projects offering more safety features such as
identity management with Membership Service Providers, faster transactions and less
computational expensive consensus algorithms compared to PoW. We should note that
by granting open access to all users, we would have a public-like blockchain. Our
solution was based on the following Hyperledger open source platforms: (i) Hyper-
ledger Fabric offering the permissioned blockchain for the users of our system. Since it
has no built-in cryptocurrency, we defined a digital token as an asset in the Composer’s
model file (.cto). Additionally, we define the media asset, visible to all granted users
who are defined in the Access Control File (.acl); (ii) Hyperledger Composer facili-
tating the smart contracts (“chaincode”) development and the definition of the business
model. (iii) Hyperledger Explorer, a powerful tool providing details related to a
channel, specific block information, peer list, chaincode list and transactions. The
Media Content Creator, who is a granted blockchain user, creates a new media content
asset (defined in the model file) by specifying its details, which is then uploaded and
saved in the blockchain in an encrypted ASCII string format using the Base64 scheme.
Afterward, a buyer can check all the available media content assets stored in the Fabric
blockchain, search among them by using specific tags. Finally, the transaction logic,
which is defined in the Script File of Hyperledger Composer’s runtime, is responsible
for checking whether the balance of the buyer suffices for the corresponding Media
Content asset. If so, after the buyer’s tokens are transferred to the creator’s balance, the

Fig. 4. Overview of the overall system architecture based on Hyperledger Projects
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actual content is decoded according to the Base64 scheme and is saved on the buyer’s
local file system. The aforementioned transaction that took place between the two users
is recorded in the Fabric blockchain and is visible from the Explorer’s GUI.

4 Running the System

When the Creator uploads a new media item, a transaction takes place. Every 15 s a
new block is added to the blockchain with the latest transactions according to Ether-
eum’s mining process based on PoW algorithm which leverages EtHash [https://www.
ethereum.org/ether]. Every time a transaction is created in Ethereum, the Transaction
Hash is returned, helping to keep track of a transaction in progress or specifying the
block where this transaction is included in and the related timestamp. The latter serves
as a proof of ownership, ensuring that this media item belongs to this user and was
inserted in the blockchain at a specific timestamp. When the consumer logs into the
dedicated web-interface, he searches for the media item he wishes to exploit and sends
funds to the creator through a series of functions and contracts communications.
Content transactions will be secured using micropayments, made with Media-Tokens,
in conjunction with the Ethereum ecsign and ecrecover functions. Which implement
the elliptic curve digital sign algorithm, authenticating the addresses/users in the
blockchain, refusing access to users who try to impersonate creators or consumers. The
transfer of Tokens is also visible in Ethereum Wallets, which watch the specific con-
tracts and act as a gateway to Dapps on the Ethereum blockchain and allow to hold and
secure Ethers and other crypto-assets built on Ethereum, as well as write, deploy, use
and watch smart contracts. Hyperledger implementation on the other side provides
more potential for queries, since it supports a CouchDB database and allows the
definition of different business models using channels.

Regarding the data storage, by running the system with MongoDB deployed, we
benefited from the high throughput of a document-oriented central DB. However, this
centralization does not coincide with the decentralized nature which Ethereum advo-
cates leading to a Single Point of Failure (SPOF) of the whole application. Facing the
aforementioned drawback, IPFS being a peer-to-peer (p2p) filesharing system and
Blockchain’s complementary component, settled exceptionally the SPOF problem,
furnishing low latency and data distribution (Table 1).

Table 1. Comparison of the two different implementations of our system

Implementation based on
Ethereum

Implementation based on
Hyperledger

Performance/Throughput *15 TPS <3500 TPS
Access Open read/write Permissioned read and/or write
Security Proof of work Pre-approved participants
Identities Public keys as identities Known/Granted identities
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5 Conclusions

The current work presented in this paper, successfully combined blockchain with web
technologies and user-generated content. In the future, the authors plan to expand the
service for different use cases such as for music industry digital content broadcasting in
open, blockchain enabled markets and media content delivery through WebTV.

Acknowledgment. The research leading to these results has received funding from the European
Commission under the H2020 Programme’s project Bloomen (grant agreement nr. 762091).

References

1. Naughton, J.: Is Blockchain the most important IT invention of our age? The Guardian (2016)
2. Mougayar, W., Vitalik, B.: The Business Blockchain: Promise, Practice and Application of

the Next Internet Technology. Wiley, Hoboken (2016)
3. Deloitte: Blockchain @ Media, A new Game Changer for the Media Industry (2017)
4. O’Dair, M., Beaven, C.M., et al.: Music on the blockchain. Middlesex University (2016)
5. Bogner, A., Chanson, M., Meeuw, A.: A decentralised sharing app running a smart contract

on the ethereum blockchain. In: Proceedings of the 6th International Conference on the
Internet of Things, pp. 177–178 (2016)

6. Fujimura, S., et al.: BRIGHT: a concept for a decentralized rights management system based
on blockchain. In: 2015 IEEE 5th International Conference on Consumer Electronics-Berlin
(2015)

7. Chen, Y., et al.: An improved P2P file system scheme based on IPFS and Blockchain. In:
IEEE International Conference on Big Data (Big Data) (2017)

8. Tschorsch, F., Scheuermann, B.: Bitcoin and beyond: a technical survey on decentralized
digital currencies. IEEE Commun. Surv, Tutor (2016)

9. ERC20. http://theethereum.wiki/w/index.php/ERC20_Token_Standard

242 G. Palaiokrassas et al.

http://theethereum.wiki/w/index.php/ERC20_Token_Standard


Is Arbitrage Possible in the Bitcoin
Market? (Work-In-Progress Paper)

Stefano Bistarelli, Alessandra Cretarola, Gianna Figà-Talamanca,
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Abstract. Bitcoin is a digital currency traded on different exchanges
for different prices; this feature implies important issues about arbitrage
opportunities. In this paper we investigate whether strong or weak form
of arbitrage strategies are indeed possible by trading across different
Bitcoin Exchanges. Our investigation, both theoretically and practically,
gives as a result that arbitrage is indeed possible.

Keywords: Bitcoin · Application · Arbitrage

1 Introduction

The white-paper on Bitcoin appeared in November 2008 [8], written by a com-
puter scientist using the pseudonym “Satoshi Nakamoto”. His invention is an
open-source, peer-to-peer digital currency, named Bitcoin. Transactions in Bit-
coin do not require a central authority, neither a traditional financial-institution
involved as an intermediary. The key innovation in Bitcoin is its decentralized
core technologies [6]. This system allows to have an independent currency, not
subject to the control of central authority and without inflation. Recent litera-
ture claims Bitcoin as a volatile stock rather than a currency, [10]. An important
issue about Bitcoin prices is that it is traded on different web-exchanges for dif-
ferent prices hence it does not obey to the usual law of unique price. On the web
there are also some sites that compare in real time the price of Bitcoin in dif-
ferent exchange as well as the price history in order to decide what are the best
exchanges for buying and for selling Bitcoins at a fixed point in time. The most
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important sites are Bitcoin Analytics, CoinDesk, Cryptohopper and AvaTrade1.
In this paper, we investigate whether strong or weak form of arbitrage strategies
are indeed possible by trading across different Bitcoin Exchanges. In Sect. 2 we
describe the dynamics of Bitcoin price by applying the well-known Black and
Scholes model (see [5]) in a multi-variate fashion; under this assumption a strong
arbitrage opportunity exists in the market even if the strategy is performed with
discrete time revision of the portfolio. This theoretical arbitrage might be much
outperformed in practice; in Sect. 3 we present an example of arbitrage strategy
which take also advantage of the bid-ask spread mismatch in market Exchanges.

2 Modeling the Bitcoin Price Dynamics and Arbitrage
Opportunities

2.1 Data Description

Bitcoin is traded in multiple online trading platforms (Exchanges), where dif-
ferent exchange rates are applied against the same fiat currency. Even ignoring
market frictions such as the bid/ask spread, by considering the mid-price as the
unique price, still there are multiple prices for Bitcoin available from different
Exchanges. We consider daily prices from 01/01/2015 to 31/12/2017 available
on the Exchanges website for Bitstamp, Gdax, Kraken, CEX.IO and BitKonan2

and the corresponding value of the BlockChainInfo Index3. In Fig. 1 we plot the
above Bitcoin prices and Index in US Dollar (USD) over the whole time series
and two selected sub-periods to better appreciate the different exchange rates.

As we can notice from Fig. 1, the behavior of Bitcoin price in the different
Exchanges is pretty the same. Indeed, the correlation between time series of Bit-
coin prices obtained in the five considered Exchanges is approximately perfect,
since it is close to 1.

In this paper, we assume that there are I Exchanges trading Bitcoin in the
same fiat currency (i.e. USD) and denote by S

(i)
t the price of one Bitcoin quoted

in Exchange i at time t. In order to take into account the almost perfect cor-
relation between the different Exchanges, we consider a common risk-source for
all platforms. More precisely, we assume that the price dynamics of Bitcoin is
described, in every Exchange, by the well-known Black and Scholes model [5],
where

dS
(i)
t = μiS

(i)
t dt + σiS

(i)
t dWt, S

(i)
0 = s

(i)
0 > 0. (1)

Here, for every i = 1, 2, . . . , I, μi, σi > 0, represent model parameters, W =
{Wt, t ∈ [0, T ]}, is a standard Brownian motion modeling the fluctuation of

1 Available at: http://bitcoin-analytics.com/, https://www.coindesk.com/price/,
https://www.cryptohopper.com/, https://www.avatrade.com/forex/cryptocurren-
cies/bitcoin.

2 Available at: https://www.bitstamp.net/, https://www.gdax.com/, https://www.
kraken.com/, https://cex.io/, https://bitkonan.com/.

3 http://www.blockchain.info/.
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Fig. 1. The Bitcoin price in USD according to 5 different Exchanges and the Index
value (top) and two sub-samples with only two exchange rates (bottom).

the Bitcoin market and T > 0 denotes a fixed finite time horizon. Note that
the process μiS

(i)
t is the so-called drift coefficient, which represents the “average

appreciation” of the process S(i) at time t, while σiS
(i)
t is the diffusion coefficient,

measuring the intensity of the source of randomness given by W .
Note that, the Bitcoin price processes S(1), . . . , S(I) are perfectly correlated

since they have the same “driving” Brownian motion W ; in addition, different
Exchanges are characterized by (possibly) different parameters values in the
dynamics.

In Fig. 2 we plot two possible paths for two months of daily prices simulated
according to model in (1) with parameters μ1 = μ2 = 1.5 and σ1 = 0.75, σ2 =
0.9. The picture exhibits a similar pattern to the one observed in Fig. 1.

Fig. 2. An example with two simulated paths for two months of daily prices: parameters
are set to μ1 = μ2 = 1.5 and σ1 = 0.75 (solid), σ2 = 0.9 (dashed) respectively.
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2.2 Arbitrage Opportunities

To show that arbitrage is theoretically possible, we focus on two different
Exchanges and denote the corresponding Bitcoin prices as S(1) and S(2). In
our framework, we have S

(i)
t with i = 1, 2.

Let us denote by r the constant risk-free rate. The risk premia for the the
Bitcoins quoted in Exchanges i = 1, 2 is defined as RiskPremiumi = μi − r.

The risk premium can be seen as the return in excess of the risk-free rate of
return an investment in Bitcoin is expected to yield. Then, the corresponding
Sharpe ratios, that is, the average returns earned in excess of the risk-free rate
per unit of volatility or total risk, are given by

SharpeRatioi =
RiskPremiumi

σi
=

μi − r

σi
, i = 1, 2.

Note that two assets that are perfectly correlated as S(1) and S(2), must
have the same Sharpe ratio. Otherwise, it is possible to exploit an arbitrage
opportunity, i.e. a trading strategy with zero initial outlay and a non-negative
future payoff (so it does not expose to any risk) that is positive with positive
probability.

This means that a sufficient condition to realize this investment strategy is
SharpeRatio1 > SharpeRatio2.

Indeed, let us consider the self-financing portfolio (α1, α2, β), where, for any

t ∈ [0, T ], we buy the amount α1
t = C

(
S
(1)
t σ1

)−1

of Bitcoin with price S(1) on

Exchange 1, we short-sell the quantity α2
t = C

(
S
(2)
t σ2

)−1

of Bitcoin with price

S(2) on Exchange 2 and we invest/borrow the risk-free bond in the amount of

the cost difference C

(
1
σ1

− 1
σ2

)
, where C is an arbitrary positive constant.

If Vt denotes the corresponding portfolio value at time t, then (α1, α2, β) is
a strategy with null initial value, since

V0 = −α1
0S

(1)
0 + α2

0S
(2)
0 + β0 = C

(
− 1

σ1
+

1
σ2

+
1
σ1

− 1
σ2

)
= 0.

Moreover, the return of the above strategy is

dVt = α1
t dS

(1)
t + α2

t dS
(2)
t − rβte

rtdt

=
C

S
(1)
t σ1

dS
(1)
t − C

S
(2)
t σ2

dS
(2)
t − rC

(
1
σ1

− 1
σ2

)
dt

= C

(
μ1 − r

σ1
− μ2 − r

σ2

)
dt = C (SharpeRatio1 − SharpeRatio2) dt > 0,

and therefore it gives rise to an arbitrage opportunity since it produces a certain
profit that is strictly greater than 0. The total gain of the strategy in the time
interval [0, s], for s > 0, is given by C

(
μ1−r

σ1
− μ2−r

σ2

)
s. Here, C represents a
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scale factor which may leverage the total gain. Note that the above arbitrage
opportunity is due to perfect correlation of the two dynamics. This is not the
case in traditional financial markets; though some common risk factors may be
identified to describe the systematic fraction of the variance of each asset, the
idiosyncratic part of the variance is non negligible.

Example. Assume that parameters are set to μ1 = μ2 = 1.5, σ1 = 0.75, σ2 = 0.9
and r = 5% and that at time t = 0 we have S

(1)
0 = 1000, S

(2)
0 = 1005 and

C = 1000 USD. Then, the arbitrage strategy consists in buying α1
0 = 1.3086

Bitcoins in Exchange 1, selling α2
0 = 1.1056 in Exchange 2 and an investment

of 222.22 USD in the money market account. The initial cost of the investment
is exactly V0 by construction, while at time t = 1

365 (one day) the profit is
1000
365 (SharpeRatio1 − SharpeRatio2) = 0.88 USD. This is an arbitrage. Invest-
ments quotes should be revised in continuous time to keep the profit riskless.

2.3 Experiments

In what follows we consider the time interval from 01/01/2015 to 31/12/2017 as
a training time for the model and we estimate the above model on daily Bitcoin
prices available on Gdax, Bitstamp, Kraken, CEX.IO and BitKonan.

Table 1. Parameters fit of Black and Scholes model.

Bitstamp Gdax Kraken Cex.IO BitKonan

μi 1.5313 1.6363 1.5317 1.5404 1.6770

σi 0.7323 0.8947 0.7451 0.7065 0.9139

SharpeRatioi 2.0911 1.8289 2.0557 2.1803 1.8350

In Table 1 we report parameter values estimated on the above Exchanges.
For the sake of simplicity, we have set r = 0 in the Sharpe ratios row.

First, we observe that parameter estimates are different across Exchanges,
meaning that arbitrage opportunities arise; Gdax and CEX.IO Exchanges exhibit
the most diverging Sharpe ratios.

The theoretical trading strategy considered in Sect. 2.2 is tested over the next
90 days by computing the overall daily profit of the investment applied to Gdax
and CEX.IO; it is worth noticing that the strategy is performed by applying
daily revisions of the investment rather than in continuous time as suggested in
the theoretical model. Nevertheless it is still very profitable.

As an example, we plot in Fig. 3 the total theoretical profit obtained by
investing according to the above strategy on Gdax and CEX.IO Exchanges which
exhibit the largest difference in the Sharpe Ratio values. The Overall Gain is
computed from January, 1 to march, 30, 2018 for C = 100. Clearly, by choosing
a higher scale C the total gain increases proportionally.
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Fig. 3. Total profit dynamics in USD from January, 1, 2018 to March 30, 2018 (90
days), investing on Gdax and CEX.IO Exchanges with an initial investment C = 1$.

3 Arbitrage Opportunities in Practice

To understand if there are arbitrage opportunities in practice we decided to make
an application. Our application (TradeBitcoin), part of the suite BlockChain-
Vis4 [2–4] used for Bitcoin analysis and visualization, is based on finding the
price options on the Bitcoin exchange and writing possible arbitrage operations
on a database to see if it is possible to correctly perform an arbitrage on the
Bitcoin market. To perform this, we choose the principal Bitcoin Exchanges that
allow the use of web API to get Bitcoin prices in real time. In our application we
used: Bitstamp, Kraken, CoinBase, ANX, Bitbay, Bitfinex, BitKonan, HitBTC
and TheRock. In Fig. 4 we can see a table (see footnote 4), from our application,
that shows in real time the price of all considered exchanges. Instead in Fig. 5
a chart (see footnote 4), from our application, that shows the number of times
the BID has been greater and the ASK lower on a exchange in the last year.

Fig. 4. Exchange prices table on June 3, 2018.

4 http://normandy.dmi.unipg.it/blockchainvis/.

http://normandy.dmi.unipg.it/blockchainvis/
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Fig. 5. Number of times that BID has been greater and ASK lower last year.

3.1 How It Works

Starting with an initial endowment of 1000 USD in November 2015, we build an
investigation strategy that:

– Obtains with a fixed time frequency, bid and ask prices by the aforesaid
exchanges.

– Checks and compares BID and ASK values in different exchanges, also con-
trolling for the amounts offered and exchange’s fees.

– has a frequency of 6 h.
– spends maximum of 100 USD per transaction.
– spends maximum of 100 USD per day.
– makes transactions only with a minimum gain of 2%
– simulates the arbitrage position and the corresponding gain added to our

portfolio value.

3.2 Results

The evolution of the portfolio value (see footnote 4) (Fig. 6) lead to a total
outcome of about 3500 USD in October 2017 that is a 250% return in less than

Fig. 6. Our gain (in USD) over time.
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two years with no risk! By relaxing some of our constraints we could obtain a
still better performance. Of course, there are practical issues in order to make
this arbitrage a real strategy; instead for many exchanges, it is not possible to do
real-time payments from a selected bank account so we need to store a certain
amount of USD in all the exchanges we are wishing to invest on. Further the
Bitcoin trading is not instantaneous, but need many minutes to be completed.
Now, it is also possible to make immediate money transfers5 with an average
cost of to 2 USD, so if we subtract these costs to our profit we still have 2000
USD.

4 Conclusion and Future Work

Bitcoin is a cryptocurrency that does not require a third-party intermediary
neither a central authority. Therefore, the Bitcoin network is decentralized, and
transactions are performed by the users of the system i.e. peer to peer. Bit-
coin volatility is high, hence it has been claimed as a speculative financial asset
rather than a currency. In addition, arbitrage opportunities are indeed possible
by trading on different Exchanges, as we prove both via a theoretical model and
via an empirical strategy. Our approach is complementary to other theoretical
studies on Bitcoin arbitrage such as [1,9] where the authors study triangular
arbitrage with Bitcoin, i.e. buying bitcoin in US dollars and selling them in
Chinese Renminbi. Further attention will be devoted in our future research to
possible theoretical arbitrages by considering the model introduced in [7] as a
starting point for a multi-exchange approach.
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