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Preface

I want to thank all the contributors to this book for their patience and hard work.
This book compiles some of the newest research work of the members of IFToMM
that are part of the Technical Committee for Vibrations (TC-Vibrations). This book
came out as a joint effort to disseminate and share theoretical and experimental
research in the field of vibrations and to promote the work done by different groups
around the world. This book is a sample of various topics that the TC-Vibrations
group are working on, and every chapter presents an in-depth analysis of the current
methods for modeling Nonlinear Structural Dynamics and Damping.

The mission of IFToMM is to promote research and development in the field of
machines and mechanisms, both theoretically and experimentally, and this book
aims to spread the knowledge and experience of the TC-Vibration members. Thus,
this book aims to present relevant topics on dynamics and vibrations that are of the
interest of the community and could help in the solution of practical applications.
The chapters of this book also present questions for further research and oppor-
tunity areas for future improvements in modeling and validating our current
understanding of Nonlinear Dynamics.

The chapters are related to the modeling of nonlinear structures and nonlinear
vibrations, presenting techniques for identifying nonlinear responses, the applica-
tion of nonparametric methods for analyzing nonlinear mechanical systems and
structures, and the analysis of synchronization in complex mechanical systems.

Friction and damping are fundamental parameters in the analysis of nonlinear
structures; therefore, this book includes contributions related to the development
and analysis of damping models.

v



Reviewing the table of contents will let you know that this book brings together
the results of research topics of current interest that are fully explained. Authors that
have a great experience in the matter, and are willing to shear their knowledge with
the scientific and engineering community present every chapter.

I want to thank the Publisher and Editorial staff of Springer for helping the
publication of this book.

Querétaro, Mexico Juan Carlos Jauregui
November 2018
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Chapter 1
Introduction to Scientific Computing
Technologies for Global Analysis
of Multidimensional Nonlinear
Dynamical Systems

Nemanja Andonovski, Franco Moglie and Stefano Lenci

Abstract To determine global behaviour of a dynamical system, one must find
invariant sets (attractors) and their respective basins of attraction. Since this can-
not be made extensively with analytical methods, the numerical global analysis is
currently the subject of intensive research, especially for strongly nonlinear, multi-
dimensional dynamical systems. Numerical analysis in dimensions higher than four
present a challenge, since it requires significant computing resources. Numerical
methods used in global analysis that can benefit from high-power computing are
those that can parallelize either data or task elaboration on a large scale. Mass par-
allelization comes with large number of difficulties, restrictions and programming
hazards.When not implemented in compliance with hardware organization, data and
instruction management can lead to severe loss of parallel algorithm performance.
Systematic andmethodical approach to design parallel programs is, therefore, critical
to get the most from expensive high-power computing systems and to avoid unreal-
istic speed-up expectation. Considering these difficulties, the goal of this chapter is
to introduce readers to the world of high-power computing systems for science and
global analysis of strongly nonlinear, multidimensional dynamical systems. Topic
covered are classification and performance of hardware and software, classes of
computing problems and methodical design of programs. Two major hardware plat-
forms used for scientific computing, clusters and systems with computational GPU
are considered. Functionality of widely utilized software solutions (OpenMP, MPI,
CUDA and OpenCL) for high-power computing systems is described. Performance
of individual computer components are addressed so that the reader can understand
advantages, disadvantages, efficiency and limits of each hardware platform. With
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2 N. Andonovski et al.

this knowledge users can judge if their computation problem is suitable for mass
parallelization. If this is the case, which hardware and software platforms to use. To
avoid many traps of parallel programming, one of the methodical design approaches
is covered. Topic is closed with example applications in science and global analysis.

1.1 Introduction

Well explored analytical methods for linear phenomena is not viable to fully deter-
mine dynamics of systems thatmodel real life application. Lack of analyticalmethods
have led to development of various numerical methods for global analysis of nonlin-
ear dynamical systems. Numerical methods offer possibility to solve problems that
do not have analytical solution in closed form, sacrificing generality of solution—
any change in system parameters require new computations. To determine global
behaviour of nonlinear systems, the amount of computations increases dramatically
and require large computing resources, especially in higher dimensions [1, 2].

Historical roots of numerical computations are found in rudimentary mechanical
calculating devices that over long number of years have evolved to contemporary
electrical supercomputers.Major point of calculatingmachines remains the same—to
aid people in solving various,mostlymathematical, problems. Precursors of electrical
computers are mechanical tools like simple adding devices, abacus, mechanisms
for drawing integrals of graphical functions or mechanical machines that integrate
differential equations [3].

Transition from various mechanical computers to electrical ones were made
with implementation of concept machine capable to compute anything that is com-
putable (Turing machine). First electrical, vacuum tube computer, EINIAC (Elec-
tronic Numerical Integrator and Calculator), marks beginning of new era that will
lead to computational capacity that surpasses anything ever imagined. Technology
evolved to such scale that functionality ofmechanical calculatingmachines are repro-
duced with integrated circuits, approx. 10 nm in size each [3–5].

High complexity of massively parallel computing systems used in science and
engineering often cause difficulties during program design, particularly for those not
educated in information technologies. In this chapter we aim to introduce readers
to the capabilities of modern day computer systems and systematically explain all
concepts needed to start making efficient program for large-scale numerical comput-
ing of global behaviour for high-dimensional nonlinear dynamical systems. Before
tackling problems of high-power computing, it is necessary to analyse performance
of basic computer components from which supercomputers are made of. Organiza-
tion of components are described through architectures that act as logical concepts
capable to deal with various computational problems. Families of problems that
benefit from mass parallelization are explained along with architectures and com-
puter implementations able to efficiently compute related tasks. Systematic design
method is crucial to avoid dangers of parallel execution that do not exist in sequential
approach. First step is to decide which hardware platform is most efficient for com-
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puting of the problem to be addressed. Following steps of design methodology focus
on how to make program that exploits optimally or almost optimally the computer
resources. Brief introduction is offered also for most common software platforms
used in scientific applications.

Topic is closed with examples massively parallel computations in global analysis
and science. For in-depth understanding and functionality of software and hardware
platforms or global analysis methods, readers are referred to abundant resources
provided by scientific literature, manufacturers and user community.

For clarity and brevity, number of definitions and formulas are omitted and prin-
ciples are explained as concisely as possible. Readers that find certain topic useful
for their analysis should refer quoted literature for more details and further hints on
practical implementations.

1.2 Analysis of Dynamical Systems

Mathematical description of dynamics is not limited to a mechanical systems. Bio-
logical, economics, psychological and many other non-mechanical systems evolve
dynamically, and their evolution is governed by systems of various equations [1].
Continuous-time systems are represented through ordinary differential equations and
discrete with difference equations. Other representations such as cellular automata,
lattice maps and other are also often used, especially partial differential equations
where system evolution is dependent from both spatial organization and time [6].
The mathematical notion of dynamical systems express fact that the motions are
determined by some rules or laws. Thus, this deterministic approach allows to form
space of states (phase space) and to acquire system state at any time given the initial
(and boundary when required) condition [6].

1.2.1 Linear Analysis

Traditionally, the analysis starts from linear approximation of nonlinear systems.
Having a general solution in closed form gives a formal way to explore linear systems
[6]. Family of linear systemsgives qualitatively same response for all values of system
parameters, making parameter analysis straightforward. With analytical methods it
is fairly easy (from computational point of view) to determine stable and unstable
behaviour of the solution. For these systems the attractor, if present, is unique, and
thus the long term solution is “easy”. No multi-stability occurs, and thus basins of
attraction are meaningless.
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1.2.2 Nonlinear Analysis

Majority of natural systems are in fact nonlinear [6], but an initial clue of over-
all dynamics can be obtained by analyzing corresponding linear system. Similari-
ties between linear and nonlinear system depend on the magnitude of nonlineari-
ties, where higher nonlinearity produce more diverse collection of behaviours, such
as multi-stability, quasi-periodicity, deterministic chaos, solitons, fractals, riddled
basins or pattern formation. In order to determine which of those diverse behaviors
are present in the system, analysis combines analytical approximation, numerical
calculations and experimental data. An important part of analysis is observation of
system behavior during the change of some system parameters, since in many cases
it can lead to change in topology of the system (qualitative change), especially when
the system is nonlinear.

Two classes of nonlinear systems that are in most cases subjected to analysis are
those that can be represented through systems of partial differential equations or with
the systems of ordinary differential equations. For global analysis most interesting
are dynamical systems which can be reduced to a system of ordinary differential
equations of first order [7]. Most important family are systems of second order
differential equations, modelled from Second Newton’s Law of motion, that can
easily be reduced to the first order systems. Dimension of resulting system (not to be
confused with degrees of freedom) is equal to the number of first order differential
equations. Eachdimension in this case corresponds either to the coordinate or velocity
that appears in the system. This representation gives possibility to use well developed
numerical techniques [8]. Solutions then can be analysed as trajectories in multi-
dimensional state space.

1.2.3 Global Analysis

Nonlinear systems may have arbitrary number of steady motions, some stable some
not. If trajectories converge towards certain steady state, it is called attractor and
repellor if trajectories are diverging away from it. Basin of an attractor consists
of the all initial conditions that converge to associated attractor in forward time.
Goal of global analysis is to get a global behaviour of system, expressed in terms
of attractors and their respective basins. It is usually conducted together with time
series, frequency response and parameter variation (bifurcations) [1].

Resulting behaviour can be very colorful. Beside geometrically regular shapes as
points or limit cycles and torus, attractors that may occur in nonlinear dynamics can
be of a fractal structure (strange attractors) [6]. Fractal curves [9] are not smooth,
but geometrically irregular or an uneven shape of non-integer dimension, repeated
over all magnifications (from large to infinitesimally small). Attractors with fractal
structure are usually associated with chaotic motion, but also strange nonchaotic
attractors exist. In cases where multiple attractors coexist basins can be separated



1 Introduction to Scientific Computing Technologies … 5

by smooth or fractal curves. Numerically, fractal boundaries can only be assumed
up to the computer precision. Another possibility is that basins may be riddled [9].
It means that border between basins is not a curve (neither smooth nor fractal) and
points in infinitesimally small hyper-sphere around certain initial condition do not
necessarily converge to same attractor.

Although behaviour may be complex, the numerical procedures used at global
analysis are able to compute fairly accurate results [10]. Difficulty comes with
increase in system dimension, as number of required computations increases expo-
nentially. Therefore, to numerically analyse dynamical systemswith large dimension
it is necessary to resort on powerful computational computer systems, which heavily
really on mass parallelization of computation. Currently, multidimensional global
analysis is focused at building basins in more than four dimensions. Six-dimensional
systems are being examined contemporary while eight-dimensional present a chal-
lenge for both computation and visualization.

1.2.4 Numerical Computing Integration

Numerical integration schemes [8], used to overcome the limits of analyticalmethods
are broadly classified as either explicit or implicit. In explicit schemes the governing
equation is written at time for which all the solution variables are already known, and
the difference equation is then solved for the solution at the next time step. Explicit
methods are generally preferred for solution of problems where the interesting part
of the solution is changing rapidly in time like in wave propagation problems or
crash analyses. In implicit schemes, the governing equation is written at time t + �t ,
while the solution is known for time t. Implicit methods are better suited for problems
where the solution variation over time is less rapid, and relatively larger time steps
can adequately resolve the problem.

Commonly used numerical methods (i.e. adaptive step Runge-Kutta of 4th order)
can be already foundwithin libraries and freely used for scientific computing without
need to implement the whole numerical procedures in programming language.

1.3 Computer Architectures

Functionality of a computer or sub-system, without concern of actual implementa-
tion, is defined by the architecture [5, 11, 12]. Architectures are classified according
certain properties of hardware (parallelism type, memory organization, etc.) and
every computer system is synthesis of various architectures.
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Fig. 1.1 Von Neumann concept of computer

1.3.1 Von Neumann Architecture

Basic logical concept of computers is presented through Von Neumann model [5,
11, 12] on Fig. 1.1. It consists of a processing unit (processor), memory and data
pathways (buses). Processor interprets and executes programswhich are combination
of instructions and data. Processor fetches instructions and data and execute them
sequentially one after another. Every instruction refers to memory address where
next instruction and data are stored, meaning that flow of program is driven by
instructions.

Complexity of real computer system is significantly higher than in Von Neumann
model, as consequence of adding various complements to compensate restrictions
of low-performing components. Concepts of high-power computing are based on
combining multiple logical units in various ways [12, 13] resulting in numerous
computer systems dealing with problems in science, engineering, economy, etc.

1.3.2 Parallel Architectures Parallelization Classification

As current manufacturing technology reached peak where fabrication process is
getting increasingly difficult to improve, performance increase is achieved by par-
allelizing the computations. Performance is enhanced by parallelizing processing
elements (i.e. multiprocessors, neural networks) or instructions inside processing
element (pipeline, vector processing) [5, 11–13].

Pipelining and vector processing are already implemented inside modern proces-
sors and are not widely used as stand-alone parallelization concepts. For scientific
computing most relevant are multiprocessor architectures, as being most performant
parallelization concept. Other existing parallel architectures are rarely used because
they are efficient only for problem-specific applications. It is notable to mention
data flow computing, systolic processing and neural networks as concepts utilized
in science, that are not instruction driven as majority of architectures based on von
Neumann model.
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1.3.2.1 Pipeline, Superscalar and Very Long Instruction Word (VLIW)
Processors

Processor have multiple stages of executing one instruction. Main segments are
instruction fetching, decoding, execution and result store. All segments can be further
fragmented, resulting that processor have to domultiple steps in order to fully execute
one instruction. Pipeline parallelization is achieved by simultaneously executing
different segments of successive instructions. Pipeline technique is also exploited in
architectures where instructions are pipelined with multiple processors.

VLIW are instructions combined from several shorter, that allow processors to
have a deeper pipeline. Superscalar processors exploit pipelining concept by adding
more hardware circuits, so processor can do arithmetic, logic or floating-point oper-
ations of several separate instructions parallelly.

1.3.2.2 Vector Processors

As pipelined computers execute multiple instructions simultaneously, vector com-
puters can process entire vector of data in one instruction [5]. Fetching of data is
done for whole vector not for just one piece of data. Multiple arithmetic circuits then
canmanipulate entire vector during one instruction period instead of processing each
vector element as successive instruction. Each vector element is manipulated with
same instruction.

1.3.2.3 Systolic Architecture

In systolic array [5], processing units are organized in a network, so that at each cycle
part of data is calculated and forwarded to the subsequent processing elements in
grid. After initial latency (number of cycles until all computing elements receive first
block of data) system can efficiently compute repetitive task (matrix transformation,
sorting, Fourier transform, etc.). Implementations of this architecture is effective for
specialized computations, making it efficient, compact and economically convenient
but inflexible.

1.3.2.4 Data Flow Architecture

In dataflow computing [5], the order of execution is managed by data availability,
not by order of instructions. An instruction executes when required data arrives, as
result of program flow being driven by data dependencies. Each instruction reference
to next instruction, contrary to instruction ruled architectures where instructions
reference to memory location of next instruction. This architecture found successful
implementation only in several areas (telemetry, digital signal processing, etc.).
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1.3.2.5 Neural Networks

An attempt to mimic structure and function of biological neural networks [5] is
implemented by parallelly interconnecting large number of simple processing ele-
ments. Artificial neural networks can derive solutions in dynamic situations from
incomplete or probabilistic data. To be able to adapt, the learning algorithm of neu-
ral network requires training multiple running of program with correct input data
and known solutions. Difficulties come from possibility that network is adapting its
behaviour from incorrect previous information. Great complexity of artificial neural
networks limits its usage at scientific computing, although the promising potential
uses.

1.3.2.6 Multiprocessors

Strict definition ofmultiprocessors [5, 12, 13] is not well established due to variety of
implementations. General idea is to connectmultiple computing entities into network
that act as single system, which can run one or more programs that are divided into
numerous parallel tasks. Concepts and implementations ofmultiprocessor computers
often match the requirements necessary to compute most problems encountered
in scientific and engineering applications. Remainder of this chapter is therefore,
dedicated tomultiprocessor architectures, implementations and designmethodology.

1.3.3 Stream Concurrency Architecture Classification

Flynn’s taxonomy [5, 11–13] classifies computer architectures according to num-
ber of parallel streams. Instruction stream (program) is sequence of commands/
instructions executed by processors. The flow of data that is being manipulated by
commands from instruction stream is called data stream. Flow of instructions goes
from memory to processing unit, while data flow is bi-directional. Flynn’s taxon-
omy is most often used for classifying multiprocessors, since logical concepts of
taxonomy reflect multiprocessor organization.

1.3.3.1 Single Instruction Stream, Single Data Stream (SISD)

Conventional serial computers with one processor, built according to the von Neu-
mann model, work on SISD principle. Processor is able to sequentially process one
stream of instructions and operate over single data set. Flow scheme of SISD archi-
tecture is depicted in Fig. 1.2.



1 Introduction to Scientific Computing Technologies … 9

Fig. 1.2 SISD execution
model

Fig. 1.3 SIMD execution
model

1.3.3.2 Single Instruction Stream, Multiple Data Streams (SIMD)

Concept of multiprocessor computer that parallelly execute single instruction stream
on multiple data streams. This means that each processing unit will execute same
sequence of instructions, but with distinct data stream, as on Fig. 1.3. Execution
is lock-stepped, which means that processing units are synchronized and all tasks
will start and finish in same time. Examples are graphical coprocessors and array
computers where multiple processing units work under control of single control unit.

1.3.3.3 Multiple Instruction Streams, Single Data Stream (MISD)

In MISD architecture each processing unit handles own (distinctive) instruction
stream, operating over single data stream. This architecture, shown in Fig. 1.4, is

Fig. 1.4 MISD execution
model
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Fig. 1.5 MIMD execution
model

rarely used, mostly for fault tolerance, as system must agree on the result from all
instruction streams. Space shuttle flight control computer is an example.

1.3.3.4 Multiple Instruction Streams, Multiple Data Streams (MIMD)

Computer system where multiple autonomous processing units simultaneously exe-
cute distinct instruction streams over separate data streams is shown on Fig. 1.5.
Tasks in MIMD architecture are asynchronous and execution can start and finish
at any time independently on other processing unit tasks. Almost all modern sys-
tems are built according to MIMD architecture, from computers with one multi-core
processor to clusters and cloud super-computers.

1.3.4 Memory Access Level Classification

To achievemassive performance increase,multiple processors are connected into sin-
gle system (networking). Coupling between processors in network might be imple-
mented on various ways, resulting in computer systems spanned from single case to
geographically dispersed systems [11, 14, 15]. Programs that are run on high-power
computing systems are divided into numerous parallel tasks. Common name for
parallelly executing tasks in shared memory systems are threads and on distributed
memory systems—processes.

1.3.4.1 Shared Memory Architecture

Memory hierarchy of shared memory systems [11, 14, 15] allows all processors
to access central system memory. Memory that is shared between tightly coupled
processors is called local memory. High performance of shared memory systems
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comes from availability to access data directly. If synchronization of instructions
and data management are not handled carefully, it can lead to various errors.

1.3.4.2 Distributed Memory Architecture

In distributedmemory systems [11, 14, 15] every processor has its own localmemory.
Systems architecturally organized like these are loosely coupled and processors can
operate independently. Local memory of one processor is inaccessible by remote
processors and data is exchanged through communication channels. Part of system
consisting of a processor and its local memory is named node. Theoretically there
is no limit in how many nodes can be connected to form distributed memory high
power computing system. Data coherency is automatically maintained since remote
memory is not directly accessible in any case.Drawback is that node interconnections
transfer data at much lower rates than bus connections on shared memory systems.

1.3.4.3 Hybrid Memory Access Architectures

Actual implementations are not restricted to strictly shared or distributed architec-
ture. Reality rather correspond to MIMD architectures [13, 15]. In fact, many of the
high-power systems are combination of multiple coupled sub-systems. Hybrid archi-
tectures have interconnected nodes where each node may be architecturally different
from others. For example, node might consist of several processors or can be GPU
accelerated.

1.3.5 Other Architecture Classifications

To avoid over encumbering reader with unnecessary information for scientific com-
puting other classifications of parallel designs are not considered. For curiosity reader
may refer to literature [11–14] for classifications based on instruction set architecture,
network organization, degree of parallelization, pipelining level, etc.

1.4 Hardware Components

Basic computer components are building blocks for personal computers and super-
computers as well. In this section readers are introduced to functionality and perfor-
mance of relevant components, required to efficiently design parallel software for
scientific purposes. High level of attention must be paid to the performance of all
components to avoid bottlenecks—limited capacity of computer caused by single
low-performing component [11, 16].
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Actual physical parts of computer are various combinations of electrical circuits
[11, 12, 16]. Electrical elements (transistors, capacitors, resistors, diodes, inductors,
etc.) are integrated in chipsets that perform designated operations. Chipsets can be
digital that operate only on binary data (0 and 1 values) or analogue which can
manipulate variable continuous signals.

Personal computers are relatively small sets,while high-power computing systems
are created from considerably larger number of components, combined to operate
as coordinated system. To grasp how complex systems behave it is necessary to
understand functionality and performance of each of the individual components. To
interact with user, computers need input/output devices (keyboard, mouse, moni-
tor, printer, etc.). Modern computers also cannot be imagined without a Graphical
Processing Unit (GPU) that enhance visual output of computers. Other numerous
components and devices such as TV cards, sound reproduction systems or gaming
controllers do not play role in scientific applications and although are regular parts
of modern computers, are not considered.

1.4.1 Central Processing Unit (CPU)

The set of electronic components that operate and manage data is integrated on one
chip called central processing unit or processor [11, 12, 16]. It fetches instructions
frommainmemory, decodes them and perform indicated operations over correct data
set. Datapath is part of processor that execute instructions and manipulate data. It is
a network of arithmetic and logic units connected to internal memory. Logical cir-
cuits can perform i.e. bitwise logical operations, while arithmetic circuitry can add,
subtract, increment, etc. Modern processors have also floating-point units, the cir-
cuitry specialized to perform arithmetic operations over floating-point numbers faster
than arithmetical can. The control unit is part of processor that manages scheduling
of instructions, data transfer from/to memory and coordinates other components.
Multi-core processor is one integrated chip consisting of two or more independent
processors named cores in this case.

System clock [5, 11, 12] is part of processor that regulate update time of internal
components. At every cycle (tick of clock) states of components are changed. Cycle
length must be long enough to allow the propagation of state change through all
processor components. To execute one instruction, processor in most cases requires
multiple cycles.

With combination of large number of integrated circuits processor can perform
diverse range of operations at extremely high rate. Current high-end technology
enables billions of transistors to be integrated on a single chip. For example, Qual-
comm Centriq 2400® processor (one processor with 8 cores) have about 18 000 000
000 integrated circuits on chip with 398 mm2 area [4].
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1.4.2 Main Memory

Instructions and data of currently running programs are stored in main memory [11,
12, 16]. Every time processor is ready to execute some part of the program, it has to
make an access to main memory to retrieve required information. Fetching process
is slow in comparison to execution time of processor, creating frequent bottlenecks.
Memory Wall is the name for performance restriction imposed by low performance
of main memory.

Main memory can be either read-only (ROM) or read and write (random access
memory—RAM). Data residing on ROM is permanently stored and mostly used to
keep hardware management programs hidden from users. On the other side, RAM
is volatile type of memory where all user applications are loaded on runtime. When
speaking about memory in following sections, it will be referred to main memory
(RAM).Whenmentioned, othermemorieswill be addressed by their type—registers,
cache or storage.

1.4.3 Internal Memory

Major mechanism to overcome restrictions of main memory is to use small amounts
of high-speedmemory integrated on processor chip. Two types of internal memories,
that considerably reduce data access time, are registers and cache [5, 11, 12].

Registers, that are located directly near processing circuits, are very low latency
memory with access time from one to few clock cycles. Other memory types that
are located far away, require additional access control and pathways that consider-
ably increase fetching time. Despite the high performance, processors are fabricated
with low amount of register memory due to high manufacturing costs (per storage
capacity) and large spatial occupancy on processor chip.

Cachememory serves as a buffer between registers andmainmemory.When some
piece of data is processed, it is highly probable that nearby data will also be needed
in near future. Therefore, processor transfers entire block from main memory to
cache, instead of only data needed at the exact moment of access. Cache is organized
into levels, where lower levels, closer to processor cores are faster but with lesser
capacity. Levels 1 and 2 are commonly dedicated to each core and are not shared,
while higher levels of cache are accessible to all processor cores. Highest level of
cache sometimes can be allocated as part of main memory, while lower levels are
always integrated on processor chip.
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1.4.4 Mass Storage Memory

Storage (or secondary) memory [5, 12] is a component or external device where data
and programs are permanently kept when computer is not powered. Examples are
Hard Disk Drive, DVD disks, Flash memory or online cloud storages. It has high
capacity and low manufacturing cost per storage unit. Access time is considerably
slower compared to execution time of processor operations. Storage memory does
not actively participate in computations, but for task with large data sets, writing
and reading of information can create performance drops due to low speed of mass
storage devices.

1.4.5 Data Transfer

Internal transfer of information between processor and other components is done
by bus [11, 12, 16], a combination of wires acting as data highway. It can be a
point-to-point pathway, connecting two specific components or shared (multi-point)
connection between several components. Speed of the bus is affected by its length
as well as by the number of devices sharing it. Bus clock manages the time interval
of its state update. Bus cycle is longer than processors which makes it inefficient to
supply information directly from main memory.

Computer systems created by joining multiple computing entities can exchange
information over Local Area Network (LAN) or Wide Area Network (WAN) [16].
Various protocols manage how data is sent and received in network. Internet and
Ethernet are protocols with low and medium data transfer performances used in
loosely coupled systems. Tightly coupled systems use high-performance network
protocols (i.e. InfiniBand®) to communicate information on higher rates.

Actual links that represent communication channels can be wired (collection of
digital or analogue wires, coaxial cables, Ethernet cables or optical wires) or wireless
(radio signals or optical communications). Connections other than bus have consid-
erably lower transfer capacity, causing low utilization of resources on systems that
have to communicate large quantities of information.

1.4.6 Graphical Processing Unit

Graphical image processing is data intensive operation and accelerator graphic
coprocessors are intensively developed to aid processor to visualize graphic content
[13, 17].Whenprocessor encounters graphically intensive part of program it forwards
data and instructions to Graphical Processing Unit (GPU, coprocessor or accelerator
for short) that have electronic circuits optimized for efficient image processing. Price
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for being specialized for certain tasks is that GPU is highly inflexible and unable to
function on its own.

Special branch is computational GPUs (or General-Purpose GPUs) that utilize
high number of simple cores (stream processors, shaders) which are able to conduct
general computations, while retaining high performance in data intensive applica-
tions [13, 18]. Graphical coprocessors are fabricated on separate (graphic) card con-
nected to processor by bus. High-performance RAM is located on the coprocessor
card due to high demand for data.

In this chapter, whenmentioning GPU, wewill refer to the general purpose graph-
ical coprocessors only, since computations are major concern, not the image process-
ing acceleration.

1.4.7 ASIC and FPGA

Application-Specific Integrated Circuit (ASIC) is an integrated chip intended for
specific use, while field-programmable gate arrays (FPGAs) are designed to be con-
figured by user after manufacturing [11, 17]. Either design offers excellent efficiency
when is developed for specific use. To formulate functionality of both designs ele-
vated expertise in information technologies is required, thus not covered in this
chapter.

1.4.8 Performance of Computer Components

Principal matter for high-power computing systems is how well extensive tasks can
be accomplished. Performances of individual components reflect the overall ability of
computer system to complete required tasks. Knowing the performance of data oper-
ations and transfer helps in understanding why various components exists and why
are implemented in certain ways. From efficiency perspective, performance issues
of particular components must be considered during design of parallel algorithms.

Depending from context, performance can be measured as amount of jobs done
per unit of time (throughput) or amount of time required for some task to complete
(execution time, latency, response time, access time or delay) [11, 17].

1.4.8.1 CPU Performance

When comparing performance of processors, usually their speed is a relevant factor.
Unfortunately, term speed of processor does not have a determinate meaning. It may
refer to several measures that quantify some of the processor characteristics. Reason
for this is rich complexity of micro-architectures that differ even between processors
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of same manufacturer and family. Current technologies of manufacturing processors
with multiple cores, additionally complicates comparison of different processors.

Number of instructions per second (IPS) [11, 17] is one of the measures used,
but for processors with complex instruction set it is not an accurate measurement.
Instructions have unequal size, resulting in variable execution time for each instruc-
tion. More common and precise speed measure is number of system state updates
per second, namely clock speed or frequency (GHz) [11, 17]. Clock speed also does
not give definite comparison quantities, since some processors may finish certain
actions in fewer clock cycles than others. Thus, even equal clock speeds of different
processors do not guaranty that they will do equal amount of work.

Benchmark programs are used to get somewhat accurate comparison of perfor-
mances for various systems or components. They may test performance of overall
systems or a single component in various workload situations. In this way processors
can be compared on how well they perform at certain task. For scientific computing
where data is mainly floating-point numbers, measure how well system (or single
component) perform is represented through floating-point operations per second
(FLOPS) [11, 14, 17].

1.4.8.2 GPU Performance

Graphical coprocessors are highly specialized hardware and their high performance
limits the flexibility. Metrics for GPU performance are same as for processors, but
direct comparison of processors versus general-purpose GPUs is vague because each
is designed to be efficient at different type of tasks [17, 18]. However, certain appli-
cations are not focused on computation, such as the matrix transpose. In those cases,
metric relevant to indicate throughput ofGPU tasks isMBPS (megabytes per second).

GPU use extensive amounts of electrical energy for computations, that often
causes necessity to measure also the power consumption [19]. Energy is a measure
of how much electrical energy the system consumes in total, power is energy con-
sumption per time unit and power efficiency quantifies arbitrary performancemeasure
per power consumption.

1.4.8.3 Data Transfer Performance

Performance of data transfer is governed by two factors, latency and channel width
[11, 16]. Latency is time in seconds that takes to access the data. Width is the
amount of information that can be transferred at once. Combined, is a measure
called bandwidth that quantifies transfer capacity by the amount of data that can be
transferred per unit of time.Drops of overall computer performance is often caused by
data transfer bottlenecks, where data is not supplied fast enough or in low quantities
required for high percent of utilization of computing resources.
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Table 1.1 Memory hierarchy Mem. type Approx. cap. Latency

Registers 200 ps 4 kB

Cache L1 64 kB 1 ns

Cache L2 256 kB 3–10 ns

Cache L3 16–64 MB 10–20 ns

RAM up to 256 GB 50–100 ns

HDD up to 64 TB 5–10 ms

Flash up to 16 TB 100–200 ms

1.4.8.4 Memory Hierarchy and Performance

Memory can be hierarchically classified based on capacity and response time
[5, 12]. Table 1.1 shows performance and capacities of various memories that can
be effectively manufactured with current technologies [20]. At top levels of hierar-
chy are internal memories with fast access speed and low capacity. Main memory is
in middle, with average access time and significantly higher capacity than internal
memory. Low levels of hierarchy are occupied by massive storage devices with slow
response time.

1.4.8.5 Overall System Performance

Overall system performance depends on combination of components and type of task
being computed. Systems with fast and numerous processors cannot work efficiently
if memory and data interconnections cannot keep upwith performance of processors.
Drops of performance is even more evident with GPUs where efficiency is highly
influenced on both hardware factors and how tasks are scheduled. Optimization of
hardware according to one component is bad practice and each platform should
be designed to efficiently utilize all resources. Also, to maximize performance of
hardware platform it is equally important to use an appropriate programming model
[11, 13–15].

Supercomputers that exist today are often combination of multiple processors and
GPUs. List of current (scientific) supercomputers compared to their floating-point
operation power can be found at The Top500 web-site [21]. Lately, for ecological
and economic purposes another measure is often used in scientific computing—
FLOPS/Watt, which measures the amount of work done per energy consumption.
Supercomputers sorted by their energy efficiency are found at The Green500 List
[22].
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1.5 Massively Parallel Designs

Systems with large number of processing units are named massively parallel designs
for high-power computing [17]. Those systems use numerous processors, connected
computers or GPUs to achieve coordinated execution of program in parallel [11–13].
Depending the interconnection implementation and centralization level, computers
might be developed as mainframes or connected in clusters, grids or clouds. Other
types of computer designs are available, such as fog or peer-to-peer computing. Some
of the nodes in network might have computational GPU, which does not change type
of computer system, only the performance of the node.

Topic of massively parallel computers is too large to be covered in one chapter,
also unnecessary because two designs mostly used in scientific and engineering
computing are clusters and computers with computational GPU. Functionality of
cluster and GPU accelerated computers (nodes) will, therefore, be explained in detail
while other implementations are only listed according to [11, 13, 17].

1.5.1 Classification of High-Power Computing Platforms

Workstation is historically broad term, firstly used for hubs where the operating
person would interact with large sized computers. Nowadays it is referred to personal
computers or computers from which bigger systems are managed. Importance of PC
workstation is that whole design process is done on it and finished programs are
executed on more expensive platforms. But, if supplied with computational GPU,
regular workstation becomes a high-power computing platform.

1.5.1.1 Mainframe

Mainframe computers contain multiple processors connected at the bus level. Mostly
used in business applications for transaction processing. Since the metrics used to
measure performance of mainframes is set of certain tasks (update of database, disk
I/O, etc.), it is not useful for science and engineering applicationswhere large number
of floating point operations are required.

1.5.1.2 Clusters

Clusters are formed by connecting nodes into network that act as a single unit, com-
puting single task (program/application). Cluster nodes are often closely centralized
and connected with local high-speed interconnections.
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1.5.1.3 Grid Computers

Resemble clusters, usually larger, more geographically dispersed and are not dedi-
cated to run only one task.

1.5.1.4 Clouds

Cloud computers are systems whose organization is hidden from end user. Primarily
developed to provide application services to commercial purposes without need from
user to know organization of nodes or to have expertise in information technologies.
Recently cloud services are as well available to scientific computing, usually as
virtual machines representing clusters.

1.5.1.5 GPU Computing

Contrary to mass parallelization done by adding more processors or nodes to the sys-
tem, any computer can become high-power computing platform by adding a general-
purpose graphic card. When installed, GPU cards significantly increase capabilities
in data intensive tasks of any computer (or node).

1.5.2 Clusters and General-Purpose Graphic Cards

Programming models mostly used in science are based on SIMD and MIMD archi-
tectures [13, 14, 17] for HPC computing. To have efficient computations, the pro-
gramming models must be efficiently mapped to hardware. SIMD type problems
efficiently exploit the inherit (hardware level) parallelism of GPUs, while clusters
reflect MIMD architectures.

1.5.2.1 Clusters

Clusters computers are networks of computing entities (nodes) [13, 17, 18]. Nodes
are commonly stand-alone computers, typically connected in LAN, with one of the
high-speed protocols. Property of clusters, that distinguish them from other net-
worked computers is that clusters operate as single system performing single task
(program).

Considering that nodes are separate computers,memoryof eachnode is not shared,
making clusters a distributed memory system. Nodes communicate data by passing
messages to each other. Transferring time of messages between nodes that are not
directly connected canbe considerably longer thanbetweendirectly connected nodes.
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To avoid communication overheads, it is advisable to know network topology of the
cluster (line, ring, tree, mesh, hypercube, fully connected, star or bus).

Clusters are often implemented on master/slave dogma. Master process manages
existence and work of numerous slave processes that carry out actual computations.
MIMD problems that are instruction intensive and do not require large amount of
data communication are highly suitable for cluster computations.

1.5.2.2 GPU Computing

Development of processors through history was focused on increase in number of
successive instructions it can perform per unit of time. Graphical processing as SIMD
operation had low benefit from increased clock speed. It required large number of
equal operations to be carried out simultaneously. Graphical coprocessors evolved
from being capable only to perform graphical computations to devices that can
achieve remarkable speed-up in data intensive applications [13, 17, 18].

A GPU consists of several stream processors, each one having dozens of simple
computing cores (CUDA cores). For example, GPU card based on NVIDIA Fermi®

architecture can have up to 16 stream processors with 32 cores each [23].

1.5.2.3 GPU Cluster Combination

To expand capabilities of clusters, GPUs are added to some of the nodes. This mixed
implementation is not surprising and it is good practice since it combines computa-
tional power of both MIMD and SIMD environments [24].

1.5.3 Classification of High-Power Computing Problems

Parallelization aim to speed-up the serial execution by either dividing instructions
or data between concurrent processing units. To efficiently carry out parallelization
process, it is necessary to determine what type of parallelization can be achieved.

1.5.3.1 Task Parallelism

Task parallelism [14, 17] occurs in cases where sequence of instructions can be
divided into multiple, parallel and independent tasks. Task may run same or different
code over same or different data, communicate information during execution and
start and stop at arbitrary time unless explicitly specified otherwise.
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1.5.3.2 Data Parallelism

Data intensive computations are those where large number of data elements have to
be processed in the same way [14, 17]. One sequence of instruction is executed over
multiple parallel data elements as in SIMD architecture. In comparison with task
parallelism where instruction set is split over multiple tasks, in data parallelism data
set is distributed between parallel processing elements.

1.5.3.3 Combining of Data and Task Parallelism

At various degrees, majority of actual programs and computation problems are not
strictly data or task parallel. Problems described withMIMD architecture often com-
bine parallelization on both data and instruction levels [25]. Certain problems, such
as Fast Fourier transform or some sorting procedures, also benefit from possibility
that algorithm can switch between data and task parallel execution models during
computations.

1.5.4 Classification of High-Power Computing Paradigms

1.5.4.1 High-Performance Computing (HPC)

Tasks that require large amount of computational power during short time periods
(one day or less) are characterized as high-performance computing [26]. Measure
of computational power in HPC jobs is FLOPS. HPC systems tend to focus on
tightly coupled parallel tasks, and as such they must execute within a particular
site with low-latency interconnects, mainly clusters or mainframes. Presuming that
majority of scientific computing is done over floating-point data, HPC is in most
cases appropriate computing paradigm for scientific applications.

1.5.4.2 High-Throughput Computing (HTC)

When task at hand is far larger that require months or years to compute it is not
important how fast, but how many jobs can be finished per unit of time (in HTC
terms—jobs per month or year) [26]. HTC systems deal with sequential jobs that
can be individually scheduled (loosely-coupled tasks) on many different computing
resources, such as grids or clouds.
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1.5.4.3 Many-Task Computing (MTC)

Many applications are not computing extremes as HPC and HTC [26]. Paradigm that
offer middle ground is MTC, where both tightly coupled and independent task can
be executed, no matter if tasks are instruction or data intensive, large or small.

1.6 Performance of Parallel Designs

For high performance of computing systems, it is not enough to have parallelization
on massive scale [11, 13–15, 18, 20, 27–29]. Utilization of resources depends on
both hardware and software factors and each computing problem should be computed
on appropriate platform. Algorithm type, programming issues and hardware or com-
munication restrictions downgrade performance when are not addressed properly.

Asmany factors are involved in science and engineering, it is substantial to decide
what performancemetric is relevant. Performancemodels serve to compare how effi-
ciently different algorithms perform specific requirements. Analysis of performance
models can discover many inefficiency causes. Often when not planned in advance,
program hits performance wall, in which case code re-factoring must be done. To
achieve optimal performance of parallel designs it is necessary to balance software
and hardware factors and in many cases, programming effort and costs also must
be considered. To evaluate performance of parallel programs, number of models are
proposed [15, 20, 28] to address different performance issues.

Performance measures and issues of parallel designs are addressed in advance, so
that during design methodology section reader can comprehend importance of each
step.

1.6.1 Scalability

Property of computer system or computing problem that describe how well it cope
with resource improvement is called scalability [11, 14, 15, 17, 28]. Overheads are
the segments of program code that do not benefit from improved resources since
must be executed serially on one processor. Problem or computer that can manage
well the increase of resources is called scalable. Effect of overheads is that for fixed
size problems efficiency drops by increasing the number of parallel processing units.
To maintain efficiency at decent levels, solution is to proportionally increase also the
problem size. Basically, scalability is a measure or a property of code and system
sensitivity to resource improvement. Code and computer system that are scalable will
not lose efficiency with increased number of processors. Term strong scaling defines
how solution time varies for fixed total size problem during increase of resource
power. Weak scaling measures variation of problem solution time with resource
improvement for fixed size problem per processor. Highly scalable problems, that do
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not have overhead are being called embarrassingly parallel [14]. This is in practice
often rare.

Beside overheads, other hardware and programming factors reduce parallelization
benefits. Actual speed-up during parallelization is less than theoretical, since the per-
formance values are calculated only by processor utilization time, ignoring constrains
of hardware components, interconnections effects, technology cost and performance
or algorithm structure. Factors that affect scalability are number of processing units,
variable clock speeds of components, problem size, execution time, data input/output
demand, memory capacity, communication overheads, programming and hardware
costs. To achieve computational objectives, some parameters may be fixed while
optimizing other factors. Scalability analysis is engineering procedure that helps to
systematically identify critical factors of any algorithm performance [15, 28].

1.6.2 Parallelization Degree

The degree of parallelism [15] reflects howmuch software parallelismmatches hard-
ware parallelism. During execution, parallel program can use variable number of
processing units over different time periods. Number of processors utilized at each
time period is defined as the degree of parallelization. Parallelism profile is the plot
of parallelism degree versus time.

1.6.2.1 Average Parallelism

In systems with multiple processors (of equal computing capacity) that during com-
putation use various degrees of parallelism it is possible to calculate total amount of
work done over some time period. Average parallelism [15] is total amount of work
done expressed as single constant degree of parallelism (during this time period).

1.6.2.2 Available Parallelism

Parallelism degree is directly tied to type of problem. Available parallelism [15]
characterize what degree is possible to achieve with certain problem. It is reported
that data-intensive applications may have degree of parallelism from 500 to 3500, in
an idealized environment, while at the instruction-level parallelism is rarely higher
7. However, the degree of parallelism may be extended to thousands in some sci-
entific algorithms where it is possible to parallelize instructions inside basic blocks
(sequence of instructions with has a single entry and exit).
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1.6.3 Parallelization Speed-Up

Main goal of parallelization is to speed-up the computing process by dividing com-
putational load over multiple processors [11, 15, 17, 28, 30]. Ideally, speed-up is
equal to the number of processors that shareworkload. In reality, this does not happen
because of negative hardware and algorithmic effects of parallelization and often,
some of the program code that must remain sequential. As performance depends on
multiple factors, it is not easy to formulate unified speed-upmeasure for all problems.
To evaluate speed-up number of techniques are proposed, neither fully standardized
nor agreed upon, but all serve purpose to quantitatively demonstrate efficiency of
parallel designs under certain conditions.

1.6.3.1 Amdahl’s Law and Gustafson’s Law

Amdahl and Gustafson gave formulas to calculate theoretical speed-up of parallel
program versus to sequential one. Speed-up according to Amdahl is quantified as
percentage of sequential processing time for one processor, versus overall parallel
execution time for fixed size of computing problem, while Gustafson’s law describes
theoretical speed-up in caseswith increasedworkload. As described in [30] those two
laws are related and in fact are equivalent. Often it is hard or impossible to determine
required serial percentage and those laws do not reflect real speed-up achieved by
parallelization. Furthermore, those laws can givemisleading speed-up for algorithms
that change structure when parallelized.

1.6.3.2 Memory-Bounded Speed-Up

Many scientific and engineering computations are often bound by memory capacity
rather than performance of processing units.Memory-bounded speed-up model [31]
generalizes Amdahl’s law and Gustafson’s law by maximizing the use of both pro-
cessing and memory capacities. The idea behind this model is to solve the largest
possible problem, limited only by the capacity of available memory. To achieve
scalable performance, this model may result in an increased execution time.

1.6.4 Efficiency, Utilization and Quality of Parallelism

To enlarge scope of measuring performance, efficiency, utilization and quality of
parallelism is measured by overall execution times instead of using the time percent.
Balance between following several parameters are often good practice to achieve
efficient parallel computations.
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1.6.4.1 Efficiency

The speed-up factor of parallel computer system that does fixed amount of work, is
expressed as execution time ratio between single-processor system and multiproces-
sor system. Efficiency [15] is for this case speed-up divided by number of processors
running on parallel computer. Calculated this way, efficiency gives the degree of
speed-up in comparison to theoretical (maximum) values.

1.6.4.2 Utilization and Redundancy

Redundancy [15] of system expresses the matching degree between hardware and
software parallelism. Value is calculated by dividing amount of operations done by
multiprocessors system with the value for single-processor system. When efficiency
is multiplied by redundancy, result is overall utilization [15] of resources used during
execution of program.

1.6.4.3 Quality

Parallelism quality [15] is single value used to validate speed-up of increased
resources. Expression combines previous factors and is directly proportional to the
speed-up and efficiency and inversely related to the redundancy.

1.6.4.4 Mean Performance

Arithmetic and harmonic mean performancemeasures [15] are used for parallel com-
puters that execute multiple programs and in various parallelization modes (multi-
processing, vector processing, pipelining, etc.). Scientific computations are mostly
organized as multiprocessor system running single programs, rendering those mea-
sures rarely significant.

1.6.5 Performance Summary

As it can be seen from previous parts of this section, models and measures that try
to generalize performance of parallel computations often do not give an accurate
image. To adjust performance representation to certain problems, many different
approaches have been proposed. Extensive quantitative approach to performance
analysis of various problems is treated in [20, 32].

At certain point scientific programmer have tomake a trade-off between evaluating
performance and working on actual computations. Performance models that are less
accurate, but easy to examine, can often give an enough clear picture if parallelized
problem computes with acceptable performance.
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1.7 Efficiency Issues of Massively Parallel Designs

Parallelization consequences, hardware restrictions and programming approaches
influence performance and correctness of results and program propagation. Certain
issues manifest only on shared memory systems, other on distributed and some are
system independent. Typical issues are overheads, dependencies and bottlenecks,
caused by either hardware or algorithm.

This section classifies at what conditions common issues may occur. To achieve
scalable performance, attention must be paid to avoid or resolve those problems.

1.7.1 General Issues

1.7.1.1 Overheads

Overhead [13, 17, 28] is common name for conditions that avert processor from
actual computations. Algorithmic overheads or excess computations are parts of
program that are difficult to or cannot be parallelized at all. In those cases, paral-
lel algorithm can be either much more complex than sequential or it must be run
sequentially on only one processor. Communication overhead (interprocess inter-
action) is time that processors spend on data transfer instead of computations. It
includes reading, writing and waiting for data.

Idling is state of processing elements at which no useful computations are done.
Reasons for idle time of processors might be synchronization requirements, over-
heads or load imbalance.

1.7.1.2 Bottlenecks

As seen from previous sections, data transfer often downgrades processor perfor-
mance. In multiprocessor environments, memory bandwidth is aggregated with
adding more nodes, but for multi-core it is harder to achieve desired level of scalabil-
ity. Situation where processor speed gets limited as result of insufficient increase of
memory bandwidth is called memory wall [17]. Computations where performance
is constrained by transfer rates of memory are referred as memory bound [28].

Techniques to overcome memory performance problems are named latency hid-
ing, tolerating or reducing mechanisms. Those techniques and mechanisms [15]
(memory consistency, cache coherence, prefetching, cache and coherence misses
and other) are actually very important, but are concern only to engineers who build
multiprocessor systems. In general, (scientific) programmer should properly balance
computations with data transfer and not be occupied with low-level implementation
and issues.

In multiprocessor systems bottlenecks [11, 14] can also be caused by poor load
balance, where whole system waits idle for one processor to finish computations.
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1.7.1.3 Dependencies

Often for certain computations to advance, data from previous iterations is required.
Such cases are called data dependent [14, 15]. Parallelization is interrupted by task
that must wait for data to continue. Other types of dependencies exist, but are not
significant from scientific programmer perspective.

1.7.2 Issues on Shared Memory Systems

1.7.2.1 Result Preservation

In parallel program, order of execution is changed in comparison to sequential one
[29]. Some operations that are sequentially executed one after another, now may
be executed parallelly. Order of execution can cause change of accuracy on some
systems due to number truncation or rounding off on different places in program. To
avoid such errors, it is required to check if results are consistent during change in
order of execution.

1.7.2.2 Synchronization Errors

Very common errors manifest on shared memory systems when threads are not time
synchronized [29]. Program executes correctly, since there is no actual bug, but
results may be incorrect. Timing of threads impacts if those errors happen or not,
even in cases when synchronization is not explicitly imposed.

First type of incorrect results may occur when one thread starts to work on data
from another thread that have not yet finished with computations. A barrier can be
instructed to ensure that the thread will wait for another one to finish.

Result inconsistency can also happen when a thread is scheduled to work on part
of data already processed by another thread. To avoid this issue, programmer can
explicitly protect access to data of another thread.

Race condition is a conflicting state when multiple threads try to simultaneously
update same variable. Without access synchronization variable update may not be
as it is intended. To resolve race conditions, reading and writing to a shared variable
should be enclosed in critical section that permit only one thread at time tomanipulate
data. Critical sections are implemented as atomic instructions. One atomic instruction
is sequence of instructions that manipulate shared variable. At any given time, only
one atomic instruction is allowed to be executed by whole computer system and it
must be executed entirely before any other instruction.
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1.7.2.3 Variable Scope Issues

Certain variables may be declared to be shared between all threads or private to each
thread. If declared incorrectly shared variable may not be updated when necessary
and private may be updated by wrong thread [29].

1.7.3 Issues on Distributed Memory Systems

1.7.3.1 Deadlocks

Situation when two or more processes keep waiting for resource from each other
and none of them can make any progress [13, 14, 18]. Resource in those cases can
be message send/receive operation, synchronization instructions or access to remote
device or memory. Conditions under which deadlocks happen are when resource is
mutually exclusive (only one process may use it), when process that use a resource
requests another resource (hold and wait condition), in cases when resource cannot
be released without process action (no pre-emption condition) and when multiple
processes in circular chain wait a message from another one.

Deadlock detection [33] is analysis conducted to reveal if deadlock conditions
apply to set of resources and processes. Prevention and avoidance ensure that dead-
lock conditions do not hold and will not occur upon resource utilization. To prevent
mutual exclusion, resource should be available to multiple processes. Hold and wait
condition may be eliminated by forcing the process to release all resources upon
request for another or to acquire all resources with single operation. No pre-emption
is eliminated by allowing a resource to be released from process. Circular chain
waiting is prevented by imposing an order of resource employment.

1.7.3.2 Livelocks

Similar situation to deadlock, where two or more processes fail to progress because
all keep responding to each other request indefinitely [17, 33]. It is resolved by giving
respond priority to one of the process.

1.7.3.3 Busy Waiting

Occurrence when one process sends a message to another process that continuously
denies it or when process constantly tests if a condition is satisfied [33]. The first
process keeps resending the message or checking the condition state and cannot
continue with useful work.
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1.7.3.4 Starvation

In cases where processes are scheduled by another entity, starved process [17, 33] is
one that is ready to continue, but scheduler ignores it.

1.8 Parallel Program Design

In multi-core environments there is no certainty that some parallel operations will
be executed at exactly same time or in exactly specified order without losing par-
allelization or introducing idle waiting time. For example, in parallel program one
core might supply certain data to another core too late or too early. The program
code does not report any error (since there is none), yet it produces incorrect output
due to loss of data coherency or processors stay unnecessary idle. De-bug difficulty
presents that on certain runtime program will work and on another runtime, it will
go into a dead-lock even with same data, depending how threads are scheduled by
operating system [13, 14, 17, 18, 27]. Step-by-step debugging and data tracing is
therefore not feasible solution for checking errors and flow of a parallel program.
Much more attention must be invested in methodical design to prevent dead-locks,
incoherent data operations and other dangers of parallelization. Design methodology
will be described in order to minimize parallel program flaws and bugs due to com-
mon bad practice during programming while maintaining decent level of simplicity
and efficiency [18, 27]. More detailed approach to design of parallel algorithms may
be found in [13, 14, 20]

1.8.1 Parallel Program/Algorithm Properties

1.8.1.1 Concurrency Versus Parallelism

Often confused for same, but fundamentally different procedures of instructing com-
mands [17, 18, 27]. Concurrency enables several different threads to be open for
execution by single processor. This means that while one thread is executed (sequen-
tially), other threads stay idle and processor can arbitrary switch between execution
of threads.

In parallelism, every thread is executed on dedicated processor in the same time,
resulting that (ideally) there is no idle time for any thread.
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1.8.1.2 Locality

Ratio of local memory accesses to remote memory accesses is defined by locality of
program [27]. It is one of the major properties of parallel programs which can lead
to efficiency loss due to communication constraints.

1.8.1.3 Modularity

Property of program (and in some cases hardware) to be composed of number of
smaller, independent units (modules) is in general good practice in software engi-
neering, both sequential and parallel [11, 27].

1.8.2 Design Methodology

To get from problem specification to effective parallel algorithm it is crucially impor-
tant to rely on design methodology than on pure creativity of programmer. Anyway,
creativity is of great importance even when following methodical approach. It allows
to increase range of considered options, distinguish bad from good alternatives and to
minimize backtracking from bad choices. Design flaws easily compromise parallel
program performance. As most of problems have multiple parallelization possibili-
ties, methodical design helps to characterize most favourable solution [13, 14, 18,
27, 28].

1.8.2.1 Partitioning (Problem Decomposition)

First step before starting to design a parallel program, is to determine if problem is
inherently parallel by its nature or it may or may not be parallelized [14, 27, 28].
To be parallelizable an algorithm must satisfy certain conditions. Detecting methods
serve to discover if some algorithm is parallel when it might not be obvious.

Partitioning serve to recognize parallelization opportunities in the problem. Data
and operations are decomposed into smaller (independent when possible) tasks. If
decomposed tasks are not independent, they have to communicate data according
to dependencies. Domain decomposition is technique where data set of problem is
divided into independent pieces. Next step is to associate tasks to partitioned data
set. Complementary technique, the functional decomposition, focuses on dividing the
computations into smaller disjoint tasks. In case when decomposed tasks correspond
to partitioned data, decomposition is complete. By nature of many problems this is
not possible. In those cases, replication of data or task set must be considered. Even
when it is not necessary, it might be worth to replicate data or instructions to reduce
communication. Several guidelines should be considered before proceeding to next
steps of parallelization, to ensure that there are no obvious design flaws:
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1. to increase flexibility in following design stages, there should be at least one order
of magnitude more tasks than processors in the system and

2. consider both decomposition techniques and identify alternative options,
3. scalability can be compromised with larger problems if there are redundant com-

putations or data input/output after partitioning,
4. it is hard to allocate equal amount of load to each processor if tasks are not

comparable in size,
5. to properly scale, with increase in problem size, number of task should grow,

rather than size of individual task.

1.8.2.2 Communication Design

Flow of data is specified in communication stage [27] of design. In general, tasks
can execute parallelly, but it is rare that they are independent. Proper communi-
cation structures are required to efficiently exchange data between parallel tasks.
Goal of communication design process is to allow efficient parallel execution, by
acknowledging what communication channels and operations are required and elim-
inating those which are not necessary. Communication channels for parallel algo-
rithms obtained by functional decomposition correspond to the data flow between
tasks. For domain decomposed algorithms, data flow is not always straightforward,
since some operations might require data from several tasks.

Local communication structures are usedwhen task communicate only with small
number of neighbouring tasks. Global communication protocols are more efficient
when many tasks communicate with each other. Communication networks can be
structured, where tasks form a regular composition and unstructured where task
are arbitrarily arranged. If identity of communication pairs varies during program
execution, communication is dynamic and for unchangeable identities, it is static.
In synchronous communication information exchange is coordinated, but for asyn-
chronous communication structures, data is transferred with no mutual cooperation.

The following check-list is proposed to avoid overheads and scalability issues
arising from inefficient communication layout:

1. for scalable algorithm, all tasks should perform similar number of communication
operations,

2. when possible, arrange task so that global communication can be encapsulated in
local communication structure,

3. evaluate if communication operations are able to proceed parallelly,
4. evaluate if tasks can execute parallely and does communication prevents any of

the tasks to proceed.
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1.8.2.3 Agglomeration

One of the principal requisites for efficient execution is level of matching between
hardware and software. In agglomeration stage [27] algorithm from previous phases
is adapted to be homologous to the computer system used for computation. It is
known that it is useful to combine (agglomerate) large number of small tasks into
fewer task larger in size or to replicate either data or computation. Reduced number
of tasks or replication can substantially reduce communication overheads.

Revision of parallel algorithm attained by decomposition and communication
design phase can be optimized by following agglomeration procedure:

1. reduce communication cost by increasing task locality,
2. verify that benefits outweigh the costs of replication or limit scalability,
3. task created by agglomeration should have similar communication costs as single

smaller task,
4. evaluate if agglomerated algorithm with less parallel opportunities execute more

efficiently than highly parallel algorithm with large communication costs,
5. check if granularity (size of tasks) can be increased even further, since fewer large

task are often simpler and less costly,
6. evaluate modification costs of parallelization and strive to increase possibilities

of code reuse.

1.8.2.4 Mapping

Final stage of design is to decide how tomap task execution on processors [27]. Since
there is no universalmechanism to assign set of tasks and required communications to
certain processors, two strategies are used to minimize execution time. First option
is to map tasks to different processors in order to increase parallelization level.
Other option that increase locality, is to map tasks that communicate often to the
same processor. Those strategies are conflicting and a trade-off must be made to
achieve optimal performance. Favoured strategy is problem specific and use of task-
scheduling or load balancing algorithms can be used to dynamically manage task
execution.

1.8.3 Design Evaluation

Before starting to write actual code, parallel design should be evaluated according to
few criterion. Some simple performance analysis should be conducted to verify that
parallel algorithmmeets performance requirements and that is the best choice among
available alternatives. Also, to be considered are the economic costs of implementing
and possibilities for future code reuse or integration into larger system [27, 28].
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1.9 Software Solutions

Software solutions are the connection between hardware platforms and computing
problems. Various libraries, frameworks and APIs (application programming inter-
faces) are added to backbone programming languages like C/C++ or Fortran. Func-
tionality of parallelization software is developed to be independent from backbone
languages. To exploit parallel resources, programmer only need to call (paralleliza-
tion) sub-routines from one of the supported programming language [13, 18].

This section explains principal functionality (concepts) of major software solu-
tions for science applications. Logic behind those software platforms is clarified
and for actual coding tutorials readers are invited to use specialized programming
literature.

1.9.1 OpenMP

OpenMP (OpenMulti-Processing) [13, 18, 34] is an API that supports programming
on shared memory computers in C, C++ and Fortran languages. It offers intuitive,
multi-threading method of parallelization, where one main thread (master) forks
when parallelizable part of code is encountered. Work is then divided among number
of secondary (slave) threads. There can also be multiple levels of forking. Threads
of same level execute same code over designated portion of total data. It is usually
used in combination with other parallel software when is possible to parallelize work
inside nodes.

1.9.2 Message Passing Interface (MPI)

MPI [13, 18, 35] is a standard that defines syntax and semantics of library routines
used for writing message-passing programs in C, C++ and Fortran. It operates on
variety of parallel architectures, but is major standard for programming of distributed
memory systems, such as clusters. Message passing with MPI is not so intuitive
approach to parallel programming and requires more attention than multi-threading
approach with OpenMP.

Parallelization is achieved by creating one master and numerous slave tasks
(ranks) at program runtime. Each rank runs own instance of MPI program. Within
code it is specified what parts are executed or skipped by certain ranks. In this way,
each rank has own instance of data structures that are not shared with other ranks
(although the structures are declared under the same name). To access some remote
data, rank have to explicitly request it.

Core ofMPI is based on communication by passing messages between ranks. The
simplest formof information exchange is by send/receive operations.One rankwould
request some data, other rank has to acknowledge this request and send required
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data back. First rank then has to appropriately receive the message containing the
requested information.

Beside point-to-point communications as send/receive, there are collective class
of communication operations. When large number of ranks have to exchange data it
is much more efficient to use collective message passing.

Synchronization of execution can be explicitly imposed by instructing barriers or
implicitly by using blocking communication. Neither rank is allowed to proceed until
all ranks execute the explicit barrier instruction. Blocking communication prevents
receiving rank to continue until message is received. Asynchronous communica-
tion can be achieved by using non-blocking message passing or by using probe
instructions. With probe instructions, ranks check if there is pending message. When
message is there, probing rank receives it, when not, rank continues with execution.

Communicator is a structure that defines communication privileges. It is used to
specify what ranks will participate in certain communication operations.

Functionality ofmessage passingmakes it appropriate for programming ofMIMD
problems in HPC. Technique often used is hybrid programming, where MPI and
OpenMP are used together.

1.9.3 CUDA and OpenCL

ComputeUnifiedDeviceArchitecture (CUDA) [13, 18, 23] is programming environ-
ment developed to efficiently map data parallel task to GPU structure. GPU program
is separated in parts run by CPU (host) and data intensive functions (kernels) that
are executed on GPU (device).

Beside memory allocation that hold transfer of data between CPU andGPUmem-
ories, programmer has to specify how threads are organized inside kernel. Kernel
grid is organized in two levels. Top level is organization of thread blocks within the
grid. On second level threads are arranged inside block. Each block of same grid
has same number and structure of threads. Latest GPUs support three-dimensional
organization of threads within block.

Execution configuration of kernel is further divided into smaller units wraps, that
are collection of threads which executes at once. Mechanism called thread scheduler
decidedwhichwrapwill be executed. This executionmodel efficiently exploitsmem-
ory and core organization of GPU even in cases when programmer poorly organize
kernel grid and memory allocation.

Kernel execution requires large amounts of data and access to it is very time-
expensive. Memory coalescing is a technique that combines neighbouring data and
copies it together from slow global to fast shared registermemory. To exploit memory
coalescing, programmer should organize data so that neighbouring threads in wrap
use equally organized data in memory (consecutive threads should use consecutive
memory locations). Technique that help to methodically arrange data according to
thread execution schedule is called tiling. It enables also to efficiently reuse data or
pre-load piece of data for faster access.
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Open Computing Language (OpenCL) [13, 18, 36] is cross-platform program-
ming environment that provide standardized support for computerswithmultiple pro-
cessors, GPUs and other computing units. It provides methods to efficiently assign
tasks and exploit all resources of heterogeneous computing platforms. Execution
model of OpenCL programs are slightly more complex, but very similar to CUDA.

1.9.4 Other HPC and Scientific Software

The above mentioned software are not only solutions available on market, but are
widely used and supported by user community.Other software such as job schedulers,
node installation and management, integrated stacks and monitoring programs are
more concern of system administrators than to programmers. For larger jobs it might
be useful also to get familiar with load balancing, task scheduling and management
[32].

Most HPC platforms are never dedicated to only one computing job. Resources
(HPC time) are shared/distributed between large number of scientific and industry
projects. It is worth to mention that large amount of HPC time is dedicated to Com-
putational Fluid Dynamics. Although it is a nonlinear phenomena, it is not focused
on global analysis but on modeling the motion of specific problems, such as interac-
tion of fluids with a solid surface. Reference [37] presents an example of scientific
applications available at one of the supercomputers from Top500 list.

1.10 HPC in Global Analysis

It is assumed that reader is familiar with the basic of nonlinear dynamics and is
looking to parallelize his/her own computations. This section is thus, dedicated to
introduction to some of main methods of global analysis, to present possible paral-
lelization options and to provide examples of how it may be accomplished.

1.10.1 Numerical Global Analysis Methods

As computers are able to manipulate and store numbers with limited number of
digits, numerical methods operate with somehow discretized continuous state space.
There are two types of methods, classified according to discretization methodology.
First class are methods that treat state space as collection of points. Second class of
methods divide state space into number of hyper-cubes (cells).
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1.10.1.1 Point Integration

Straightforward method to get a basin of attraction is to take a cross-section of
continuous state space and approximate itwith set of points. Todeterminebasin, every
point is evolved by integrating forward in time. It is assumed that orbit converges if,
after certain amount of time, distance from it to one of the one of the attractors is
within some small predefined tolerance [10]. This method often requires integration
of trajectories for extensive amount of time, that depends on the length of the transient
motion [38].

1.10.1.2 Point Mapping

Instead of looking for the continuous time history of a motion of the system, it is also
possible to track the system state at a sequence of discrete time instants. Methods
how to approximate continuous trajectories with point mapping depend on the type
of system and nature of analysis. Result of discretization is mapping function where
discrete trajectory is formed by iterating the map, starting from an initial state [1].

1.10.1.3 Basins of Attraction

Theory of point mapping allows to determine equilibrium points, periodic motions
and strange attractors, associated with continuous counterpart. To determine basins
for stable sets there are several methods. Direct approach investigates where each
initial conditionmaps after certain number of iterations. Time savingmethod consists
of starting fromsmall known region aroundan attractor and then expand theboundary.
For certain two-dimensional maps it is possible to separate basins by using stable
manifolds of saddle points.

1.10.1.4 Grid of Starts

Integration of grid of points (or grid of starts) [39] is a method related to the point
integration. Basins are determined in the same manner, by integration from initial
condition to the attractor. The initial condition in this case is a cell, commonly its
center point. In other words, all states residing inside the cell are approximated as
single cell entity. Although this method give fairly accurate results, the drawback is
high computational requirements [40] because of the long integration time needed
to overcome transient.
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1.10.1.5 Cell Mappings

Closely related to the point mapping, cell mapping methods also approximate con-
tinuous trajectories by a discrete map. Starting from state space discretized as in Sect.
1.10.1.4, each cell is enumerated with an positive integer number. Initial conditions
are then integrated over small time period to obtain the mapping. An image (or image
cell) is a cell where the initial cell is mapped after one step of a map. It is possible to
use methods analogue to point mapping to determine attractors and corresponding
basins. As cell mapping is less computing intensive than fore-mentioned methods,
and over the years, various cell mapping methods were developed, each with its
advantages and drawbacks.

The Simple cell mapping (SCM) method [1] assumes that each cell can have only
one image cell. If a cell maps to itself, it is considered to be a periodic cell. When
certain cell maps to itself after multiple map steps, all cells in the sequence form a
periodic motion. Basin of attraction is then a collection of cells that after arbitrary
number of map steps get mapped to some periodic cell or motion. With SCM it is not
possible to accurately approximate chaotic attractors or fractal basin boundaries, but
it can give a hint if those are present in the dynamical system. E.g. a chaotic attractor
in SCM can be recognized as a several periodic motions with a very long period.
Advanced cell mapping methods can be used to overcome obstacles of SCM, but at
certain computational costs.

The Generalized cell mapping (GCM) method [1] improves SCM by incorporat-
ing more information on system dynamics inside the map. Function that governs the
map evolution is based on probability of each cell to map into one of the possible
image cells. Such formulation of GCMmapping leads to the finiteMarkov chains for
which well developed theory enables identifying the dynamics of the system. GCM
is effective for discovering occurrence of chaos in the system.

The Interpolated cell mapping (ICM) [39] is amethod developed to combine good
characteristics of SCMandGCM. InSCMtrajectory endpoint is rarely in the center of
image cell. ICM records beside image cell also the actual location of endpoint inside
image cell. Next iteration is calculated by taking the relative position of terminal
point in respect to four surrounding cells. The end point of this iteration is obtained
by interpolating between endpoints of the trajectories emerging from fore-mentioned
four surrounding cells. In comparison to SCM and GCM, this method gives more
accurate trajectories, but requires additional computational costs for computing new
terminal positions.

Cell mapping methods are particularly suitable for systems with a periodic exci-
tation. In this case the map is the stroboscopic one, sampled at the period of the
excitation.
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1.10.2 Multi-dimensional and Parallelized Numerical Global
Analysis Methods

Before-mentioned methods work well in lower dimensions, but do not scale so well
with increase in system dimension. To overcome dimensionality restrictions in [41]
the authors developed a multi-degree of freedom (MDOF) extension to cell mapping
methods. Beside dimensionality, another, difficult task is to overcome inner serial-
ity of those methods. Survey of successful attempts to parallelize global analysis
methods follows.

In [42] MDOF cell mapping algorithm is restructured to exploit most time con-
suming part of global analysis – the system integration. In a series of papers [43–45]
the authors examined parallelization of grid of starts method on cluster comput-
ers. Successfully computed basins of attraction in both previous cases are used to
determine integrity measures of dynamical systems.

To exploit massive parallelization capabilities of GPU, in [46] the authors refined
the SCM method with subdivision techniques, in order to solve problems in multi-
objective optimization. Another GPU parallelization approach on global analysis is
tackled in [47] that combined several cell mapping methods (SCM, GCM and ICM).
This combinedmethod gives fast and resource efficient method to discover attractors,
but require additional computations to determine basins. Authors provide example
applications to impact model, plasma model and six-dimensional Lorenz system.

1.10.3 Example of Global Analysis

To illustrate computing of basins with SCMwe used the four-dimensional system of
two coupled and driven Duffing-Van der Pol oscillators considered in [48], governed
by the equations:

ẋ0 = x1,

ẋ1 = ν(1 − x0
2)x1 − ω1

2x0 − εx0
3 + βx2 + Fsin(t),

ẋ2 = x3,

ẋ3 = ν(1 − x2
2)x3 − ω2

2x2 − εx2
3 + βx0 + Fsin(t + 0.25), (1.1)

with ω1 = 0.000023216854686, ω2 = 0.022222854255, ν = 0.25, β = 0.01, ε =
1, and F = 1.4.

Calculations are carried outwith two different resolutions to demonstrate accuracy
and performance of the method. For the low resolution the state space region xi =
(−4, 4) is divided into 110 intervals per dimension, totaling 146 410 000 cells and
size cell hi ≈ 0.073. Significantly higher number of cells, 1 632 240 801 is achieved
by dividing each dimension into 201 intervals, here having size cell hi ≈ 0.039801.
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Initially, the system (1.1) is integrated with a parallelization process on a small
cluster usingMPI standard implemented inC programming language. Then, the four-
dimensional basins of attraction are determinedwithSCMpost-processing algorithm.
Low resolution case is calculated on two different computers. On the one with lower
performance integration time was approximately 4 h and basin search lasted about
15 min. Then, the same calculations are carried out on computer with four times
more processors. Result was that integration stage scaled well reducing computing
time to around 1 h, but result of increased communication in post-processing stage
increased time to build basins to 30 min.

Bad scaling of post-processing is even more evident in the high resolution case,
where integration lasted 6 h and post-processing 12 h. From achieved performance
it is obvious that integration stage can be considered as parallelizable, since it scales
well. On the other hand, SCM post-processing is highly inadequate to be computed
on distributed memory systems where large amount of communication operations
drastically degrade performance.

In Figs. 1.6a and 1.7a we report the x0 − x1 and x2 − x3 basins cross-sections
(other coordinates are fixed to 0) of low resolution and on Figs. 1.6b and 1.7b of
high resolution case. To synthetically present usefulness of full-dimensional basins
we report in Figs. 1.8 and 1.9 how the x0 − x1 cross-section of basins changes as the
x3 coordinate is varied.

Although the fastest and least resource consuming method, the drawback of pure
SCM computations is that there is the possibility that some basins and attractors are
assimilated as a result of the low accuracy of approximated trajectories, especially
at low resolutions.

(a) (b)

Fig. 1.6 x0 − x1 basin cross-section of a low and b high resolution cases
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(a) (b)

Fig. 1.7 x2 − x3 basin cross-section of a low and b high resolution cases

Fig. 1.8 Various x0 − x1 basin cross-sections of low resolution case
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Fig. 1.9 Various x0 − x1 basin cross-sections of high resolution case

1.11 Conclusion

Vast amount of scattered literature and examples is available and newcomers often get
lost. In this chapter we hope to have introduced scientists and engineers to topics of
high power-computing in step-by-step fashion to all concepts, implementations and
methods required to understand how to efficiently solve large computing problems.

Performance of individual components is explained in enough detail that is
required to understand overall system performance.With concepts of hardware orga-
nization (architectures) and different implementations readers were introduced to
world of massively parallel computing. From mentioned concepts of high-power
computing, high performance computing with clusters and GPU is most relevant for
science and engineering.

In design process, programmers now understand why should strive to make par-
allel software scalable, as local as possible and modular. It is possible to achieve
this task by methodical development of algorithm through partitioning the problem,
optimizing communication structures and agglomeration of communication inten-
sive parts.

Performance issues and parallelization speed-up are discussed to prevent unreal-
istic expectations from parallel computing. Readers were also introduced to func-
tionality of main software solutions in HPC, OpenMP for sharedmemory computers,



42 N. Andonovski et al.

MPI standard for distributed systems and OpenCL and CUDA for environments with
computational GPUs.

Topic is closed by presenting common methods and applications of global analy-
sis. After studying this paper, it is hoped that reader is able to identify type of com-
puting problem, to choose proper hardware/software platform, methodically plan
design process and evaluate parallel algorithm by referring to specific literature for
deepening on specific topics.
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Chapter 2
Review of Synchronization in Mechanical
Systems

Mihir Sen and Carlos S. López Cajún

Abstract Synchronization of coupled sub-systems in both natural and engineered
systems is a commonplace occurrence, but its existence and analysis in mechanical
systems has received much less attention. This is a review, written for mechanical
engineers, of some of the work done on complex machines that are in common
use. Theoretical characteristics of the phenomena that are present are indicated by
solutions to models based on self-excited oscillations. A variety of experiments on
synchronization that have been carried out are reported, including work done by the
authors on vibrations of rotor blades due to airflow and of automobile parts. A large
number of references on the subject has been included so that a researcher who is
new to synchronization in complex machinery can use this as a starting point.

2.1 Introduction

2.1.1 Complex Systems

Although complexity and complex systems, and the subject of synchronization in
complex systems, are very broad subjects [1], here we will restrict ourselves only
to mechanical systems, especially their subset that transmit energy that we will call
machines. There are few comprehensive reviews of the subject, though there are
specific exceptions [2, 3], and this is directed to mechanical engineers. To begin
with, it is important to define the terms that will be used, to provide a framework for
the discussion and, for reasons of space, to limit the scope of this review. A system,
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Fig. 2.1 Schematic of a
complex system S with
subsystems S1, S2 and S3.
u(t) and v(t) are the input
and output of S respectively,
where t is time. Dashed lines
indicate connections
involving sub-systems

S1

S2

S3

S

u(t) v(t)

for our purposes, is a machine that has an input u(t) and an output v(t), where t
is time. A complex system consists of a number—perhaps a large number—of sub-
systems that are interconnected in some way. The sub-systems considered here are
mechanical in the sense that they are components consisting of masses, springs and
dampers and the like, though no assumption of linearity is a priorimade. The masses
are in vibratory motion and their state is represented by displacements, so the signals
u(t) and v(t) may be displacements, their derivatives, or forces.

As an example, examine Fig. 2.1; there are three sub-systems, S1, S2 and S3,
within the system S and each sub-system is in general connected to the others and
also to u(t) and v(t). A connection between two sub-systems means that the state of
each one is coupled to that of the other. The connectivity between sub-systems may
be represented by a complex network (also called a graph) [4–7] with masses at the
junctions (nodes or vertices) and springs and dampers in the branches (edges, arcs,
lines).

Practical examples of complexmachinerymay bewasher/dryers, turbines or auto-
mobiles. In each case, the complete system consists of a number of sub-systems,
each of which is composed of fundamental components such as masses, springs or
dampers. Each sub-system is coupled to another or to others throughmechanical cou-
pling elements. In special circumstances it is possible to have isolated sub-systems
within a machine that are completely disconnected from the rest and which can
be safely excluded from the network, at least from the point of view of mechani-
cal response. There are many other characteristics of complex machines that are of
interest, such as the interaction between foreground and background components
[8, 9], multiple scales [10] and others [11], which will not be explored here.

2.1.2 What is Synchronization?

Synchronization has been variously described as the movement of sub-systems “to
develop a uniform rhythm of coexistence in spite of differences in individual rhythms
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Fig. 2.2 Two out-of-phase
sinusoids u(t)

v(t)
t

and often extremely weak mutual connections” [11], moving in “unison” [12], or “an
adjustment of rhythms of oscillating objects due to their weak interaction” [13]. For
instance, take the sinusoids u(t) and v(t) shown in Fig. 2.2. They are at the same
frequency but are of different amplitudes and are out of phase. u(t) and v(t) could
be different quantities, such as displacement, velocity or acceleration, measured at
different points in a complex machine, but in any case through a transducer they end
up as electronic signals that can be sampled and stored as a vector in a computer.
The fact that they are at the same frequency indicates that the two signals are in
synchronization. Mechanical machines are often run by an engine or motor shaft
turning at a constant rate. The rest of the machine then follows this frequency but
moves or vibrates according to how they are connected to other parts of the system
and the laws of mechanics that govern their motion. For simple arrangements, such
as a low degree of freedom vibratory system, it may be easy to come up with a
mathematical model from the ground up, but this for more complex systems may be
harder to do. For the latter, then, an understanding of the system has to be at least
partially based on data obtained in situ.

Books on the subject that are good as starting points for this subject are [5, 13–20].
Many of the applications of synchronization are in areas outside the scope of this
review, in areas like biology [21] or physics [11, 22], although much can be learned
from them about the techniques of analysis that have been used. Recent interest in
engineering applications was boosted by the work of Strogatz [23, 24] that has led
to a new lease of life in the subject and a search for new applications in engineering.

Generally speaking there are two common situations that are of interest in the
dynamics of linear mechanical systems: forced oscillations in response to a periodic
input, and relaxation in which the system changes from one constant steady state
to another. Synchronization, of course, can only occur in the former. In nonlinear
systems, in addition, it is possible to have self-excited oscillations. Thus the neces-
sary conditions for synchronization to exist, though not sufficient, are that there be
oscillations due to either internal self-excitations or an external periodic input, and
that two ormore oscillatory sub-systems have at least a weak coupling between them.
Among the elementary characteristics of synchronization are phase-angle difference
[13], mode locking [25] and oscillation death [26].
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2.2 Historical Outline

The first written reference to the phenomenon of synchronization, as understood here,
was by Christiaan Huygens (1629–1695). The Proceedings of the Royal Society
of 1664–5 has a letter from him on the use of pendulum clocks that included the
observation that there was “an odd kind of sympathy perceived by him in these
watches suspended by the side of each other.” Huygens, at that time, was involved in
the studyof pendulumclocks and their use at sea [27]. There aremore details available
on his experiments with two coupled pendulums side by side and his observations
of the “sympathy” between them [28, 29]. This problem has also been analyzed
intensively in recent years, and there is a good amount of modeling and experimental
literature on the synchronization of multi-pendulums [11, 30–40].

Early engineering applications of synchronization have been in biomedical sys-
tems [41, 42], micromechanical systems [43], electrical circuits [44], lasers [45],
computation [46], communications [47], complex networks [48], and chaotic sys-
tems [49], among others. The dynamics of two coupled nonlinear oscillators subject
to an external periodic force have been examined by Woafo and collaborators [50].
Examples in thermal engineering are thermally-connected cavities [51–55], thermal-
hydraulic networks [56], conduction in plates [57], and candle flames [58]. In relation
to technological applications, in the 1940s “at the Institute Mekhanobr, a mechanical
ore-handling research and design institute in Leningrad, it was accident[al]ly dis-
covered that two dissimilar induction motors driving unbalanced rotors mounted at
different locations on the same vibratory structure tended to operate synchronously.
Later it was discovered that in some circumstances the tendency to synchronism was
so strong that the power to one of the motors could be turned off without disturb-
ing the synchronization” [59]. This has also been reported by Kuznetsov et al. [60].
Synchronization between multiple shafts is described in [61]. This is a non-linear
phenomenon in which two ormore unbalanced shafts are located on a common struc-
ture. Structural vibrations through the structure can lead to synchronization, and a
simple two-shaft model is used to demonstrate it.

2.3 Oscillations

Synchronization, in the end, is based on oscillations in time. There are several types of
oscillations possible in a machine and different ways in which they can be modeled.

• Forced oscillations: These are due to an external periodic input that is usually a
force or a displacement. The system itself may or may not be linear. If linear, the
oscillation frequency will be the same as that of the external forcing. For example,
the simplest linear oscillator model with forcing is

v̈ + v̇ + v = u(t),
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where v(t) is a displacement and the forcing input is u(t) = A sinωt . The solution
is the output

v(t) = a sin
(
ωt + φ

)
.

The amplitude and frequency of the output are a and ω, respectively. Since the
system considered is linear, the frequency of input and output are the same. The
phase angleφ is the angular relation between the sinusoidal input and the sinusoidal
output. In fact the input force u(t) and the output displacement v(t) could perhaps
be the two curves shown in Fig. 2.2.

• Self-excited oscillations: Here external forcing may not be necessary because the
nonlinearity of the system makes a steady state unstable and the system responds
to this instability by oscillating. There must also be a source of energy. Figure 2.3
shows the solution to one such equation that does this, the van der Pol equation

v̈ − μ
(
1 − v2

)
v̇ + v = 0. (2.1)

If the initial condition is anything other than the critical point of the equation, here
v = v̇ = 0, the solution will oscillate; the oscillations will grow and eventually
stabilize to a constant amplitude. Notice that the oscillations in the figure are
periodic, have a fixed frequency, but are not sinusoidal. The van der Pol equation
is thus often used to represent self-excited oscillations.

• Mixed: Of course it is possible, and indeed common, to have systems that have a
combination of both. For example, we may have

v̈ − μ
(
1 − v2

)
v̇ + v = A sinωt.

Fig. 2.3 Solution of
Eq. (2.1) for μ = 1
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• Kuramoto model: This is described in [62–64], and represents the response of a
set of oscillators. In one form it can be represented by

θ̇i = ωi + K

N

N∑

j=1

sin(θ j − θi ), i = 1 . . . N ,

where N is the number of oscillators, each oscillation has a phase angle θi and
K is the coupling between them. θi (t) can be plotted as a point moving around
the circumference of a circle. Depending on the value of the parameters, the N
oscillators can be found to bewithout phase locking, or partially/fully phase-locked
(see also [65]).

2.4 Models of Synchronization in Machines

There are two extreme approaches themodeling of complex systems: from the ground
up (reductionism or from basic principles) or from the top down (holism or data-
driven) [66]. Examples of the latter are methods based on artificial neural networks,
fuzzy logic or genetic/evolutionary algorithms [67]. For simplicity, in this section we
will only consider the former based on self-excitations of the van der Pol oscillator.

2.4.1 Ring of Coupled Van der Pol Oscillators

The dynamics of a ring of oscillators is described in [68]. Consider four masses
connected by van der Pol coupling [69, 70]. Thus

v̈i︸︷︷︸
I

+ A
(
v2
i − 1

)
v̇i

︸ ︷︷ ︸
I I

+ vi︸︷︷︸
I I I

= B
(
vi−1 − 2vi + vi+1

)

︸ ︷︷ ︸
I V

,

where vi (t) is the nondimensional displacement ofmasses i = 1, . . . , 4. The terms I ,
I I , and I I I represent the acceleration, damping force, and spring force, respectively,
and I V represents the linear interaction between adjacent masses. First a stability
condition is derived in [70] based on linearization around a limit cycle giving a Hill’s
equation. Then from numerical solutions it is seen that a diversity of phase-shift
attractors is present for the coupling constant below a critical value, and for values
above this an in-phase attractor is predominant. It is seen that there is synchronization
of the oscillations evenwith non-identical oscillators over a range of parameter values
(see also [71]); this has great practical effect on machines in common use since in
reality even components that are supposed to be truly identical are not actually so.
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2.4.2 Initial Conditions

The effect of initial conditions is reported in [72, 73]. Vinod et al. [74] investigate
numerically the dynamics of coupled oscillators in a ring. The coupling between
neighboring oscillators is assumed to be through a linear dissipative component. The
effect on synchronization of initial conditions is analyzed. The study is for identical
oscillators aswell for those that are different. Thedynamics of the systemare analyzed
from the perspective of time and frequency plots. The instantaneous dynamics of
each oscillator is revealed by a Hilbert transform and the phase equation obtained by
asymptotic expansion. Phenomena such as amplitude death, oscillation suppression,
oscillation resurrection, frequency locking and beat frequency are observed.

2.4.3 Nonlocal Interactions

These are interactions between parts of the system that are not adjacent to each
other. A vibrating system has been studied in [75], impulsively coupled oscillators
in [76], rotors in [77] and rotor-pendulum systems in [78]. In [79] the coupling is
assumed to be non-local with a scaling exponent that decays with distance between
the oscillators. In addition symmetry in an even number ring is broken by the presence
of an odd oscillator. The effect of change in initial conditions is also examined.
Numerical solutions show interesting dynamics including the shift from anti-phase
to in-phase clustering, and resurrection of the oscillators from amplitude death.

2.4.4 Metronomes

A group of metronomes offers a mechanical example of self-excited oscillations that
can enter into synchrony [80–83]. Usually the individual metronomes communicate
among themselves through a beam or plate on which they are sitting. There are
many remarkable movies and videos that have been made of this phenomenon which
are easily available on the internet. The individual metronomes are set in motion at
different initial phases but ultimately, after a while, enter into a synchrony in which
they all oscillate in phase.

The setup in the metronome experiments reported in [80] consisted of two
metronomes resting on a light wooden board between two cans. The oscillations
were observed to eventually synchronize for small initial frequency differences as
long as the metronome worked as such, and after that the oscillations were locked
into an almost zero phase difference. Antiphase synchronization, it was found, was
unstable and hence was not observed under normal circumstances but only if alter-
ations were made to the setup. Martens et al. [83] looked into the phenomena of
chimera states in which the oscillators are synchronous but are separated into two
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groups: some are in-phase and the rest are out-of-phase. They devised experiments
with different couplings to confirm that these states do exist.

2.4.5 Beams

Continuous media are also susceptible to synchronization. For example, frequency
lock-in during vortex-induced vibration of a rotating blade is reported in [84]. Also,
as mentioned before, unbalancing in rotatings shafts can lead to vibrations, and
vibrations in shafts that are weakly coupled can synchronize [61]. Synchronization
has been observed in turbines that are connected to a common structure [61]. The
behavior of four self-excited elastic beams with linear coupling between them at the
roots of the beams has been modeled in [85], and numerical simulations using finite
differences show that the synchronization among them is enhanced as the coupling
is increased. Temporal and spatial correlations are used as measure of the degree of
synchronization. Additional work on this is reported in [86–91].

2.5 Analysis of Experimental Data

The mathematical models described in Sect. 2.4 do not demonstrate that synchro-
nization actually happens in real systems, but only that it is possible. To address this
what is needed is that careful laboratory experiments be carried out, instrumented
and documented to demonstrate synchronization. Although experiments with multi-
pendulums [34, 40] and metronomes [80, 81] certainly demonstrate synchroniza-
tion, the physical situations seem artificially contrived and the devices are not actual
machines that are commonly used in the field.

Working with mathematical models is straightforward in one sense since one only
has to analyze the characteristics of the solutions, but it is harder to understand and
interpret data obtained from experiments. The information of use may not be directly
available but has to be extracted from the measurements in some manner. Experi-
ments with commercial equipment are, however, easier said than done, since reality,
of course, is not as clear as analysis would like, and experimental data with this kind
of hardware are rarely as sharp as the signals shown in Fig. 2.2. Though several
methods of measurement of vibrations are available, such as optical or electromag-
netic, the easiest are with accelerometers which are transducers that are sensitive
to accelerations. The acceleration may be static such as due to gravity, or dynamic
like those in the vibrations of machines. Microelectromechanical system (MEMS)
technology has made it possible to have extremely small, low power and accurate
devices. Time signals of accelerations can, of course, be converted to velocity or
displacement by integration in time. This is not necessary, however, for the present
study since, if there is synchronization, all three quantities will be synchronized.
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In fact synchronization,when it exists, is embeddedwithin a quantitative cloud that
makes the phenomenon difficult to discern. Reasons for this include the presence of
“random” vibrations, rolling and rubbing friction, multiple sources of out-of-balance
forces, finite tolerances and backlash, measurement errors, low signal to noise ratio,
internal resonances, nonlinearities that create new frequencies, and so on. For this
reason one has to develop the tools thatwill be necessary to tease out the phenomenon,
and these will be briefly described in this Section. The following are some of the
common techniques that are used, but of course there are many others. Further details
of the items below are in popular textbooks [92–94] and also outlined in [17].

2.5.1 Spectral Analysis

One of the most common tools for signal analysis of a time signal u(t) is the Fourier
transform. This is defined by

û( f ) =
∫ ∞

−∞
u(t)e−2π i t f dt,

where û( f ) is the transform of u(t). If t is time then f is frequency and, in a
simplistic sense, this gives the constituent frequency components in the signal, called
the spectrum.

2.5.2 Correlations

There are several definitions of correlation available but in general it is a numeri-
cal measure of the statistical relationship between two variables. For example, the
Pearson correlation coefficient between vectors u and u is

ρ = E
[
(u − μu)(v − μv)

]

σuσv

,

where E(·) is the expected value, μ is the mean, and σ is the standard deviation.
The numerator is the covariance. Two-dimensional maps with this correlation will
be used later in Sect. 2.6.1.

2.5.3 Time-Frequency Maps

The time-frequency signal processing tools, such as the continuous wavelet trans-
form, have been used for the analysis of time signals. This is defined by
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W (a, τ ) = 1

|a|1/2
∫ ∞

−∞
y(t)ψ∗

(
t − τ

a

)
dt

where a is the scale factor that determines the time and frequency resolution of the
scaled mother wavelet ψ , τ is its shift along the time axis, and ∗ is the complex
conjugate. For ψ , the Morlet wavelet function

ψ(η) = π1/4e−η2/2ei2π f0η

where f0 and η are the dimensionless central frequency and the time parameter
respectively, is commonly used in the analysis of vibrations. Time-frequency maps
can be easily generated from experimental data using Matlab®.

2.5.4 Kuramoto Order Parameter

To get this the Hilbert transform, ũ(t), of the signal u(t) is first obtained by taking

ũ(t) = 1

π

∫ ∞

−∞
u(τ )

t − τ
dτ,

where the integral is a Cauchy principal value. Then a complex analytic signal

y(t) = u(t) + i ũ(t)

is created. The instantaneous phase angle is

φ(t) = arctan
ũ(t)

u(t)
.

For N such signals with phase angles φ j ( j = 1, . . . , N ) the Kuramoto order param-
eter is

r(t) = 1

N

∣∣∣
∣

N∑

j=1

eiφ j (t)

∣∣∣
∣.

The order parameter r is a measure of the degree of synchronization that exists
between the N signals, while s(t) = 1 − r(t) is an order-deficit parameter. The value
of r = 1, corresponding to s = 0, indicates perfect synchronization.
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2.6 Other Experiments

Some details of two different synchronization experiments are described below. In
the first rotor blade-tip synchronization is presented, and in the next synchronization
between the dashboard and the door of an automobile is demonstrated.

2.6.1 Synchronization in a Stationary Rotor Blade

The first experiment, reported in detail in [95], is on the identification of synchroniza-
tion in the blade-tip vibrations of a stationary rotor with airflow. For this purpose,
individual blade-tip vibrations were measured simultaneously under two different
conditions. First, the rotor was excited by an impact force and the natural frequen-
cies of the blade-tips were identified. Thereafter the blades were excited by air flow
over the rotor and individual blade-tip vibrations were recorded.

The experimental setup is shown in Fig. 2.4. The rotor itself consisted of 24 blades,
each of a rectangular cross section as shown in Fig. 2.5. Measurements were made
with double-axis MEMS accelerometers attached to the tip of each blade. The 24
accelerometers were calibrated using a vibrometer. They were connected to a data
acquisition system, and the acceleration data were recorded simultaneously.

Fig. 2.4 Rotor: setup and laser vibrometer used for calibration
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Fig. 2.5 Rotor: 24-blade
rotor

2.6.1.1 Impact Test

As examples, the impact time responses of blades 1 and 2 are shown inFig. 2.6, and
blades 8 and 9 in Fig. 2.7 respectively. Although it is clear that some blade-tips vibrate
in phase, a statistical procedure of analysis was used to show the relation among all
blade-tips. The analysis of the signalswas basedon thePearson correlation coefficient
(see Sect. 2.5.2) which indicates the linear dependence between two variables. To
show the coupling response between any two blade-tips a 24 × 24 correlation matrix
was constructed.This is shown inFig. 2.8 as a correlationmap. In thismap thePearson
correlation coefficient is arranged in two dimensions. The x- and y-axes represent
two different blade numbers, and the color at that coordinate point represents the

Fig. 2.6 Rotor: time
response of blades 1 (blue,
larger amplitude oscillation)
and 2 (red)
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Fig. 2.7 Rotor: time
response of blades 8 (blue,
larger amplitude oscillation)
and 9 (red)

Fig. 2.8 Rotor: correlation
map for impact test

Pearson correlation ρ of the response of these two blades. The map thus represents
the structural behavior of all blades. The smallest correlation value was 0.43, and the
largest phase difference was found to be around 64.5◦.

2.6.1.2 Vibrations Due to Airflow

The main experiments were conducted with an air flow from the blower at a constant
speed. The blower rotational speed was 800 rpm and it had 4 blades, so that the
blade-passing frequency at the blower was around 53 Hz. The air flow was kept on
for several hours to get enough information of the dynamic behavior of the blades for
this length of time. The sampling frequency was 2 MHz. Because of an insufficient
data-storage capacity, all this data was not recorded, but rather the data from each
blade was stored in groups of vectors of length 2000 (i.e., 1 s in time) starting at
0, 8, 16, . . . min from the start, i.e at 8i min with i = 0, 1, 2, . . ..
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Fig. 2.9 Rotor: frequency spectrum for i = 0

The frequency spectrum (see Sect. 2.5.1) for the first interval (i = 0) representing
measurements taken just after the air starts to flow is shown in Fig. 2.9. From that
figure, the blade passing frequency of 53.5 Hz, with two harmonics at 107 and 161
Hz, can be clearly observed. The corresponding correlation map for this interval is
shown in Fig. 2.10. The structural pattern remains as in the impact test, but correlation
values vary from−0.7 to 0.7; there is no synchronization between blade-tips, and the
phase angles vary from −45◦ to 45◦. It can also be seen that there are cluster areas
around the structural patterns. Figure 2.11 shows the correlationmap for i = 3. From
that figure, it is clear that the blade-tips have synchronized their vibration since most
of the correlation values are positive. In this map, clusters around the same structural
areas are observed.

Fig. 2.10 Rotor: correlation
map for i = 0
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Fig. 2.11 Rotor: correlation
map for i = 3

Fig. 2.12 Rotor: correlation
map for i = 6

For i = 6, Fig. 2.12 shows that the correlation map changes its pattern. Indeed,
some blade-tips move out of phase and there is less synchronization in the system.
Figures 2.13 and 2.14 show measurements taken after a long period of time, and it
was noticed that the coefficient maps present oscillations of very long periods. These
oscillations are of a very low frequency, which is difficult to measure directly with
accelerometers but can be detected from these correlation maps; they may be due to
background coupling between components [8]. It is also possible to identify that the
structural pattern remains present in every map. Adjacent blades are synchronized,
and the pattern along the diagonal is similar in every map.
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Fig. 2.13 Rotor: correlation
map for i = 9

Fig. 2.14 Rotor: correlation
map for i = 17

2.6.2 Synchronization in an Automobile

For this experiment accelerometers were fixed to two components of a midsized car:
one a door and the other the dashboard. The localizations are as shown in Fig. 2.15.
The x and y directions are shown for each location.

2.6.2.1 Impact Test

First, separate impact tests on the dashboard and the door were carried out, and
their corresponding responses were recorded. The frequency spectra of the impact
responses are shown in Figs. 2.16 and 2.17. The corresponding time-frequency maps
(see Sect. 2.5.3) are shown in Figs. 2.18 and 2.19.

A plot of amplitude vs. time is shown in Fig. 2.20. This was obtained by sectioning
transversally the time-frequency maps of the impact response at the frequencies of
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Fig. 2.15 Automobile:
layout of accelerometers, A1
dashboard, A2 door

Fig. 2.16 Automobile
experiment: dashboard
response due to impact on
dashboard

Fig. 2.17 Automobile
experiment: door response
due to impact on door

interest. The natural frequency, f2 = 117 Hz, from the dashboard impact test can be
noted in the figure. Several frequency responses were also obtained when the door
was struck. From those figures, the frequency response can be approximated as a
decaying exponential function, from which the damping coefficient per unit mass
c can be estimated. Similarly, the stiffness coefficient per unit mass, k, can also be
estimated. All these values are listed in Table 2.1.
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Fig. 2.18 Automobile: dashboard response with impact on dashboard

Fig. 2.19 Automobile: door response with impact on dashboard

Fig. 2.20 Automobile experiment: dashboard f2 = 117 Hz

Table 2.1 Automobile: dashboard and door parameters from the impact tests

Component n fn (Hz) k (s2/kg) c (s/kg)

Dashboard 1 63 3969 22.9

2 117 13,619 87.4

Door 3 170 28,900 75.7

4 256 65,536 113.8
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2.6.2.2 Motion Tests

The next experiment was conducted with the automobile at different speeds, namely
60, 70 and 80 km/h. Clearly, when it is in motion, there are several sources of regular
and random excitations due, for example, to pavement roughness, the engine, the
power transmission subsystem, among others causes. Thus, the recorded signalswere
filtered, allowing to pass only the frequencies f1 for dashboard-dashboard effect, f2
for dashboard-door, f3 for door-dashboard and f4 for door-door, where the first
component is the one impacted and second is where the response is measured. The
four values of fn are in Table 2.1. From the recorded unfiltered signals, a frequency
fv = 1.5 Hz arises due to the first vibration mode of the automobile, and a second
one fw corresponding to the wheel angular velocity. Based on the radius of the wheel
and the speed of the automobile, these were fw = 8.8, 10.3, and 11.8 Hz at 60, 70
and 80 km/h, respectively.

2.6.2.3 Cross Correlation

The first stage for identification of the synchronization was the computation of the
correlation coefficient between the dashboard and door unfiltered signals. However,
the computed values were relatively small though positive, that is the correlation
coefficient was unable to separate the high content of signal frequencies. Thus, it
was necessary to resort to correlation functions, one of which is shown in Fig. 2.21.
From similar plots for the other speeds, the maximum cross correlation between
dashboard and door was found to have a delay of 5 × 10−3 s. This delay is possibly
associated with the propagation time of an acoustic wave from one component to the
other.

Fig. 2.21 Automobile
experiment: road speed 60
km/h
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Fig. 2.22 Automobile:
time-frequency map of
dashboard, road speed 60
km/h

Fig. 2.23 Automobile:
time-frequency map of door,
road speed 60 km/h

2.6.2.4 Time-Frequency Maps

Time-frequencymaps, shown in Figs. 2.22 and 2.23, were generated using the filtered
signals. Similarly, maps for the other road speeds were also generated. From these
maps, it is seen that the amplitude of all natural frequencies increases with the
speed, and the response seems to be sensitive to high frequencies (about 250 Hz).
The correlation coefficient was computed from the natural frequency behavior. The
values of correlation are higher for the filtered signals.

2.6.2.5 Deficit-Order Parameter

The deficit-order parameter s was introduced in Sect. 2.5.4 to quantify synchroniza-
tion in complex machines. As an example, the filtered signals for the dashboard and
door when the automobile ran at 60 km/h are shown in Fig. 2.24. The deficit-order
parameter, s, for those signals is shown in Fig. 2.25. From the latter, it can be seen
that s is close to zero most of the time, thus indicating that the components are
close to synchronization. Similar analysis was done from filtered signals at 70 and
80 km/h. Table 2.2 shows the statistical analysis of s. The standard deviation was
computed from the maximum value of synchronization (s = 0). From the results the
mean value of s is around 0.2, which means that most of the time the components
are synchronized.
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Fig. 2.24 Automobile experiment: acceleration signal, road speed 60 km/h

Fig. 2.25 Automobile experiment: deficit parameter, road speed 60 km/h

Table 2.2 Automobile: statistics of the deficit-order parameter

Descriptor Speed

60 (km/h) 70 (km/h) 80 (km/h)

Mean 0.218 0.217 0.226

Standard deviation 0.307 0.307 0.313

Percentage of events
with s ≤ 0.2

0.560 0.563 0.537

2.7 Concluding Remarks

Complex mechanical systems are common in our daily life. In many of these there is
a periodic and/or random input which results in shaking or vibrations throughout the
machine even during normal operation. As a result it is possible, in many instances,
that different parts of the machine that have only weak links with each other enter
into synchrony, i.e. their vibrations are mechanically linked to each other. The study
of synchronization brings out this relationship. What we have reviewed here is the
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synchronization of sub-systems that appear in complex machines. On the one hand
we have reviewed the modeling approaches that have been suggested to describe the
behavior of these systems, and on the other we have attempted a brief outline of some
experiments and the data analysis that have been carried out in this regard.

It is hoped and expected that other complex machinery will be similarly inves-
tigated in the future. It is possible that hybrid approaches may be developed that
combine both reductionist model-driven and holistic data-driven perspectives. Non-
linear interaction, such as with the effect of Coulomb friction, is another area that
has to be advanced. It is possible that the study of synchronization and its change
over time can lead to useful techniques, such as health monitoring of machines or
the diagnoses of defects as they occur, that can be applied to current challenges in
mechanical engineering.

Synchronization is but one aspect of complex systems, and mechanical engineers
must move beyond that. Though mechanical systems may differ in their details
compared to other systems that have been studied in the literature, there are global
features that they share. Particularly important are the techniques of experimentation
and data analysis that have been developed over the years. Mechanical engineers in
this regard are just beginning to appreciate the complexity inherent in the systems
that they work with, but there is a long way to go still.
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Chapter 3
Research on Vibration Suppression
of Nonlinear Energy Sink Under
Dual-Frequency Excitation

B. Sun and Z. Q. Wu

Abstract Most of modern civil turbofan engines adopt the dual-rotor layout, which
introduces the typical dual-frequency excitation into the dynamic models. This work
sets a single degree of freedom (SDOF) linear oscillator for the main system, and
establishes the dynamic models of that coupled with the SDOF linear dynamic vibra-
tion absorber (DVA) and different configurations of nonlinear energy sink (NES). In
view of the typical flutter mechanism of wing, the modal frequency of the first-order
symmetric twist typical state of wing is introduced into dynamic models. With the
wing, low and high characteristic frequency ratio (1:2.67:12.66) for the typical dual-
rotor aero-engine in cruise, the fourth-order Runge-Kutta algorithm is employed for
analysis. According to the energy criteria for the dynamic vibration absorber opti-
mization, focusing on the effects of the characteristic frequency ratio on the kinetic
energy of the primary mass, total system energy etc., numerical simulation results
of comparison can indicate that reducing the torsional vibration of wing by NES is
feasible, and NES has better vibration suppression effect than the traditional linear
DVA with certain set of parameters under the dual-frequency excitation. In addition,
the vibration suppression effects of the SDOF, two-DOF serial and parallel NES on
the main oscillator system are focused on. Under the condition that the characteris-
tic parameters of the main system and additive total mass of the vibration absorber
remain unchanged, results show the two-DOF parallel NES has the best vibration
energy suppression effect under dual-frequency excitation.
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3.1 Introduction

In aeronautical engineering, vibration suppression design of the modern civil tur-
bofan engine is very important in the engineering practices. However, even for the
most advanced civil turbofan aircrafts, the failure problems caused by engine vibra-
tion, such as the local structural cracks, pipeline leaks and loosening of fasteners
still occur frequently. The dual-rotor layout civil turbofan engine introduces the typ-
ical dual-frequency excitation into the wings [1–5], but the research of wing under
dual-frequency excitation is very limited, especially the dynamic analysis of vibra-
tion suppression of wing under dual-frequency excitation has not been carried out.
Moreover, the dual-frequency excitation has also attracted researchers’ attention in
other engineering fields, for example in deep-sea research [6, 7].

The selection of the efficient vibration suppression method has always been a key
issue in many engineering fields. The research on linear dynamic vibration absorber
(DVA) is earlier and the basic theory is relatively mature. However, the study of
nonlinear energy sink (NES) started late. The influence of nonlinear factorsmakes the
energy transfer and dissipation mechanism of nonlinear systems more complicated.
Because NES has the advantages of wide vibration absorption frequency band, high
energy dissipation rate and strong robustness, etc., the NES is introduced in order
to research its potential on vibration suppression of the nonlinear systems with the
typical dual-frequency excitation in this paper.

Various researchers have focused on the theoretical research and applications of
NES in the recent years. Gendelman et al. [8, 9] studied the attractor problems of
tuned forced linear system with NES, under certain damping and frequency range
settings, NES could have better energy absorption effects than the traditional lin-
ear DVA with single-frequency excitation, and the parameter optimization design
method of NES was proposed. Starosvetsky et al. [10, 11] analyzed the effects of
two-DOF linear systemNESon the internal resonance problems, studied the response
mechanism of the system with NES under 1:1:1 internal resonance quasi-periodic
forcing and random excitation, and it was proved that the parameters of NES can
be tuned to effectively reduce the vibration caused by quasi-periodic (with closely
spaced frequencies) and even random excitation.

The vibration suppression mechanism of NES is target energy transfer (TET), in
Refs. [12–16], initial conditions of TET between the nonlinear coupled oscillators in
NES were investigated, based on which the typical parameters like cubic stiffness,
damping andmass ratio ofNES can be designed to obtain better vibration suppression
effects. Hubbard et al. [17, 18] designed a single degree of freedom (SDOF) NES
on the wingtip for the vibration suppression research by experiment, and provided
the design process of NES in detail. Boroson et al. [19]. studied the parallel NES
optimization design, considered the uncertainty of the NES efficiency caused by the
loading conditions or the disturbances of the design parameters and proved the effec-
tiveness of the method through a comparative analysis. For the vibration suppression
research of the continuous systems coupled with the NES, Ahmadabadi et al. [20].
studied the vibration suppression effect of the grounded and ungrounded NES on
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the cantilever beam under shock excitation, and investigated firstly the application
of the nonlinear normal modes (NNMs) theory in identifying dynamics of energy
pumping in the continuous systems. Kani et al. [21] studied the performance of the
NES attached to a beamwith different support conditions, bymeans of the sensitivity
analysis and particle swarm optimization, parameters of the NES can be optimized.

NES has been widely applied in engineering vibration suppression in previous
researches. However, the vibration suppression effects of different configurations
of NES under dual-frequency still remain unknown. The main research aim of this
paper is to study the vibration suppression effects of the linear DVA, SDOF NES
and two-DOF serial/parallel NES on the main oscillator system using the energy
criteria for the DVA optimization. In Sect. 3.1, the dynamic models of different types
of DVA under dual-frequency are established. Section 3.2 analyzes the vibration
suppression effects of the NES on the main oscillator system. Section 3.3 makes
a comparison of vibration suppression effects between NES and the linear DVA.
Section 3.4 focuses the configuration optimization of NES, and Sect. 3.5 summarizes
the main achievements of this research.

3.2 Description of the Dynamic Models

In this section, five dynamic models are presented in order to study the vibration
suppression effects of different absorbers.

3.2.1 Dynamic Model of the Main Oscillator System

For the system shown in Fig. 3.1, its dimensionless dynamic equation can be
expressed as:

ẍ1 + x1 + 2.67ελ0 ẋ1 � 7.14ε(A1 cos(2.67ω1t) + A2 cos(2.67ω2t)) (3.1)

Fig. 3.1 Schematic diagram
of the main oscillator system
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x1 is the displacement of the linear main oscillator, and the mass and natural
frequency of linearmain oscillator are taken as equal to unity; the damping coefficient
is ελ � 2.67ελ0. In addition, 7.14εA1 and 7.14εA2 are the amplitudes of the dual-
frequency excitation, respectively.

ω1 and ω2 are two excitation frequencies, and their frequency ratio can be defined
as γ � ω2/ω1. In order to investigate the vibration suppression of wing under
the dual-frequency excitation, related research shows that the wing vibration takes
mainly with the first-order torsional mode [22, 23], for instance, a type of aircraft
has the wing symmetric first-order torsional natural frequency of 21 Hz, on which
the engine’s dual rotors rotate respectively at about 57 and 270 Hz in the cruise
phase. Therefore, the frequency ratio between the main oscillator system and the
two excitations in the dynamic models of this paper is set to 1:2.67:12.66 according
to the engineering practice.

3.2.2 Dynamic Model of the System with SDOF NES

Figure 3.2 shows the single linear main oscillator system coupled with SDOF NES,
the basic physical and dynamic model of which can be found in Ref. [8], and here the
dynamic modeling process takes into account the defined frequency ratio between
the main oscillator system and the two excitations. The dynamic equations after time
scale transformation can be expressed as:

⎧
⎨

⎩

ẍ1 + x1 + 2.67ελ0(ẋ1 − ẋ2) + 7.14kn0(x1 − x2)3

� 7.14ε(A1 cos(ω1t) + A2 cos(ω2t))
εẍ2 + 2.67ελ0(ẋ2 − ẋ1) + 7.14kn0(x2 − x1)3 � 0

(3.2)

where, x1 and x2 are respectively the displacements of the linear main oscillator and
NES; ε represents the mass ratio between the NES and the main oscillator being
used as the small parameter, and can also scale the coupling between two oscillators,
the damping forces and amplitudes of the dual-frequency excitation, here ε � 1;
the damping coefficient of the NES is ελ � 2.67ελ0; To simplify the analysis, the
stiffness term [6, 21] of NES kn0 equals to 4/3ε, means that the nonlinear stiffness
is kn � 7.14kn0. And the dual-frequency excitation is the same as in Eq. (3.1).

Fig. 3.2 Schematic diagram
of the system coupled with
SDOF NES
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3.2.3 Dynamic Model of the System with SDOF Linear DVA

One considers the comparison with the traditional linear DVA, to analyze the vibra-
tion suppression effects of NES, and the dynamic model of the single linear main
oscillator system coupled with SDOF linear DVA is established. A DVA oscillator is
used to substitute the NES oscillator in Eq. (3.2), and the related dynamic equations
after time scale transformation are:

⎧
⎨

⎩

ẍ1 + x1 + 2.67ελ0(ẋ1 − ẋ2) + 7.14kLin0(x1 − x2)
� 7.14ε(A1 cos(ω1t) + A2 cos(ω2t))
εẍ2 + 2.67ελ0(ẋ2 − ẋ1) + 7.14kLin0(x2 − x1) � 0

, (3.3)

where, kLin � 7.14kLin0 is the linear stiffness of DVA, and the linear stiffness term
kLin0 equals to 4/3ε for comparison; the damping coefficient of the linear DVA
is ελ � 2.67ελ0, and the other parameters and the dual-frequency excitation are
consistent with those in Eq. (3.2).

3.2.4 Dynamic Model of the System with Two-DOF Serial
NES

Figure 3.3 shows the single linear main oscillator system coupled with two-DOF
serial NES. The dynamicmodeling should consider the coupling relationships among
themain oscillator and the serial absorbers, and the dynamic equations of which after
time scale transformation can be expressed as:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ẍ1 + x1 + 2.67ελ0(ẋ1 − ẋ2) + 7.14kn0(x1 − x2)3

� 7.14ε(A1 cos(ω1t) + A2 cos(ω2t))
ε1 ẍ2 + 2.67ελ0(ẋ2 − ẋ1) + 2.67ελ0(ẋ2 − ẋ3)
+7.14kn0(x2 − x1)3 + 7.14kn0(x2 − x3)3 � 0
ε2 ẍ3 + 2.67ελ0(ẋ3 − ẋ2) + 7.14kn0(x3 − x2)3 � 0

, (3.4)

Fig. 3.3 Schematic diagram
of the system coupled with
two-DOF serial NES



76 B. Sun and Z. Q. Wu

where, ε1 and ε2 are respectively dimensionless mass of two serial NES; x2 and x3 are
respectively the displacements of two NES, and the other characteristic parameters
remain the same as those in the system with SDOF NES.

3.2.5 Dynamic Model of the System with Two-DOF Parallel
NES

Figure 3.4 shows the single linear main oscillator system coupled with two-DOF par-
allel NES. The dynamic modeling should consider the coupling relationship between
the main oscillator and each parallel absorber, and the dynamic equations of which
after time scale transformation can also be expressed as:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ẍ1 + x1 + 2.67ελ0(ẋ1 − ẋ2) + 7.14kn0(x1 − x2)3

+2.67ελ0(ẋ1 − ẋ3) + 7.14kn0(x1 − x3)3

� 7.14ε(A1 cos(ω1t) + A2 cos(ω2t))
ε1 ẍ2 + 2.67ελ0(ẋ2 − ẋ1) + 7.14kn0(x2 − x1)3 � 0
ε2 ẍ3 + 2.67ελ0(ẋ3 − ẋ1) + 7.14kn0(x3 − x1)3 � 0

, (3.5)

where, ε1 and ε2 are respectively dimensionless mass of two parallel NES; x2 and x3
are respectively the displacements of two NES, and the other parameters are left the
same as those in the system with SDOF NES.

In order to compare the vibration suppression effects of different dynamic systems
above, according to the related energy criteria proposed in Ref. [24], the vibration
suppression optimization of DVA should mainly consider such factors as the main
oscillator kinetic energy, total system energy and total area occupied by the total
system energy curve. Here the main oscillator kinetic energy of each system can be
set directly as:

Fig. 3.4 Schematic diagram
of the system coupled with
two-DOF parallel NES
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Ekin � ẋ21
2

(3.6)

Total system energy of the main oscillator system is:

Etot_Main � ẋ21
2

+
x21
2

(3.7)

Total system energy of the system coupled with SDOF linear DVA can be
expressed as:

Etot_Lin � ẋ21
2

+ ε
ẋ22
2

+
x21
2

+ kLin
(x1 − x2)2

2
(3.8)

Meanwhile, total system energy of the system coupledwith SDOFNES, two-DOF
serial and parallel NES can be obtained similarly as follows:

Etot_SDOF NES � ẋ21
2

+ ε
ẋ22
2

+
x21
2

+ kn
(x1 − x2)4

4
(3.9)

Etot_two−DOF serial N ES � ẋ21
2

+ ε1
ẋ22
2

+ ε2
ẋ23
2

+
x21
2

+ kn
(x1 − x2)4

4
+ kn

(x2 − x3)4

4
(3.10)

Etot_two−DOF parallel N ES � ẋ21
2

+ ε1
ẋ22
2

+ ε2
ẋ23
2

+
x21
2

+ kn
(x1 − x2)4

4
+ kn

(x1 − x3)4

4
(3.11)

3.3 Comparison with the Main Oscillator System

In Eqs. (3.1) and (3.2), to compare the vibration suppression effects of the systems
with SDOF NES and without DVA, we set ε � 0.01, λ0 � 0.2, A1 � 1.3, A2 � 0.1
both in these two systems. The stiffness term of NES is kn0 � 4/3ε, and the initial
displacement and velocity of each oscillator in these two systems are set to 0.

Considering that typical dual-rotor civil turbofan engines are taken as the main
engineering background in this paper, and the maximum frequency ratio between
two exciters in the cruise phase is usually less than 7. Therefore, when ω1 is fixed
to 2.67 as defined in Sect. 3.1, we increase monotonically the frequency ratio γ

from 1 to 8 with the step of 0.01, making the range of which cover the characteristic
frequency ratio corresponding to the target aircraft cruise phase (γ � 4.74). The
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(a) Main oscillator kinetic energy (b) Total system energy

Fig. 3.5 Contrast with the effects of γ on the main oscillator kinetic energy and total system energy
of the main oscillator system

comparison results of main oscillator kinetic energy and total system energy curves
after numerical simulation are displayed in Fig. 3.5.

From the numeric results above, it is shown that the main oscillator kinetic energy
and total system energy of the system coupled with NES are lower, and NES has
a significant vibration suppression effect on the main oscillator system. Therefore,
NES is promising for the application in civil turbofan engine vibration suppression.

3.4 Comparison with the Case of SDOF Linear DVA

In Eqs. (3.2) and (3.3), in order to compare the vibration suppression effects of the
systems with SDOF NES and linear DVA, we set ε � 0.01, λ0 � 0.2, A1 � 1.3, A1 �
0.1. The stiffness terms ofNES and linear DVAare kn0 � klin0 � 4/3ε, and the initial
displacement and velocity of each oscillator are likewise set to 0. Here ω1 is fixed to
2.67, increasing the frequency ratio γ from 1 to 8, and the comparison results of main
oscillator kinetic energy and total system energy curves are displayed in Fig. 3.6.

Numerical simulation results in Fig. 3.6 can illustrate thatNEShas better vibration
suppression effects than linear DVA. It is found that comparing with the traditional
linear DVA the NES can provide better vibration suppression performance in a wide
frequency ratio range.
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(a) Main oscillator kinetic energy (b) Total system energy

Fig. 3.6 Contrast with the effects of γ on the main oscillator kinetic energy and total system energy
of the system coupled with linear DVA

3.5 Comparison with the Case of Two-DOF Serial/Parallel
NES

To make the vibration suppression optimization research of NES, the comparisons
with the vibration suppression effects of two-DOF serial and parallel NES are carried
out. In Eqs. (3.4) and (3.5), ε1 and ε2 are respectively set to 0.009 and 0.001; the
initial displacement and velocity of each oscillator are 0, and the other characteristic
parameters still remain the same as those in Eq. (3.2). Here ω1 equals to 2.67, and
the numerical simulation results can be obtained as shown in Fig. 3.7.

(a) Main oscillator kinetic energy (b) Total system energy

Fig. 3.7 Contrast with the effects of γ on the main oscillator kinetic energy and total system energy
of the system coupled with two-DOF Serial/Parallel NES
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The comparison in Fig. 3.7 can indicate that when the characteristic parameters of
the main oscillator system and additional total mass of the vibration absorber remain
unchanged, according to the main factors of the vibration suppression optimization
described in Sect. 3.1, the case of two-DOF parallel NES has the best vibration
energy suppression effects.

3.6 Concluding Remarks

Based on the characteristic frequency ratio of a typical dual-rotor aero-engine, this
paper constructed dynamic models of system coupled with linear DVA and different
configurations of NES under the dual-frequency excitation, meanwhile introduced
the modal frequency of the first-order symmetric twist typical state of the wing into
the dynamic models. The obtained numeric results based on the fourth-order Runge-
Kutta algorithm demonstrate that:

(1) NES has a significant vibration suppression effect on the main oscillator system
under the dual-frequency excitation, and it is feasible to use NES to reduce the
torsional vibration of wing;

(2) By comparison with the system coupled with linear DVA, the vibration sup-
pression effects of NES are better in a wide frequency ratio range;

(3) When the characteristic parameters of the main oscillator system and additional
total mass of the vibration absorber remain the same, compared with the system
with SDOF and two-DOF serial NES, two-DOF parallel NES has the best vibra-
tion energy suppression effects, which can provide data reference for vibration
suppression design of the dual-rotor turbofan engine.
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Chapter 4
Identification of Nonlinearities
in Mechanical Systems Using Recurrence
Plots

J. C. Jauregui-Correa

Abstract The identification of nonlinear vibrations in mechanical systems is an
unsolved problem. The structure of the measured data and waveforms have been
studied for many years, and different techniques have been applied. Nevertheless,
there is no single technique for identifying the nonlinear parameters. Parameter
identification can be conducted either with a parametric approach or with a non-
parametric approach. Among parametric approaches many researchers have work
with the Hilbert transform, continuous and discrete wavelet transform, nonlinear
modal analysis, phase space. Meanwhile, nonparametric procedures include fractal
analysis, Hurt factor, and approximate entropy. In this paper, the recurrence plots
are applied for the identification of nonlinear parameters. Recurrence plots are con-
structed from the phase space. To calibrate the method, the recurrence plots were
obtained from two theoretical models, a Van der Pol pendulum, and a Duffing mass-
lumpmodel. Then, the recurrence plots were constructed from amechanical gearbox.
Recurrence plots are an alternative solution for the identification of nonlinearities in
mechanical systems.

Keywords Recurrence plot · Nonlinear systems · Parameter identification

4.1 Introduction

Recurrence plot is an alternative solution for the identification of nonlinearities in
mechanical systems [1]. Henri Poincar introduced the formal concept of recurrences
in his seminal work from 1890. In 1987 Eckmann et al. [2] presented the method
of Recurrence Plots. They defined the basis for the procedure that will be shown in
the following section. After the basic definition, further analysis has been developed.
Marwan and Weber [3] summarized the theory behind the application or the recur-
rence plot. They described how a dynamic system could be represented in the phase
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plane (phase space) and the analysis of the trajectories along the phase plane can be
quasi-stationary or non-stationary.

Thiel et al. [4] analyzed simulated data that were produced from a Rössler system.
They applied the recurrence quantity analysis, and then they quantified the structures
generated by recurrence plot.With thismethod, theywere able to identify the effect of
embedding on the spurious correlations. To validate their procedure, they applied the
embedding method to Gaussian noise, and they found that the embedding method
caused the artificial data. Fontaine et al. [5] analyzed the nonlinear dynamics of
fibrous materials. They characterized the phase plane using the dimension “d”, the
Shannon entropy, the Lyapunov exponent and the diameter of attraction. Faure and
Lesne [6] used the Kolmogorov entropy to characterize the dynamics of a system.
They explained that Recurrence Plots, based on a trajectory-centered characteriza-
tion, require a complete reconstruction of the phase diagram;meanwhile, the analysis
of the Recurrence Plot with an entropy estimation reduce the amount of analysis and
can be applied to continuous and discrete phase diagrams. Their method is based on
the application of the Kolmogorov entropy to the phase diagram. Eckmann et al. [2]
method is based on the application of the Kolmogorov entropy to the phase diagram.
Eckmann et al. [2] used the Recurrence Plot as a new tool for measuring the time
constancy of dynamic systems. They distinguished, for the first time, this measuring
method from other methods for computing the dynamical parameters of time series,
such as information dimension, entropy, Lyapunov exponents or the dimension spec-
trum. The method is based on the analysis of the phase space (or phase plane), the
orbits on the phase plane (q and q̇) are cyclic repeated, and each point in the plane
appears several times. They proposed a way of finding time correlations in a signal,
and they analyzed experimental and computer-generated time series. They used these
results to separate large-scale forms as “typologies” and small-scales as “textures.”
The analysis of the typology and the textures is a research topic that will be described
in this chapter.

Leonardi [7] also analyzes the information of a Recurrence Plot by applying the
entropy of the signal, (Applied to cognitive science with signals without noise). In
his work, it is assumed that the embedded multidimensional space matches exactly
each period. However, in nonlinear systems or with multiple frequencies response,
the Recurrence Plot has different geometric structures rather than simplified straight
lines. Kwuimy et al. [8] analyzed bifurcations in a nonlinear pendulum using the
recurrence plot. They emphasized in the importance of selecting the tolerance value
between two trajectories. Ramdani et al. [9] used the Gaussian distribution to define
the path along the phase diagram, and they estimate the probability density func-
tion. With it, they compute the probability of occurrence of two points within the
Recurrence Plot; their results are applied to unembedded signals. Spiegel et al. [10]
presented a summary of the details of the Recurrence Plot and the measurements of
its properties.

Sipers et al. [11] proposed a method for reconstructing a signal from a recur-
rence plot. Its application is limited to embedded signals that are difficult to find in
real vibration measurements. Tang et al. [12] reviewed different complexity testing
techniques for time series data. They defined three significant areas: Fractal anal-
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ysis for self-similarity signals, an attractor in phase plane for nonlinear dynamics,
and entropy for identifying the disordered state. Pham and Yan [13] propose the
use of sample entropy to measure irregularities in time series. Girault [14] proposed
a method for the analysis of symmetry quantifications in time series. The study is
based on the Recurrence Plot

Belaire-Franch and Contreras [15] classified the methods for identifying nonlin-
ear time series. They organized those methods that have been applied in econometric
packages as metric, dynamical and topological. Metric are those methods that cal-
culate the distances from the attractors of the system. The dynamical relates to those
methods that evaluate the orbit variations from a Lyapunov point of view. The topo-
logical methods study the organization of the attractors of the system. One of this
method is theRecurrence Plot. They decompose the time series into a set of embedded
vectors divided by a time delay. The time delay concept cannot be applied to vibra-
tion signals, except when the signal response is characterized by one frequency only.
Carrión and Miralles [16] defined surrogate techniques and utilized surrogated data
to analyze nonlinear time series. They compare the time series with the Recurrence
Plot. Le Bot et al. [17] proposed a method for detecting an unknown deterministic
signal hidden in white noise. Their approach is based on the Recurrence Plot.

Schultz et al. [18] found that the quantification of structures in a Recurrence
Plot requires a tremendous computational effort when analyzing time series, the
determinism (DET) been an effective analysis technique. To prove their analysis they
assume that the tolerance is zero, but this assumption is unreal since the signal has
some variations (The definition of tolerance is explained in the following sections).

Other researchers have applied the Recurrence Plot to specific problems. Feeny
and Lin [19, 20], and Feeny and Liang [21], presented a method for extracting all
the dynamic parameters of a system from field data. The goal is to reconstruct all the
active states in the system form a single sample of data (embedding). They stated
that a full reconstruction of the state space is useful for system characterization
and nonlinear prediction. Their method is based on the use of fractional derivatives.
The proposed method reconstructs the phase plane assuming that the output signal
is represented by a discrete vector in which a delay index h, and the delay time
is τ � hδ, where δ is the sampling rate. In this way, the system is represented
as a discrete system with finite differences. Their method determined a procedure
for calculating the embedding dimension and the delay time. For determining the
unstable orbits of a nonlinear system, they proposed the use of the Recurrence Plot.

Viana et al. [22] built a periodicity parameter-space with a Chuac’s circuit. They
produced experimental data from a nonlinear system. Based on the measurements,
they were able to observe self-organized periodic windows. In a similar work, [23]
they used the Recurrence Plot to determine synchronization, and theymeasured DET
and LAM (These concepts will be explained in the following sections). In their con-
clusions, they used the Kuramotos parameter for comparison. Jeeverekha et al. [24]
investigated the dynamics of Tamasevicius Namajunas and Cenys (TNC) oscillator
with antiparallel diodes. Prakash and Roy [25] studied a four DOF chaotic system.
The system has one non-linear term and is represented as a Rössler type chaotic
system. They simulated the system with Matlab and with an electrical circuit. Kiss
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and Hudson [26] studied the Rössler oscillators, and they found the synchronization
using the Recurrence Plot. From the Recurrence Plot, they calculated the probability
that the system returns to the same position in the phase plane after a defined period;
then, they calculated the cross-correlation from two system (to determine if the two
systems are synchronous).

Jana et al. [27] studied the effect of time delay on the dynamics of food chain
systems. The system is represented as nonlinear ordinary differential equations, they
analyzed the results as chaotic systems, and they applied the Recurrence Plot for
identifying the dynamic parameters.

Kwuimy and Kadji [28] and Kwuimy et al. [8, 29, 30], studied the synchroniza-
tion of oscillators with coexisting attractors. They based the analysis on the Recur-
rence Plot. They defined the model as two Van der Pol type oscillators couple by a
time-delayed spring. This phenomenon is visible also when utilizing the Kuramotos
parameter. Theymeasure the synchronization as a ration between the twoRecurrence
Plots.

Syta and Litak [31] applied the Recurrence Plot and the phase space analysis
for identifying the parameters in cutting materials. Elias and Namboothiri [32] ana-
lyzed signals form a machining process. They determine the vibrations of machined
(chatter) parts produced by turning. They presented scaled recurrence plots, and they
found the time delay by using the average mutual information function.

Friction [33] is a multiscale and complex process that involves—among other fac-
tors—multiple mechanical forces, chemical interactions, change of surface topology
and wear. In this work, they simulated the friction on a disk brake, and analyzed
the results with different techniques; it is interesting to notice the application of the
Recurrence Plot. Chelidze et al. [34, 35] investigated the synchronization in the stick-
slip friction process, and they found the dynamical patterns in seismology using the
Recurrence Plot.

Litak et al. [36] built the Recurrence Plot using the time series shift concept. They
obtained the dynamic characteristics from the Recurrence Plot and the evolution of
air bubbles within a water flow. Other works related to flow measurement are found
in [37].

Xiong et al. [38] compared the results obtained with the Recurrence Plot and the
Empirical Mode Decomposition, and they applied these techniques to time series
derived from traffic flow. Tang et al. [39] studied the traffic flow dynamics to develop
an intelligent control for transportation systems. They determined the periodicity
and complexity of the time series obtained from traffic flow measurements using
the Recurrence Plot [40]. Ukherjee et al. [41] also use the Recurrence Plot and the
Recurrence Quantification Analysis for identifying the dynamic behavior of traffic
in a mobile wireless network.

There are a vast amount of publications dealing with the application of the Recur-
rence Plot to the analysis of medical signals [42–44].

Another use of the Recurrence Plot is the identification of DC discharge plasma
[45], and Craciunescu and Murari [46] applied the Recurrence plot to identify the
geodesic distance on Gaussian manifolds for the identification of chaotic systems.
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In this paper, the Recurrence Plots are applied to the analysis of nonlinear parame-
ters. Recurrence Plots are constructed from the phase plane. Themethod is calibrated
with recurrence plots that were obtained from two theoretical models, a Van der Pol
pendulum and a Duffing mass-lump model. Then, the recurrence plots were con-
structed from a mechanical gearbox.

4.2 Phase Plane

The position and momentum of a particle specify a point in a space called the phase
space, phase plane, phase diagram [47]. The construction of the phase plane is based
on the transformation of a particle trajectory into a two-dimensional energy field
(Alternatively, into two-dimensional state variables). A linear system can be repre-
sented as a differential equation of the form:

dy

dt
� Ay(t) (4.1)

where A is a n × n matrix and y(t) is a vector containing the state variables. The
dimension of the matrix A is one of the invariants that describes the evolution of
the dynamic system, and it is equal to the dimension of the phase plane. From a
mechanical point of view, the phase plane is defined using the Hamiltons principle:

H (p · q) � p2

2m
+ V (q) (4.2)

where p is the linear momentum of a particle, V (q) is the potential energy and q is
the position of the particle. The equilibrium of the system is obtained when:

q̇ � ∂H

∂p
(4.3)

and

ṗ � −∂H

∂q
(4.4)

Thus, there is a function ϕ(p, q) such that

dϕ

dt
� ∂ϕ

∂q

∂H

∂p
− ∂ϕ

∂p

∂H

∂q
(4.5)

ϕ(p, q) resembles the dynamic behavior at any time t. Equation (4.4) represents
the evolution of the phase plane as a function of time, and it can be used to determine
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Fig. 4.1 Evolution of the state variables of a linear harmonic system

the dynamic stability of the system. According to Liouville’s theorem, the dynamic
stability is found when

dH

dt
� ∂H

∂q
q̇ +

∂H

∂p
ṗ � 0 (4.6)

In other words, this implies that the volume of the phase plane will be preserved
in time.

Assuming the linearmomentumonly depends on the velocity; then the phase plane
describes the relation between two state variables (velocity and position). Therefore,
the representation of the time evolution of an autonomous system is a trajectory
that never crosses with itself. The output signal of a dynamic system contains a
sequence of regular and irregular behaviors that can be classified as deterministic
and random; deterministic response have a define spectral representation; meanwhile
the random response has a random spectrum pattern, for example, a Gaussian noise.
Figure 4.1 is an example of a single degree of freedom system with a harmonic
response

(
ṗ + kq � 0 and q̇ � p

m

)
. The phase plane is represented in Fig. 4.2. The

trajectory of a deterministic system has a predictable and privileged direction, and
a nonlinear stationary system has no irregularities. Therefore, a nonlinear system
that shows irregular paths will quickly be identified. There are several techniques
for evaluating the phase plane. Fountain et al. [5] proposed to use the correlation
dimension and false nearest neighbor. This technique is helpful for time-series with
a fixed time-delay parameter.

The evaluation of the stability of a system requires the development of analytical
techniques such as the Recurrence Plot. The phase plane by itself is unable to predict
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x(t)

Fig. 4.2 Phase plane of a linear harmonic system

the evolution, and it only defines the shape of the dynamic system, but it cannot
provide a quantitative analysis of the dynamics of the system.

Other systems are also analyzed with the phase plane and the Recurrence Plot.
In general, they are represented as time series, and the state variables are obtained
numerically, the first derivative is estimated by shifting the time series (Takens’
theorem).

4.3 Recurrence Plot

The trajectory along the phase plane can be represented as a discrete vector (Fig. 4.2)

x̄(t) � [x̄1, x̄2, . . . , x̄n] (4.7)

The vector x̄(t) represents a state of the system at time t, and it transforms the
phase plane into an abstract mathematical base. Besides, the dynamic behavior of
the system is easier analyzed in this new mathematical base; thus, If the system has
a steady state harmonic response, and the period is τ , then x̄1(t) � x̄n(t + τ) (one
loop in Fig. 4.1).

A system recurs if it returns to a previous state, meaning that a state condition
will occur again at a certain period. Such recurrence is a fundamental characteristic
of any dynamical systems, and a method for identifying these characteristics is the
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Recurrence Plot. In the introduction, it was explained that the Eckmann et al. [2]
defined the Recurrence Plot as a graphical representation of a matrix calculated as:

Rij �
{
1 : x̄i � x̄j
0 : x̄i �� x̄j

i, j � 1, . . . ,N (4.8)

where N is the number of state vectors in the time array. However, due to numerical
truncations or measurement deviations, the vectors cannot be identical; thus, the
definition is modified as

Rij �
{
1 :

∣∣x̄i − x̄j
∣∣ < ε,

0 :
∣∣x̄i − x̄j

∣∣ > ε,
i, j � 1, . . . ,N (4.9)

where ε is a tolerance value. The tolerance should be less than 10% of the mean
diameter of the phase plane, or five times larger than the standard deviation of the
observational noise.

It has been recognized that recurrences are part of one of three classes of asymp-
totic invariants: Growth of the number of obits, types of recurrence, and the asymp-
totic distribution and statistical behavior of the orbits. The growth of orbits is related
to the topology of the entropy of the system, and it describes nonlinearities and chaos.

The Recurrence Plot describes the time-evolution of the system and enables the
calculation of future states given a state at a particular moment. In mechanical sys-
tems, the phase plane has to be determined from the solution of the differential
equations, or measurements of the dynamic response. Whereas, in other systems
represented by a single time series, the phase plane can be constructed using the time
delay method. One of the significant challenges of the application of the Recurrence
Plot is the calculation of the phase plane. Actual data include transients, nonlinear
responses, and noise, and, if the data is recordedwith an accelerometer, the time series
must be integrated numerically because the time delay method produces significant
uncertainties. Therefore, the limitation arises from the integration method.

4.3.1 Characteristics of the Recurrence Plot

The Recurrence Plot is always symmetric (due to its definition) and has a main
diagonal, which is the identity of each vector. Figure 4.3 shows the recurrence plot
of a single degree of freedom system with a harmonic response. In this case, the
diagonal has a bandwidth equivalent to the value of the tolerance. The selection of
the tolerance is critical because it modifies the topology of the Recurrence Plot, if
ε is small, the plot will eliminate almost all of the recurrence and the topology will
be almost flat (empty). If ε is too large, the plot will display almost every adjacent
point and it will create a topology with artificial figures that are not related to any
dynamic characteristic of the system.
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Fig. 4.3 Recurrence plot of a linear harmonic system

The Recurrence Plot provides the basis for analyzing nonlinear dynamic sys-
tems. These analyses are classified as Recurrence Quantification Analysis and are
computed with different parameters. These parameters are described next:

Recurrence Rate measures the average of recurrence points in the plot

RR � 1

N 2

N∑

i,j

Rij (4.10)

Determinism is a measure of the percentage of recurrence point that lay in a
diagonal

DET �
∑N

l�lmin
lP(l)

∑N
l�1 lP(l)

(4.11)

where, l is the index of the corresponding diagonal, P(l) is the histogram of the
diagonal. For example, the system of Fig. 4.3 has a DET � 1.

(DET) gives information on the deterministic nature of the system. A chaotic sys-
tem tends to have none or very short diagonals in contrast to periodic or quasi-periodic
dynamics which tend to form regular diagonals parallel to the central diagonal along
with a mixture of short and long diagonals.
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Liminality is the percentage of recurrence points that create a vertical line. The
example of Fig. 4.3 has a LAM � 0.

LAM �
∑N

v�vmin
vP(v)

∑N
l�1 vP(v)

(4.12)

where, v is the index of the corresponding vertical line, P(v) is the histogram of the
vertical line.

Other two quantities that characterized a Recurrence Plot are the length of the
longest diagonal and the length of the longest vertical.

The longest diagonal is calculated as:

LM � max{li} (4.13)

And the longest vertical line is:

VM � max{vi} (4.14)

The Shannon entropy is a measurement of the disorder in the phase plane. The
phase plane of a linear deterministic and periodic system will be smooth; therefore,
its Shannon entropy will be almost zero. In the case of a nonlinear deterministic
system, the Shannon entropy will be finite. Moreover, a non-deterministic and noisy
system, the entropy will be almost infinite. The Shannon entropy is calculated as:

E � −
N∑

1

PiLn(Pi) (4.15)

wherePi � P
(
xj � xi

)
is the relative frequency, it is calculated as the ratio of diagonal

with non-recurrence points divided by the number of recurrent points [48].
Besides the quantification of the distribution of the valueswithin theRij matrix, the

Recurrence Plots have specific topologies and textures that characterize the dynamics
of the system.

4.3.2 Topology and Texture

The main characteristic of the Recurrence Plot is its diagonal. The interpretation of
diagonals is that the trajectory along the phase plane returns to the same point at
regular time intervals (first period). If there are only diagonals in the plot, it means
that the system is periodic or quasi-periodic. The amount of time determines the
length of each diagonal that a trajectory lays over similar regions of the phase plane.
The length of the diagonals is related to the predictability of the dynamic system,



4 Identification of Nonlinearities in Mechanical Systems … 93

meaning that a particular state the system will be repeated continuously at constant
time intervals. The contrary occurs if the system is chaotic. When the diagonal are
tilted from the main diagonal, it means that some states are recurrent but at different
time intervals. If the distances between the diagonal lines are different, it says that
the response has frequency ratios that are irrational.

From the topology of the Recurrence Plot, it is possible to identify the variation
of the state variables that describe the dynamics of the system. A summary of the
interpretation of the topology is [1].

• A homogeneous Recurrence Plot represents a system that is stationary with short
relaxation times.

• Vertical and horizontal lines mean that some states change slowly, have no change
during some time, or the system halts or are stuck at a singularity.

• Single and isolated points can occur if states do not persist for any time, if they
fluctuate heavily or if they are rare. They also mean that the states vary continu-
ously.

• Adrift is caused by systems with slowly varying parameters, for example, non-
stationary systems.

• White represent abrupt changes in the states as well as sudden events or nonsta-
tionary conditions. These events can also interrupt the main diagonal, and they
can be identified in the time series from the location of the white areas in the
Recurrence Plot.

• Drifting systems with slowly varying parameters also cause paling or darkening
at the upper or right corners of the Recurrence Plot. Thus, slow changes in the
dynamic over time produce lighter areas in the Recurrence Plot.

The Recurrence Plot can be used for reconstructing measuring data and finding
the parameters of the system. A method for restoring the state trajectory is finding
the time-delay and determining the embedding dimension and the delay parameter
τ . Random errors from different paths can be eliminated and the time delay can be
estimated using the autocorrelation or the auto covariance function. This method is
used in the analysis of systems that can be represented with time series with fixed
periods, such as medical signals. Its application in mechanical systems requires the
use of other complementary techniques since the time-delay method is not always
feasible. In this chapter, the reconstruction of measuring data is not included, only
some of the most representative dynamic systems are described next.

4.4 Examples

In this section, the Recurrence Plots of dynamic systems are described. Linear and
nonlinear models are included, and experimental data are compared with numerical
results. The most simple model was illustrated in Fig. 4.3. A simple one degree of
freedom oscillating system has a perfect elliptical phase plane (when normalized the
trajectory is circular) and every point recurs at the same period (the specific period),
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and the Recurrence Plot only has a single diagonal. This plot is the basis for the
following analysis.

4.4.1 Simple Oscillator with Harmonic Excitation

The second example is a system with two excitation frequencies. The mathematical
model is:

ṗ + kq � a0 cos(ω0) (4.16)

and

q̇ � p

m
(4.17)

where
√

k
m �� ω0.

Figure 4.4 shows the evolution of the two state variables (q̇ and q), Fig. 4.5 is
the phase plane and Fig. 4.6 is the corresponding Recurrence Plot. There are two
diagonals, corresponding to the excitation frequency and the natural frequency; the
dots along the plot are the instant when the maximum amplitudes coincide, and the
horizontal distance between the diagonals is period of the excitation function.
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Fig. 4.4 Evolution of the state variable. Simple oscillator with a harmonic excitation
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Fig. 4.5 Phase plane of a simple oscillator with a harmonic excitation

Fig. 4.6 Recurrence plot of a simple oscillator with a harmonic excitation
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4.4.2 Nonlinear Pendulum

The next example is the nonlinear pendulum. The dynamic equation is:

θ̈ +
g

l
sin(θ) � 0 (4.18)

In this case, the initial condition is close toπ and the solution is found numerically.
Figure 4.7 shows the evolution of the state variables

(
θ̇ and θ

)
, although the response

is periodic, the function is not harmonic. The phase plane (Fig. 4.8) shows a lemon
type shape and the Recurrence Plot shows several characteristics: The main diagonal
is not a continuous line, and the square type shapes depend on the ascending or
descending position of the pendulum. The vertical lines correspond to the instants
when the state variables have a very slow variation; this condition occurs when the
pendulum is at the unstable position (Fig. 4.9).

4.4.3 Van der Pol Oscillator

The next example shows the dynamic response of a Van der Pol oscillator. This
oscillator is another system that has a nonharmonic periodic response, the dynamic
equation is:

Fig. 4.7 Evolution of the state variables, a nonlinear pendulum
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Fig. 4.8 Phase plane of a nonlinear pendulum with initial conditions close to π

Fig. 4.9 Recurrence plot of a nonlinear pendulum with initial conditions close to π
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Fig. 4.10 Evolution of the state variables of a Van der Pol oscillator

ẍ − ζ
(
1 − x2

)
ẋ + ω2x � 0 (4.19)

where ζ and ω are the parameters of the system.
Figure 4.10 describes the evolution of the state variables (ẋ and x), and Fig. 4.11

shows the typical phase plane for this oscillator. The Recurrence Plot (Fig. 4.12)
displays the nature of the nonlinear response; since the evolution of the state variables
follows identical patterns every loop, the Recurrence Plot has dominant diagonals,
never the less, the diagonals showperiodic discontinuities associatedwith the changes
in the trajectory along the phase plane.

4.4.4 Duffing Oscillator

The Duffing oscillator represents a large number of nonlinear systems that show
the jump phenomenon. Several mechanical systems can be approximated using this
model. The general equation of motion is (Fig. 4.13):

ẍ + ω2
0x + βx3 � f (t) (4.20)

The characteristic of this equation is that it has to attractive poles, and the dynamic
response jumps from one solution (one pole) to the other. The evolution of the
state variables (ẋ and x) is presented in Fig. 4.14, and the phase plane in Fig. 4.15.
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Fig. 4.11 Phase plane of a Van der Pol oscillator

Fig. 4.12 Recurrence plot of a Van der Pol oscillator
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Fig. 4.13 Duffing oscillator

Fig. 4.14 Evolution of the state variables of a Duffing oscillator

The two attractive poles are identified in the phase plane, and they are locates at
x � 1.5 and x � −1.5.

The Recurrence Plot (Fig. 4.16) shows events that interrupt the main diagonal and
isolated short lines. These patterns represent abrupt changes in the states (jumps) and
nonstationary conditions, typical of the Duffing equation.
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Fig. 4.15 Phase plane of a Duffing equation

Fig. 4.16 Recurrence plot of a Duffing equation
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4.4.5 Cantilever Beam with Large Deformations

Another system that presents a nonlinear behavior is a cantilever beam with large
deformations. Figure 4.17 represents a beam and the notation. According to [49], a
simplified dynamic equation can describe the nonlinear behavior with a single degree
of freedom model.

m
∂2w

∂t2
+ EI

(
1485w5

385l7
− 162w5

35l5
+
3w

l3

)
� f (t) (4.21)

The numerical solution of this equation gives the evolution of the state variables
(ẇ andw) as shown in Fig. 4.18. The phase plane is presented in Figs. 4.19 and 4.20
shows the Recurrence Plot. In this figure, it is noticeable the presence of vertical
lines, that corresponds to the time when the system has no change or halts. This
phenomenon is observed when w reaches displacements similar to the length and
stays at that position for a while.

l

w

Fig. 4.17 Sketch that represents a cantilever beam
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Fig. 4.18 Evolution of the state variables of a cantilever beam with large deformations
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Fig. 4.19 Phase plane of a cantilever beam with large deformations

Fig. 4.20 Recurrence plot of a cantilever beam with large deformations
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Fig. 4.21 Sketch that
represents the dynamic
variables of a single stage
gearbox

4.4.6 Numerical Analysis of a Gearbox

The following example includes an analytical solution of a single stage gearbox and
the study of vibration measurements taken from an experimental transmission. The
mathematical model is derived from Fig. 4.21, where the generalized displacements
x1 and x2 are aligned with the line of action of the gears [50].

ẍ1 +
S1
m1

x1 +
St
m1

[(x1 − x2) + (r1θ1 + r2θ2)] � P1(t)

m1

ẍ2 +
S2
m2

x2 − St
m2

[(x1 − x2) + (r1θ1 + r2θ2)] � P2(t)

m2

θ̈1 +
Str1
J1

[(x1 − x2) + (r1θ1 + r2θ2)] � r1Pe(t)

J1

θ̈2 − Str2
J2

[(x1 − x2) + (r1θ1 + r2θ2)] � −r2Pe(t)

J2
(4.22)

The first solution that is a baseline for the analysis is obtained when the stiffness
of the supports S1 and S2 (bearings) and the gears St are assumed to be constant.
Figure 4.22 shows the evolution of the state variables ẋ1 and x1, and the phase plane
is presented in Fig. 4.23. From this figure, it is possible to identify the low and high
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Fig. 4.22 Evolution of the state variables of a gearbox model with constant stiffness
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Fig. 4.23 Phase plane of a gearbox model with constant stiffness

frequency that characterized a gearbox. The Recurrence Plot (Fig. 4.24) shows a
topology that described systems with high-frequency oscillations.
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Fig. 4.24 Recurrence plot of a gearbox model with constant stiffness

The second solution corresponds to a gearbox with nonlinear stiffness. The stiff-
ness of the gear mesh (St) is estimated as:

St �
{

2Ebtan
(

α
2

)3
(n + 1), 0 < θ < 2π

N

(
mp − n

)

2Ebtan
(

α
2

)3
(n + 1), 2π

N

(
mp − n

)
< 0 < 2π

N

}

(4.23)

where E, is the elastic modulus, b is the gear width and α is the angle for the
maximum point of contact (in general α � 30◦). mp is the contact ratio, n is the
minimum number of teeth in contact and N is the total number of teeth in the pinion.
The analytical solution is found numerically, and the results show a characteristic
nonlinear behavior. Figure 4.25 presents the evolution of the state variables ẋ1 and x1,
and Fig. 4.26 is the phase plane; it is clear that the system has two attracting poles.
Figure 4.27 is the Recurrence Plot, the main diagonal shows discontinuities and
there are several isolated dots. This behavior is similar to the solution of a Duffing
equation.

4.4.7 Analysis of the Experimental Data of a Gearbox

An experimental test rig was built to corroborate the dynamic behavior and the
vibrations on the gearbox housingweremeasured [51]. The acceleration signals were
numerically integrated and the state variables were estimated from the experimental
data. Numerical integration is an important topic of research since the integration
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Fig. 4.25 Evolution of the state variables of a gearbox model with nonlinear stiffness

Fig. 4.26 Phase plane of a gearbox model with nonlinear stiffness
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Fig. 4.27 Recurrence plot of a gearbox model with nonlinear stiffness

method is very sensitive to noisy data. The time delay method produced distortions
and artificial signals that were absent in the original data. It was found that the most
effective method was piece-wise integration. Figure 4.28 shows the evolution of the
state variables and Fig. 4.29 presents the phase plane. From this figure, it is clear that
the system displays two attractive poles and several high-frequency oscillations. The
Recurrence Plot (Fig. 4.30) shows excellent discontinuities along the main diagonal,
and a second diagonal that is interrupted, which means that the system has sudden
changes or interruptions. Figure 4.30 is an excellent example of the application of
the Recurrence Plot for the identification of nonlinear behaviors and the estimation
of the system parameters.

4.4.8 Numerical Analysis of a Rotor Rubbing the Housing

The last example is the analysis of a rotor rubbing the housing. The phenomenon
is a failure condition frequently found in the operation of turbomachinery. Several
researchers have studied this phenomenon, but most of the analytical model cannot
predict the actual behavior. The mathematical model presented by Mushinska and
Goldman [52, 53] is analyzed with the Recurrence Plot to understand the nature of
this failure. The mathematical model is based on the following sketch (Fig. 4.31).
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Fig. 4.28 Evolution of the state variables of a gearbox, measured data

Fig. 4.29 Phase plane of a gearbox, measured data
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Fig. 4.30 Recurrence plot of a gearbox, measured data
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Fig. 4.31 Sketch for the analysis of a rotor rubbing the housing

The model presented by Muszynska [52] is:

M z̈ +
(
D + δDf

)
ż + Kz + δKf

(
z − cejψ

)
+ jδFμ

(
1 +

r

|z|
)
ejψ � maω2ej(ωt+φ)

(4.24)
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Fig. 4.32 Evolution of the state variables, Muszynska’s model for rotor rubbing

where

z � x + jy (4.25)

tan(ψ) � y

x
(4.26)

and

Fμ � Dc
(
ψ̇ |z| + � r

)
+ μ

[
Df

d |z|
dt

+ Kf (|z| − c)

]
sign

(
ψ̇ |z| + � r

)
(4.27)

In this model, the stiffness of the system is modified by adding the rigidity of the
housing during contact. It is also assumed that the friction force changes the damping
of the system. The solution of the model is solved numerically and Fig. 4.32 shows
the evolution of the state variables (ẋ and x). Figure 4.33 presents the phase plane;
it is evident the asymmetry and the sudden changes in the trajectory of the state.
The Recurrence Plot (Fig. 4.34) presents diagonals that are interrupted and dots that
follow specific patterns that are perpendicular to the main diagonal.
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Fig. 4.33 Phase plane, Muszynska’s model for rotor rubbing

Fig. 4.34 Recurrence plot, Muszynska’s model for rotor rubbing
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4.4.9 Analysis of the Experimental Data of a Rotor Rubbing
the Housing

The rotor rubbing was reproduced in an experimental rig. The rotor with a single
unbalanced mass was set in a position that hit a fixed surface. The surface was
instrumented with a force sensor, and the bearings were instrumented with two
accelerometers. The accelerometer data was recorded, and the state variables were
obtained integrating the measurements. The same integration procedure, as in the
gearbox example was used. Figure 4.35 shows the evolution of the state variables
and Fig. 4.36 shows the phase plane. It is clear that the trajectory of the numerical
solution is different from the measured data. The Recurrence Plot (Fig. 4.37) has a
single diagonal with many discontinuities and there are two shadows at the corners,
which are due to the drifting of the system.

4.4.10 Quantitative Analysis

Previous examples are quantified with the Shannon entropy. The Shannon entropy
distinguish the statistical variations among the systems. Table 4.1 describes themodel
and its Shanon entropy. The table shows that the system with larger disorder, and the
numerical analysis gives and estimation of the level of nonlinearity of each system.

Fig. 4.35 Evolution of the state variables of a rotor rubbing the housing, experimental data
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Fig. 4.36 Phase plane of a rotor rubbing the housing, experimental data

Fig. 4.37 Recurrence plot of a rotor rubbing the housing, experimental data
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Table 4.1 Recurrence
quantification analysis

Case Shannon entropy

Simple Harmonic oscillator 0.003138

Duffing Oscillator 0.068420

Van der Pol oscillator 0.13480

Muszinka model 0.06357

Nonlinear Pendulum 0.29268

The evolution of the Shannon entropy is an indication of the changes in the state
variables during a specific period, therefore, monitoring the Shannon entropy can be
used for predicting failures in mechanical systems.

4.5 Conclusions

Recurrence Plots is a powerful tool for analyzing the dynamic behavior of nonlinear
mechanical systems. It comprises the basic concepts of a dynamic system and sim-
plifies the analysis of the energy variations (within the system) since it is based on
the phase plane. Recurrence is related to the ability of a system to maintain a state
condition along a specific cycle; therefore, the Recurrence Plot produces graphical
displays that represent variations of this ability, and it can be used to relate this
state changes with the nature of the nonlinear response, thus allowing identifying the
parameters of the system. The Recurrence Plot has some limitations, one is the rela-
tionship between the topology and the characteristics of the system response, this
relationship can be determined only taking previous solutions as a reference, and
these solutions are obtained from analytical models. The other problem is the con-
struction of the phase plane from measurement data. Practically, the most common
dynamic measurements are obtained with accelerometers, but the structure of the
phase plane requires the integration of the data. For this purpose, all the integration
methods (numerically or electronically) filter the signal and reduces the resolution
of the phase plane. Nevertheless, the Recurrence Plot is a simple technique that has a
high potential for analyzing nonlinear systems and predicting unexpected conditions,
or changes in the system configuration, such failures on the mechanical components.

Although the analysis of nonlinear, non-stationary systems with the Recurrence
Plot has been applied a long time ago, its application to mechanical system is rela-
tively new, and there are specific examples in the literature. Therefore, it is an area
of opportunity for practical analysis of a mechanical system, and it could become a
new technique for predicting failures in machinery.

The sensitivity and simplicity of the Recurrence Plot were explained, and the
mathematical background and quantification tools were described. Analytical and
experimental solutions show the goodness of themethod, and they helped to illustrate
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the relationship between the topology of the Recurrence Plot and the nature of the
system.

Future work should look for integrationsmethods for experimental data andmeth-
ods for automating the analysis to the topologies, beyond the application of the
quantitative tools.
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Chapter 5
Passive Vibration Control Using
Viscoelastic Materials

D. A. Rade, J.-F. Deü, D. A. Castello, A. M. G. de Lima and L. Rouleau

Abstract This chapter is devoted to the use of viscoelastic materials as a strategy
intended for passive vibration control in mechanical systems. It provides a review of
the theoretical foundations underlying the constitutive modeling of the viscoelastic
behavior, and the association of constitutive models with modern numerical reso-
lution procedures, especially the finite element method. This currently enables the
accurate prediction of the dynamic behavior of rather complex structural systems
featuring viscoelastic dampers, duly accounting for the particular characteristics of
the viscoelastic behavior, namely the memory effect and the dependence of stiffness
and damping properties on frequency and temperature. Other relevant aspects con-
sidered are: (i) model condensation techniques, intended to reduce the computation
cost involved in the evaluation of the response of viscoelastic structures using finite
element models with large numbers of degrees-of-freedom; (ii) the identification of
viscoelastic constitutive models from experimental data. In addition, some applica-
tions of viscoelastic materials to structures of engineering interest are presented to
illustrate the use of some techniques discussed.
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5.1 Introduction

Viscoelastic materials have long been used as an efficient means of mitigating vibra-
tion and noise. They have been successfully applied, either as surface treatments or
discrete devices, in a variety of engineering systems such as industrial equipment,
automobiles, airplanes, artificial satellites, household appliances, robotic systems
and civil constructions [1, 2].

Despite the considerablematurity of the technology related to the use of viscoelas-
tic materials, challenges still exist and further research is needed to face them. In fact,
it is recognized that commercially available viscoelastic materials, most frequently
present in the form of soft polymers, exhibit broad ranges of mechanical properties
(mainly stiffness and damping), which strongly depend on operational and envi-
ronmental factors, such as vibration frequency, temperature, pre-stress, aging and
moisture [3]. As a result, the variability involved in the performance of viscoelastic
devices is expected to be high, and must be properly accounted for both in the design
and maintenance planning of viscoelastic dampers.

In addition, the analysis and design of viscoelastically damped structures in the
modern scope of computer-aided design, especially using finite element models,
requires appropriate procedures to conciliate accuracy of the response predictions
and computation effectiveness in terms of memory and time requirements. Hence,
in the last decades, a large number of studies have been devoted to the proposition
and investigation of the performance of viscoelastic constitutive models capable of
representing accurately the viscoelastic behavior in rather complex situations (such
as three-dimensional stress states), accounting for the operational and environmen-
tal influences mentioned above. Particular interest has been directed towards the
association of those constitutive models with finite element discretization [4]. In
parallel, much effort has been devoted to the development of efficient computational
procedures, especially model condensation techniques, with the objective of alle-
viating the computational costs involved in computations based on finite element
models with large numbers of degrees-of-freedom. High computation costs are fre-
quently prohibitive in applications in which a large number of response evaluations
are necessary, such as optimization and uncertainty propagation. Clearly, effective
condensation techniques must be capable of dealing with the particular characteris-
tics of viscoelastic materials, especially the dependency of the material properties
on frequency, temperature and pre-stress.

Given the technological importance of viscoelastic materials, the large amount of
knowledge available in the literature, and the current interest in pursuing develop-
ments and applications on this topic, the present chapter, based on the perspectives
and previous experience of the authors, provides a review of some important sci-
entific and technological aspects related to passive vibration control in engineering,
exploring viscoelastic materials.

The chapter is organized as follows: following this introductory section, Sect. 5.2
is devoted to the fundamentals of linear viscoelasticity. It includes the description
and formulation underlying the characterization of the mechanical behavior of vis-
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coelastic materials in frequency and time domains, the influence of environmental
and operational factors on the viscoelastic behavior, and the constitutive models in
both domains. Section 5.3 addresses procedures for parameter identification of vis-
coelastic models from experimental data. Special emphasis is placed on a Bayesian
stochastic approach. Section 5.4 is devoted to the association of viscoelastic consti-
tutive models with finite element resolution procedures. Techniques intended for the
condensation of viscoelastic finite element models aiming at alleviating computa-
tional costs are also addressed in this section. Section 5.5 presents some examples
of modeling and numerical analyses of mechanical systems featuring viscoelastic
elements, serving to illustrate many of the concepts previously presented as applied
to problems of industrial interest. Finally, Sect. 5.6 brings general conclusions and
perspectives.

5.2 Fundamentals of Linear Viscoelasticity

5.2.1 Mechanical Behavior of Viscoelastic Materials in Time
and Frequency Domains

As the name implies, viscoelastic behavior can be regarded as resulting from the
combination of two fundamental types of mechanical behavior, namely: (a) purely
elastic behavior, exhibited by Hookean materials, for which, assuming unidimen-
sional loading, the applied stress (either normal or shear) and the observed strain are
proportional to each other, i.e., σ(t) = Eε(t), where E denotes the material elastic
(Young’s) modulus; (b) the purely viscous behavior of Newtonian fluids, for which
the time rate of the shear strain and the applied shear stress are proportional to each
other, i.e., τ(t) = ηγ̇ (t), where η is the coefficient of viscosity of the fluid.

According toChristensen [5], purely elasticmaterials can storemechanical energy
without any dissipation. On the other hand, a Newtonian fluid in a nonhydrostatic
stress state exhibits the capacity of dissipating energy, but not of storing it. In vis-
coelastic materials, part of the work done to deform them can be recovered. Such
materials possess a capacity to both store and dissipate mechanical energy. Another
distinguishing feature of viscoelastic materials is that their response at a given time
is not only determined by the state of loading at the time, but depends on all past
states of loading. This implies that viscoelastic materials exhibit a memory effect.

The viscoelastic behavior appears in a variety of natural and synthetic materials,
which include amorphous and semicrystalline polymers, biological tissues and met-
als at very high temperatures. From the perspective of noise and vibration control
technology, polymeric viscoelastic materials are certainly the most prominent. For
these materials, the damping capacity results from the process of relaxation, and
recovery of the molecular chains after deformations. Due to the relation between
temperature and molecular motions, the mechanical characteristics of viscoelastic
materials are shown to be significantly affected by this parameter. In the current state
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of development of polymer science, this category of viscoelastic materials can be
manufactured to have a wide variety of mechanical properties, which can fulfill the
needs identified in a broad range of applications.

The behavior of viscoelastic materials is usually characterized either in time or
frequency domain. In time domain, the response of viscoelastic materials can be
represented by exploring the well-known Boltzmann Superposition Principle, which
can be stated as follows: (a) the response of a viscoelastic specimen is a function
of the entire loading history; (b) each increment of load makes an independent and
additive contribution to the total deformation.

The application of the Boltzmann’s Superposition Principle, in combination with
the usual hypotheses adopted in the linear theory of elasticity (material homogeneity
and isotropy, linear stress-strain relations and infinitesimal displacements and strains)
leads to constitutive laws that establish links between the stress and strain histories
in the form of convolution integrals, as follows [5]:

σi j (t) = K g
i jkl(t)εkl(0) +

∫ t

0
K g

i jkl(t − τ)
dεkl(τ )

dτ
dτ (5.1)

εi j (t) = K J
i jkl(t)σkl(0) +

∫ t

0
K J

i jkl(t − τ)
dσkl(τ )

dτ
dτ (5.2)

where σi j (t) and εi j (t) denote the components of the symmetric second-order stress
and strain tensors, andK g

i jkl(t) andK J
i jkl(t) denote the fourth-order relaxation tensor

function and creep tensor function, respectively. The components of these two tensors
fully characterize the mechanical behavior of linear viscoelastic materials in time
domain.

Figure5.1 illustrates typical relaxation and creep functions associated to unidi-
rectional stress and strain states.

To extend the formulation to frequency domain, Fourier transformation is applied
to Eq.5.1, assuming null initial conditions, which leads to:

σ̃i j (ω) = C̃i jkl(ω)ε̃kl(ω) (5.3)

where ω stands for the circular frequency of motion.
Invoking the symmetry of the stress and strain tensors, Eq.5.3 can be rewritten in

Voigt notation:
σ̃ (ω) = C

∗(ω)ε̃(ω), (5.4)

where the contracted notation for stress and strain is defined by the following equiv-
alences:

σ̃ = [σ11, σ22, σ33, σ23, σ31, σ12]T
ε̃ = [ε11, ε22, ε33, 2ε23, 2ε31, 2ε12]T

(5.5)
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Fig. 5.1 Illustration of a creep function (a) and relaxation function (b)

and C̃ is a second-order tensor.
In the case of a homogeneous and isotropicmaterial, the stress-strain relation takes

on a simple form involving only two independent elastic constants. In the frequency
domain, the viscoelastic behaviour can be described by a stiffness tensorwhose Lamé
coefficients are complex and frequency-dependent1:

C
∗(ω) =

⎡
⎢⎢⎢⎢⎢⎢⎣

2μ∗(ω) + λ∗(ω) λ∗(ω) λ∗(ω) 0 0 0
λ∗(ω) 2μ∗(ω) + λ∗(ω) λ∗(ω) 0 0 0
λ∗(ω) λ∗(ω) 2μ∗(ω) + λ∗(ω) 0 0 0
0 0 0 μ∗(ω) 0 0
0 0 0 0 μ∗(ω) 0
0 0 0 0 0 μ∗(ω)

⎤
⎥⎥⎥⎥⎥⎥⎦
(5.6)

Since the Lamé coefficients are phenomenological constants, it is usually best to
express matrix C as a function of elastic constants which can be directly measured,
such as the Young’s modulus E , the shear modulus G (= μ), the bulk modulus K
and the Poisson ratio ν. Based on a theoretical study [6], Guillot and Trivett showed
that the best pair of elastic constants to measure for complete characterization of a
material is (G, K ) or (E, K ). In this way, other elastic constants can be computed
with maximum accuracy [7]. Using classical conversions between the various elastic
parameters and decomposing the strain tensor into a hydrostatic and a deviatoric

1The Lamé coefficients can depend more generally on various parameters (see Sect. 5.2.1).
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parts [8], the stiffness tensor C∗(ω) written in terms of shear and bulk moduli is:

C
∗(ω) = K ∗(ω)

⎡
⎢⎢⎢⎢⎢⎢⎣

1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

+ G∗(ω)

⎡
⎢⎢⎢⎢⎢⎢⎣

4/3 −2/3 −2/3 0 0 0
−2/3 4/3 −2/3 0 0 0
−2/3 −2/3 4/3 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦

(5.7)

where K ∗(ω) and G∗(ω) are the complex and frequency-dependent bulk and shear
moduli characterized experimentally (see Sect. 5.2.1). The bulk modulus is related
to the hydrostatic part of strain and stress and is associated to changes in volume
while the shear modulus is related to the deviatoric part of strain and stress and is
associated to changes in shape. In practice, since viscoelastic materials are nearly
incompressible materials, the hydrostatic part of the stiffness tensor is often taken
as constant. For nearly incompressible materials, assuming a constant bulk modulus
usually corresponds to a constant Poisson ratio since the bulk modulus remains
several orders ofmagnitude higher than the shearmodulus on a large frequency range
[6, 9]. Therefore, the stiffness tensor C∗(ω) written in terms of Young’s modulus
and Poisson ratio becomes:

C
∗(ω) = E∗(ω)

(1 + ν)(1 − 2ν)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(1 − ν) ν ν 0 0 0
ν (1 − ν) ν 0 0 0
ν ν (1 − ν) 0 0 0

0 0 0
1

2
− ν 0 0

0 0 0 0
1

2
− ν 0

0 0 0 0 0
1

2
− ν

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.8)

Assuming a constant bulk modulus also corresponds to shear and Young’s moduli
having the same frequency-dependence.

The complex modulus E∗(ω) can be expressed as:

E(ω) = E ′(ω) + i E ′′(ω) = E ′(ω) [1 + iη(ω)] (5.9)

where E ′(ω) and E ′′(ω) are known as the storage modulus and loss modulus, respec-
tively, and η(ω) is the loss factor. The storagemodulus is considered as the parameter
that quantifies the stiffness of the viscoelasticmaterial, while the loss factor quantifies
its damping capacity. Hence, the knowledge of these two properties, as functions of
frequency, is necessary for the complete characterization of the mechanical behavior
of viscoelastic materials in the frequency domain.

Assuming uniaxial harmonic strain loading (either normal or shear) with fre-
quency ω and amplitude ε0, ε(t) = ε0eiωt , and steady-state stress response σ(t) =
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σ0eiωt , it can be easily demonstrated that the stress-strain relation for any load cycle
is represented graphically by an ellipsis, as illustrated in Fig. 5.2.

The energy dissipated by the material, mainly under the form of heat, is given by
the area confined within the ellipsis, which is computed as follows:

Wd =
∫ T

0
σ ε̇dt = E ′ηε20ω

∫ 2π
ω

0
sin2 ωtdt = πE ′ηε20 = 2πηWp (5.10)

where Wp = E ′ε20/2 is the maximum strain energy stored in the material during the
cycle. Hence, the loss factor can be interpreted as the ratio between the dissipated
and stored energies in a cycle, i.e.:

η = 1

2π

Wd

Wp
(5.11)

5.2.2 Influence of Environmental and Operational Factors
on Viscoelastic Properties

The previous section highlights the memory effect in viscoelastic materials, which is
associated to time-dependent or frequency-dependent modulus and loss factor. The
representation of both quantities as a function of temperature or frequency (Fig. 5.3)
may be considered as consisting of three regions [10]: (i) the glassy state, where the
material presents high values of storage modulus and low loss factor, (ii) the glass-
rubber transition zone, characterized by a strong variation of the storage modulus
and high values of loss factor, (iii) the rubber state, where the loss factor and the
storage modulus take low, nearly constant values. The change in state is related to
changes in the internal mobility of polymer chains. In practice, viscoelastic materials
are selected to operate in the transition or rubberlike phases for optimal damping
performance [3].

Fig. 5.2 Typical
stress-strain histeresis loop
for viscoelastic materials
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From Fig. 5.3, the similarity in the temperature-dependency and the frequency-
dependency can be clearly perceived. For amorphous polymers, which constitute a
broad class of viscoelastic materials of engineering interest, there is an equivalence
between time or frequency effects and temperature effects above Tg , which can be
stated as the time-temperature superposition principle [11]. This principle relates

Fig. 5.3 Typical master curves of viscoelastic materials: influence frequency and temperature on
the storage modulus and the loss factor

(a) (b)

Fig. 5.4 Illustration of the time-temperature superposition principle: a isotherms of storage modu-
lus and loss factor at temperatures T1, T2 and Tr (T1 > Tr > T2), b storage modulus and loss factor
at the reference temperature of Tr , after application of the shift coefficients
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the material response at a given time t (or frequency ω) and a given temperature
T to that at a so-called reduced time tr (or reduced frequency ωr ) and temperature
Tr . Expressed in the frequency domain, the frequency-temperature superposition
principle can be expressed as follows:

⎧⎪⎨
⎪⎩

ωr = aT (T, Tr )ω

E ′(ωr , Tr ) = aT (T, Tr )E
′(ω, T )

E ′′(ωr , Tr ) = aT (T, Tr )E
′′(ω, T )

(5.12)

where aT (T, Tr ) are horizontal shift coefficients to be applied to isotherms of storage
and loss moduli at a temperature T in order to estimate the material properties at
another temperature Tr . As a result, the functions describing the storage modulus
and loss factor at various temperatures can be collapsed to form the master curves,
as depicted in Fig. 5.4, by applying shifts along the frequency axes.

The practical aspects of the frequency-temperature superposition principle is dis-
cussed in [10, 12]. Drake and Soovere [13] suggested analytical expressions for the
complex shear modulus and shift factors for various commercially available vis-
coelastic materials as functions of the forcing frequency and temperature. The shift
coefficients can be computed in order to respect the causality principle [14].

Other environmental parameters are known to influence themechanical properties
of viscoelastic materials. For instance, the characterization and modeling of the
influence of static prestrain on the elastic and dissipative properties of viscoelastic
materials have gained increased interest in the past few years [15, 16]. Various
experiments indicate an increase of the storage modulus and a decrease of the loss
factor with increasing static prestrain. In addition, the static prestrain level is found
to affect the frequency-dependency of the loss factor.

The sensitivity of the viscoelastic properties to a variety of parameters proves
the importance of defining properly the operating range for viscoelastic damping
treatments ahead of the design process.

5.2.3 Viscoelastic Constitutive Models

The use of Eqs. (5.1), (5.2) and (5.3) leads to a quest for relaxation and creep func-
tions which describe the main characteristics observed experimentally for specific
viscoelastic materials. Therefore, the process of building mechanical models and
the understanding of the role of their parameters in model predictions becomes an
important task. One strategy consists in exploiting ideas extracted from phenomeno-
logical models called mechanical analogs, which are built by the combination of
basic mechanical components such as springs and dampers. Next will be presented
theMaxwell model, the linear standard solid model, the GeneralizedMaxwell model
and the fractional linear standard solid model.
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Fig. 5.5 Maxwell model

5.2.3.1 Maxwell Model

TheMaxwellmodel is comprised of a spring in serieswith a viscous damper as shown
in Fig. 5.5. The constitutive equation based on this model is described as follows

σs(t) = E ξ (5.13)

σd(t) = η
d

dt
(ε − ξ) (5.14)

where the subscripts (•)s and (•)d denote spring and damper, respectively. As the
modeling of the spring and the viscous damper does not take inertia into account,
the elastic stress σs should be equal to the viscous stress σd . Therefore, one gets

σ(t) = σd(t) = σs(t) (5.15)

One should highlight that the observable variables in the model shown in Fig. 5.5
are the stress σ(t) and the total strain ε(t). As for the strain ξ(t), it is an internal
variable. Therefore, one may reorganize Eqs. (5.13) and (5.14) aiming at writing the
constitutive equation in terms of the observable variables σ(t) and ε(t). Firstly, one
may reorganize Eq. (5.14) as follows

σd(t) = ηε̇(t) − ηξ̇(t) (5.16)

and replace ξ̇ (t) by its value extracted from Eq. (5.13)

σ(t) = ηε̇(t) − η
σ̇ (t)

E
(5.17)

and finally obtaining the constitutive equation for the Maxwell element as follows

σ̇ (t)

E
+ σ(t)

η
= ε̇ (5.18)
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Equation (5.18) is the constitutive equation of the Maxwell model.
Onemay investigate the predictions provided by theMaxwellmodel under specific

conditions such as creep and stress-relaxationwhich are of interest when dealingwith
viscoelastic materials. Concerning creep conditions, one may assume that the stress
σ(t) is described as follows

σ(t) = σ0 u(t) (5.19)

where u(t) corresponds to the step function defined by

u(t) =
{
0 if t ≤ 0

1 if t > 0
(5.20)

Applying the Laplace transform to both sides of Eq. (5.18) leads to

s σ̃ (s) − σ(0)

E
+ σ̃ (s)

η
= sε̃(s) − ε(0) (5.21)

where q̃(s) denotes the Laplace transform of the function q(t), i.e.,L{q(t)} = q̃(s).
Further, assuming that the system is at rest at t = 0 with σ(0) = 0 and ε(0) = 0 and
considering that L{u(t)} = Ũ (s) = 1

s , one may reorganize Eq. (5.21) as shown next

ε̃(s) = σ0

(
1

s E
+ 1

s2 η

)
(5.22)

Equation (5.22) describes the creep response provided by theMaxwell model written
in the Laplace domain. Its time domain representation is obtained by the application
of the inverse Laplace Transform to Eq. (5.22), viz.

ε(t) = σ0

(
1

E
+ t

η

)
u(t) = σ0 K J (t) (5.23)

where the functionK J (t) corresponds to the creep kernel associated to the Maxwell
model. As for Eq. (5.23) itself, one may highlight some points. The first one concerns
the fact that x(0+) = σ0

E which is the elastic response of the system due to the stress
discontinuity at t = 0. The second one is that the model predicts a continuous flow
of the system at a constant rate ε̇(t) = σ0

η
which indicates a fluid-like behavior.

Concerning stress relaxation conditions, one may assume that the strain ε(t) is
described as follows

ε(t) = ε0 u(t) (5.24)

whose Laplace domain version is L{ε(t)} = ε̃(s) = ε0
s . Additionally, assuming that

the system is in equilibrium at t = 0 with ε(0) = 0 and σ(0) = 0, Eq. (5.21) may be
reorganized as follows
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σ̃ (s) = ε0

(
η E

E + η s

)
(5.25)

whose time domain representation is obtained by the application of the inverse
Laplace Transform to Eq. (5.25), viz.

σ(t) = ε0 E exp

(−E

η
t

)
u(t) = ε0 K g(t) (5.26)

where the function K g(t) corresponds to the stress relaxation kernel associated to
theMaxwellmodel. Equation (5.26) predicts an initial elastic response σ(0+) = ε0 E
which is the response of the system due to a strain discontinuity at t = 0. In addition,
the model predicts a stress relaxation behavior of exponential type with a relaxation
time τR = η

E . The fact that the stress relaxation goes to zero indicates a fluid-like
behavior.

When one considers general motions or general forces, a natural question is how
to compute the system response. Concerning general strain histories ε(t) for the
Maxwell model, the following procedure points a way to make these analyses. Let
us come back to Eq. (5.18) and multiply it by an integrating factor φ(t):

φ(t) σ̇ (t) + E

η
σ(t) φ(t) = E ε̇(t) φ(t) (5.27)

when assuming that the integrating factor is such that E
η

φ(t) = φ̇(t), then one gets
φ(t) = exp(E t/η). Therefore, the following relation holds

d

dt
(φ(t) σ (t)) = E φ(t) ε̇(t) (5.28)

whose integration from 0+ until t leads to

σ(t)φ(t) = φ(0+) σ (0+) +
∫ t

0+
E φ(t ′)

dε(t ′)
dt ′

dt ′ (5.29)

Considering that ε(0+) = σ(0+)

E as in the previous analysis, Eq. (5.29) may be recast
as:

σ(t) = K g(t) ε(0+) +
∫ t

0+
K g(t − τ)

dε(τ )

dτ
dτ (5.30)

where the operatorK g is the relaxation kernel associated to this model and which is
defined in Eq. (5.26).

As for general stress histories σ(t), one may integrate Eq. (5.18) from 0+ until t :

∫ t

0+

dσ(τ)

dτ

1

E
dτ +

∫ t

0+

σ(τ)

η
dτ = ε(t) − ε(0+) (5.31)
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Let us integrate by parts the second integral on the left side of Eq. (5.31) as follows

∫ t

0+

σ(τ)

η
dτ = (τ − a′)

η
σ (τ)

∣∣∣∣
τ=t

τ=0+
−

∫ t

0+

(τ − a′)
η

dσ(τ)

dτ
dτ (5.32)

where a′ does not depend on t . Taking Eq. (5.32) into Eq. (5.31) leads to

ε(t) = ε(0+) + (τ − a′)
η

σ (τ)

∣∣∣∣
τ=t

τ=0+
+

∫ t

0+

(
1

E
+ a′ − τ

η

)
dσ(τ)

dτ
dτ (5.33)

Finally, adopting a′ = t and remembering that ε(0+) = σ(0+)

E from the previous anal-
ysis one may rewrite Eq. (5.32):

ε(t) = K J (t)σ (0+) +
∫ t

0+
K J (t − τ)

dσ(τ)

dτ
dτ (5.34)

whereK J (t) is the creep kernel provided by this model and whose definition is given
in Eq. (5.23)

As for the complex modulus E∗(ω) provided by the Maxwell model, it may be
obtained by the Fourier transform of Eq. (5.18) which, after reorganization, provides
the following relation

E∗(ω) = F {σ(t)}
F {ε(t)} = σ̃ (ω)

ε̃(ω)
= j ω

jω 1
E + 1

η

= E

(
(ω τR)2 + (ω τR) j

1 + (ω τR)2

)
(5.35)

where τR = η/E is the relaxation time provided by the Maxwell model.
Equations (5.30) and (5.34) describe, respectively, the stress σ(t) for general

strain history and describe the strain ε(t) for general stress history when working
with the Maxwell model. The relaxation kernel K g(t) and the creep kernel K J (t)
for the Maxwell model are given in Eqs. (5.23) and (5.26), respectively. The charac-
teristics of the Maxwell model allows one to determine its response analytically for
several operational scenarios as shown previously. Nevertheless, when one analyzes
its creep and stress relaxation responses one concludes that the model is more appro-
priate to describe fluid-like behavior. One key aspect is the fact that the user may
build proposals for phenomenological models considering different combinations of
springs and dampers. Some of these models are well known in the literature such as
the Kelvin-Voigt, standard linear solid, generalizedMaxwell [17], for example. Next
will be described three specific models, namely, the linear standard solid model, the
generalizedMaxwell model and fractional standard solidmodel. As this chapter does
not aim at presenting all the models in details, readers should refer to the reference
books by Winneman and Rajagopal [17] and Lakes [18] in order to obtain detailed
information about other models.
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Fig. 5.6 Standard linear
solid model

5.2.3.2 Three-Parameter Solid or Standard Linear Solid

The standard linear solid or three-parameter solid is described in Fig. 5.6. The upper
branch is composed of a spring in series with a damper and it corresponds to the
Maxwell model. The lower branch is composed of a linear spring. The observable
variables are the strain ε(t) and the stress σ(t), while the variable ξ(t) is an inter-
nal variable. The stress σ(t) should be equal to the sum of the stress of the upper
component and the stress of the lower component of the model, viz.

σ(t) = E1ε(t) + Eξ(t) (5.36)

As the inertial terms are negligible, the elastic and viscous stresses along the upper
component are equal and the following relation holds

Eξ(t) = η (ε̇(t) − ξ̇ (t)) (5.37)

As the observable variables ε(t) and σ(t) are the only measurable quantities,
one may obtain a constitutive equation with these variables. Firstly, let us derive
Eq. (5.36) with respect to time and replace the term ξ̇ (t) by its value extracted from
Eq. (5.37) as follows

σ̇ (t) = E1ε̇(t) + E

(
− E

η
ξ(t) + ε̇(t)

)
(5.38)

Finally, replacing ξ(t) from Eq. (5.36) into Eq. (5.38) leads to the constitutive equa-
tion of the standard linear solid as shown next

(
1

η

)
σ(t) +

(
1

E

)
σ̇ (t) =

(
E1

η

)
ε(t) +

(
1 + E1

E

)
ε̇(t) (5.39)
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As for the model predictions provided by the standard linear solid model, onemay
investigate it under the creep and stress relaxation conditions. Firstly, let us consider
the conditions under which the strain is prescribed as a step function ε(t) = ε0 u(t)
in which u(t) is the unit step function defined as shown in Eq. (5.20). The Laplace
transform of Eq. (5.39) is given as follows

(
1

η

)
σ̃ (s) +

(
1

E

)
(s σ̃ (s) − σ(0)) =

(
E1

η

)
ε̃(s) +

(
1 + E1

E

)
(sε̃(s) − ε(0))

(5.40)
Let us additionally assume that the system is at rest at t = 0. Therefore, as ε̃(s) = ε0

s ,
one may recast Eq. (5.40) as follows

σ̃ (s) = 1

s

(
EE1 + (E + E1)η s

E + η s

)
ε0 (5.41)

The time domain response of the system is found by applying the inverse Laplace
transform to Eq. (5.41), leading to

σ(t) = ε0

(
E1 + E e− E

η
t
)
u(t) = ε0 K g(t) (5.42)

where the function K g(t) in Eq. (5.42) corresponds to the stress relaxation kernel
provided by the standard linear solid model. As for Eq. (5.42), one identifies a stress
relaxation with a relaxation time τR = η

E . Further, the elastic response is σ(0+) =
(E1 + E)ε(0+) and the equilibrium response is σ(+∞) = E1ε(0+).

As for the creep behavior, one assumes that the system is at rest and that the stress
follows a step as follows σ(t) = σ0 u(t). Following the same steps that were used to
obtain the creep response of the model, one gets

ε̃(s) = 1

s

(
E + η s

EE1 + (E + E1)ηs

)
σ0 (5.43)

whose time domain version is obtained by the inverse Laplace transform as follows

ε(t) = σ0

(
1

E1
− E e−t/τc

E1(E + E1)

)
u(t) = σ0 K J (t) (5.44)

where the function K J (t) in Eq. (5.44) corresponds to the creep kernel provided by
the standard linear solid model and the creep time τc is written as:

τc = η(E + E1)

E1E
(5.45)
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Fig. 5.7 Mechanical behavior provided by the standard solid model. On the left: Stress relaxation.
On the right: Creep

From Eq. (5.44) one concludes that creep behavior is described with a creep constant
of time τc = η(E1+E)

E1E
. Additionally, the elastic response is given by ε(0+) = (E1 +

E)−1σ(0+) and the equilibrium response is ε(+∞) = σ(0+)

E1
.

Figure 5.7 presents the stress relaxation and the creep behavior provided by the
standard linear solid model as a function of its models parameters {E, E1, η}.

Concerning the response provided by this model when the stress or strain is
arbitrary, the next lines present a procedure that can be used to determine them. To
this end, without loss of generality, let us suppose that the system is at rest at t = 0
and let us write the relation between stress and strain in the Laplace domain, viz.

σ̃ (s) =
(
EE1 + (E + E1)η s

E + η s

)
ε̃(s) = 1

s

(
EE1 + (E + E1)η s

E + η s

)
× (s ε̃(s))

(5.46)
The stress σ̃ (s) is a simple product of two functions, therefore σ(t) is obtained by the
convolution product of the time domain version of these two functions. For instance,
using Eqs. (5.41), (5.42) and (5.47), one concludes that Eq. (5.46) may be rewritten
as follows

σ̃ (s) = K̃ g(s) × (s ε̃(s)) (5.47)

where the function K̃ g(s) corresponds to the Laplace transform of the relaxation
kernel, as shown in Eqs. (5.41) and (5.42). Therefore the time domain stress σ(t) is
given by

σ(t) = L−1{K̃ g(s)} ∗ L−1{sε̃(s)} =
∫ t

0
K g(t − τ)

dε(τ )

dτ
dτ (5.48)

where · ∗ · denotes the convolution operator.
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The same procedure can be adopted to determine the system response when the
stress is arbitrary. This leads to the following relation

ε(t) = L−1

{
1

s

(
E + ηs

EE1 + (E + E1)ηs

)}
∗ L−1{sσ̃ (s)} =

∫ t

0
K J (t − τ)

dσ(τ)

dτ
dτ

(5.49)
where the relaxation creep kernel K J is given in Eq. (5.44).

As for the complex modulus E∗(ω) provided by the standard linear solid model,
using the relaxation kernel in Eq. (5.42) and the definition of the relaxation time, one
obtains:

E∗(ω) = (EE1) + η( jω)(E + E1)

E + η( jω)
= E1 + j (ωτR)(EE1)

1 + j (ωτR)
= (5.50)

K g(+∞) + j (ωτR)K g(0)

1 + j (ωτR)
(5.51)

5.2.3.3 Generalized Maxwell Solid Model

The constitutive equation for the generalized Maxwell model depicted in Fig. 5.8, is
described by the equation which equals the stress of the system σ(t) with the sum
of the stresses along each one of the n horizontal Maxwell components as follows

σ(t) =
n∑

r=1

σr (t) =
n∑

r=1

Er ξr (t) (5.52)

and by the set of coupled equations that describe the stress σr (t) along the r -th
subcomponent, viz.

σr (t) = Er ξr (t) = ηr (ε̇(t) − ξ̇r (t)) ; r = 1, . . . , n (5.53)

This model is described by a set of n internal variables ξr (t). In order to write
the relation in terms of the observable variables σ(t) and ε(t), one may resort to
the analyses of the system in the Laplace domain. The idea consists in transforming
Eq. (5.53) to Laplace domain, write ξ̃r (s) as a function of ε̃(s) and take it to Eq. (5.52).
This leads to the following equation

σ̃ (s) =
( n∑

r=1

Er s
Er
ηr

+ s

)
ε̃(s) =

(
1

s

n∑
r=1

Er s
Er
ηr

+ s

)
× (s ε̃(s)) = Ã(s) × (s ε̃(s))

(5.54)
Therefore, the time history σ(t) is given by the convolution integral ofL−1{ Ã(s)}

with L−1{sε̃(s)}, viz.
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Fig. 5.8 Generalized
Maxwell model

σ(t) = L−1{ Ã(s)} ∗ L−1{sε̃(s)} =
∫ t

0
A(t − τ)

dε(τ )

dτ
dτ (5.55)

where onemay identify the hereditary integral relating stress and strain and, therefore,
the relaxation function K g(t) = A(t) is given by

K g(t) = L−1

{
1

s

n∑
r=1

Er s
Er
ηr

+ s

}
=

n∑
r=1

Er e
− Er

ηr
t (5.56)

From Eq. (5.56) one notices that theMaxwell model predicts stress relaxation as a
composition of n terms such that each term has its own relaxation time τ r

R = ηr/Er .
The generalized Maxwell model has a spectrum of relaxation times [17], and thus
applies to materials whose stress relaxation may not be properly described by a
single relaxation time. Another characteristic is that K g(0) = ∑n

r=1 Er and that
K g(+∞) = 0. Further, if the user needs to model some material whose behavior
for K g(t) does tend to zero as t → +∞, then one may assume that ηn → +∞ in
Eq. (5.56) which leads to K g(+∞) = En .

As for the complex modulus E∗(ω), it can be obtained by the definition shown in
Eq. (5.54) and using Eq. (5.56), as follows:

E∗(ω) =
n∑

r=1

Eq(ωτ r
R) j

1 + (ωτ r
R) j

(5.57)

From previous analyses, it can be concluded that there is a myriad of combinations
among springs and dashpots that could have been proposed. The engineer may pro-
pose a specific combination aiming at building a model to describe some particular
class of materials. Literature provides several analyses considering different models
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such as Zener, Anti-Zener, Burger, standard linear solid, generalized Maxwell etc.,
whose theoretical aspects may be found in the reference books [17, 18]. Among
these, there is a specific model class which deserves special attention. It is the class
of models based on the concept of fractional derivative operators. This is described
in the next subsection.

5.2.3.4 Models Based on Fractional Derivative Operators

Let us consider a mechanical analog whose configuration is similar to the one shown
in Fig. 5.6 except for the damping component which is replaced by one based on
a fractional operator. More specifically, the fractional damping component has a
constitutive equation relating its stress σd(t) and strain ε(t) − ξ(t) as follows

σd(t) = η
dα

dtα
(ε(t) − ξ(t)) (5.58)

where the time derivative present in Eq. (5.59) is a fractional derivative operator [19]
whose definition is presented as follows

dαg(t)

dtα
=

⎧⎨
⎩

1
�(m−α)

∫ t
0

g(τ )

(t−τ)α+1−m dτ if m − 1 < α < m

dmg(t)
dtm if α = m

(5.59)

where�(m − α) is the gamma function [19],α is the order of the fractional derivative
and m is a nonzero natural number, i.,e., m ∈ {1, 2, . . .}.

As for the definitions of the fractional derivative of a function, one may find
some definitions such as [20]: (i) Grünwald Letnikov, (ii) Riemman-Liouville and
(iii) Caputo. In particular, the one presented in Eq. (5.59) is the Caputo fractional
derivative. The definition proposed by Caputo has a quite interesting characteristic
for situations in which one is interested in solving initial value problems. This defi-
nition allows for the compatibility of initial conditions in a very convenient fashion.
Therefore, due to the fact that engineering problems in general involve differential
equations, the use of the Caputo definition when building the fractional differential
equations is very convenient.

The process of obtaining the constitutive equation for this model follows the
procedures used in the previous models. Therefore, the constitutive equation for a
fractional version of the standard solid is written as [19]:

(
1

E

)
dασ

dtα
+

(
1

η

)
σ =

(
1 + E1

E

)
dαε

dtα
+

(
E1

η

)
ε (5.60)

The model described in Eq. (5.60) with 0 < α < 1 presents a continuum spectrum of
relaxation times instead of a single relaxation time that is provided by the standard
linear solid (α = 1) or a finite set of n relaxation times as in the generalizedMaxwell
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models. Therefore, concerning relaxation times, one may say that models based on
fractional derivative operators are more parsimonious than models based on classical
integer derivatives. It is due to the fact that fractional models are characterized by
a number of model parameters that is smaller than the number required by models
based on classical integer derivatives [21, 22]. This parsimony characteristic appears
under both linear [19] and non-linear operational conditions [23]. Concerning its
physical consistency, Lion [24] presented detailed analysis of this model from the
perspective of the thermodynamics of irreversible processes.

As for the stress relaxation and creep predictions as well as their respective kernels
K g(t) and K J (t) provided by the fractional standard linear solid model, a detailed
analysis may be found in the reference book by Mainardi [19]. Therefore, for the
sake of conciseness, instead of presenting the details for the computation of K g(t)
and K J (t), they are presented in their final shape:

K g(t) = E1 + E Mα[−(t/τσ )α]; τα
σ = η

E
(5.61)

K J (t) = 1

E + E1
+

(
E

E1(E + E1)

)
(1 − Mα[−(t/τε)

α] ); τα
ε =

(
1

E1
+ 1

E

)
η

(5.62)
where the function Mα[z] corresponds to the Mittag-Leffler function [19] whose
definition is

Mα[z] =
+∞∑
r=1

zn

�(α r + 1)
; α > 0, z ∈ C (5.63)

TheMittag-Leffler function is the generalization of the exponential function. It should
be highlighted that when α = 1 one obtains Mα[z] = ez and for this situation the
relaxation and creep kernels in Eqs. (5.61) and (5.62) become the relaxation and
creep kernels provided by the standard linear solid shown in Eqs. (5.42) and (5.45).

As for the complex modulus E∗(ω), the fractional standard linear solid provides
the following expression:

E∗(ω) = (E + E1)

( EE1
η(E+E1)

+ ( jω)α

E
η

+ ( jω)α

)
(5.64)

where ( jω)α has the following representation

( jω)α =
(
e

jπ
2 ω

)α

= e
jπ α

2 ωα = ωα cos

(
π α

2

)
+ jωα sin

(
π α

2

)
(5.65)
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5.2.4 Note

Each of the models shown in the previous sections present its own characteristics
concerning stress relaxation kernel, creep kernel or complex modulus. The use of a
specific constitutive equation to model somematerial in engineering design demands
the complete characterization of the constitutive parameters. Inverse problems [25,
26] may be used to obtain information about model parameters based on a set of
measured data. This is the topic of next section.

5.3 Parameter Identification of Viscoelastic Models

Let us consider that one is interested in estimating parameters of a viscoelastic con-
stitutive model. For example, one may be interested in determining the parameters
{E, E1, η} for the standard linear solid, or the parameters {E1, η1, E2, η2, . . . , En, ηn}
for the generalized Maxwell model or the parameters {E, E1, η, α} for the fractional
standard linear solid, to cite a few. For the sake of simplicity, let us consider that once
a constitutive model has been chosen, its Nθ parameters are organized in a vector
θ ∈ R

Nθ . Additionally, let us also suppose that one has access to a set of Ny measured
data from the material of interest such as creep, stress relaxation, time domain cyclic
data or the complex modulus, for example. Independently of the type of data, let us
assume that the measured data is organized in a vector y ∈ R

Ny . Finally, let us con-
sider that one has a computational model that provides model predictions according
to the map θ ∈ R

Nθ �→ A(θ) ∈ R
Ny . It will be shown next how one may conjugate

our current state of knowledge about θ with information from measured data y and
the model structure given by A(θ) to obtain information about model parameters θ

using a Bayesian framework.

5.3.1 Bayesian Framework

In the Bayesian framework for inverse problems: (i) all the unknowns and measured
data are modeled as random variables [25], (ii) the level of uncertainty of random
variables is encoded in their probability density functions (pdf) and (iii) the solution
of the inverse problem corresponds to the exploration of the posterior density of
model parameters given a set of measured data. Concerning pdfs, the following
notation will be used herein: π(x) denotes the pdf of the random variable x , π(x, y)
denotes the joint pdf of the random variables x and y, π(x |y) denotes the pdf of x
conditioned to y and π(x) denotes the pdf of the random vector x = {x1, . . . , xNx }T
(Fig. 5.9).

Let us assume that the relation between measured data y and model predictions
ym = A(θ) is described by an additive error model as follows
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y = A(θ) + e (5.66)

where it is also assumed that the model given by A(θ) is accurate and that discrep-
ancies between measurements y and model predictions ym = A(θ) could be tackled
by a random variable vector e which is in charge of describing measurement noise.
As y, θ and e are random variables, one may write a relation among them by means
of the Bayes rule [25]

π(θ |y) = π(y|θ) π(θ)

π(y)
(5.67)

where π(y|θ) is the likelihood model, π(θ) is the prior model for the unknown θ

and π(y) is the probability density of measured data. In practice, one would never
be able to get information about π(y) as this would require a prohibitive number of
experiments. Fortunately, π(y) acts as a scaling factor and it is of little importance as
shown in [25, 27]. π(θ) is called prior density due to the fact that it describes all the
information, expectation and belief about the unknown θ before measured data y has
been taken. For example, the user may build the prior gathering information from
model parameters obtained from previous experiments, from catalogues provided by
product manufacturer and also from physical constraints that are associated to model
parameters. The likelihood model π(y|θ) expresses the probability of observing the
data y given a set of parameters θ for the model. π(θ |y) is called the posterior density
of model parameters θ given a set of measured data y. In fact, π(θ |y) corresponds
to the updated information about θ when one conjugates measured data y and prior
information encoded in π(θ).

Assuming that the mapping θ �→ A(θ) provides accurate model predictions one
may also assume that the random variables θ and e are mutually independent. There-

Fig. 5.9 Bayesian inference
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fore, in this case the likelihood function casts as follows

π(y|θ) = πe(y − A(θ)) (5.68)

where πe(y − A(θ)) corresponds to the probability density of the additive noise e
when evaluated at the residue y − A(θ). It is important to note that the likelihood is a
density in y not in θ and that is why it is named likelihood function. In particular, let
us assume that the random variable in charge of describing the measurement error e
follows a Gaussian distribution

e ∼ N(e∗,�ee) (5.69)

where e∗ and �ee correspond to the mean value and the covariance matrix of e,
respectively. When e is modeled as shown in Eq. (5.69), the likelihood function is
expressed as [25]:

π(y|θ) = πe(y − A(θ))

= 1

(2π)Ny |�ee|1/2 exp

{
−1

2
(y − A(θ) − e∗)T �−1

ee (y − A(θ) − e∗)
}
(5.70)

The complete probabilistic model for the inverse analysis of the viscoelasticity
problem is presentedbyEq. (5.67). Therefore, onemayuseπ(θ |y) to compute various
estimates for θ as well as a posteriori uncertainties for these estimates. For example,
one may be interested in computing the conditional expected value of the model
parameters Eθ |y[θ] as follows

Eθ |y[θ] =
∫

θ π(θ |y) dθ (5.71)

Another example that is quite common is the interest in using information from
π(θ |y) to make some predictive analyses z = z(θ;Sp) in a scenarioSp that is differ-
ent from the scenario used for calibration. This is the case when one needs to make
reliability analysis [28], uncertainty quantification analysis [29] and robust optimiza-
tion, to cite a few. As for z, it could be the maximum displacement, the maximum
stress, etc.. For this situation, the expected value of the quantity z would be given as
follows

Eθ |y[z] =
∫

z(θ;Sp) π(θ |y) dθ (5.72)

It should be highlighted here that in general the probabilistic model of Eq. (5.67)
does not have an analytical solution. Nevertheless, the user may compute some point
estimates such as maximum likelihood θ̂ML and the maximum a posteriori θ̂MAP

[25]. The maximum likelihood point estimate is presented as follows
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θ̂ML = arg max
θ∈�

π(y|θ) (5.73)

which is equivalent to the solution of the following problem

θ̂ML = arg min
θ∈�

{
1

2
(y − A(θ) − e∗)T �−1

ee (y − A(θ) − e∗)
}

(5.74)

where one identifies that it corresponds to the weighted least-squares estimator.
As for the maximum a posteriori estimator, it casts as follows

θ̂MAP = arg max
θ∈�

π(θ |y) (5.75)

As for the posterior density π(θ |y), although one is hardly able to obtain it ana-
lytically, one may explore it by means of sampling based techniques such as Markov
Chain Monte Carlo methods [25, 30]

A Markov chain Monte Carlo (MCMC) method produces samples of an ergodic
Markov chain {θ (1), θ (2), . . . , θ (Nmc)} for the simulation of a target distribution π̄(θ)

[30]. These methods draw samples in a sequential way such that the density of the
sample θ (r) depends only on the last sample of the chain θ (r−1). When working
with inverse problems in viscoelasticity, one sets the target density as being the
posterior density of model parameters, i.e., π̄(θ) = π(θ |y). Therefore, the drawn
samples {θ (1), θ (2), . . . , θ (Nmc)} can be used to approximate any information associ-
ated to π(θ |y) such that, for example, the expected mean value of model parameters
in Eq. (5.71) and the expected mean value of model predictions in Eq. (5.72) are
approximated by

Eθ |y[θ] ≈ E
m
θ |y(θ) = 1

m

m∑
j=1

θ ( j+Nb) (5.76)

Eθ |y[z] ≈ E
m
θ |y[z] = 1

m

m∑
j=1

z(θ ( j+Nb)) (5.77)

where the sum in Eqs. (5.76) and (5.77) starts at the Nb-th sample in order to discard
the burn-in period. One should discard the first Nb samples of the chain aiming at
eliminating the influence of the first sample of the chain θ (0).

Generally speaking, a Markov Chain starts at some initial point θ (0). At the
( j − 1)-th state, a candidate θ (c) for the j-th state should be drawn from a Tran-
sition/Proposal distribution T(θ (c)|θ ( j−1)) which depends on the previous drawn
sample θ ( j−1) [25, 30, 31]. The next step consists in assessing the candidate to
check if it will be accepted or rejected according to some probability level.

The reader may find details about MCMC methods in the reference books by
Robert and Casellas [30] and by Gamerman and Lopes [31].



5 Passive Vibration Control Using Viscoelastic Materials 143

5.4 Modeling of Structures with Viscoelastic Materials

In this section, the finite element modeling of structures with viscoelastic materi-
als is described. The coverage is confined to frequency domain analysis. In a first
approach, fully three-dimensional models are considered for the modeling of vis-
coelastic structures (Sect. 5.4.1), as they embrace all practical problems. The matrix
equation of motion for a vibrating structure with viscoelastic materials is derived
in the frequency domain and involves a frequency dependent stiffness matrix. For
some problems, lower-dimensional finite elements such as beams, plates and shells
offer more adequate models. The presence of viscoelastic material requires some
adaptations of classical theories, which are presented in Sect. 5.4.2.

Dynamic analysis of structures in the frequency domain usually involves the
computation of frequency response functions over a broad frequency range. This
is often performed through standard direct approaches, where the matrix system
is solved at each frequency. For some problems, this approach leads to prohibitive
computational times. Many existing reduction techniques aims at enhancing the
computational efficiency and it is the goal of Sect. 5.4.3 to describe some of the
reduction techniques most adapted to structures with viscoelastic materials.

5.4.1 Finite Element Modeling in the Frequency Domain

For the sake of generality, let us consider a structure� to which displacement bound-
ary conditions u = 0 are applied on ∂u�, and subjected to a harmonic excitation F
applied on ∂F� (Fig. 5.10). The outward-facing unit normal vector to the surface ∂�

is denoted n. In the frequency domain, the equations governing the motion of the
structure are:

⎧⎪⎨
⎪⎩

divσ + ρω2u = 0 dans �, (5.80a)

u = 0 sur ∂u�, (5.80b)

σ · n = F sur ∂F�, (5.80c)

where ρ is the density of the material and ω is the harmonic pulsation.

Fig. 5.10 Continuous
problem
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The trial-function method is used to derive the weak formulation of the coupled
problem [32]. Multiplying Eq. (5.80a) by any admissible trial function δu, applying
Green formula and taking Eq. (5.80c) into account leads to:

∫
�

ε(δu) : σdV − ω2
∫

�

ρδu · udV =
∫

∂F�

δu · Fd dS, ∀δu. (5.81)

The continuum � is divided into ne finite elements �e. Shape functions Nk are used
to interpolate the nodal displacements Ue to approximate the displacement ue(M)

of any point M inside the element:

ue(M) = Ne(M)Ue, (5.82)

where Ne is the element shape function matrix:

Ne =
⎡
⎣N1 . . . NnN 0 . . . 0 0 . . . 0

0 . . . 0 N1 . . . NnN 0 . . . 0
0 . . . 0 0 . . . 0 N1 . . . NnN

⎤
⎦ , (5.83)

and Ue is the elementary nodal displacement vector:

Ue = [
U 1

x . . . UnN
x U 1

y . . . UnN
y U 1

z . . . UnN
z

]T
, (5.84)

where nN is the number of nodes per element.
The gradient operator D allows to express element strains εe as a function of the

displacement ue:
εe = Due, (5.85)

where

D =

⎡
⎢⎢⎢⎢⎢⎢⎣

∂/∂x 0 0
0 ∂/∂y 0
0 0 ∂/∂z
0 ∂/∂z ∂/∂y

∂/∂z 0 ∂/∂x
∂/∂y ∂/∂x 0

⎤
⎥⎥⎥⎥⎥⎥⎦

. (5.86)

By introducing Eq. (5.82) into Eq. (5.85), element strains can be written directly in
terms of nodal displacements:

εe = BeUe, (5.87)

whereBe = DNe. After discretization of each term of Eq. (5.81) by the finite element
method, one gets the following matrix system:

[
K − ω2

M
]

U = F, (5.88)
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where K is the stiffness matrix,M the mass matrix, F the harmonic load vector and
U the nodal displacement vector. Global stiffness and mass matrices are computed
by assembling individual element matrices:

K = Ane
k=1 K

k
e M = Ane

k=1 M
k
e, (5.89)

The element matrices are computed as:

Ke =
∫

�e

B
T
e CBed�e,

Me =
∫

�e

N
T
e ρNed�e,

(5.90)

where C is the stiffness tensor derived from the material constitutive law.
If the continuum � is composed of an elastic media �E and a viscoelastic media

�V , two stiffness matrices KE and KV are computed by considering appropriate
stiffness tensors in Eq. (5.90). By considering the stiffness tensor C∗(ω) written in
terms of Young’s modulus and Poisson ratio as per Eq. (5.8), the stiffness matrix
corresponding to the viscoelastic media is complex and frequency-dependent:

K
∗
V (ω) = β∗(ω)K0

V (5.91)

where β∗(ω) = E∗(ω)

E∗(ω=0) and K
0
V is a constant stiffness matrix.

The discretized problem associated to the dynamics of a viscoelastic structure in the
frequency domain is then formulated as:

[
KE + β∗(ω)K0

V − ω2
M

]
U∗ = F, (5.92)

The advantage of decomposing the stiffness matrix into an elastic and a viscoelastic
part is that the frequency-dependent coefficient β∗(ω) is factored out of a constant
matrix. In this way, the matrices do not need to be computed at each frequency during
frequency sweep calculations.

The frequency dependency of the Young’s modulus can be described by tabular
data or by any viscoelastic model (see Sect. 5.2.3).

5.4.2 Finite Element Modeling of Slender Structures

Many structural systems of practical interest, to which viscoelastic materials are
applied to attenuate vibration and radiated noise, are slender structures such as beams,
plates and shells vibrating mainly in bending motion. These types of structures are
frequently encountered in aerospace structural systems, and are typically character-
ized by low values of natural frequencies.
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Fig. 5.11 Three-layer plate finite element

Very often, solutions for vibration control of these types of structures consist in
the application of viscoelastic surface treatments, which can be of two main variants,
namely: (a) free layers, which consist in thin viscoelastic layers directly bonded to
the surface of the structure. In this case, the damping layer is primarily deformed
with normal strains when the structure vibrates in bending; (b) constrained layers,
which consist of a thin viscoelastic layer inserted between the structure surface and
another thin metal or composite (constraining) cover. In spite of the more complex
configuration and increased addedweight, constraineddamping layers are recognized
as being more efficient in terms of achievable damping levels, since the confinement
of the viscoelastic layer between twomore rigid layers enables increased shear strains
in the viscoelastic layer.

In this section, the formulation of a thin or moderately thin three-layer sandwich
plate FE is summarized, based on the original developments made by Khatua and
Cheung [33]. It should be seen as a particular case of the formulation presented
in Sect. 5.4.1, accounting for specific stress/strain states and kinematic hypotheses
adopted for thin three-layer plates. Many other theories, in particular those adapted
to thick plates, can be found described in the literature [34].

Figure 5.11 depicts a rectangular element formed by an elastic base-plate (1), a
viscoelastic core (2) and an elastic constraining layer (3). This element contains four
nodes and seven DOFs per node, representing the in-plane displacements in the mid-
dle plane of the base-plate in directions x and y (denoted by u1 and v1, respectively),
the in-plane displacements of the middle plane of the constraining layer in directions
x and y (denoted by u3 and v3, respectively), the transverse displacements, w, and
the cross-section rotations about x and y, denoted by θx and θy, respectively.

In the developments that follow, the assumptions adopted are: (i) all the materials
involved are homogeneous and isotropic, and exhibit linear mechanical behavior; (ii)
normal stresses and strains in direction z are neglected for all the three layers; (iii)
the elastic layers (1) and (3) are modeled according to Kirchhoff’s theory; (iv) for
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the viscoelastic core, Mindlin’s theory is adopted (i.e. transverse shear is included);
(v) the cross-section rotations θx and θy are assumed to be the same for the elastic
layers; (vi) the transverse displacement w is the same for all the three layers.

These assumptions have been considered by many authors as being adequate for
the modeling of thin panels, as is the case of the structures considered here [35].

The strain-displacement relations are used and the resulting strains for elastic lay-
ers and for the viscoelastic core are separated, respectively, by uncouplingmembrane,
bending and shear effects, as follows:

ε(k) =

⎧⎪⎨
⎪⎩

∂uk
∂x
∂vk
∂y

∂uk
∂y + ∂vk

∂x

⎫⎪⎬
⎪⎭ + zk

⎧⎪⎪⎨
⎪⎪⎩

∂2w
∂x2
∂2w
∂y2

2 ∂2w
∂x∂y

⎫⎪⎪⎬
⎪⎪⎭

, k = 1, 3 (5.93)

ε(2) =

⎧⎪⎨
⎪⎩

∂u2
∂x
∂v2
∂y

∂u2
∂y + ∂v2

∂x

⎫⎪⎬
⎪⎭ + z2

h2

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂u3
∂x − ∂u1

∂x + d1
2

∂2w
∂x2

∂v3
∂y − ∂v1

∂y + d1
2

∂2w
∂y2

2 ∂2w
∂x∂y

∂u3
∂y − ∂u1

∂y + ∂v3
∂x − ∂v1

∂x + d1
∂2w
∂x∂y

0
0

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

+ 1

h2

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0
0
0

u3 − u1 + d1
2

∂w
∂x

v3 − v1 + d1
2

∂w
∂y

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(5.94)
where ε(k) = [

ε(k)
x ε(k)

y γ (k)
xy

]T
, ε(2)= [

ε(2)
x ε(2)

y γ (2)
xy γ (2)

xz γ (2)
yz

]T
, u2= 1

2

(
u1 + u3 + d2

2
∂w
∂x

)
,

v2 = 1
2

(
v1 + v3 + d2

2
∂w
∂y

)
, d1 = h1 + h3 and d2 = h2 − h3.

In the equations above, zk, k = 1, 3 designate the transverse coordinatesmeasured
from the lower surface of each layer, and subscripts m, b and s designate membrane,
bending and shear effects, respectively.

The discretization of the displacement fields within the element is made by using
the following linear and cubic interpolation functions:

u1(x, y, t) = a1(t) + a2(t)x + a3(t)y + a4(t)xy

v1(x, y, t) = a5(t) + a6(t)x + a7(t)y + a8(t)xy

u3(x, y, t) = a9(t) + a10(t)x + a11(t)y + a12(t)xy

w(x, y) = b1(t) + b2(t)x + b3(t)y + b4(t)x
2 + b5(t)xy

+ b6(t)y
2 + b7(t)x

3 + b8(t)x
2y + +b9(t)xy

2

+ b10(t)y
3 + b11(t)x

3y + +b12(t)xy
3.

where the coefficients ai (t), i = 1 to 16 and bi (t), i = 1 to 12 are to be expressed
in terms of the 28 nodal displacements and rotations that form the vector of element
degrees-of-freedom δe(t), in such a way that:

ue(x, y, t) = Ne(x, y)δe(t) (5.95)

where Ne(x, y) is the matrix formed by the shape functions.
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Based on the kinematic hypotheses and stress states assumed for each layer, the
mass and stiffness matrices at element level are expressed as:

Me =
3∑

k=1

ρkhk

∫
x

∫
y
Ne

T (x, y)Ne(x, y)dxdy (5.96)

Ke(ω) = K̄ + Kv(ω) (5.97)

K̄ =
∑
k=1,3

∫
x

∫
y

∫
z
DT

k (x, y, z)CkDk(x, y, z)dxdydz (5.98)

Kv(ω) =
∫
x

∫
y

∫
z
DT

2 (x, y, z)C2(ω)D2(x, y, z)dxdydz (5.99)

where K and Kv are, respectively, the contributions of the elastic and viscoelastic
parts to the element stiffness matrix. ρk is the mass density of the k-th layer and
matrices Dk(x, y, z) are constructed by applying the differential operators appearing
in the strain-displacement relations to the matrix of shape functions. In addition,
Ck, k = 1, 3 and C2(ω) are, respectively, the matrices of elastic and viscoelastic
material properties.

5.4.3 Reduction Methods for Structures with Viscoelastic
Materials

We recall here that the discretized equation of motion for a vibrating structure with
viscoelastic material in frequency domain is of the form:

[
K

∗(ω) − ω2
M

]
U∗ = F, (5.100)

where K∗(ω) is the complex, frequency-dependent stiffness matrix, M is the mass
matrix,F is the amplitude vector of the harmonic load of angular frequencyω applied
to the structure and U∗ is the nodal degrees of freedom vector.

For large-scale systems, the direct resolution of Eq. (5.100) is computationally
expensive and performing frequency sweeps with fine frequency steps becomes pro-
hibitive. To alleviate the computational burden, several reduction techniques are
proposed in the literature. Most of them can be classified in three main groups of
techniques:

• Modal techniques [36, 37]
• Non-modal techniques [38, 39]
• Domain decomposition techniques [40, 41]
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The first two groups of methods rely on the concept of subspace projection: a lower-
order approximation U∗

r of the solution U∗ is sought in a subspace of reduced dimen-
sion spanned by the columns of a reduction basis T:

U∗ ≈ U∗
r = TX∗ (5.101)

Once projected onto the reduction basis, the discretized system yields amuch smaller
reduced system so that the approximated solution can be obtained with important
computational gain. The methods classified as modal techniques use modal infor-
mation to form the reduction basis, as opposed to non-modal techniques. It should
be noted at this point that traditional modal techniques, such as mode superposition
method, are not applicable to systems with frequency-dependent materials. Compu-
tational variants of the mode superposition method have been developed [42–48] and
are discussed in Sect. 5.4.3.1.Most methods pertaining to the second groupwhich are
appropriate for systems with frequency-dependent systems are interpolatory model
order reduction methods. They are based on an approximation of U∗ which matches
the solution and some of its derivatives at some frequencies ωp:

U∗
r (ωp) = U∗(ωp),

dU∗
r

dω
(ωp) = dU∗

dω
(ωp),

d2U∗
r

dω2 (ωp) = d2U∗

dω2 (ωp), . . . (5.102)

One popular approach, described in Sect. 5.4.3.2, that embraces this concept, is to
use Padé type approximants.
Finally, domain decomposition techniques, or dynamic substructuring techniques
consist in partitioning the structure into substructures, which can be solved inde-
pendently before being recombined to obtain the global dynamic response. For each
substructure, the reduced local system to be solved is of the form:

[
K

∗
j (ω) − ω2

M j
]

U∗
j = F j , (5.103)

where U∗
j contains the nodal degree of freedom associated to the substructure j .

Coupling strategies at the interfaces between substructures ensures continuity of
displacements at the interfaces.

5.4.3.1 Modal Techniques

The mode superposition method is the reduction method most extensively used in
the industry for efficient computational dynamic analysis, and is implemented in
most FEA softwares. This method, initially developed for undamped systems, aims
at efficiently computing the solution U of the undamped equation of motion:

[
K − ω2

M
]

U = F, (5.104)

whereK andM are the stiffness and mass matrices of dimensions N × N , where N
is the size of the system. The associated generalized eigenvalue problem is:
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[
K − ω2

kM
]
φk = 0, (5.105)

where φk and is the eigenvector corresponding to the eigenfrequency ωk . The basis
formed by the eigenvectors T = [φ1,φ2, . . . ,φN ] spans the response space, so that
the dynamic response can be expressed as a superposition of modal contributions:

U =
N∑

k=1

φkχk = TX (5.106)

whereX = [χ1, χ2, . . . , χN ]T is the vector ofmodal coordinates. Due to the orthogo-
nality properties of eigenvectors, projecting Eq. (5.104) onto the basis of eigenmodes
leads to uncoupled equations of motion, represented in modal coordinates as:

(ω2 − ω2
k )χk = φT F (5.107)

To reduce the computational cost, an approximation U∗
r of the solution is sought in

a subspace of reduced dimension spanned the first eigenvectors of the system:

U ≈ U∗
r =

n∑
k=1

φkχk (5.108)

where n � N . This truncation is justified by the fact that the low frequency response
is generally dominated by the modes of lowest eigenvalues. In practice, as an engi-
neering rule of thumb, the eigenvectors selected in the reduced basis are those with
eigenfrequencies up to twice the upper limit of the considered frequency range. A
static correction is generally added in the reduced basis to account for the contribution
of the truncated modes in the static response [49]. For a vibrating structure with vis-
coelastic material, the stiffness matrix becomes complex and frequency-dependent
(see Eq.5.100) which leads to a nonlinear eigenvalue problem [50]:

[
K

∗(λ∗
k) + λ2∗

k M
]
φ∗
k = 0, (5.109)

where the eigenfrequency λ∗
k and the eigenvectors φ∗

k are complex. The main chal-
lenge in applying modal reduction techniques to systems with viscoelastic material
lies in the resolution of this nonlinear eigenvalue problem. Two major numerical
approaches arise from literature review. The first one consists in estimating the com-
plex eigenvectors, either by the asymptotic numerical method [51], either by iterative
procedures such as the iterative modal strain energy method [48], the iterative com-
plex eigensolution method [46] or the modified modal strain energy method [44].
The second approach consists in solving a linear eigenvalue problem and enrich
the modal basis by adding corrective terms. This approach is based on the modal
strain energy method [45] which approximates the eigenvectors of Eq. (5.109) by the
eigenvectors of the following linear eigenproblem:
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[
K0 − ω2

kM
]
φk = 0, (5.110)

where K0 = (K ∗(ω = ωp)) is the real part of the complex stiffness matrix evalu-
ated at a given frequencyωp , and the eigenvectorsφk are referred to as pseudo-normal
modes. While providing good results for lightly damped structures, this method can
lead to significant errors for highly damped structures. To improve the accuracy of
the approximated solution, a variety of corrective terms can be added into the reduc-
tion basis: pseudo-normal modes computed with a stiffness matrix evaluated at a
different frequency (so-called multi-modal projection method) [42, 52], viscoelastic
damping forces [47, 53], displacement residuals [43, 53]. Another approach based
on the enrichment of the modal basis is presented in Subsection 5.5.3.1.

An overview and a quantitative comparison of the variousmodal techniques based
on modal projection for structures with frequency-dependent damping is given in
[36]. Figure 5.12 comparesmodal techniques in termsofmeandisplacement error and
relative computational time, when computing the frequency response of a cantilever
sandwich beam. For eachmethod, an increasing number ofmodes (or pseudo-modes)
is included in the reduction basis. The reader can refer to [36] for more details on the
implementation of thosemodal techniques and their application to amore challenging
structure.

5.4.3.2 An Example of Non-modal Techniques: Padé-Based Methods

A class of non-modal reduction techniques which allows the computation of an
approximated solution based on the characterization of the solutionU∗ and its deriva-
tives at sampling pointsωp (see Eq. (5.102)). Several approaches have been proposed
in the literature for constructing an interpolatory approximation of the solution [38,
39]. Among them, Padé approximation offers a good representation of a function
containing poles, as it is the case for structural frequency responses.

Padé-based methods consist in approximating a function u(ω) around a point ωp

by a rational function of the type:

u(ωp + �ω) ≈
∑L

k=0 pk(�ω)k∑M
k=0 qk(�ω)k

= PL(�ω)

QM(�ω)
(5.111)

where �ω = ω − ωp, PL(�ω) and QM(�ω) are two power series in the variable
�ω, to the orders L and M respectively. When they exist, the Padé coefficients pk
and qk are unique [54]. By setting q0 = 1, the L + M + 1 remaining coefficients
can be determined by requiring that when the rational function is expanded in a
Taylor series around ωp, the first L + M + 1 coefficients match those of the Taylor
expansion of u(ω):

AL+M(�ω) = PL(�ω)

QM(�ω)
(5.112)
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Fig. 5.12 Relative computational time of the frequency response as a function of the mean dis-
placement error on the dynamic response of the sandwich beam using: the modal strain energy
method (MSE) [45], the multi-model method (MM) [42, 52], the MSE technique enriched with
viscoelastic damping forces (MSE+C) [47, 53] or displacement residuals (MSE+R) [43, 53], the
iterative MSE method (IMSE) [48], the iterative complex eigensolution method (ICE) [46] and the
modified MSE method (MMSE) [44]

where AL+M(�ω) = ∑L+M
k=0

u(k)(ωp)

k! (�ω)k . In this way, the Padé coefficients are
obtained by solving a small system of (L + M + 1) linear equations. In [54], the
Padé coefficients are calculated by a two-step procedure, to limit the numerical
conditioning problem that may arise. When the reconstruction of u(ω) is based on
the solution at one point u(ωp), the method is referred to as a single-point Padé
approximation, but it can be extended to multi-point Padé approximations [55] for
better accuracy and efficiency.

The Padé-based method, previously introduced for a unidimensional function,
can be applied to solve Eq. (5.100) by using Padé approximants for each dof solution
function U ∗

i (ω). As implied by Eq. (5.112), the computation of the (L + M + 1)
Padé approximants requires the determination of the (L + M) first derivatives of the
solution vector U∗(ω) around ωp : U∗(k)(ωp). They can be obtained from differenti-
ating Eq. (5.100) at the order k:

k∑
j=0

(
k
j

)
Z

(k− j)(ωp)U∗( j)(ωp) = F(k)(ωp) (5.113)
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Fig. 5.13 Approximation of the frequency response of the cantilever sandwich beam around 340Hz
using Padé-based method (considering L = 3 and M = 4 in the truncated power series), for an
undamped (a) and a damped (b) problem
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whereZ(ω) = K
∗(ω) − ω2

M. In the case of constant harmonic excitations, the right-
hand term is null for k > 0.
The kth derivative of the solution U∗(k)(ωp) can be computed in a recursive way, in
terms of its lower-order derivatives, by solving the following system of equations,
of dimension N :

Z(ωp)U∗(k)(ωp) = F(k)(ωp) −
k−1∑
j=0

(
k
j

)
Z

(k− j)(ωp)U∗( j)(ωp) (5.114)

Padé-based methods are particularly interesting for the reconstruction of frequency
response of structures damped by viscoelastic materials for two main reasons:

• Contrary to most reduction methods, Padé-based methods are not limited to con-
stant non-proportional damping. In the formulation, the frequency dependence is
represented by scalar functions multiplying a constant matrix, so that the succes-
sive derivatives of Z can be determined analytically for a given viscoelastic model
[56].

• Applications of this method to vibro-acoustic problems indicate that Padé-based
methods are more efficient for highly damped structures since the smoothness of
damped responses increases the range of convergence of the approximation [57].

An illustration of the Padé-based method, applied to the reconstruction of the fre-
quency response of a sandwich cantilever beam, is given in Fig. 5.13. It shows the
efficiency of this approach to approximate damped responses.

5.5 Examples

This section describes additional examples of applications of viscoelastic materials
to problems of industrial interest, exploringmany of the aspects addressed previously
in this chapter.

5.5.1 Automotive Application

Often regarded as significantly quieter than thermal motors, electric motors are
becoming more widely used in the automotive industry. Nevertheless, since a vehi-
cle’s NVH characteristics are an important quality criterion, the reduction of noise
and vibration in electric alternators is a competitive issue [58]. There are three main
sources of noise and vibrations in such systems: aerodynamic, mechanical and elec-
tromagnetic. The noise generated by electromagnetic excitations usually predomi-
nates at low frequencies (below 10kHz). Therefore it is important to understand this
phenomenon, and correct it as early as possible during the design process.
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Fig. 5.14 Finite element model of an electric alternator (≈1.3 million degrees of freedom)

An electric alternator converts mechanical power, transmitted trough a driv-
ing shaft to the rotor, into electric power. Most common electric alternators (see
Fig. 5.14a) are composed of a moving rotor, which acts as a spinning electromag-
net, and a fixed stator surrounding the rotor core which contains a set of conductive
coils. Both are integrated into a housing, the rotor shaft being supported by bear-
ings connected to the housing and the stator being fixed between the front and the
rear housing. Rotation of the rotor creates a constantly rotating electromagnetic field
around the stator, which induces voltage in the stator windings. The rotating electro-
magnetic forces between the rotor and the stator act as a dynamic excitation which
causes the structure to vibrate and radiate noise.

One way of mitigating electromagnetic noise and vibrations is to reduce the struc-
tural response of the alternator by applying damping treatments. In [59], prestrained
elastomer buffers are placed between the housing and the stator, as indicated in
Fig. 5.15. Electric alternators operate over a large temperature range, typically from
−20 to 200 ◦C, which can modify significantly the damping performance of the
elastomer buffers due to viscoelastic effects. Moreover, the elastomer buffers are
prestrained up to 30% when assembling the stator into the housing. Prestrain is an
additional parameter on which the mechanical properties of viscoelastic materials
depend. The goal of this study is to evaluate the influence of temperature and prestrain
on the dynamic response of the alternator.

The finite element model of the electric alternator contains about 1.3 million
degrees of freedom (Fig. 5.14b). The alternator is maintained in position by con-
straining the four mounting screw holes. The structural dynamic response of this
system to a harmonic excitation applied on the stator winding is sought in the fre-
quency range [0–2000]Hz. As the elastomer buffers evidence viscoelastic behavior,
this frequency sweep problem is described by Eq. (5.100).

Due to the size of the model, a direct evaluation of the dynamic response at a sin-
gle frequency takes about 30′ on a work station with 8 logical processors and 64 Go
bRAM. Therefore, reduction method should be applied to reduce the computational
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Fig. 5.15 Presence of viscoelastic materials to reduce structural vibrations and as a consequence
reduce radiated noise [ref to patent]

Fig. 5.16 Definition of constant piecewise viscoelastic properties

time. However, the range of reduction methods provided by most industrial FE soft-
ware is rather limited. The classicalmode superpositionmethod is generally available
in any industrial FE software, but cannot take into account the frequency-dependent
properties of viscoelastic materials. An alternative technique is to consider constant
piecewise viscoelastic properties, and to apply the modal strain energy method on
each frequency subrange. In this study, the frequency band under study is divided into
subranges of 20Hz (see Fig. 5.16). The dynamic response of the alternator is com-
puted on each frequency subrange [ fk, fk+1] by considering constant viscoelastic
properties for the elastomer buffers:

E
∗
k = 1

fk+1 − fk

∫ fk+1

fk

E∗(ω)dω

where E
∗
k is the average Young’s modulus of the elastomer buffer on the frequency

subrange k.
Considering a frequency step of 1 Hz, the estimated time to compute the dynamic

response on the frequency range [0–2000]Hzusing adirectmethodwouldbe about 40
days.Using the proposedmethod allows a drastic reduction in the computationaltime:
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Fig. 5.17 Frequency response of the alternator at 20 ◦C without prestrain, using the direct method,
the modal strain energy method and the proposed methodology

28h instead of 40 days. Figure 5.17 compares the structural dynamic response com-
puted by the proposedmethod, themodal strain energymethod (considering constant
viscoelastic properties on the whole frequency range) and the direct method for some
sampled frequencies. The proposed method produces a good approximation of the
dynamic response, at a reasonable cost, and can be used to study the influence of
temperature and prestrain on the dynamic response.

The frequency response of the alternator is computed for three operating temper-
atures: −20, 20 and 200 ◦C, without prestrain in the elastomer buffers. Figure 5.18
evidences a strong influence of temperature on the structural dynamic response. Only
the vibration modes of the rotor are little affected by a variation in temperature. Since
the elastomer buffers are placed between the stator and the housing, they strongly
modify the dynamic response when stator modes are excited.

To study the influence of prestrain in the elastomers buffers, the dynamic response
of the alternator is computed at 20 ◦C considering viscoelastic properties measured at
30% compression prestrain. Figure 5.19 shows that prestrain also affects the dynamic
response of the alternator, but to a lesser extent than temperature.

This study shows the importance of applying adequate model order reduction
techniques when computing the frequency response of a structure integrating vis-
coelastic materials. It also emphasizes the impact of temperature and prestrain on
the dynamic response of the damped structure.
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Fig. 5.18 Influence of temperature the frequency response of the alternator

Fig. 5.19 Influence of prestrain on the dynamic response of the alternator

5.5.2 Stochastic Parameter Identification

In order to use computational models for predictive analyses and mechanical design
one should properly calibrate them. It is the case when the computational model
contains a viscoelastic structure as one of its sub-components.

As for the calibration of viscoelastic constitutive models, it is quite usual to
consider frequency domain data and calibration mechanical prototypes specifically
designed for that purpose [60–63].
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Fig. 5.20 Complex modulus. μE∗ = |E[E∗(ω, θ)]|: corresponds to the expected value of model
response. E∗(ω, μθ ) = |E∗(ω,E[θ])|: corresponds to the model prediction evaluated at the mean
value of model parameters E[θ ]. Y: corresponds to synthetic data used for model calibration. Gray
area: corresponds to the 99% credibility interval of model predictions

Here we present an example of model calibration when the constitutive model
of interest is the fractional standard linear solid presented in Eq. (5.60). The exam-
ple considers synthetic data that is polluted with numerical noise. The ideal data yI

corresponds to the complex modulus E∗(ω, θ) generated with a certain vector of
model parameters θ = {E, E1, η, α}T . The reference model used here has the fol-
lowing parameters: E = 3.32 × 107 Pa, E1 = 5.96 × 105 Pa, η = 2.51 × 106 Pa sα

and α = 0.45. The synthetic data y is generated from the ideal data yI as follows,
y = yI + ν, where ν is a vector of numerically simulated noise. It is considered that
measurements are taken at 18 frequencies ωr encompassing several decades. The
set of synthetic data used for model calibration is presented in Fig. 5.20 by black
squares.

Information about model parameters were obtained by means of Bayesian infer-
ence using the Metropolis-Hastings algorithm [25, 27, 29, 30, 64]. Figure 5.20
presents the expected mean of model response |E[E∗(ω, θ)]|, the model response
evaluated at the mean value of model parameters |E∗(ω,E[θ ])| and the 99% cred-
ibility interval provided by the calibrated model. It should be emphasized that the
model is stochastic inasmuch as its parameters are random variables. The samples

{θ (1), θ
(2)

, . . . , θ (mc)} obtained from the posterior density π(θ |y) are used to obtain
statistics of model parameters θ . As an example, Fig. 5.21 presents the histograms
of each of the model parameters. Detailed analyses concerning Bayesian model cal-
ibration may be found in the works by Zhang et al. [63] and by Hernandéz et al.
[60].

This illustrates the identification of the parameters of a particular viscoelastic
model in a stochastic framework, but can certainly be extended to other constitutive
models as well.
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(a) (b)

(c) (d)

Fig. 5.21 Histogram of model parameters θ = {E, E1, η, α}T

5.5.3 Aeroelastic Application

This section presents an application of viscoelasticmaterial in the formof constrained
layer to increase the dynamic aeroelastic stability of a curved panel under supersonic
flow.

According to [65] “aeroelasticity is the subject that describes the interaction of
aerodynamic, inertia and elastic forces for a flexible structure and the phenomena
that can result”. One of the most notorious and relevant aeroelastic phenomena in
the scope of aerospace engineering, known as flutter, involves the onset of dynamic
instability when the relative velocity between the air flow and the structure achieves
a certain value. As this condition can have catastrophic consequences, flutter must
be accounted for and avoided in the early design phases or by means of corrective
actions. As a result, many strategies have been devised to control flutter instability. A
comprehensive historic and scientific survey of a large number of research programs
devoted to aeroelastic control up to 2004 is provided in Ref. [66]. Among the various
strategies, the use of viscoelastic materials as a passive means of mitigating aeroe-
lastic phenomena, especially by increasing stability margins, has been investigated
by many authors [67–70]

The emphasis here is placed on the use of an efficient model condensation tech-
nique developed in [71] to alleviate the computational cost involved in aeroelastic
predictions.
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5.5.3.1 An Iterative Model Reduction Method for General
Aeroviscoelastic Systems

It is presented here an efficient and accurate iterative enriched Ritz method (IERM)
[71] used to obtain reduced-order aeroelastic models with viscoelastic damping.

For aeroelastic systemswith viscoelastic damping (named herein aeroviscoelastic
systems), discretized by finite elements (see Sect. 5.4) the flutter stability analysis if
carried-out by solving an eigenvalue problem of the type [71]:

[
K e + G(ω j )K v + λA − ω2

jM
]
φ j = 0 (5.115)

where φ j , j = 1, 2, . . . are the complex eigenvalues and frequency, respectively, A
is the aerodynamic matrix, λ = ρ∞U 2∞/

√
M2∞ − 1 is the dynamic pressure, ρ∞ and

U∞ designate the air density and free-stream velocity, respectively, and M∞ is the
free-stream Mach number.

In this case, one could use the enriched reduction method (ERM) proposed in [72]
to reduce the aeroviscoelastic system (5.115), where the reduction basis T is formed
by the eigenmodes of the associated conservative viscoelastic system (5.116), φ0 =[
φ0
1, . . . ,φ

0
N R

]
, which are further enriched by first-order static residues associated

to the excitations, R = K−1
0 b, and the viscoelastic forces, R0

v = K−1
0 K vφ

0.

[
K e + G0K v − (ω0

k )
2M

]
φ0
k = 0 (5.116)

A further enrichment of the reduction basis is performed to account for the first
static residues associated to the aerodynamic forces, R0

A = K−1
0 Aφ0, resulting in

the following enriched reduction basis for aeroviscoelastic systems:

T ERM = [
φ0 R R0

v R0
A

]
(5.117)

However, as will be shown later the basis T ERM is not capable of predicting the
aerodynamic modifications associated to the supersonic airflow. Thus, it is clearly
the necessity of a more accurate enriched reduction basis.

The IERM method presented here is a variant of the iterative strategy suggested
in [73] to construct a constant modal projection basis in order to account for the
aerodynamic modifications provoked by the flow, besides the frequency-dependent
behavior of the viscoelastic material.

Starting from the nominal basis vectors φ0
k and frequency ω0

k , k = 1, . . . , N R,
obtained by solving the eigenproblem (5.116), the following steps are followed iter-
atively, starting from the definition of the initial IERM basis φ0, a tolerance tol and
the temperature of the viscoelastic material:

Step 1: the complex dynamic stiffness matrix of the full finite element model is
computed for ω0

k and λk :

Z(ω0
k , T ) = K e + G(ω0

k , T )K v + λk A − (ω0
k )

2M (5.118)
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where the pressure interval λmin ≤ λk ≤ λmax is chosen to account for the num-
ber of eigenmodes k = 1 to NR considered in the basis φ0, where λmin = λ1 and
λmax = λN R belong to the ordered series of pressure levels λ1 < λ2 < · · · < λN R

used to perform the flutter analysis. The following substeps are performed until the
convergence criterion εk < tol is satisfied, where εk is the error and tol is a specified
tolerance:

Substep 1.1: the reduced dynamic stiffness matrix is computed as:

Z(ω0
k , T ) = T T

I E RM

[
K e + G(ω0

k , T )K v + λk A − (ω0
k )

2M
]
T I E RM (5.119)

Substep 1.2: residuals associated to the external excitations for the reduced
responses given by QR(ω0

k , T ) = Z(ω0
k , T )−1T T

I T ERMb are obtained as follows:

R f (ω
0
k , T ) = [

K e + G(ω0
k , T )K v + λk A − (ω0

k )
2M

]
QR(ω0

k , T ) − b (5.120)

Substep 1.3: the displacement residuals are computed as:

Rd(ω
0
k , T ) = [

K e + G0K v
]−1

R f (ω
0
k , T ) (5.121)

Substep 1.4: enrichment of the basis T k
I E RM to generate the new reduction basis:

T (k+1)
I E RM =

[
T (k)

I E RM (Rd(ω
0
k , T )) �(Rd(ω

0
k , T ))

]
(5.122)

Substep 1.5: computation of error indicator as:

εk = Rd(ω
0
k , T )T

[
K e + G0K v

]
Rd(ω

0
k , T )

T (k+1)
I E RM

T QR(ω0
k , T )

[
K e + G0K v

]
QR(ω0

k , T )T (k+1)
I E RM

(5.123)

It is expected that the size of the IERM basis (5.122) increases at each substep.
However, it improves significantly the accuracy of the predictions. Additionally, due
to the small influence of the residuals associated to the aerodynamic forces on the
accuracy of the flutter predictions, it is not necessary to consider them in the basis.

In the application that follows, the interest is to demonstrate the efficiency and
accuracy of the IERM reduction method to deal with a relatively complex aeroelastic
system containing constrained viscoelastic layers for flutter suppression. It is consid-
ered a curved cylindrical stiffened panel found in aeronautical applications, shown
in Fig. 5.22. The FE model is formed by 768 thin shell elements and 160 three-layer
sandwich shell elements, according to the formulation presented in Sect. 5.4.2. The
positions of the viscoelastic treatments are indicated in green in the same figure.
The resulting aeroviscoelastic system, having a total of 5928 degrees-of-freedom, is
subjected to a supersonic airflow with airspeed indicated by U∞, along direction x.

The dimensions of the curved panel are: internal radius: 938mm; arc length:
680mm; length: 720mm; thicknesses of the base-plate and stringers: 1.2mm; height
of the stringers: 30mm. The constraining and viscoelastic layers have the same
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thickness of 0.5mm. The mechanical properties of the elastic layers and stringers
are: elastic modulus E = 70 × 109 N/m2, density ρ = 2700kg/m3, Poisson ratio
ν = 0.34. For the viscoelastic core, it is used the well-known ™3M ISD112, whose
properties are provided in [13].

First it is verified the accuracy of the IERM method in predicting the frequency
response functions (FRFs) of the aeroviscoelasticmodel subjected to supersonic flow.
In this case, H(ω, λ, T ) represents the FRF related to the transverse displacement
of the panel at point P, due to an external excitation applied at point I, both points
being indicated in Fig. 5.22. The frequency range is [0–1000Hz], for an arbitrarily
airspeed of 500m/s, and temperature 15 ◦C.

For a reduction basis T I E RM = [
φo(50) Rd(104)

]
composed by 50 eigenmodes

of the associated conservative system φo and 124 displacement residuals Rd for the
airflow interval [480–2500m/s] the dynamic responses of full and reduced-order FE
models have been generated, as depicted in Fig. 5.23. It can be clearly perceived that
the reduced-order model approximates quite well the FRFs of the full FE model in
the bandwidth [0–500 Hz] containing the first two modes of vibration.

Now, the efficiency of the IERMmethod in approximating the critical flutter speed
of the curved panel is demonstrated. For this purpose, the V-g plots are constructed

Fig. 5.22 Illustration of a curved stiffened panel in supersonic flow partially treated with viscoelas-
tic constrained layers (indicated in green)



164 D. A. Rade et al.

Fig. 5.23 FRFs amplitudes of the full and reduced models of the curved panel

Fig. 5.24 Evolution of natural frequencies and modal damping factors for the full and IERM
reduced models of the curved panel

for the airflow speed range of [500–2500m/s] and for a given operation temperature
of 15 ◦C. Figure 5.24 shows the evolution of the natural frequencies and damping
factors with respect to the airspeed for the full and reduced-order aeroviscoelastic
models. It is evident that the critical flutter speed predicted by the reduced model
agrees very well with the corresponding obtained by the full model, with a critical
flutter speed of 2413m/s. As for computation times involved, Table5.1 enables to
confirm the efficiency of the IERM method in terms of the required computation
time.
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Table 5.1 Computation times for the flutter predictions of the full and reduced models

FE model Basis construction Flutter analysis Total

Full – 49 days 49 days

IERM (min) 38 15 53

This example illustrates the use of viscoelastic material to increase the aeroelastic
stability margin of aerospace structures, and confirm the interest in using reduction
techniques to alleviate the computation cost involved.

5.6 Conclusion

In this chapter some of the most important theoretical and practical aspects related to
viscoelastic materials as applied to vibration control have been addressed. It provides
the reader with the basic knowledge about the phenomenology of the viscoelastic
behavior and the constitutive modeling of viscoelastic materials accounting for fre-
quency and temperature dependence. In addition, it provides the formulation under-
lying the identification of parameters appearing in viscoelastic constitutive models in
an stochastic framework and the association of viscoelastic constitutive models with
two- or three-dimensional finite element structural models. The applications pre-
sented enable to assess the current capabilities for performing numerical dynamic
analysis of rather complex structural systems featuring viscoelastic components.

In the authors’ opinion, in spite of the high degree ofmaturity achieved, research is
still needed to increase the range of application of viscoelastic materials to engineer-
ing problems, which can be done by, among other actions: (a) developing new high-
performance viscoelastic materials, in the scope of polymer science; (b) applying
advanced numerical analysis to the design of structural systems containing viscoelas-
tic elements, including: stochastic modeling to account for uncertainties, reliability
assessment and structural optimization.
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Chapter 6
Dry-Friction Damping in Vibrating
Systems, Theory and Application
to the Bladed Disc Assembly

Ludek Pesek, Ladislav Pust, Pavel Snabl, Vitezslav Bula, Michal Hajzman
and Miroslav Byrtus

Abstract The chapter deals with a dry friction damping in the dynamics of model
blade systems. Themain emphasis is to the solution of damping effects of dry friction
contacts in tie-bosses and shrouds. Friction is considered herein fromphenomenolog-
ical view. The variety of modified dry-friction models and results of their equivalent
linearization are presented at the beginning. Then numericalmodels, i.e. discrete ana-
lytical, reduced and full finite element, used in our research of non-linear dynamic
behavior of the blade cascades and bladed wheel with dry friction contacts are dis-
cussed. Dynamics states, such as resonant vibration, free attenuation, self-excitation,
are considered. The detailed dynamic analysis of non-linear behavior of these sys-
tems due to dry-friction contacts is presented for discrete analytical model with the
stick-slip friction contact. Furthermore, the solution of the blade bundle dynamics
with the tie-boss coupling by the 3D FE model with surface to surface contacts is
described. Because of the rotary periodicity, the bladed wheels bring special resonant
vibration mode, i.e. travelling wave mode, in dependence on a type of wheel excita-
tion, the dynamic responses of the wheel to nozzle excitation and self-excitation are
studied, too. For validation purposes, we describe the experiments and their results
on blade bundles with two types of dry friction coupling. The comparisons with
the numerical results show that in spite of simplifications in the modelling of the
dry-friction contacts, the used numerical models can deliver very useful information
about additional stiffness, damping and stabilization effect.
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6.1 Introduction

The trend in the development of power turbines and jet engines is to continuously
improve performance and energy efficiency.Modern turbines are designed for higher
operating temperatures and flow rates. The rotating turbine blades are, apart from
the considerable centrifugal forces, subject to aerodynamic forces from the flowing
medium. However, the trend of producing ever-longer and ever-thinner blades leads
to lower dynamic stiffness. Therefore, dynamic stiffness and structural dampingmust
be increased by additional structural elements, e.g. tie-bosses, shroud connections,
with minimal impact on blade weight and aerodynamic loss (Fig. 6.1).

The research of these physical phenomena is based on modern computational
methods and experimental studies on the dynamics of rotating blade wheels and the
unsteady flow in blade cascades.

Although the turbines and their bladings can be carefully designed, it is not pos-
sible to omit resonant vibration leading to a high-cycle fatigue risk. The resonance
phenomena arise from two different mechanisms depending on whether it is forced
response vibration or self-excited vibration. The former case leads to so-called syn-
chronous vibration that is caused by unbalances or by circumferential periodical pres-
sure field known as nozzle excitation. Then, blade vibration frequencies are integer
multiple of shaft rotation frequencies that coincide with some eigenfrequencies of a
bladed disk. In the latter case, the vibration is caused by aeroelastic coupling between
blades and a flowfield. According to distortions of flow and its volumetric rate around
blade airfoil, the different types of self-excited vibration occur synchronously or non-
synchronously with respect to the rotation frequency. These states in full operational
range are more difficult to predict. The bladed wheel with sufficient dissipation of
mechanical energy is the protection against this case. Since the material damping of
the blades that is mostly of metal is very low, it is necessary to increase the damping
by additional construction damping. Dry-friction damping in bladed discs in combi-
nation with their mistuning or at travelling wave deformation modes was studied in
eighties of the last century (e.g. [25–27]) and later (e.g. [3, 9, 22]). From that time
many publications dealtwith dry friction damping as blade to blade or blade to ground
with couplings in roots (e.g. [41]), shrouds (e.g. [2, 15, 37, 54]) or platforms (e.g. [7,
14, 42, 43, 65, 30]) and its introduction into the turbine design (e.g. [50]). Besides
very positive effect of higher damping on the self-excited vibration, it decreases

Tie-bossFir Tree Root Shroud connection

Fig. 6.1 Real turbine blade (courtesy of Doosan Škoda Power)
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forced response vibration level, too. Therefore the friction damping and snubbing
mechanism is still studied for reduction of turbine blade vibration. The influence of
the friction damping on the dynamic behavior of the blading is, however, a complex
non-linear problem of continuum mechanics as to the dynamic behavior of spatial
distorted blades coupled by disk and time-variant boundary conditions at contacts
with friction [55]. It leads to multipoint contacts influenced by production accuracy
and roughness of the contact surfaces, thermo-mechanical coupling etc. [1].

As to the contact problems of elastic bodies, Hertz’s pioneering work [17] on this
topic is the basis for analytical solutions of contact problems till today. Analytical
solution techniques for more complex geometries with linear elastic contacts and
contacts with friction came much later (e.g. [6, 19, 20, 24]). First papers on finite
elementmethods applied to contact problems appeared in seventies of the last century
(e.g. [13, 18]). Then abundant amount of literature on linear and complex non-linear
contact scenarios within the FEM have appeared afterwards (e.g. [28, 56, 60]).

Nowadays there are many approaches that allow solving this problem from ana-
lytical models with few degrees of freedom (e.g. [2, 29, 33, 32]) to numerical spatial
3D finite element models (e.g. [4, 11, 34, 35, 38, 61]). Friction is herein described
from phenomenological view. The general Coulomb law, where friction coefficient is
a function of a relative velocity and quality of surfaces, is mostly used for the descrip-
tion of friction forces in contacts. The contact model with friction can be simplified
for stationary harmonic vibration by linearization of the non-linear contact forces
by the harmonic balance method (HBM) [23]. The HBM is very well theoretically
developed and very popular in the bladed disc dynamics with friction contacts (e.g.
[5, 12, 39, 40, 44, 52, 53, 57, 58, 63, 64]. This simplified approach of solution is very
computational efficient. The nextmethods of computational contactmechanics based
on finite element technology is still under investigation. The contact forces are here
computed by e.g. Penalty, Lagrangian or Augmented Lagrangian methods. These
methods are usable for general dynamic excitation with smooth and non-smooth
contact surfaces since the bladed disc dynamics with non-holonomic contact con-
strains are solved as discretized fully coupled non-linear problem in time-domain.
This solution leads, however, to high performance computations (HPC).Due to possi-
ble space and time discretization inaccuracies and numerical errors, an experimental
validation is still needed. The last bunch of methods for solution of dynamics of
bladed discs with dry friction contacts are based on the reduced models, where the
linear blades and discs are reduced, e.g. by modal condensation, to small number
of DOFs and the non-linearity remains only in contacts [31, 62]. Then the time-
integration of the reduced model is computationally more efficient than for the full
FE model and it enables to respect the non-linear contact constrains.

In this chapter we present the methods and results of our research of dry friction
damping in bladed disc assembly. Section 6.2 describes the main types of dry friction
analytical models. The solution of dynamical contacts with friction in bladed cas-
cade is a complex problem concerning a coupled problem of dynamical systems with
non-holonomic couplings in normal and tangential directions. To solve this problem
semi-analytically it is necessary to simplify this problem by reducing the number
of DOFs, reducing contact “surface to surface” to one-point contact that moves on
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the contact surface, estimation of normal contact stiffness from benchmark tests,
method of solution that consider just one mode of vibration. Therefore, in practice,
this problem is simplified by reducing the number ofDOFs, reducing contact “surface
to surface” to one-point contact that moves on the contact surface, linearization or
by the method of harmonic balance with the decomposition of a non-linear solution
for harmonic excitation to the Fourier series of harmonic functions. The lineariza-
tion leads to the calculation of equivalent damping and stiffness that are suitable for
qualitative assessment of the non-linear effect of friction couplings on the dynamic
behavior of the systems at different excitation amplitudes. Therefore, in Sect. 6.2,
equivalent quantities of selected friction models for different parameters are evalu-
ated and discussed, too. To describe the nonlinear influence of friction couplings on
dynamic behavior of blades, Sect. 6.3 deals with the analysis of two types of friction
couplings in bladed bundle, namely the effect of tie-boss couplings on the blade triple
and the effect of the friction element placed between the pair of blades. At the begin-
ning of each study case experimental results are described and further results of the
numerical solution obtained by discrete analytical or reduced FEmodel of the bladed
bundle with one-point friction contacts. In case of tie-boss couplings, the numerical
solution of the non-reduced 3D FE model with surface to surface contact by the
Augmented Lagrangian method is also described. This approach shows the possible
temporal and spatial variability of contacts during one period of oscillation which
is neglected under simplified approaches. This phenomenon is caused by variable
relative movements of contact surfaces of geometrical complex structure of blades.
Part of the study cases was ascertained by HPCs. However, solving a full FE model
with a large number of nonlinear coupling conditions in discretized contact surfaces
is still computationally challenging due to many iterations in each integration time
step. Therefore, in Sect. 6.4, the dynamics of a bladed disc with tie-boss couplings
is solved by two simplified approaches, i.e. an analytical discretized model and a
reduced FE model. The time responses and damping effect of dry-friction couplings
are shown herein for three types of dynamic load: (a) free attenuation from the pre-
scribed initial conditions, (b) forced resonant vibration of the wheel at the sweep
nozzle excitation when passing critical speed, (c) aeroelastic self-excitation of the
wheel modelled by van der Pol.

6.2 Analytical Models of Dry-Friction at Solid and Elastic
Bodies

Friction is the physical phenomenon, which occurs in all mechanical processes in the
world and has huge numbers of forms of manifestation—internal friction in solids,
viscosity in fluids, friction between solids, rolling friction, etc. This contribution is
oriented only on one seemingly narrow kind of friction—dry-friction between solids
and its mathematical description.
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The dry-friction forces are present in all machine structures and mechanisms,
where they strongly influence both the energy dissipations and also the dynamic
behaviour of the entire systems. The oscillations of systems with dry-friction belong
to the so called non-smooth strongly non-linear phenomena, where jumps in friction
forces occur duringmotion.At certain conditions, the dry friction can cause instability
and dangerous self-excited vibrations.

Characteristics of dry-friction defined as “force–relative motion” relationships
have been intensively investigated for more than two centuries both experimentally
and analytically. Themathematical description of friction characteristics is of primary
importance for analytical and numerical solutions and it often determines the quality
of mathematical model of the whole investigated system and its ability to express
the real mechanical structure properties.

The simple Coulomb dry-friction law cannot describe a huge variety of real fric-
tional phenomena. Therefore, many articles and books related to theoretical and
experimental approaches to friction properties have been published. Let us shortly
mention some overviews of friction problems solved very often in connection with
non-linear oscillations. From the basic contact theory [17] it last a half century to
expand the simple dry-friction theory and its application in technical vibration theory
into very detailed mathematical methods enabling sufficiently exact solution of non-
linear systems ([6, 20, 24], etc.). Applications of these methods facilitate to solve
nearly all important problems, e.g. [1, 8, 16, 19, 50, 55, 59].

6.2.1 Description of Main Types of Dry-Friction Model

This section presents several main types of dry friction characteristics (see also
[31, 33, 47]), which enable to describe and to calculate frequently occurred friction
connections in dynamic mechanical systems.

6.2.1.1 Characteristics of Dry-Friction Contacts

The simplest and also very frequently used description of dry-friction force aris-
ing between two contacting and mutually moving surfaces of solid bodies is called
Coulomb law (see Fig. 6.2):

Ft � f FN v/|v|, for v �� 0,
Ft ∈ 〈− f FN , f FN 〉, for v � 0,

(6.2.1a)

where f [1] is coefficient of dry-friction,FN [N] normal force, v [m/s] relative velocity,
Ft [N] friction force positive in the sense of velocity.

The first row of Eq. (6.2.1a, 6.2.1b) expresses the force-velocity relationship in the
slip phase of motion; the second row gives the interval of force, in which the relative
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velocity of bodies is zero—stick phase of contact. The graph of Coulomb law, where
both phases of contact are drawn is in Fig. 6.2. Because the frictional drag of contact
in the stick phase of loading before the beginning of motion is usually greater than
during the slip phase with non-zero velocity, the Coulomb law is frequently modified
by the addition of another second row in (6.2.1a)

Ft ∈ 〈− fs FN , fs FN 〉, for v � 0, (6.2.1b)

where the static friction coefficient f s is greater than the dynamic friction coefficient
f ; f s > f . Graphical presentation of such characteristic is in Fig. 6.3.

However, more important is the dependence of slip friction force at the non-
zero velocity v. In the majority of technical systems, the friction force changes its
magnitude with increasing velocity v. Then it is important to modify the Coulomb
law by introducing a variable friction coefficient f (v) into the Eq. (6.2.1a). Such a
description of general friction characteristic in the slip phase is

Ft � f (v)FNv/|v|, v �� 0, (6.2.2a)

where the friction coefficient function f (v) is continuous and can be expressed e.g.
by a power series:

Fig. 6.2 Coulomb
dry-friction

Fig. 6.3 Different friction
coefficients
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Fig. 6.4 Dry-friction with
linear damping

Fig. 6.5 Dry and non-linear
damping

f (v) � f0 +
N∑

n�1

fn
∣∣vn−1

∣∣v, (6.2.2b)

where N � 0 corresponds to the classical Coulomb law. Friction coefficient at higher
value of N can describe increasing, decreasing or general course of friction forces.
The friction characteristics for N � 1 and f 1 � −0.1, 0, 0.1 are plotted in Fig. 6.4.
The case of the friction characteristic, when the sum in (6.2.2b) contains also the
quadratic term f2|v|v, is depicted in Fig. 6.5.

Friction coefficient can sometimes depend also on the intensity of normal force
FN . Expressions (6.2.1a) can also be used in this case, but the function f has to be
replaced by a more complicated one: f � f (v) → f (v, FN ).

Friction functions F t in previous equations have break and jumps at zero velocity.
However, the pressure distribution in the real contact surfaces differs very often
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Fig. 6.6 Smooth
dry-friction

from constant, the transitions from stick to slip aren’t simultaneous in all points
and therefore, and also for simplified computing, this non-smooth characteristic
can be replaced by the continuous one. It is realized by using continuous function
“arctg(γ v)2/π” with sufficiently high parameter γ instead of “sign(v)” or “v/|v|”.
The Coulomb law (Fig. 6.2, Eq. (6.2.1a)) can be replaced by a continuous function

Ft � f FNarctg(γ v)2/π (6.2.3)

and for γ � 200 graphically presented by a thick full line in Fig. 6.6. The thin dashed
line corresponding to the Fig. 6.2 and Eq. (6.2.1a) is there plotted for comparison.

This “arctg” modification of Coulomb dry-friction law can be applied also for the
case when the friction coefficient f exponentially decreases from static value f s to
dynamics value f d valid for large velocities as seen in Fig. 6.7. The passage between
the both states of friction is smooth without any break. Mathematical description of
this characteristic with exponential transition between stick and slip phase is

Ft/ fs FN � [1 + fd/ fs(−1 + exp(−β|v|))]arctg(γ v)2/π. (6.2.4)

The slope of slip dry-friction declination is determined by the decrease parameter
β.

All kinds of friction are connectedwith loss of energy. The energy loss at vibration
can be pictured in form of hysteresis loop i.e. dependence of friction force on relative
displacements in contact area. Hysteresis loop of exact Coulomb “stick-slip” damp-
ing element ( fd � fs � f ) at simple cosine excitation motion x1(t) � a cos(ωt)
has rectangular form and contains four break points in one cycle. This form is shown
in Fig. 6.8 for 2 amplitudes a� 0.5, 1 and it is drawn in thin dashed lines. The similar
hysteresis loops but for the “arctan friction Coulomb law” (γ � 30) are drawn in the
same diagram by full thick lines.



6 Dry-Friction Damping in Vibrating Systems, Theory … 177

Fig. 6.7 Dry-friction and
exponential damping

Fig. 6.8 Hysteresis loops of
smooth dry-friction

If in the slip phase ofmotion the dynamic slip frictions coefficient fd exponentially
decreases, then the friction characteristics are shown inFig. 6.6 and the corresponding
hysteresis loops are shown in Fig. 6.9 again for three values of decease parameter
β � 0, 1, 3.

Micro-deformations in the friction surfaces are caused mostly by partial micro-
slips in several points of the contact area, where owing to non-uniform distribution
of contact pressure a part of the area is less loaded or even without contact.

Processes which happen during the stick period near the zero relative velocity are
therefore always related to friction motions and are also highly influenced by wear,
geometric precision, etc. Their mathematical model is therefore very uncertain and
it is often modelled approximately by a inclined line, as seen in Fig. 6.10, where the
so-called modified Coulomb diagram is shown.
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Fig. 6.9 Hysteresis loops of
smooth dry-friction with
exponential damping

Fig. 6.10 Dry-friction with
micro-slip

The linear “contact stick-slip” process is limited by the threshold velocity vr. The
full slip between contacting surfaces begins at |v| > vr and in the whole slip phases
of motion the friction force is Ft � f FN

v
|v| . This modified Coulomb law presented

in Fig. 6.10 is described by Eq. (6.2.5), where two version, either with Heaviside
function H or with function sign are used

Ft � f FN

(
v

vr
(1 − H (|v| − vr )) +

v

|v|H (|v| − vr )

)

� f FN/2

(
v

vr
(1 − sign(|v| − vr )) + sign(v)(1 + sign(|v| − vr ))

)
(6.2.5)

Similarly as in the classical Coulomb law (see Eqs. (6.2.1a) and (6.2.2a)), also
here the friction in slip motion can vary with velocity v due to the variable dynamic
friction coefficient fd (v)

Ft � FN

(
fs
v

vr
(1 − H (|v| − vr )) + fd (v)

v

|v|H (|v| − vr )

)
(6.2.6)
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Fig. 6.11 Micro-slip and
exponential damping

Very often can be the friction forces in the slip region described by the exponential
function:

Ft/ fs FN �
(
v

vr
(1 − H (|v| − vr )) + (1 + α exp(−β(|v| − vr ))

v

|v|H (|v| − vr )

)
,

(6.2.7)

where coefficient α � fd/ fs gives the ratio of dynamic to static friction coefficient
and β[s/m] characterizes the steepness of decrease in the beginning of slip motion.
The graphical form of Eq. (6.2.7) is for α � fd/ fs � 0.5 and three decrease param-
eters β � 1, 3, 10 shown in the Fig. 6.11.

6.2.1.2 Dry-Friction Contact on Elastic Body

Applications of dry-friction characteristics described by a comparatively simple 2D
“force-velocity” expression are useful in the ranges of great relative velocities or in
the couple of very stiff bodies. However, if the friction surfaces are placed on some
relative compliant parts of moving bodies,—see e.g. Figure 6.12a—it is necessary
to use more sophisticated computational model, (Fig. 6.12b). This case is signifi-
cant especially at vibrations with small amplitudes. The motion of bodies is usually
defined by motion x1(t) of center of gravity I, which can be far from the friction con-
tact II, where the relative displacement x(t) is slightly different. Also at experimental
investigation of dynamic systems, the position of motion- or force-transducer III is
usually at a certain distance from the friction area.

Part of the body between the points I and II is elastically deformed by the forces
FN, F t. Due to this deformations, the relative motion of solid body x1(t) slightly
differs from the motion x(t) in the friction area. Therefore it is possible to model
such a contact according to the computing “stick-slip” model shown in Fig. 6.13.
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Fig. 6.12 a Real physical
friction contact.
bMathematical model of
friction contact

Fig. 6.13 Two possibilities
of stick-slip modeling

Point A of spring and damper connection can be supposed either weightless
(Fig. 6.13a) or with a very small mass m1, which models the mass of elastically
deformed parts II of contacting bodies near to the friction surface (Fig. 6.13b).

Hysteresis loop of this slip-stick element can be obtained by a stepwise solution
for simple harmonic excitation x1 � a cos(ωt). Coulomb dry-friction force is there
modeled by means of two relations describing two different types of dry-friction
surfaces connection

(a)Motionless one ẋ � 0, when −Ft0 ≤ Ft ≤ Ft0.

(b) Relative slip ẋ �� 0, when Ft � Ft0sign ẋ .
(6.2.8)
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Motion of friction contact is non-harmonic with non-smooth velocity. Course of
displacement x(t) is given by

x � a − f FN/kc, t ∈ (0, tr ),
x � a cos ωt + f FN/kc, t ∈ (tr , T/2),
x � −a + f FN/kc, t ∈ (T/2, T/2 + tr ),
x � a cos ωt − f FN/kc, t ∈ (T/2 + tr , T ),

(6.2.9a)

where T � 2π/ω, model spring stiffness kc includes both contact stiffness in the
friction surface and the stiffness of contacting bodies. The threshold time tr between
contact stick phase and slip phase is:

ωtr � arccos(1 − 2 f FN/(kta). (6.2.9b)

Time histories of motions x(t), x1(t) are shown in Fig. 6.14a. Corresponding force
course of this “contact stick-slip” element is shown in Fig. 6.14b where is τ � ω t ,
τr � ωtr and the deformation of spring in slip motion �x evident as the difference
|x − x1| is:

Fig. 6.14 Time histories of stick-slip dry-friction contact at harmonic excitation
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Fig. 6.15 Hysteresis loop of
dry-friction on elastic body

�x � f FN/kc. (6.2.9c)

Hysteresis loop—friction force versus displacement—is in Fig. 6.15. Its
rhomboid-form contains four breaks for simple cosine excitation motion x1(t).

An attempt to bypass this exact piece-wise method by continuous direct numeri-
cal solution of ordinary differential equation can sometimes run in difficulties with
inversing function sign in friction characteristic. This complication can be removed
by expressing the Coulomb law by means of continuous “arctg” function. The slope
of smooth transition from positive to negative values of friction force can be set using
multiplication of velocity v � ẋ by appropriate value of parameter γ

Ft � Ft0
2

π
arctg(γ ẋ). (6.2.10)

Effect of multiplicative parameter α is shown in Fig. 6.16.
This property enables to transfer a set of differential equations describing motion

of multi-body system containing non-linear stick-slip elements of dry-friction into a
set of first order differential equations and then apply routine calculation method for
its solution.

Examples of such time histories of body motions x1(t) (full lines) and contact
motion x(t) (dashed lies) are plotted in Fig. 6.17a for three amplitudes a � 2, 1.5,
1 and for γ � 25. Corresponding hysteresis loops are shown in Fig. 6.17b, where
parameters of spring and dry-friction element (see Fig. 6.17a) are kc � 1, F t0 � 1.
The width of hysteresis loop decreases with decreasing amplitude a and its form for
smaller than a < 1 passes from rhomboid into narrow ellipse. This property matches
to the experimental experience at vibrations with very small amplitudes.
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Fig. 6.16 Continuous description of dry-friction characteristic

6.2.2 Equivalent Stiffness and Damping of Dry-Friction
Models

Importance of equivalent linearization method is supported by the fact that in the last
decades a lot of commercial program packets based on solutions of linear differential
equations have been more and more employed. If one applies a method of equivalent
linearization to the non-linear element, the whole system can be treated as linear,
which simplifies the solution. Themethod of equivalent linear was derived byKrylov
and Bogoljubov [20] to replace the differential equation of a weakly non-linear
system (e.g. mẍ + kx + ε f (x, ẋ) � 0) by a linear differential equation with such
coefficients that solutions of both systems coincident in the first approximation, i.e.
for ε0 and ε1 in the solution obtained in the form of power row of ε. This method can
be effectively applied also for strongly non-linear systems [10, 24]. Similar results
can be obtained also using the harmonic balance method [12].

Therefore it is advantageous also in the case of “spring—dry-friction” system
to replace strongly non-linear friction characteristic by means of equivalent linear
functions. Let us suppose system of spring with coulomb dry-friction contact that is
excited by harmonic oscillations x � a sin ωt with velocity ẋ � v � aω cosωt .

When replacing a non-linear force function Ft by the equivalent linear expressions
we must respect the stiffness and frictional components of spring-dry friction system
and replace it with an equivalent linear damping be(a, ω) and also with equivalent
stiffness ke(a):

Ft � be(a, ω)ẋ1 + ke(a)x1. (6.2.11)
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Fig. 6.17 Stick-slip dry-friction arctg element at harmonic excitation: a time history, b hysteresis
loops

Let us suppose system of spring with Coulomb dry-friction contact excited by
harmonic oscillations. Equivalent linear damping coefficient be(aω) [46, 20] is then

be(aω) � 1

π aω

2π∫

0

Ft (aω cos τ ) cos τ dτ � 2

π aω

π∫

0

Ft (aω cos τ ) cos τ dτ ,

(6.2.12a)

and equivalent stiffness for the harmonic vibration is given by

ke(a) � 1

π a

2π∫

0

Ft (aω cos τ ) sin τ dτ � 2

π a

π∫

0

Ft (aω cos τ ) sin τ dτ. (6.2.12b)
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Here we exploit the symmetry of functions at τ � π .

6.2.2.1 Example of Pure Friction

This linearization procedure let us shown on an example of friction element described
byCoulomb’s law and connectedwith linear damping. Corresponding characteristics
are drawn in Fig. 6.18, where the friction force

Ft � Ft0
v

vr
[1 − H (|v| − vr )] + [Ft0sign(v) + b1(v − vr sign(v)]H (|v| − vr )

(6.2.13)

contains parameter b1 ascertaining linear increase of damping in the slip state.
Equivalent linear damping coefficient is realized by substituting v � v0cosτ
(v0 � aω) into (6.2.13) and (6.2.11) with view of (6.2.12a, 6.2.12b):

be(aω) � 2

πaω

π∫

0

{
Ft0

v

vr
[1 − H (|v| − vr )] + [Ft0

v

|v| + b1(v − vr
v

|v| )]H (|v| − vr ),

}
cos τdτ.

(6.2.14a)

Equivalent linear stiffness coefficient is

ke(a) � 2

πa

π∫

0

{
Ft0

v

vr
[1 − H (|v| − vr )] + [Ft0

v

|v| + b1(v − vr
v

|v| )]H (|v| − vr ),

}
sin τdτ

(6.2.14b)

Due to the discontinuities of functions H and sign it is necessary to solve this
integral by parts with the time boundary τ r.

Fig. 6.18 Three dry-friction
characteristics
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Fig. 6.19 a Friction force. b Integrand of be

The course of one period of friction force according to Eq. (6.2.13) is in the
dimensionless time history Ft (τ ) shown in Fig. 6.19a for amplitudes of v0 � 5,
Ft0 � 1 and again for three values of viscous damping coefficient b1. Multiplying
this expression by cos τ gives integrand of formula for be(aω) in Eq. (6.2.14a), which
is shown in Fig. 6.19b.

After evaluating the formula for damping characteristic Eq. 6.2.14a, we get the
equation of equivalent damping for variable amplitudes of relative velocity in the
contact area. As it is seen from Fig. 6.19b, it suffices to integrate in range 0 − π/2.
Then we get

be � 4

πv0

⎡

⎢⎣
π/2−τr∫

0

Ft0
v0 cos2(τ )

vr
dτ +

π/2∫

π/2−τr

(Ft0 + b1(v0 cos(τ ) − vr ) cos(τ )dτ

⎤

⎥⎦

(6.2.15a)

and after integration

be � 4Ft0

πvr

[
π/4 − τr/2 +

sin(2τr )

4

]
+
4(Ft0 − b1vr )

πv0
(1 − cos τr ) − 4b1

π
sin(2τr )

(6.2.15b)

Dependence of equivalent damping coefficient be(aω) on maximum velocity
amplitude v0 � aω is seen inFig. 6.20,where twocaseswith velocities v0 � 0.5, 1.5
are depicted. Equivalent stiffness ke(a) is in this case zero.

6.2.2.2 “Spring-Dry-Friction” System

As the second example let us ascertain equivalent linear coefficients be(aω), ke(a)
by means of which the dynamic properties of a “spring-dry-friction” system from
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Fig. 6.20 Equivalent
damping coefficient be(v0)

Fig. 6.21 Motion of
“spring—dry-friction”

Fig. 6.12a, which is modelled by Fig. 6.13a, can be approximately described. This
stick-slip model contains two parameters: Coulomb friction force Ft � f FN and
spring stiffness kc describing both contact stiffness in contact surface and stiffness
of deformable parts of contacting bodies.

If the exciting motion is harmonic x1 � a sin(ωt), v1 � ẋ1 � aω cos(ωt),
then the slip motion x in the contact surface has more general form. It is seen from
Fig. 6.21, where both time dependences are drawn in non-dimensional time τ � ω t
for an amplitude a � 1 and f FN � 0.3, kt � 3, dx � 0.1.

The spring of this system at slip motion is deformed by the force

F � kt (x1 − x) � Ft , (6.2.16)
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Fig. 6.22 Friction force Ft

which is identical with the friction force Ft in contact surface and which time
behaviour is displayed in Fig. 6.22 and is described by

Ft � f FN , for 0 ≤ τ < π/2,
Ft � f FN (sin τ − 1 + �x/a) for π/2 ≤ τ < π/2 + τr ,

Ft � − f FN , for π/2 + τr ≤ τ < 3π/2,
Ft � f FN (sin τ − 1 + �x/a) for 3π/2 ≤ τ < 3π/2 + τr ,

Ft � f FN , for 3π/2 + τr ≤ τ < 2π,

(6.2.17)

where �x � f FN/kc and cos(τr ) � 1 − 2�x/a, τr � arccos(1 − 2�x/a).
The course of friction force Ft in this figure corresponds to the ratio of�x/a � 0.1

and a � 0.1 → 5. This form changes at decreasing amplitude a, as seen from
Fig. 6.23. If the amplitude a of vibration goes down the value �x, no damping force
exists.

Exact friction force can be approximately replaced by equivalent linearized for-
mulas (6.2.12a, 6.2.12b) derived e.g. in [20, 24, 46]. First of all let us draw the
integrands of formulas (6.2.12a), (6.2.12b) with friction force Ft of investigated sys-
tem for the case a � 5. As it is seen from Fig. 6.24, the both integrands consist of
two identical parts and therefore the computing can be simplified in this case also on
shorter time interval τ � ωt � 〈0, π〉.

The formula for computing equivalent damping coefficient be is

be � 2 f FN/(πaω)(

π/2∫

0

cos(τ )dτ+

π/2+τr∫

π/2

(sin(τ ) − 1 + �x/a) cos(τ )dτ+

−
π∫

π/2+τr

cos(τ )dτ)
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Fig. 6.23 Variation of
friction force with amplitude
a

Fig. 6.24 Integrands of
formulas for linearization

� 2 f FN/(πaω)
[
1 + ((cos τr )

2 − 1)/2 + (−1 + �x/a)(cos τr − 1) − cos τr
]

� 2 f FN/(πaω)[2 + ((cos τr )
2 − 1)/2 + �x/a)(cos τr − 1)}. (6.2.18)

After using (6.2.17) and replacing cos(τr ) by expression containing�x , the equiv-
alent damping coefficient be can be simplify on

be � 4kt/(πω)
[−(�x/a)2 + �x/a

]
,

or in dimensionless form

beω/kt � 4/π
[−(�x/a)2 + �x/a

]
, for �x/a > 1, (6.2.19)

and
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be � 0, or beω/kc � 0 for �x/a ≤ 1.

It is very simple to determine the equivalent damping coefficient be for amplitude
a and for angular velocity ω.

The equivalent linear stiffness ke(a) can be derived by simple way. Introducing
friction force (6.2.17) into (6.2.12b) it gives

ke � 2 f FN /(πa)(

π/2∫

0

sin(τ )dτ+

π/2+τr∫

π/2

(sin(τ ) − 1 + �x/a) sin(τ )dτ−
π∫

π/2+τr0

sin(τ )dτ )

� 2 f FN /(πa)[τr/2 + sin 2τr/2 + (�x/a) sin τr ]. (6.2.20)

And again after using (6.2.17) and replacing sin τr by expression containing �x ,
the equivalent stiffness ke can be described as a function of deflection�x � f FN/kc

ke � 4 f FN/(πa)
[
arccos(1 − 2�x/a)/4 + (1 − �x/a)

√
�x/a(1 − (�x/a))

]
.

(6.2.21a)

or in dimensionless form

ke/kc � 4/π ∗ �x/a
[
arccos(1 − 2�x/a)/4 + (1 − �x/a)

√
�x/a(1 − (�x/a))

]
.

(6.2.21b)

Dependences of dimensionless equivalent linear damping (6.2.19) and stiffness
(6.2.21b) on amplitude a are drawn in Fig. 6.25 and Fig. 6.26, respectively.

Fig. 6.25 Dimensionless
equivalent linear damping be
ω/kc
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Fig. 6.26 Dimensionless
equivalent linear stiffness
ke/kt

The derived functions (6.2.19) and (6.2.21b) enables to compute easy the equiv-
alent linear damping and stiffness coefficients be(aω), ke(a) of each “spring—dry-
friction damper” system for arbitrary given parameters: kc, f, FN , a, ω.

6.3 Dry-Friction Contacts of Bladed Bundles

6.3.1 Three-Blade-Bundle with Contacts in Tie-Bosses

The bladed wheel model with “tie-boss” couplings was designed and fabricated for
numerical and experimental investigation of the dry-friction damping and the stiffen-
ing effect (Sect. 6.4) [35, 36]. Modal analysis of the full bladed disk for two contact
limit states, i.e. (I) bonded contacts and (II) open contacts, shows large dynamic
stiffening effect for bonded contacts with respect to the open contact wheel case.
Bonded contacts arise when high pre-stress and adhesive forces in contacts prevent
a complete slip motion in contacts because dynamic excitation is not sufficiently
high. Then only a stick-slip state (microslips) in contacts appears. To deal with these
phenomena in more detail, we fabricated also three blades bundle and we use it for
evaluation of influence of excitation amplitude level and the pre-stress in contacts on
its dynamics. The numerical solutions of this system based on different numerical
models are presented afterwards.

6.3.1.1 Experimental Study

The experimental setup of the three-blade-bundle is shown in Fig. 6.27. This bundle
is constructed to correspond to the section of the designed bladed disk. The mea-
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Fig. 6.27 Picture of
experimental set-up of the
three-blade-bundle Blade A

Blade B

Blade C

EM

surement set-up is shown in Fig. 6.28. Blades A, B and C are clamped by the fixing
console into the steel block by bolts. Because of the smooth friction, one tie-boss end
is made of brass and the second of steel in each contact pair. The contact surfaces
were polished by compound of the second degree. The normal contact forces were
measured by the direct level of strain-gauge signals. The excitation was performed
by electromagnet (EM) acting to the blade B.

For stiffening and friction coupling analysis a short block of harmonic excitation
with resonant flexural frequency either 47.9 Hz (high excitation force level) or 69 Hz
(low excitation force level) by electromagnet was performed. These excitation fre-
quencies were ascertained for different excitation levels experimentally by attuning
the resonant conditions. These frequencies fit very good to eigenvalues that were
obtained experimentally (Table 6.1). The bonded contacts were achieved by high
pre-stress in contacts of the triple.

The time length of excitationwas chosen to achieve a stationary resonant vibration.
Then the excitation was switched-off. The damping effect was evaluated from vibra-
tion amplitude decay of blades after switching-off the excitation. Damping ratios
were identified from amplitude logarithmic decrement by Hilbert’s transformation.

Each blade displacements uA, uB resp. uC were picked up by strain-gauges and
at the same time velocities vB of the tie-boss end of blade B and vC of tie-boss
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Fig. 6.28 Schema of the measurement set up of the three-blade-bundle

Table 6.1 Eigenfrequencies
f1 and damping ratios br of
three blades model

br (%) f1(Hz)

Single blade 0.11 46.3

Blade triple Open contacts 0.15 47.8

Bonded contacts 0.2 69.1

of blade C by POLYTEC laser vibrometers. Electromagnet was supplied by LDS
power amplifier and controlled by signal of generator HP 33120A. Time character-
istics of generator signal, blades and two tie-boss heads responses were registered
in Scope Recorder YOKOGAWA DL750 for different force levels and three contact
pre-stresses, i.e. 3.25, 4.5 and 9 N.

The value of damping ratios of the blade B vibrationwas designated for estimation
of the friction damping effect in the tie-bosses’ contacts. The graph (Fig. 6.29) shows
the dependence of identified damping ratios on amplitudes of forced responses of
the blade B for excitation frequency 47 Hz and macroslips in contacts. The typical
results of the blade B vibration are shown in the Figs. 6.31, 6.32 and 6.33 for different
excitation frequencies 47Hz (Fig. 6.31), 69Hz (Fig. 6.32) anddifferent level of forced
amplitudes of the blade B. The top graphs of these figures depict the displacement
of the blade B with evaluated damping ratios at the attenuation after switch off
of the electromagnet current supply. Bottom graphs show relative displacement of
tie-boss ends of the blade B and C (contact BC). The relative displacement was
evaluated from the difference ofmeasuredvelocities vB andvC after their integrations.
From practical reasons, the linear amplitude decay that is typical for Coulomb’s
friction law is approximated here by the logarithmic decrement. The analytical and
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Fig. 6.29 Macroslip damping ratios for different resonant amplitudes of forced response

s ck states with microslips

Fig. 6.30 Analytical and experimental dependences of resonance amplitudes on excitation ampli-
tudes at the harmonic excitation for two contact normal forces (exp.—experimental results)

experimental dependences of resonance amplitudes on excitation amplitudes at the
harmonic excitation for two contact forces, i.e. 3.2 and 4.5 N are shown in Fig. 6.30.
Analytical results were obtained by the same model and parameters described in the
Sect. 6.3.1.2 for Ft � 1.6 N and 2.25 N that for friction coefficient 0.5 correspond
to contact normal forces 3.2 N and 4.5, respectively. Despite the very simplified
analytical model we get reasonable agreement.

From the Fig. 6.31 up to 8 we can draw these observations:

(a) At higher excitation force of the blade B and higher response of the blade B and
excitation frequency 47 Hz, the adhesion forces in contacts are exceeded, the
contacts get into the slip and damping ratios are in range 1.2–3% (Fig. 6.31),
the size of damping ratio drops with increase of forced amplitudes. The blades
vibrate on the same frequency as excitation frequency that corresponds to eigen-
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Fig. 6.31 Measured signals of blade B displacement (top) and relative displacement in contact BC
(bottom) during the harmonic excitation with frequency 47 Hz and maximal amplitude 0.6 mm—-
contact pre-stress 3.25 N

frequency of the single contact-free blade. It means that there is no stiffening
but only damping effect of the contact with the rest of the bundle.

(b) At low excitation force of the blade B and excitation frequency 47 Hz, the
adhesion forces in contacts are not exceeded, the contacts are in the stick phase
with microslips (relative motions ≈1e−3 mm, Fig. 6.32) and damping ratios
are low around 0.14%. Yet the excitation is 47 Hz, the vibration frequency
69 Hz prevails at the vibration attenuation when amplitudes decay. The com-
bination of two frequencies in the response causes amplitude modulation. This
frequency approaches to the eigen-frequency of the blade triple with bond con-
tacts (76.4 Hz). It means that there is stiffening but damping effect is low.

(c) At lower excitation force of the blade B and excitation frequency 69 Hz, the
adhesion forces in contacts are not exceeded, the contacts are in the microslips
(relative motion ≈1e−3 mm) and damping is low (Fig. 6.33). By a certain
increase of the force the adhesion is exceeded abruptly and the vibration level
is decreased and though the excitation was 69 Hz, the vibration attenuation is
modulated by frequency 47 Hz (Fig. 6.34). It means that at the slips the decrease
of amplitudes is caused not only by damping but mainly by over tuning the
system that changes its eigen-frequency to 47 Hz due to slips (Fig. 6.35).

As to the terminology of three contact phases which will be introduced for the
stick-slip friction contact model, i.e. stick, stick-slip and slip (Sect. 6.3.1.2), we use
here just two phases, i.e. stick phase with microslips and slip. The stick phase in
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Fig. 6.32 Measured signals of blade B displacement (top) and relative displacement in contact BC
(bottom) during the harmonic excitation with frequency 47 Hz and maximal amplitude 0.05 mm—-
contact pre-stress 9 N

the contacts is in a reality accompanied by microslips on the contact boundaries
and therefore it is sometimes called stick-slip phase. So phases stick and stick-slip
of analytical model are merged together in one phase of stick with microslips. It is
general feature that the transition from the stick state with microslips to slips and a
change of dynamical behavior of the system comes very abruptly by achievement of
the critical excitation amplitudes (Fig. 6.30).

6.3.1.2 Numerical Simulations of Nonlinear Behavior on Discrete
Analytical Model

(a) Model Description

Discrete analytical model of three blades bundle was used to describe the general
non-linear effects, such as stiffening and damping, of tie-boss couplings in a bladed
wheel dynamic behavior. The dry friction is modeled here by classical Coulomb
friction law. Scheme of the model can be seen on Fig. 6.35.

The model consist of three blades modelled as 1 DOF elements with mass m
connected to the frame by springs with stiffness k and by viscous dampers with
damping b. The viscous dampers describe structural andmaterial damping (STRUD)
of blades without dry-friction contact damping (CONTD). The dry-friction contacts
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Fig. 6.33 Measured signals of blade B displacement (top) and relative displacement in contact BC
(bottom) during the harmonic excitation with frequency 69 Hz and maximal amplitude 0.06 mm—-
contact pre-stress 9 N

are modelled by the stick-slip model (Fig. 6.13a) using two parameters, friction force
Ft0 � f Fn and spring stiffness kc. The stiffness kc describes both contact stiffness
and stiffness of deformable part of the tie boss arms. The mechanical system of the
model is described by equations of motion (6.3.1):

⎡

⎣
m 0 0
0 m 0
0 0 m

⎤

⎦ ·
⎡

⎣
ÿA
ÿB
ÿC

⎤

⎦ +

⎡

⎣
b 0 0
0 b 0
0 0 b

⎤

⎦ ·
⎡

⎣
ẏA
ẏB
ẏC

⎤

⎦ +

⎡

⎣
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0 k 0
0 0 k

⎤

⎦ ·
⎡

⎣
yA
yB
yC

⎤

⎦

+

⎡

⎣
−FcAB(yB − yA, ẏB − ẏA)

FcAB(yB − yA, ẏB − ẏA) + FcCB(yB − yC , ẏB − ẏC )
−FcCB(yB − yC , ẏB − ẏC )

⎤

⎦ �
⎡

⎣
FA cos(ωt)
FB cos(ωt)
FC cos(ωt)

⎤

⎦.

(6.3.1)

that can be rewritten in matrix notation as

Mÿ + Bẏ +Ky + Ft (y, ẏ) � F cos(ωt) (6.3.2)
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Fig. 6.34 Measured signals of blade B displacement (top) and relative displacement in contact BC
(bottom) during the harmonic excitation with frequency 69 Hz and maximal amplitude 0.05 mm—-
contact pre-stress 9 N

Fig. 6.35 Scheme of three blades bundle with dry-friction contacts



6 Dry-Friction Damping in Vibrating Systems, Theory … 199

Fig. 6.36 Simulink block scheme of dry friction contact model

Fig. 6.37 Coulomb friction model behavior

The term Fc(y, ẏ) covers the non-linear contact forces FcAB and FcCB which are
dependent generally on relative displacement and relative velocity between blade
pairs.

The proposed system was modelled and solved in Simulink programming envi-
ronment. The stick-slip contact is described by the block scheme (Fig. 6.28) where
the Coulomb friction is modelled by the backlash block (2 * Ft0/kc) from Simulink
library (Fig. 6.28).

Deformation curve of the contact model to the cyclic deformation is shown in
Fig. 6.36. The output of the block scheme of contact between blades A and B is a
contact force FAB � kc · (yAB− ysl ), where yAB � yB − yA is a total, i.e. stick and
slip, relative displacement between blades A and B, ysl � ∑

i ysli is sum of all slip
displacements during dynamic loading (Fig. 6.37). The slip output ysl of the backlash
block remains constant in a stick phase and only elastic contact force arises.When the
relative displacement yAB reaches the backlash bounds ysl − Ft0/kc at downstroke
of the contact spring or ysl + Ft0/kc at upstroke of the contact spring, slip occurs and
backlash block output stepwise changes to ysl � yAB +Ft0/kc or ysl � yAB−Ft0/kc,
respectively. Then during the slip motion FAB � −Ft0 or FAB � +Ft0, respectively.
When relative displacement yAB falls down the updated backlash bounds the slip
motion returns to stick elastic motion and the slip remains constant.



200 L. Pesek et al.

Fig. 6.38 Mode shapes and
eigenfrequencies of three
blades bundle with bonded
contacts

For testing of the model, parameters shown in Table 6.2 were set in accordance
with experiment. Stiffness of the blade k was measured on the experimental set-
up (Fig. 6.27) where the tip displacement of a single blade was measured under
defined static load. Then mass m � kω2 was calculated for eigenfrequency value
ω/2π � 50 Hz that is experimental eigenfrequency of a single blade detached from
the disk. Damping ratios were set to 0.1 %. The nominal values of friction force Ft0
and the contact stiffness kc for comparison with experimental results was estimated
as 1 N and 1 · 104 Nm−1. The first three eigenfrequencies and corresponding mode
shapes of the bundlemodel with bonded contacts in tie-bosses are shown in Fig. 6.38.
First resonant frequency equals to resonant frequency of a single blade. The value
of the contact stiffness influences the size of the next eigenfrequencies and can be
tuned to their experimental counterparts. The difference between the third and first
eigenfrequencies helps clearly distinguish the transition from the slip to stick contact
state of the bundle at the attenuation period from the resonant vibration at third mode
as described in the next Section.

(b) Numerical simulations of vibration attenuations

The dynamic behavior, i.e. resonant frequency and damping ratio, of the system
changes due to changing contact slip phases during amplitude decay and therefore
the attenuation characteristics give a good picture of the system dynamics. Vibration
attenuation of three blades bundle is described by homogenous form of equations
Eq. 6.3.1. Since the attenuation from a resonant vibration oscillating by the third
mode shape (Fig. 6.38) was chosen to study the effect of friction contacts on system
resonant frequency and damping, the initial condition as yT � [−1.5, 3, −1.5] pro-
portional to the mode shape and zeros velocities ẏT � [0, 0, 0] were prescribed to
the solution. The non-linear effect of dry-friction damping in the bundle was studied
for both one contact stiffness kc and varying friction force Ft0 or vice versa. Results
of the simulations can be seen on Figs. 6.40 up to 6.47. General characteristics of
resonant frequency and damping ratio of the three blades bundle with dry-friction
contacts (Fig. 6.39) describe qualitative non-linear effect of the dry-friction on vibra-
tion amplitudes. The graph is divided to three phases: (I) stick—no relative motions
in contacts during whole period of vibration, (II) stick-slip—combination of no and
small relative motion in contacts during a period of vibration and (III) slip—large
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Fig. 6.39 General
characteristics of resonant
frequency and damping ratio
for the three blades bundle
with dry-friction contacts

relative motion in contacts during most of a time of vibration period. Each phase of
the characteristics brings a different dynamic behavior of the system. It can be seen
a constant resonant frequency that corresponds to eigenfrequency of the linear case
of blades bundle with bonded contacts in a phase I. Then a fast exponential decrease
of resonant frequency (phase II) transits to slow approaching to limit frequency that
corresponds to eigenfrequency of the linear case of blades bundle with open contacts.
As to the damping the COND damping is zero in phase I, ascertains it’s maximum in
phase II and gradually decrease in phase III. Despite damping decrease with respect
to its maximum at higher amplitudes the value of COND damping remarkably tops
the STRUD damping of the system.

Amplitude envelopes of blade B for various friction forces and kc � 1e4 Nm−1

are shown in Fig. 6.40 and for various stiffness kc and Ft0 � 1N in Fig. 6.41. The fast
linear decrease of amplitudes caused by a slip dry-friction damping is seen at the first
period of attenuation. Then a slope of amplitude envelopes dramatically decreases
because of the transition of slip motion into stick state in the contacts. The stick state
in contacts remains during awhole period of vibration. Therefore, the slow amplitude
decrease is caused only by the original STRUD damping of the system. The higher
friction force the faster decrease of amplitude. Increase of contact stiffness for the
given value of friction force results only in slight decrease of amplitude.

Figures 6.42 and 6.43 show the resonant frequency changes for the same cases. At
the beginning of attenuation the resonant frequency is close to the eigenfrequency of
a single blade, i.e. 50 Hz, since slip state occur and the stiffness couplings in contacts
are weak. When the amplitudes of the bundle, however, fall down, the contacts get
locked and the resonant frequency passes over to eigenfrequency of the bundle with
bonded contacts, i.e. 60.75 Hz. The resonant frequencies at the beginning and at the
end are not dependent on friction force. It can be seen that changing friction force
only shifts the increase of the frequency in time.On the other hand, change of stiffness
of the contact spring leads to higher increase of the stick state resonant frequencies
because the resonant frequency of the bundle with stuck contacts increases due to
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Fig. 6.40 Amplitude
envelope of vibration of
blade B for various friction
forces and kc � 10,000
Nm−1

Fig. 6.41 Amplitude
envelope of vibration of
blade B for various stiffness
kc and Ft0 � 1 N

increasing the contact stiffness. The resonant frequency as a function of amplitude
for the same cases is shown in Figs. 6.44 and 6.45.

Damping as a function of amplitude was evaluated according to Eqs. (6.3.3) and
(6.3.4). Let a time function a � a(t) be an envelope of maximal amplitudes, f (a) a
frequency as a function of amplitude decay of the attenuation blade responses. Then
logarithmic decrement of amplitude can be written as function of amplitude

δ(a) � ln
a

a + da
dt · 1

f (a)

, (6.3.3)

Then the damping ratio can be expressed as
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Fig. 6.42 Frequency-time
characteristics of vibration of
blade B for various friction
forces and kc � 10,000
Nm−1

Fig. 6.43 Frequency-time
characteristic of vibration of
blade B for various stiffness
kc and Ft0 � 1 N

br (a) � δ(a)

2 · π
. (6.3.4)

Results of damping ratios for various friction forces and contact stiffnesses are shown
in Figs. 6.46 and 6.47, respectively. It can be seen that increase of friction force
leads to increase of damping ratio for higher amplitudes of vibration. The maximal
values for different friction forces, however, are the same and are just shifted to
higher amplitudes with increasing friction forces. On the other hand, increase of
contact stiffness does not change the damping ratio for higher amplitudes, but for the
amplitudes close to the point where transition from stick-slip to stick state occurs,
there is a rapid increase of damping ratio which corresponds to quicker slope change
of envelope in Fig. 6.41.
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Fig. 6.44 Frequency-
amplitude characteristics of
vibration of blade B for
various friction forces and kc
� 10,000 Nm−1 as a
function of amplitude

Fig. 6.45 Frequency-
amplitude characteristics of
vibration of blade B for
various stiffness kc and Ft0 �
1 N as a function of
amplitude

As we will see in Sect. 6.4 the characteristics of the three blades bundle with
dry-friction couplings are very similar to the characteristics of the whole wheel and
can help to predict and to understand its dynamic behavior.

(c) Numerical simulations of system response to sweep excitation

To describe dynamics of non-linear systems besides the attenuation regime the ampli-
tude frequency characteristics of the system is very often used, too. To get this char-
acteristic of our three blades bundle with dry friction couplings we solved Eq. 6.3.1
with continuous change, so called sweep, of excitation angular frequency ω within
an interval < ω1, ω2 >. The distribution of force amplitudes were set affinity to the
third mode of vibration, namely FB � Fb and FA � FC � −0.5 ·Fb, where different
values of Fb were set for each sweep simulation. The sweep excitation was linear
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Fig. 6.46 Damping
ratio-amplitude
characteristics for various
friction forces and kc �
10,000 Nm−1 as a function
of amplitude

Fig. 6.47 Damping
ratio-amplitude
characteristics for various
stiffness kc and Ft0 � 1 N as
a function of amplitude

Table 6.2 Parameters of
three blade bundle model

Parameter Value Unit

m 0.6383 kg

k 6.3 · 104 Nm−1

b 0.4 kg s−1

kc 1 · 104 Nm−1

Ft0 1 N

from frequencies 48 to 58 Hz in period 30 s. Model parameters were set same as in
previous Section (Table 6.2).

Figure 6.48 shows envelopes of oscillations of blade B which are maximal ampli-
tudes of the three blade bundle system in dependency on sweep frequency for three
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Fig. 6.48 Amplitude-
frequency characteristics at
frequency sweep excitation
for three force amplitudes (1,
2 and 3 N)

force amplitudes Fb � 1, 2 and 3N. Shift of the resonance peaks for higher excita-
tion forces is clearly visible. It is caused by slip motion in friction contacts that are
more dominant for higher excitation forces. During the slip motion, the couplings of
blades are weak and therefore their resonant frequency is close to the eigenfrequency
50 Hz of a single blade.

Maximal resonant amplitudes in dependence on excitation force Fb for various
friction forces Ft0 are in Fig. 6.49 and their corresponding resonant frequencies in
Fig. 6.50. It is shown in Fig. 6.49 that by increasing friction forces the maximal
amplitudes curves moves right that means the higher excitation force is required to
keep the same maximal amplitudes as at lower friction forces. Furthermore, it is
obvious from Fig. 6.49 that an increase of friction force in contacts widens stick-slip
phase and shifts a transition from stick-slip to slip phase to higher excitation forces
where resonant frequency approaches the eigenfrequency of a single blade.

6.3.1.3 Non-linear 3D FE Model with Dry Friction Contacts

Computational contact mechanics based on finite element technology is nowadays
very good theoretically established and implemented in many commercial engineer-
ing software packages as ANSYS, ABAQUS etc. It enables to use them in very
different areas of application, such as biomechanics, crash tests, molding, rail-wheel
dynamics and latest dynamics in bladed wheels (e.g. [11, 34, 35, 38, 62]). The advan-
tage is that these models are usable for general dynamic excitation with smooth and
non-smooth contact surfaces since the bladed disc dynamics with non-holonomic
contact constrains are solved as discretized fully coupled non-linear problem in time-
domain. This solution leads, however, to high performance computations. Even the
high performance supercomputers with many processors (e.g. 24 processors per 5
nodes) a length of computation of dynamic response of the full bladed wheel with
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Fig. 6.49 Maximal
resonance amplitude
characteristics of blade B
dependent on excitation
force for various friction
forces

Fig. 6.50 Resonant
frequency dependences on
excitation force for various
friction forces

many inter-blade and blade-to-disc contacts can be expected in order of many days.
The long computational time is caused especially by number of iterations in each
integration time step (for a solution convergencemust be very short) in a large number
of non-linear couplings between discretized contact surfaces. So, the development of
very efficient parallel algorithms for the contact problem solution is still needed. Due
to possible space and time discretization inaccuracies and numerical errors, an exper-
imental validation is needed, too. Because of long computational times of the full
bladed wheel solution we decided for the blades with friction contacts in tie-bosses
first to aim at a three blade bundle and compare the results with an experiment.
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Fig. 6.51 FE mesh of triple blade model with excitation force FE

(a) Model description

Three-dimensional FE model of the blade triple with tie-bosses (Fig. 6.51) was
developed in the program ANSYS 15.0. The detail of the mesh of the blade B in the
vicinity of its head and the contact surface is depicted in the figure, too.

The hexahedral eight-nodes elements were chosen for blade and friction element
models. Contacts between the blade heads were modeled by a so-called “surface-
to-surface” method using a couple of contact surface elements TARGET170 and
CONTACT174 placed against each other on contact lateral ends of the tie-bosses. To
detect contact points, the “pinball” search algorithm was used. The displacements
of nodes located at centers of associated target and contact surfaces of the contacts
A (i.e. N167179 and N166940), B (i.e. N165136 and N32610) (see Fig. 6.51) were
used for evaluation of the relative motions of the surfaces.

The Augmented Lagrangian method was used to compute contact normal pres-
sures and friction stresses. Contact surface behavior ismodelled as standard unilateral
contact, i.e. the normal pressure equals to zero if separation occurs. The friction cou-
pling was modeled by the Isotropic Coulomb’s law. If the friction stress τ does not
exceed the limit friction stress τ < τlim in the contact surface where τlim � f p and
p is a normal pressure then the contact is in a state of “sticking”. In this state there
is zero sliding between the contact surfaces and only elastic deformations xt occur.
The contact stiffness kt is automatically calculated according to the local stiffness
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Fig. 6.52 Dependence of friction coefficient on the relative velocity

of the contact areas by the program. After the friction stress exceeds the limit by the
equivalent friction stress, “sliding” of contact surfaces appears. The size and direc-
tion of sliding are evaluated by the sliding rule using a so-called potential of friction
flow.

For a description of the friction coefficient f , the following dependence on relative
velocity vrel is considered:

f � fd
[
1 +

(
(FACT − 1)e−DCνrel

)]
, (6.3.5)

where FACT � fs/ fd , fs static and fd dynamic friction coefficients, DC decay
coefficient. The graph of the friction coefficient for values fs � 1, fd � 0.5, DC� 4
that were used for the computation of the dynamics of the triple blades is in Fig. 6.36.
For FACT� 1 we get Coulomb’s friction model and for FACT 1 its modified version
(Fig. 6.52).

A full solver for unsymmetrical task solved the transient responses with the New-
mark integration method and time step 5e−6 s. The Newmark parameter γ � 0.5
was set for numeric stabilization reasons. The damping ratio 0.1% was imposed as
the steel material and other construction damping.

Excitation forces are described:

FE � Fb sin(2π fE t) (6.3.6)

where Fb [N] is amplitude, f E [Hz] is the frequency of excitation. The force was
applied perpendicular to the middle blade of the triple at its end (Fig. 6.51).

The pre-stress in contacts was modeled by contact surface offset 2e−5 m. The
resulting static normal pre-stress in contacts was evaluated 4.9 N.
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Table 6.3 Computed eigenfrequencies of the first bending mode of FE model

Mode number i Eigenfrequency Open contacts Bonded contacts

1 fi (Hz) 47.9 78.8

2 48.7 134.1

3 49.1 162.8

Fig. 6.53 First bending eigenmodes of blade triple with open contacts (left), and bonded (right)
contacts in tie-bosses

The first three eigenfrequencies of modal analysis of the FE triple blade model
both with open and bonded contacts are summarized in the Table 6.3. The first eigen-
modes for both states of contacts are depicted in the Fig. 6.53.

Hence, resonance frequencies of the first flexural eigen-mode of the blade triple for
open and bonded contact cases resulted 47.9 Hz and 78.8 Hz, respectively. Contrary
to the open contact triple where first three eigenfrequencies belong to the different
relative motions of first bending mode of single blades, at the bonded contact state
the second eigenfrequency belong to the first torsional and the third to the first lateral
mode of the triple. From the differences of the first bending eigenfrequencies it can
be seen the large stiffening effect in the triple due to changing boundary conditions in
the contacts. Then finally a transient non-linear analysis of blade triple with friction
contacts was performed for loading cases: force amplitude Fb � 28.2N, excitation
frequency fE � 47.9Hz corresponding to the eigen-frequency of the first flexural
mode of the open contact blade triple.

(b) Numerical simulations of vibration attenuations

The computed contour map of the total displacements and a detail of the contact
states (sliding-sticking) at contacts A, B are depicted in the Fig. 6.54 for a static
pre-stressed state by offset 2e−5 m in both contacts. It can be seen that due to static
pre-stress the middle blade twists and the contacts are localized not in the middle of
the contact surfaces but on the edges.

To study friction contact influence on the blade triple dynamic responses, as to
the maximum amplitude, amplitude decay and excited frequencies, the four different
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b)

BA

Fig. 6.54 Computed contour maps of total displacement [m] and details of contact status (sliding,
sticking) at pre-stressed contacts A, B by offset 2e−5 m

levels of force amplitude Fb were chosen: (a) 1.41, (b) 4.25 and (c) 7.07 N. The blade
B was excitated by frequency equal to the eigenfrequency of open contact of blade
triple. After four periods the force excitation is switched off. The damping ratios and
vibration frequencies were evaluated from the amplitude attenuation.

Results are shown for each load case in several graphical forms, i.e. Figures 6.55,
6.56, 6.57 and 6.58 for case (a), Figs. 6.59, 6.60 and 6.61 for case (b), Figs. 6.62,
6.63, 6.64 and 6.65 for case (c). To show the deformation shapes of the triple and
variety of contact states, displacement contours and contact states in three different
time steps during one period of vibration is presented (Figs. 6.55 and 6.62). Then
time characteristics of directional displacements ux, uy, uz of the blades A, B and C
are plotted for comparison of the size of displacements of single blades (Figs. 6.56,
6.59 and 6.63). Furthermore there are depicted relative motions of contact surfaces
(Figs. 6.57, 6.60 and 6.65). The relative motions are evaluated from the differences
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Fig. 6.55 Contours of displacements and contact states in the blade triple at 3 selected times
(0.065845, 0.068995, 0.072295 s) of one period for excitation amplitude 1.41 N
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Fig. 6.56 Time characteristics of directional displacements ux, uy, uz of the blades A, B and C for
excitation amplitude 1.41 N
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Fig. 6.57 Time characteristics of relative displacements in contact A and B of the blade triple for
excitation amplitude 1.41 N

Fig. 6.58 Time characteristics of vector sum of a displacements (red line) of the blade B; b exci-
tation force (black line) with amplitude 1.41 N
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Fig. 6.59 Time characteristics of directional displacements ux, uy, uz of the blades A, B and C for
excitation amplitude 4.25 N
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Fig. 6.60 Time characteristics of relative displacements in contact A and B of the blade triple for
excitation amplitude 4.25 N

Fig. 6.61 Time characteristics of vector sum of a displacements (red line) of the blade B; b exci-
tation force (black line) with amplitude 4.25 N
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Fig. 6.62 Contours of displacements and contact states in the blade triple at 3 selected times
(0.083545, 0.088645, 0.093895 s) of one period for excitation amplitude 7.07 N
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Fig. 6.63 Time characteristics of directional displacements ux, uy, uz of the blades A, B and C for
excitation amplitude 7.07 N
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Fig. 6.64 Time characteristics of relative displacements in contact A and B of the blade triple for
excitation amplitude 7.07 N

Fig. 6.65 Time characteristics of vector sum of a displacements (red line) of the blade B; b exci-
tation force (black line) with amplitude 7.07 N
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of associated node couples, mentioned earlier, of contacts A and B. In addition to
compare them with the experiment we make projection of the relative displacements
to the direction perpendicular to the blade. The last form of graphical output is time
characteristic of vector sum displacement of the blade B at its end (node N166200)
together with the excitation force (Figs. 6.58, 6.61 and 6.65). In some of these graphs
are also depicted amplitude envelopes (green line) at the vibration attenuation from
which the damping ratio was evaluated by the envelope method.

The first load case corresponds to the stick phase with microsplip motions in
contacts of the blade triple, the second case shows the transition phase from slips to
microslips and the third case slip motion in contacts. For the first case it can be seen
that the contacts vary small as to the area and state in a lower load case. The contact
areas do not change much with respect to static pre-stressed case. Opposite signs of
relative displacement at the time 0 is caused by torsional deformation of the blade B
by static pre-stress by contact offset. Since the contacts remain in prevailing stick state
the eigenfrequency of the triple is very different (see Table 6.3) than the excitation
frequency and we get off-resonant vibration with small amplitudes. In higher load
cases large amplitudes are excited so that the adhesion in contact surfaces of the
blades is exceeded and the surfaces got first into stick-slip and then into slip motion.
Due to excitation frequency equal to the eigenfrequency of open contact of blade
triple, the blade B gets into resonant start up vibration when the blade movement
reaches the 90° phase angle lag to the time characteristics of the force FE . Thanks
to the resonant excitation we get much higher amplitudes of vibration of the blade B
than by low force amplitude of the first load case. The contacts vary markedly both in
time as it can be seen from contact states in Fig. 6.46. The contact state changes from
stick-slip to slip and in some instants even contacts open. In most times, however,
the contact is in a sliding state due to higher vibrational amplitudes. The existence
of slips can be also observed from the relative motions.

Blade displacements ux is the same but opposite to uz which means that a plane of
vibration of the bladeB lies perpendicular to the plane of the blade. The displacements
of blades A and C are mutually very similar. It means that relative motion in the
contacts between blade pair A, B and B, C and the motion of blades A, C to the blade
B is almost symmetric.

As to the damping ratio we can see in the second and third cases fast decrease
of amplitudes with high damping ratios 6.18 and 2.28% is achieved, respectively.
The high value of damping of the second case is caused by transition of slips into
microsplips in the vibration attenuation period with polyharmonic character. So it
influences faster decrease of amplitude envelope. At the third case the attenuation is
almost harmonic with frequency equal to eigenfrequency of the first flexural mode
of the blade triple with the open contacts and evaluated damping ratio fits very well
to the experimental damping estimation.
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6.3.2 Blade Couple with Dry-Friction Element

6.3.2.1 Experimental Study

For evaluation of how the inter-blade dry-friction elements influences the bladed disk
vibrational damping the experiments of the blade couple with friction element made
of steel or composite material ARAMIDwere performed in steady non-rotating state
(Fig. 6.66). Blades A and B (prismatic part: width x thickness 0.02 × 0.01 m, length
0.2 m, total length 0.25 m) were clamped in the lower ends into the steel block by
bolts (Fig. 6.66). The friction element (FE) placed in the slot between the blade ends
(height 0.01 m, mass 0.078 kg) was radially extruded by the thread prestressed by
the static force Fr. The radial force was set in range up to 5 N.

Dynamic force acted to the blade A was electromagnetic. For description of the
damping effect of the dry friction contacts, the excitation ware performed by short
blocks (several seconds in length) of harmonic excitation with resonant first flexural
frequency of the blade fixed on the disk for different static radial Fr and excitation

Fig. 6.66 Picture of
measurement set-up (small
light spots—target laser
points)

BladeA

Blade B

Thread

E

prox. 
probes

FE
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Fig. 6.67 Block scheme of measurement set-up

amplitude Fa. The damping effect was evaluated from vibration amplitude decay of
blades after the abrupt switching-off the excitation; damping ratios is identified from
amplitude logarithmic decrement by Hilbert’s transformation.

Each blade displacement uA resp. uB was picked up by proximity probes Schenk
IN-081 and at the same time velocities vA of blade A and vFE of friction element
by POLYTEC laser vibrometers (Fig. 6.67). Electromagnet EM or shaker LDS-
V406 was supplied by LDS power amplifier and controlled by signal of generator
HP 33120A. Dynamic force was measured by force transducer B&K8200. Time
characteristics of force, blade and friction element responses, generator signal were
registered in Scope Recorder YOKOGAWA DL750.

The typical results of the two blades vibration with the friction element are shown
in the Figs. 6.68, 6.70 and 6.72 for three combinations (I–III) of the radial force Fr

and excitation amplitude Fa values, i.e. Fr � 0.5 N, Fa � 1.6 N (I); Fr � 1 N, Fa

� 0.8 N (II); Fr � 1 N, Fa � 1.8 N (III), respectively. The graphs of the Fig. 6.68
depict the measured signals, i.e. displacements of blades A, B, relative displacement
of the friction element with respect to the blade A and electromagnet force Fem.
The relative displacement was evaluated from the difference of velocities vA and
vET after their integrations. The graphs of the Figs. 6.69, 6.71 and 6.73 depict the
displacement of the blade A with evaluated damping ratios at the attenuation after
switch off of the electromagnet current supply.

Non-linear effect of dry friction is mostly pronounced for the case I. The time
characteristics of displacements of blade A, B, relative displacements between the
friction element and blade A and excitation force are in Fig. 6.68. The relative
displacement of friction element shows higher motion (slip phase) at the first stage
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Fig. 6.68 Displacements of the blades B and A, relative displacement of the friction element and
electromagnet force—case I
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Fig. 6.69 Displacement of the blade A with designation of macrosplip and microsplip stages in
attenuation period—case I

of attenuation and very small (stick with microslips) at the last stage. The zoomed
time response of the blade A is in Fig. 6.69 where the contact phases are described. It
can be seen that due to slip motions the vibration amplitudes of blades fall down with
high damping ratio 1.12%. When the slip motion transfers into stick with microslips
the damping ratio drops down to 0.16%.

The weak effect of the stick phase with microslips on damping behavior of the
blade couple can be observed in case II (Figs. 6.70 and 6.71). The relative displace-
ment of the friction element is in the range cca ±1e−5 m and the damping ratio is
0.2%. The attenuation is almost exponential in the whole time.

With the same radial force and higher excitation force (case III, Figs. 6.72 and
6.73) we get higher amplitudes of blade vibration, higher relative displacement of
the friction element and slightly higher damping ratio (0.3%) of the attenuation.

Due to higher damping ratio in case I (Fig. 6.68), the vibration amplitudes of
blades A, B are approximately half then their amplitudes in the case II (Fig. 6.71)
where the relative motion of the friction element is smaller due to higher radial force
and higher adhesion forces between the friction element and the blades.

6.3.2.2 Numerical Simulations of Vibration Attenuation on Discrete
Analytical Model

Experimental research gives important results useful for design and development of
new machines, but it is usually encumbered with a lot of marginal influences and
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Fig. 6.70 Displacements of the blades B and A, relative displacement of the friction element and
electromagnet force—case II

uncertainties. In this investigated case it is e.g. very difficult to measure motion of
friction element, dry friction forces and friction coefficient during operation, etc.

Therefore the additional analytical and numerical solution of simplified mathe-
matical model with exact parameters is very useful and enables to completed knowl-
edge of dynamic behaviour of studied system by the new information. Experimental
system can be modelled by a simple three masses system shown in Fig. 6.74, where
the blades are replaced by 1 DOF systems. For simplicity, the excitation is supposed
to be simply harmonic, acting on one blade.

Damping of both blades is in Fig. 6.74 modelled by small viscous damping with
coefficients b1 � b2 � 0.1 N s/m. For elimination of gravitational force, the friction
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Fig. 6.71 Time characteristic of displacement of the blade A—case II

elementm3 �0.01kgwashangedon averyweak springwith stiffness k3 �1000N/m.
Differential equations of motion are then

m1 ÿ1 + b1 ẏ1 + k1y1 + g1(y1 − y3, ẏ1 − ẏ3) � F0 cosω t

m2 ÿ2 + b2 ẏ2 + k2y2 + g2(y2 − y3, ẏ2 − ẏ3) � 0

m3 ÿ3 + k3y3 + g1(y1 − y3, ẏ1 − ẏ3) − g2(y2 − y3, ẏ2 − ẏ3) � 0, (6.3.7)

where the excitation frequency of force F0 cosω t varies near to the eigenfrequencies
of the main subsystems

ω ≈ √
k1/m1 � √

k2/m2.

Nonlinear functions g1, g2 consist of linear elastic forces modelling the tangen-
tial stiffness in the contact surfaces (stick deformation) and nonlinear Coulomb dry
friction damping forces (slipmotion) andmathematically can be described by expres-
sions (6.2.5–6.2.8) given in Sect. 6.2. Motion of the investigated system is further
solved by direct numerical solution of Eq. (6.3.7), with using the Runge-Kutta inte-
gration methods.

Damping properties of investigated system can be evaluated from vibration ampli-
tude decay of blades, which are excited into a resonance state, when the forced
mode of vibration is very close to the eigenmode and then this excitation is sudden
switched-off. Damping ratios are identified from the logarithmic decrement of the
amplitude decay. The qualitative analysis is sometimes sufficient for the information
of damping properties with variable amplitudes. Because experiments carried out in
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Fig. 6.72 Displacements of the blades B and A, relative displacement of the friction element and
electromagnet force—case III

laboratory ITASCRwere oriented also on the application of special composite mate-
rial ARAMID, having good friction properties, wear and heat resistance, for damping
material e.g. in LP steam turbines, the theoretical analysis of this system has been
realized as well. Friction elements made of ARAMID are more compliant in com-
parison with steel, which play important role at small amplitude vibration. Therefore
the slip-stick model of friction characteristic has to be used. Friction element mass
was m3 � 0.01 kg and its slip-stick characteristic has rheologic parameters: Ft0 �
1.25 N, k1 � 30,000 N/m.

The detail analysis of attenuation processes is better to realize from the records of
envelope curves, where all three dependences can be clearly seen. The quick first part



228 L. Pesek et al.

Fig. 6.73 Time characteristic of displacement of the blade A—case III

Fig. 6.74 Mathematical
3DOF model

of decay corresponds to the high damping caused by the energy loss at dry friction
slip, the envelope break indicates the end of slip period and beginning of stick period,
when no friction losses exist and only losses of deformation energy in blades and
elementmaterial influence the decay. The influence of individual parameters of stick-
slip characteristic (spring stiffness k1, dry friction force F t) on the entire process can
be investigated.

Influence of the magnitude of dry friction force F t at constant value of spring
stiffness k1 � 50,000 N/m is seen from comparison of Figs. 6.75, 6.76 and 6.77.

The amplitude a1 of the excited mass m1 during the excitation period (Time
0–2 s) decreases very weakly at decreasing of friction force F t � 1.5, 1, 0.5 N, as
seen from the highest full curves. However, amplitude a2 of the non-excited mass
m2 (dashed curve) during the excitation period decreases proportional to the friction
force. Differences between both these curves increase.Motion of the inserted friction
element copy approximately motion of mass m2, but its motion is mildly distorted
by a random signal.



6 Dry-Friction Damping in Vibrating Systems, Theory … 229

Fig. 6.75 Blade responses at
k1 � 50,000 N/m; F t � 1.5 N

Fig. 6.76 Blade responses at
k1 � 50,000 N/m; F t � 1 N

Sudden jumps of all amplitudes occur after switch-off of excitation force (period
2–4 s) The height of jumps of the amplitude a1 slightly increases with friction force
decrease; jumps of the amplitude a2 have roughly the same height. After the jump,
the all three masses join together and the mild decrease follow. Amplitudes of this
attenuation process are high at high friction force anddecreasemore thanproportional
with the decreasing friction force.

Similar analysis can be done also about the influence of stick stiffness k1. The
decrease of stick stiffness k1 � 50,000 N/m (grey lines in Fig. 6.78) on the tenth
value k1 � 5000 N/m (black lines) at friction force F t � 1.5 N causes comparatively
small shifts of blades amplitudes a1, a2, but the motion of friction elements is more
sensitive on the lowering of contact stiffness.
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Fig. 6.77 Blade responses at
k1 � 50,000 N/m; F t � 0.5 N

Fig. 6.78 Blade responses
at k1 � 5000 N/m (bold), k1
� 50,000 N/m (thin); F t �
1.5 N

The blade bundle properties presented in Fig. 6.78 can be generalized only with
the great caution, as the investigated system containing two strongly nonlinear con-
nections is for the prediction of exact dynamic behavior dangerous case. An example
of such properties is given in the Fig. 6.79, where the same jump in contact stiffness
k1 � 50,000 N/m on tenth value k1 � 5000 N/m at the small friction force F t � 0.5 N
has practically no influence on the courses of envelopes of both blades amplitudes.
The only changes are seen in the dry friction element motion.

By means of several examples it has been shown that the serial combination of
Coulomb friction and spring stiffness (stick-slip model) can be successfully applied
for computational modeling of vibration amplitude decay processes that are used
for evaluation of damping properties experimentally investigated dynamic systems.
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Fig. 6.79 Responses at k1 �
5000 N/m (bold), k1 �
50,000 N/m (thin); at F t �
0.5 N

The comparison of time histories gained experimentally with the numerical solution
enables to ascertain the friction and contact stiffness characteristics. As to the damp-
ing effect, it can be concluded similarly to the case of three blades bundle that the
higher damping appears when the slips appear in the contacts. When the displace-
ments of the blades decrease, the slips transit into the stick phase and the magnitude
of damping decreases rapidly.

6.3.2.3 Numerical Simulations of Nonlinear Dynamic Behavior
on Beam Models

The usage of simplified (reduced) mathematical models described in previous sec-
tions can be advantageous in case of basic problems concerning the structural com-
plexity and complexity of excitation. The more complex model (Fig. 6.75) utilizable
for more structurally complex cases will be shown in this section. More-over, the
complex blade couple model will be derived considering all effects of a disk rotation
for sake of later usage in the general problems of bladed disk dynamics. The review
of various modelling methodologies for rotating blade dynamics can be found, e.g.
in [21].

As a simplification, the contacts of the friction element and the blade shrouds
(Fig. 6.80) are concentrated to the rectangular effective area with geometric center
in point B (in plane b defined by axes εBηB), and to the rectangular effective area
with geometric center in point A (in plane a defined by axes εAηA), respectively.
The blades are modelled as 1D continuum discretized by beam finite elements with
uniformly distributed nodes at axes of the blades. The first nodes of the blades are
fixed to the rigid frame rotating with angular velocity ω. End nodes C1 and C2 of the
blades are fixed to the blade shroudsmodelled as rigid bodies because the shrouds are
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Fig. 6.80 Scheme of the couple of blades with the friction element and its detail

obviously stiffer then the blades. The spatial motion of all blade nodes as well as the
friction element is characterized by six degrees of freedom. As the blades rotate, the
centrifugal forcemErDω2 pushes the friction element towards contact surfaces a and
b of the adjacent blade shroud. In case of numerical simulation of the experimental
measurement, the centrifugal force will be substituted by the proper constant force.

The friction element acts on the blades by contact normal forces NX and contact
torques Mξ X , MηX , X � A, B and by friction forces

−→
T X (TXξ , TXη) and friction

torques Mζ X , X � A, B in contact surfaces.
The real excitation in turbines can be defined as harmonic forces with the nozzle

passing frequency (i.e. the first engine order times number of nozzles) acting in
tangential (Ft ) and axial (Fax parallel to axis of rotation) direction. Excitation forces
can be uniformly concentrated in nodes along the blades. The choice of excitation
type is general, and it does not influence the modelling approach. However, the
excitation forces in this paper will be limited to the single force in y-direction in
order to simulate the same conditions as in the experimental set-up.

Equations of motion of the blades with the shroud and the friction element can be
expressed in rotating local coordinate systems x j , y j , z j , j � 1, 2 (the blades) and
xD, yD, zD (the friction element), where axes x j are the axes of the blades, and axis
xD corresponds to the radial direction from the disk center to the friction element.
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Axes y j , yD are parallel to the fixed axis of disk rotation y f (see Fig. 6.80). The
vectors of nodal blade generalized coordinates

q j � [. . . ui , vi ,wi , ϕi , ϑi , ψi , . . .]
T
j , j � 1, 2 (6.3.8)

are expressed by translational displacements and rotational displacement in nodes
i � 1, . . . , N of the blade j. The equations of motions of two blades with shroud and
without shroud the friction element are of the form

MB q̈ j + (ωGB + BB)q̇ j +
(
Ks,B − ω2Kd,B + ω2Kω,B

)
q j � fω,B + fBj (t), (6.3.9)

where symmetric matrices of order 6N MB,BB,Ks,B,Kd,B,Kω,B are mass, mate-
rial damping, static stiffness, softening under rotation and bending stiffening under
rotation, respectively. The symmetrical matrix ωGB considers gyroscopic effects.
Constant centrifugal forces are expressed by vector fω,B and general time-dependent
forces are expressed by vector fBj (t).

The spatial motion of the rigid friction element is described in rotating coordinate
system xD, yD, zD by generalized coordinates qE � [u, v,w, ϕ, ϑ,ψ]T and the
equations of motion of still isolated rigid friction element can be written in matrix
form analogous to the blade model

ME q̈E + ωGE q̇E − ω2Kd,EqE � fω,E . (6.3.10)

After placing the friction element in between the blade shroud, acting of contact
elastic and friction forces is concentrated into contact points A and B.

Using configuration space of generalized coordinates defined by vector

q � [
qT
1 ,qT

E ,qT
2

]T
, (6.3.11)

equation of motion of the whole system is written in the form

Mq̈ + (ωG + B + BC)q̇ +
(
Ks − ω2Kd + ω2Kω +KC

)
q � h(q̇,q) + f(t). (6.3.12)

In accordance with the equations of motion (6.3.10) and (6.3.12), the matrices
stated below have block-diagonal structure

M � diag(MB,ME ,MB),

G � diag(GB,GE ,GB),

B � diag(BB, 0,BB),

Ks � diag(Ks,B, 0,Ks,B),

Kd � diag(Kd,B,Kd,E ,Kd,B),

Kω � diag(Kω,B, 0,Kω,B). (6.3.13)
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The influence of contact viscous-elastic and friction forces in (6.3.12) is repre-
sented by stiffness coupling matrixKC and damping matrixBC comprising the influ-
ence of contact damping in contact surfaces and by vector h(q̇,q) which expresses
nonlinear friction forces in friction couplings between the shroud of blade 1 and 2
and the friction element, respectively. Vector h(q̇,q) of nonlinear friction forces and
torques can be expressed as

h(q̇,q) �

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
...
0
f1
mF

1 +m1

fa + fb
mF

a +mF
b +mb +ma

0
...
0
f2
mF

2 +m2

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6.3.14)

where nonzero forces and torque vectors are on the positions corresponding to the
generalized coordinates of the blade shrouds and to the generalized coordinates of
the friction element. For example, vector

f1 � [−TBξ sin δB,−TBη, TBξcosδB
]T

(6.3.15)

and vectormF
1 express the effects of friction forces between the friction element and

the shrouds on motion of the shroud of the first blade (see Fig. 6.80). Vector m1
expresses the effect of friction torque in case of relative rotation of two surfaces in
contact. It is analogous for other vectors.

The contact stiffness matrixKC can be linearized for constant normal forces NX,0

(X � A, B). These forces are calculated from static equilibrium condition of friction
element

NX,0 � Fr
cosδX

sin(δa+δb)
, X � A, B, (6.3.16)

where Fr � mErEω2 in case of rotation or Fr can be chosen according to the
experimental set-up. Angles of contact surfaces skewing between blade and shroud
and friction element are displayed in Fig. 6.80. The contact stiffness matrix KC

connecting the blades with friction element can be calculated based on the coupling
(deformation) energy
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EC � 1

2

∑

X�A,B
i�1,2

dT
X,Ci

KXdX,Ci
, (6.3.17)

dX,Ci
� TX,Ci

qCi
− TX,EqE , (6.3.18)

where qCi
, i � 1, 2 are vectors of generalized displacements in the last nodes Ci

of blades, and qE is the vector of friction element displacement. Matrices TX,Ci
and

TX,E transform the vectors of displacement of contact points A, B on corresponding
body in coordinate system ξX , ηX , ζX . Diagonal local contact stiffness matrix

KX � diag
(
0 0 kζX kξX ξX kηXηX 0

)
, X � A, B (6.3.19)

in coordinate system ξX , ηX , ζX (X � A, B) is defined by contact stiffness kζX in
normal direction ζX to contact area and two rotational (flexural) stiffnesses kξX ξX ,
kηXηX with respect to axes ξX and ηX .

The contact normal stiffnesses can be linearized for contact normal forces (6.3.16)
according to

kξX �
NX,0

γX
, γX = cσ p

X , σX� NX,0

Aef,X
, X � A, B, (6.3.20)

where γX designates contact normal deformation, σX average contact pressure acting
on effective area Aef,X . Contact deformation coefficient c and contact exponent p
were estimatedusingdata published in [51]. The rotational stiffnesseswere calculated
based on the assumption of identical area contact stiffness kξX /Aef,X in arbitrary point
of effective contact area.

Contact stiffness matrix KC was derived using identity

∂EC

∂q
� KCq (6.3.21)

and contact dampingmatrixBC was considered to be proportionalBC � βKC .Model
(6.3.12) can be solved by various mathematical methods with respect to the character
of expected results. The most direct one is a numerical integration of nonlinear
equations of motion, which will be used in the next. The resulting variables are
obtained for particular case in the form of time series, while all types of nonlinearities
including complex excitation can be considered. Nevertheless, other valuable results
can be obtained from an analysis based on more qualitative comparisons, which is,
e.g. eigenvalue analysis or steady state harmonic analysis, etc.

The above introduced mathematical model of the blade couple with friction
element was implemented in MATLAB system. The values of model parameters
were set in accordance with the experimental set-up (see Sect. 6.3.2.1). Material
damping of the blades was considered 0.2% for all eigenmodes in all simulated
cases—the results are shown for three typical combinations (I–III) of the radial
force Fr and excitation amplitude Fa . Case I: Fr � 0.5N, Fa � 1.6N, case II:
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Fig. 6.81 Displacement of
the blade A calculated using
the numerical model (case I)

Fr � 1N, Fa � 0.8N and case III: Fr � 1N, Fa � 1.8N. The particular values of
the friction model parameters were estimated on the basis of previous experimental
results

(
fs � 0.6, fd � 0.3, d � 2, ck � 10−3ms−1

)
.

The displacements of the blade A calculated the model are shown in Figs. 6.81,
6.82, 6.83. The summary of evaluated damping ratios for all cases is compared in
Table 6.4. The damping ratios for both experimental and numerical results were cal-
culated from the particular parts of time history bymeans of an amplitude logarithmic
decrement by Hilbert’s transform. The course of time histories in case I compared
to case II and III is characterized by macroslip movements in the first stage of the
vibration attenuation and by microslip movements in the second stage of the attenu-
ation. It was an expected result since the amplitude value of the harmonic excitation
force was relatively high, and the radial force value was lower comparing to other
cases. Thus, the adhesion forces in the contact were exceeded, and the macroslip
movements were induced.

The computed displacement amplitudes are about twice higher compared to the
experiment, see Sect. 6.3.2.1. It is caused by the slight different eigenfrequencies
of the real mechanical system and the numerical model of the system. The first
bending frequency was calculated by the numerical model, and this value was used
for the definition of the excitation frequency. If the same excitation frequency is
used for the loading of the real mechanical system with slightly different bending
eigenfrequency, the response will not be the same, i.e. the exact resonance is not
achieved. The difference in the computed and measured amplitudes can be also
caused by the fact that the excitation force has an ideal harmonic character in case
of calculation but this is not true for the real force generated by the electromagnet.
Therefore, the larger resonance is obtained during the numerical simulation than
during the experiment.
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Fig. 6.82 Displacement of
the blade A calculated using
the numerical model (case II)

Fig. 6.83 Displacement of
the blade A calculated using
the numerical model (case
III)

Table 6.4 Evaluated
damping ratios (%) for the
experiment and numerical
model

Case I Case II Case III

Experiment 1.120/0.160 0.220 0.300

Numerical model 1.019/0.224 0.203 0.217
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The course of the time history in case II (Fig. 6.82) is characterized by microslip
movements in the whole attenuation region. It is caused by the small amplitude
value of the electromagnet excitation force with respect to the radial extruding force.
It should be noted that the situation is the same as in a real turbine in case of a
low dynamic excitation of blades, which are locked for higher angular velocities
(i.e. higher centrifugal forces acting on the friction element). The positive effect of
the friction element placed in shrouding should occur in case of higher undesirable
excitation (and successive higher vibration amplitudes of blades).

The accordance of the results obtained for case III (Fig. 6.83) is not so good as in
the two previous cases. The measured course of the displacement time history for the
blade A (see Sect. 6.3.2.1) does not show a substantial transition between macroslip
and microslip movements. It is rather characterized by certain average switching
between these two types ofmovements. On the other hand, the comparable numerical
results show the standard macroslip movements in the first stage of the vibration
attenuation and the microslip movements in the second stage of the attenuation
(the damping ratios written in Table 6.4 are identified for the second stage). The
inconsistency of the measured and calculated results in this limit case could be
explained by insufficient friction model parameters, which are not suitable for the
particular combination of the radial and transverse excitation forces.

6.4 Bladed Wheel with Friction Contact in Tie-Boss
Couplings

In this section we deal with the bladed wheel model with tie-boss couplings that
was designed for research of friction contact effect on dynamics of the wheels.
Therefore both physical and numerical models of the wheel with tie-boss couplings
were built. In the first part of the section the designed model and experimental set-up
for its testing are described. Then its numerical and experimental modal analysis
is presented. In the last part both discrete analytical and reduced numerical models
are described and the results of calculations for several dynamic excitations are
discussed.

6.4.1 Physical Model Description

The testing disk is equipped with thirty prismatic blades. Picture of a design of
bladed wheels with so-called “tie-boss” couplings and additional weights is shown
in Fig. 6.84. The tie-bosses are shoulders of blades whose ends are in a contact with
shoulders of the neighboring blades. The ends of the shoulders are cut so that its
areas, i.e. contact areas, are parallel to a direction of the flexural vibration of a single
blade.
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Tie-boss detail

Fig. 6.84 Bladed wheel model with inter-blade tie-boss couplings

Because of setting up the pre-stress in the contacts between the tie-bosses of the
neighboring blades, the tie-bosses consist of extensible shoulders screwed with left
(right side) and right (left side shoulder) winding into the suspension bolt that was
fixed to the blade by two nuts. By screwing the bolt in the nuts the shoulders extend
simultaneously on both sides. The detail of the tie-boss structure is in Fig. 6.84, too.
Each blade is fixed to the disk by the system of two small finger consoles. Bottom
console is bolted down to the disk and upper console is bolted to the blade. The
consoles are bolted together and their mutual position is set by angle 45° before their
bolting together. At the end of the blades an additional mass is bolted to lower its
first flexural eigen-frequency. Experimental set-up of rotary test rig of the designed
bladed wheel with denotation of the particular components is in the Fig. 6.85.

6.4.2 Modal Analysis of Full Bladed Disk

Modal analysis of the numerical bladed disk were computed for two contact limit
states, i.e. (I) bonded contacts (i.e. contact surfaces stuck together) and (II) open
contacts (i.e. no coupling between contact surfaces) between tie-bosses. The depen-
dences of the eigen-frequencies of flexural eigen-modes on number of nodal diame-
ters (ND) are depicted for both contact cases in Fig. 6.88 as so-called SAFE diagram.
The open contact model approximates the “eigen-frequency” of the wheel at large
relative displacements (slips) in contacts. The eigen-frequencies of the open contact
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Tie-boss detail

Overhang bladed wheel

Housing of spindle shaft

EM7

Fig. 6.85 Experimental set-up of the bladed wheel and test rig

model monotonously increase with a number of ND and its value converges to a limit
50.3 Hz that is defined by the first flexural mode of a clamped blade. The highest
possible number of ND for 30 blades is 15. At this case the inter-blade angle reaches
180°. The model with bonded contacts served for mapping of modal behavior of the
wheel under high pre-stress in contacts and low amplitudes of excitation when only
a stick state with microslips in contacts appears. For this case it can be seen large
stiffening effect at modes with a higher number of ND.

To attune the numerical model of the bladed wheel to the experiment an exper-
imental modal analysis (Table 6.5) was performed both for (A) open contacts and
(B) pre-stress contact states between tie-bosses. As it can be seen, the couples of
very close eigenfrequencies for each eigenmode with nonzero ND modal analysis
appear in the Table 6.5. It corresponds to the split double eigenfrequencies of the
eigenmodes of the rotational bodies with lightly disturbed symmetry.

The pre-stresses in contacts between the tie-bosseswere setmanually by extending
a length of their arms. The values of the pre-stresses were evaluated indirectly after
releasing the pre-stresses by the magnetic torque sensor Active-3 Lite that enabled
to register the torque moment of each blade. The normal forces in the contacts were
ascertained from the torque moments. Normal forces were relatively high, i.e. about
50 N with a slight variation along the circumference. Excitation of the bladed wheel
was electromagnetic. The electromagnet placed against the top of the blade L1 (see
Fig. 6.85) was excited by the high power pulse in case A and by harmonic frequency
sweep function in case B.

The wheel model with open contacts (A) was tuned to the experimental results of
modal analysis. The results (Fig. 6.86) of both numerical and experimental modal
analysis show good agreement. Furthermore, the results of the numerical analysis
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Table 6.5 Results of modal analysis of the bladed wheel for cases: (A) open contacts (FEM,
experiment) and (B) bonded contacts (FEM) and (C) pre-stress states (experiment) between tie-
bosses

ND Open
contacts
FEM

Open contacts EXP Bonded
contacts
FEM

Contact prestress EXP

freq. (Hz) freq. (Hz) damp.r. (%) freq. (Hz) freq. (Hz) damp.r. (%)

0 43.32 – – 57.17 – –

1 43.37 37.34 0.32 60.24 43.66 1.29

1 43.47 37.71 0.28 60.35 46.85 1.73

2 44.32 43.51 0.15 65.88 62.51 0.51

2 44.39 – – 65.99 66.92 0.85

3 46.14 45.43 0.18 79.36 78.58 1.04

3 46.20 45.65 0.12 79.44 80.63 0.24

4 47.37 46.59 0.08 94.48 94.98 1.57

4 47.42 – – 94.53 98.56 0.28

5 48.10 47.08 0.06 109.65 109.11 0.50

5 48.22 47.67 0.08 109.74 116.38 0.21

with bonded couplings between tie-bosses (C) and of the experimental analysis of
the wheel with pre-stresses between tie-bosses (B) are depicted in the Fig. 6.86, too.
The figure clearly shows that the eigen-frequencies of case B are placed between the
eigen-frequencies of two contact limit cases A and C. The position of each eigen-
frequency within the limit eigen-frequencies are given by the level of pre-stress and
level of excitation that define rate of stick state with microslips and slips during the
vibration. Since the open contact model approximates the blade “eigen-frequency”
at slips it means the closer is the pre-stressed state to the open contact model eigen-
frequency thehigher relative displacements are excited. Since the experimental eigen-
frequencies are close to bonded contacts it shows that the pre-stresses in contacts
were relatively high with respect to a force excitation capacity and stick state with
microslips aroused only in contacts. The differences of 1ND mode measured eigen-
frequencies from the numerical counterparts are caused by differences in boundary
conditions (bearing of thewheel hub) of physical and numericalmodel. The influence
of the bearing diminishes for higher number of ND.

6.4.3 Discrete Analytical Model

(a) Model Description

Discrete analytical model of bladed wheel with 30 blades (Fig. 6.87) was created
analogically as blade triple model described in 6.87a). Each blade is represented
by one DOF. In addition the blades model is extended by a disc that is divided to
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Fig. 6.86 Eigen-frequencies versus number of nodal diameters for the wheel with (I) bonded and
(II) open contacts—FEM model tuned to the experiment

Fig. 6.87 Schematic picture
of bladed wheel model with
disc

masses mD associated with each blade. Masses mD are connected to the main frame
with springs with stiffness kD1 and viscous dampers with damping coefficient bD1.
Between masses mD there are springs with stiffness kD2 and viscous dampers with
damping coefficient bD2. Hence, the model has 60 DOFs with two DOFs per each
blade segment.

Bladed wheel model is described by equations of motion:

m · ÿi + b · (ẏi − ẏDi ) + k · (yi − yDi ) + Fi−1,i (yi − yi−1, ẏi − ẏi−1)

− Fi+1,i (yi − yi+1, ẏi − ẏi+1) + Gi � Fi cos(ωt),

mD · ÿDi + bD1 · ẏDi + bD2 · (2 · ẏDi − ẏDi−1 − ẏDi+1) + b · (ẏDi − ẏi )

+ kD1 · yDi + kD2 · (2 · yDi − yDi−1 − yDi+1) + . . .
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Table 6.6 Parameters of the
detached disc

Parameter Value Unit

mD 0.7 kg

kD1 1.77 · 105 Nm−1

kD2 4.275 · 106 Nm−1

bD1 0.44 N s/m

bD2 0.44 N s/m1

Table 6.7 Disc
eigenfrequencies of FEM and
SIMULINK models

ND FEM model Simulink model

0 177.65 93.19

1 172.02 124.28

2 188.23 188.23

3 251.08 260.33

4 333.20 333.25

+ k · (yDi − yi ) � 0, where i � 1, 2, . . . , 30, (6.4.1)

which can be rewritten into a matrix form as

Mÿ + Bẏ +Ky + Fc(y, ẏ) � F cos(ωt),

where yT � [yT , yT
D
]. (6.4.2)

The first equation (6.4.1) describes motion of 30 blades with nonlinear terms
for contact force. The second equation describes the disc consisting of 30 parts.
Furthermore, the term Gi appears in the Eq. 6.4.1 that expresses an aerodynamic
force acting on blade i and is described in the last section of this chapter.

Numerical model of the discrete bladed wheel with friction contacts was built in
the same way as in case of three blades bundle (Sect. 3.1.2), i.e. by Simulink block
scheme with the stick-slip model (Fig. 6.28). Parameters of the blades and friction
contact were used according to Table 6.1. Disc parameters (Table 6.6) were obtained
by tuning eigenfrequencies of eigenmodes with 2ND and 4 ND of the detached disk
to the 3D FEM model.

Comparison of eigenfrequencies of the detached disc (free without blades)
obtained from Simulink model and FEM model are shown in Table 6.7 where the
eigenfrequencies (ND � 2, 4) used for a model matching are highlighted. Eigenfre-
quencies of both models with 0 and 1 ND do not match because these modes are
differently sensitive to boundary conditions of the disk clamping.

Eigenfrequencies fN D of the whole bladed wheel both for open and bonded con-
tacts in tie-bosses are in Table 6.8 and Fig. 6.88. As seen from differences of eigen-
frequencies of eigenmodes with higher number of ND (ND > 3), bonded contacts
have stiffening effect on the dynamics of the wheel.
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Table 6.8 Eigenfrequencies
fN D of bladed wheel with
open and bonded contacts

ND Open contacts Bonded contacts

0 41.06 41.06

1 45.54 45.72

2 48.25 48.95

3 49.12 50.64

4 49.47 52.06

Fig. 6.88 Dependences of
eigenfrequencies on number
of ND of the analytical
bladed wheel with a open
and b bonded contacts

Fig. 6.89 Scheme of bladed
wheel with 30 blades and
2ND vibration modes A and
B (dashed lines)

From the numerical modal analysis we get couples of very close eigenfrequencies
for each eigenmode with nonzero ND. It corresponds to the theoretical assumption
of multiple (double) eigenfrequencies of the eigenmodes of the rotational symmetric
wheel. By splitting of multiple eigenfrequencies we get two orthogonal eigenmodes.
The locations of the calculated 2 ND eigenmodes A, B with respect to numbering of
the blades and positive direction of revolution are depicted in Fig. 6.89.
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Table 6.9 Constants of
initial vector

y10 y20 y30 y40 y50 y60 y70

0.131 0.24 0.307 0.321 0.279 0.189 0.067

Fig. 6.90 Envelope of
maximal vibration peaks of
bladed wheel for various
adhesion forces and kc �
10,000 N/m and mode shape
with 2 ND

(b) Numerical Simulations of Vibration Attenuation

Vibration attenuation from a resonant vibration by the affinity mode to eigenmode
B (Fig. 6.88) was chosen, similarly as in Sect. 6.3.1.2b, to study the effects of friction
contacts on system resonant frequency and damping. Therefore initial displacement
vector for the bladed wheel was set proportional to this mode:

y0 = yamp[y10, y10, a1y10, a1y10], (6.4.3)

where coefficients yamp � 0.013, a1 � 0.069 and vector y10 is

y10 = [y10, y20, y30, y40, y50, y60, y70,−y70,−y60,−y50,−y40,−y30,−y20,−y10, 0],
(6.4.4)

whose constants of initial vector are presented in Table 6.9.
Figures 6.90 and 6.91 show envelopes of maximal amplitude that is reached in

blade no. 4 since there is prescribed maximal initial displacement (Fig. 6.88). Simi-
larly as for three blades bundle, increase of friction force leads to quicker attenuation
and smaller amplitudes in slip phase in contacts. Increase of contact stiffness kc
leads to lower amplitudes in stick mode. In contradiction to the three blades bundle,
however, maximal amplitude decay is no longer linear but more exponential.

The damping is due to changeable amplitudes of vibration mode around the wheel
ununiformly distributed. For mode 2ND, amplitude attenuations and damping ratios
for different blades along quarter of the wheel is shown in Fig. 6.92 and Fig. 6.93,
respectively.
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Fig. 6.91 Envelope of
maximal vibration peaks of
bladed wheel for various
contact stiffness and Ft0 �
1 N and mode shape with 2
ND

Fig. 6.92 Vibration
attenuations of blades no.
1-7 for 2 ND mode

Figures 6.94 and 6.95 show the resonant frequency changes of blade no. 4 for the
same simulations as shown in Figs. 6.90 and 6.91. The character of the curves is qual-
itatively very similar to the case of three blades bundle discussed in Sect. 6.3.1.2. At
the beginning of attenuation the resonant frequency is close to the eigenfrequency f2
of a wheel with open contacts, i.e. 48.25 Hz, since slip state occur and the stiffness
couplings in contacts are weak. When the amplitudes of the blades, however, fall
down, the contacts get locked and the resonant frequency passes over to eigenfre-
quency of the wheel with bonded contacts, i.e. 48.95 Hz. The resonant frequencies
at the beginning and at the end are not dependent on friction force. It can be seen that
changing friction force only shifts the increase of the frequency in time. On the other
hand, change of stiffness of the contact spring leads to higher increase of the stick
state resonant frequencies because the resonant frequency of the wheel with stuck
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Fig. 6.93 Damping ratio of
blades no. 1-7 for 2 ND
mode

Fig. 6.94 Frequency of
vibration of bladed wheel for
various adhesion forces and
kc � 10,000 N/m and mode
shape with 2 ND

contacts increases due to increasing the contact stiffness. The resonant frequency as
a function of amplitude for the same cases is shown in Figs. 6.96 and 6.97.

Results of damping ratios for various friction forces and contact stiffnesses are
shown in Figs. 6.98 and 6.99, respectively. It can be seen that increase of friction force
leads to increase of damping ratio for higher amplitudes of vibration. The maximal
values for different friction forces, however, are the same and are just shifted to
higher amplitudes with increasing friction forces. On the other hand, increase of
contact stiffness does not change the damping ratio for higher amplitudes, but for the
amplitudes close to the point where transition from stick-slip to stick state occurs,
there is a rapid increase of damping ratio which corresponds to quicker slope change
of envelope in Fig. 6.90.
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Fig. 6.95 Frequency of
vibration of bladed wheel for
various contact stiffness and
Ft0 � 1 N and mode shape
with 2 ND

Fig. 6.96 Frequency of
vibration of bladed wheel for
various adhesion forces and
kc � 10,000 N/m and mode
shape with 2 ND as a
function of amplitude

Fig. 6.97 Frequency of
vibration of bladed wheel for
various contact stiffness and
Ft0 � 1 N and mode shape
with 2 ND as a function of
amplitude
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Fig. 6.98 Damping ratio for
various adhesion forces and
kc � 10,000 N/m and mode
shape with 2 ND as a
function of amplitude

Fig. 6.99 Damping ratio for
various contact stiffness and
Ft0 � 1 N and mode shape
with 2 ND as a function of
amplitude

(c) Numerical simulations of sweep nozzle excitation

The sweep nozzle excitation of the bladed wheel by stator blades is used here to
simulate passing the resonant frequency of the wheel during the run-up. Number of
stator blades is usually opted lower then number of rotor blades and their difference
equals to a number of ND of the excited mode [48], which is excited. In our simula-
tions were used 28 stator blades to excite wheel vibrations with 2 ND respectively.
Excitation force for each blade is described by Eq. (6.4.5):

Fi � Fb cos

(
ωr t − 2π

(
1 − R

S

)
i

)
, i � 1, 2, . . . , 30, (6.4.5)

where Fb is force amplitude, R number of rotor blades, S number of stator blades
and ωr angular frequency of revolutions.
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Fig. 6.100 The
amplitude-frequency
characteristics at sweep
nozzle excitation for
different friction force Ft0

For evaluating dry friction effect on the resonant passage of 2ND mode of the
wheel, we choose slow sweep rate 1/15 Hz s−1 of revolution frequency, force ampli-
tude Fb � 1N and various adhesion forces Ft0 � 1, 2, . . . , 10. The amplitude-
frequency characteristics for Ft0 � 1, 3 and 10 (solid lines) are shown in Fig. 6.100.
The amplitude-frequency dependences evaluated at sweep nozzle excitation for open
and bonded contacts are depicted by dashed lines.Vertical dash-dotted lines showval-
ues of eigenfrequencies of the wheel corresponding to open 48.25 Hz and to bonded
48.95 Hz contacts. Small frequency shifts between resonance peaks and calculated
eigenfrequencies of the limit contact states are caused mainly by the transient effect
of sweep excitation. Envelope of resonant peaks of the characteristics calculated for
different Ft0 in range from 1 to 10 is drawn by a bold line. At low friction forces
contacts are in slip phase during vibration and the resonant frequency approaches
to the eigenfrequency of the open contacts and at high friction forces due to stick
phase they approaches to eigenfrequency of the bonded contacts. The important fact
is that there is optimum of the friction force, i.e.Ft0 � 3 N, for given parameters of
the simulation where the wheel resonant amplitude reaches lowest value during the
resonant passage.

The zoomed time characteristics of all 30 blade displacement responses on sweep
nozzle excitation at excitation amplitude Fb � 1N, friction forces Ft0 � 3 N and
revolution frequency fr � ωr/2π � 48.58 Hz where the amplitude-frequency char-
acteristic reaches its maximum are drawn in Fig. 6.101. The bold lines on the top and
bottom of the graphs belong to the blade no. 1 that encloses whole circumference
of the wheel given by angle 2π. The arrow shows the direction of a movement of
the deformation wave. As shown in Fig. 6.101, the wave needs time of two vibration
periods (2T ) for travelling over one circumference of the wheel. Hence the velocity
of the wave is 2π/2T what is equal to f2/2 as corresponds to the analytical assump-
tion for eigenmode with 2ND. Since the deformation wave moves in the direction of
rotation (Fig. 6.101) we call it forward traveling wave.
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Fig. 6.101 Time
characteristics of wheel
blades at resonant excitation
(Fb � 1N, Ft0 � 3 N, f r �
48.58 Hz)

(d) Numerical simulations of nozzle excitation with self-excitation

The flowing gas can cause in addition to the periodic wakes exciting forces also
instability and increase of self-excited oscillations. Mathematical model of this aero-
elastic phenomenon is very complicated and this effect is intensively investigated
to this day. Therefore in the first approximation of solution of running waves and
interaction of delayed forced and self-excited oscillation the Van der Pol model of
excitation forces acting on individual blades (similar as on the airplane wing) will be
applied [49]. The Van der Pol non-linear damping force is often used in electronic
engineering and in theory of non-linear oscillations and is described by

Gi � −μ(1 − (xi/r )
2)ẋi , (6.4.6)

where Gi [N] is the aerodynamic force acting on blade i, xi , ẋi [m, m/s] are dis-
placement and velocity of blade i, r [m] is the displacement of blade at which the
negative aerodynamic force changes into positive one,μ [Ns/m] is a scalar parameter
indicating the intensity of this non-linear damping.

Advantage of this non-linear model is the conversion of negative damping into
positive one after the amplitudes of self-excited oscillations exceed prescribed limit
xi � r. Amplitudes are therefore also in the unstable regions limited, which enables
investigating of system behavior even in these cases. This property is very useful also
in numerical solution, when it prevent from overflowing and destroying computing
procedure. The dependence of aerodynamic force Gi on the intensity self-excitation
coefficient μ for given value of r � 1 mm is in Fig. 6.102. The value of parameter
r determines a blade displacement at which the aerodynamic force changes its sign
from negative into positive one. The increase of dangerous flutter vibration happens,
if the intensity self-excitation coefficient μ (Eq. 6.4.6) is greater than the blade
damping coefficient b of the blade (Table 6.1).
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Fig. 6.102 The dependence
of aerodynamic force on the
intensity self-excitation
coefficient

Fig. 6.103 The time
characteristics of maximal
amplitudes of the wheel with
zero friction force and at
self-excitation by van der Pol
model with different
intensity coefficients

This enormous increase of amplitude is very dangerous for reliability and service
life of blade cascade. One of the possible arrangements for suppression of these
dangerous amplitudes is the increase of total damping. The effect of tie-boss friction
contact between neighboring blades on stabilization of one vibration mode will be
shown on the next example.We choose the nozzle excitation (Eq. 6.4.5) with number
of stator blades S � 15 and fr � ωr/2π � 70Hz that makes out-of-resonant
vibration since the eigen-frequency of the wheel mode with ND � 15 and bonded
contacts is 63.9 Hz. The force amplitude was Fb � 2N, friction forces in contacts
was Ft0 � fFn� 1 N. The time characteristics of maximal amplitudes of the wheel
for zero value Ft0 � 0 and various values of μ are shown in Fig. 6.103 and the
same characteristics of the wheel with additional dry friction forces are drawn in
Fig. 6.104.
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Fig. 6.104 The time
characteristics of maximal
amplitudes of the wheel with
Ft � 1 N and at
self-excitation by van der Pol
model with different
intensity coefficients

It can be seen for the case of zero friction force (Fig. 6.103) that the maximal
amplitudes increase almost from the beginning of the excitation and faster with
intensity self-excitation coefficient increase. Then the self-excited vibration transits
into a stable phase of vibration due to the Van der Pol model. The mode of the
stable phase has 15 ND (Fig. 6.105) as expected to excitation of the wheel with 30
rotor blades by 15 nozzles. By introducing the friction force Ft0 � 1 N, the system
is stabilized for some time, but afterward the self-excitation occur as well. And,
the origin of instability in the system with friction is prolonged the more the lower
intensity coefficient of self-excitation is. And again we can see the transition into the
stable phase of vibration. From the shapes of the vibration amplitudes (Figs. 6.102,
6.103 and 6.104) in selected times of the stable phase, however, it is evident that
due to dry friction, the original mode with 15ND is suppressed and another vibration
mode with lower number of ND is excited. Type of this stable vibration mode is
dependent on the magnitude of the instability coefficient μ and force amplitude Fb.
For our study case, when μ � 4 N s m−1 the umbrella mode (Fig. 6.102), when μ �
12 N s m−1 a backward traveling mode with 1ND (Fig. 6.103) and when μ � 100
N s m−1 a forward traveling mode with 3ND (Fig. 6.104) are excited (Figs. 6.105,
6.106, 6.107 and 6.108).

These results show very complex non-linear behavior of bladed wheels at consid-
eration of dry-friction damping and self-excitation and therefore numerical modeling
and experimental validation of fluid-structure interaction by different approaches are
still under our investigation (e.g. [45]).
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Fig. 6.105 Mode of
self-excited vibration of the
wheel with zeros friction
force and intensity
coefficient 4 N s m−1 at time
4 s

Fig. 6.106 Mode of
self-excited vibration of the
wheel with friction forces
1 N and intensity coefficient
4 N s m−1 at time 20.002 s

Fig. 6.107 Mode of
self-excited vibration of the
wheel with friction force 1 N
and intensity coefficient 12
N s m−1 at time 20.018 s
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Fig. 6.108 Mode of
self-excited vibration of the
wheel with friction force 1 N
and intensity coefficient 100
N s m−1 at time 22 s

6.5 Conclusion

The variety of modified dry-friction models and results of their equivalent lineariza-
tion were presented at the Sect. 6.2. Friction is considered from phenomenological
view within the whole Chapter. Numerical models, i.e. discrete analytical, reduced
and full finite element, used in our research of non-linear dynamic behavior, of
the blade cascades and bladed wheel with dry friction contacts were described in
Sects. 6.3 and 6.4, respectively. Dynamics states, such as resonant vibration, free
attenuation, self-excitation, were considered. The detail dynamic analysis of non-
linear behavior of these systems due to dry-friction contacts were presented for dis-
crete analytical model with the stick-slip friction contact. The results show that the
general characteristics of dry-friction damping dependences on contact stiffness and
friction force of the blades bundle are similar to whole bladed wheel. What is differ-
ent and much rich is, however, structural dynamics of the bladed wheels because of
their periodic structure with rotational symmetry. It brings different resonant modes
of vibration in dependence on a type of wheel excitation. In Sect. 6.4 the responses
of the wheel to nozzle excitation and self-excitation were studied, too. To assess the
agreement of numerical results with experiment, the experimental set-ups, results of
measurement and their analysis for blades bundles with dry friction coupling, i.e. by
tie-boss contacts or by imposed friction element, were described. The comparisons
show that in spite of simplifications in the modelling of the dry-friction contacts, the
used numerical models can deliver very useful information about additional stiff-
ness, damping and stabilization effect due to the contact couplings between blades.
Despite plentiful publications on this topic as seen in the Introduction, a high interest
of scientists about it continues till today. Our latest research is mainly aimed at the
experimental testing of the bladed wheel with tie-bosses described in Sect. 6.4 for
validation of our numerical models. As was shown on case of tie-boss couplings of
three blades bundle, the computation of the non-reduced 3E FE model with surface
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to surface contact was performed. The results of dynamics responses, stiffening and
damping estimation were very promising and therefore we would like to overcome
to computation of the whole wheel mode.
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46. Půst, L., Tondl, A.: Introduction into theory of nonlinear and quasiharmonic vibrations of
mechanical systems. NCSAV, Prague (1956) (in Czech)
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Chapter 7
Bifurcation-Based Shimmy Analysis
of Landing Gears Using Flexible
Multibody Models

C. J. J. Beckers, A. E. Öngüt, G. Verbeek, R. H. B. Fey, Y. Lemmens
and N. van de Wouw

Abstract Shimmy oscillations are undesired vibrations in aircraft landing gears. In
this chapter, the onset of shimmy vibrations, marked by Hopf bifurcations, is investi-
gated in the parameter space of high-fidelity, flexible multibody landing gear models.
Such a bifurcation analysis is performed by combining the Virtual.LabMotionmulti-
body solver with the numerical continuation software AUTO. The resulting quasi-
2-parameter bifurcation diagrams, involving aircraft velocity and normal load, are
verified using conventional time-simulation methods and are shown to be computa-
tionallymore efficient. A sensitivity study reveals the influence of design parameters,
such as the shimmy damping coefficient, mechanical trail, and steering actuator stiff-
ness, on the occurrence of shimmy.
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7.1 Introduction

Shimmy is a self-excited lateral-yaw oscillation of landing gear wheels that can
occur during take-off, landing, or taxiing of an aircraft. In severe forms, it can cause
discomfort for the pilot/passengers or even damage the safety-critical landing gear
structure. Therefore, it is essential to assess the susceptibility of landing gears to
shimmy early in the design process, preferably through model-based analysis.

Numerical continuation methods are often employed to analyse the Hopf bifurca-
tions that mark the occurrence of shimmy in the parameter space of analytical mod-
els, such as in [7] and [13]. However, these models are often of limited complexity
and represent significant simplifications of the complex landing gear structures. In
contrast, the landing gear industry adopts time integration procedures for flexible
multibody models, which can be highly complex and often include several types of
nonlinearities and dynamic effects, such as mechanical free-play, flexible structures
with large rotations/deformations, nonlinear dampers, contacts, and tires [9]. These
multibody models form accurate representations of the actual landing gear dynam-
ics, but the simulations are computationally expensive and only result in the stability
properties of the landing gear at discrete points in the parameter space.

This study aims to bridge the gap between these analysis approaches and model
types, by analyzing the shimmy stability properties of a complex, high-fidelity, flexi-
blemultibody landing gearmodel, as shown in Fig. 7.1, using numerical continuation
software. The simulation framework developed in [11] is adapted to enable the anal-
ysis of larger, more complex models. With respect to this previous study, which
analysed multibody models with up to 9 discrete degrees of freedom (DOFs), the

Fig. 7.1 Isometric view of
the multibody landing gear
model used in this study

z

y

x
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model in Fig. 7.1 represents both the geometry and the dynamics of a real-world
landing gear more accurately. The model is more complex, containing more bodies,
some of which are considered flexible to account for the compliance of the landing
gear structure. Modelling this compliance with flexible bodies, instead of using dis-
crete rotational DOFs with a lumped stiffness, results in more realistic motions of
the landing gear.

In this chapter, Sect. 7.2 summarizes the required preliminary theory for the
description of the flexible multibody model, which also includes tire dynamics.
In Sect. 7.3, the multibody landing gear model is explained, detailing the specific
dynamics that are modeled, after which Sect. 7.4 provides an overview of the used
simulation framework. The results of the analysis are discussed in Sect. 7.5 and
the conclusions are summarized in Sect. 7.6. This work is an extended version of a
conference paper [2], which focuses more on the applied simulation framework.

7.2 Preliminaries on Multibody Dynamics

The dynamics of a multibody system can be described by a system of differential-
algebraic equations (DAE’s) according to [6, p. 224]

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

[
M (q) ΦT

,q(q, t)

Φ,q(q, t) 0

] [
q̈
λ

]

=
[
QA(q, q̇) + QE(q̇, q, t)

γ (q̇, q, t)

]

,

Φ,q(q, t)q̇ = − ∂Φ(q,t)

∂t ,

Φ(q, t) = 0 ,

(7.1)

whereM is the mass matrix, which is a function of the column of generalized coor-
dinates q, Φ,q is the constraint Jacobian, where ,q denotes the partial derivative with
respect to q, and Φ reflects the holonomic constraints, λ is the associated column of

Lagrangemultipliers, andQA denotes the columnof generalized applied forces.Addi-

tionally, in the Virtual.Lab Motion software [10], the column QE includes applied
forces supplied by external sources, such as an external control system. The column
γ defines the acceleration-level constraint equations, according to

Φ,q(q, t)q̈ = −
⎡

⎣
∂

(
Φ,q(q, t)q̇

)

∂q
+ 2

∂Φ,q(q, t)

∂t

⎤

⎦ q̇ − ∂2Φ(q, t)

∂t2
=: γ (q̇, q, t).

(7.2)
The second and third equalities in (7.1) represent the constraint equations on velocity
and position level, respectively.

The generalized coordinates q consist of both dependent- and independent
generalized coordinates, respectively q

D
and q

I
, which are related through the

constraint equations Φ(q, t) = 0. The multibody solver of Virtual.Lab Motion,
previously known as the DADS solver, and hereafter named the Motion solver,
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applies the so-called augmented formulation, i.e., rather than eliminating all redun-
dant equations from the system before solving, the equations of motion are inte-
grated in time with the redundant generalized coordinates and Lagrange multipli-
ers included [8, p. 118]. Before integration, the second-order differential equations
in (7.1) are transformed into a first-order form by introducing the state variable
x = [xT1 xT2 ]T := [qT q̇T ]T . The dynamics in (7.1) can now be described in terms of
the states x1, x2, λ, and χ as

⎡

⎢
⎢
⎣

I 0 0 0
0 M (x1) ΦT

,x1
(x1, t) 0

0 Φ,x1
(x1, t) 0 0

0 0 0 I

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

ẋ1
ẋ2
λ

χ̇

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

x2
QA(x1, x2) + QE(x1, x2, t)

γ (x1, x2, t)
g(x1, x2, λ, χ)

⎤

⎥
⎥
⎦ , (7.3)

which, in case of time-simulation, is integrated directly using one of the available
numerical integration schemes [6, pp. 259–276]. The additional states χ in (7.3)
represent the dynamics of the system that are not directly a part of the multibody
dynamics, e.g., the tire dynamics. The states in x corresponding to the positions and
velocities of the independent generalized coordinates are indicated as xI .

7.2.1 Including Structural Compliance

The rigid multibody model can be extended by taking the structural flexibility of
the bodies into account. A model derivation is provided below. A reference to [8,
pp. 185–221], [14], and [15] is made for the full details.

7.2.1.1 Floating Frame of Reference Formulation

The floating frame of reference formulation is used. This implies that the displace-
ments due to the elastic deformation of the flexible body are described with respect
to a body-fixed reference frame, as shown in Fig. 7.2. Figure 7.2 shows an inertial
reference frame {O1, �e1} and a flexible body B, which has a body-fixed reference
frame {B, �eB}. The body reference frame position is defined by �rB and its orientation
by a column of four Euler parameters θB, which defines the orientation of �eB with
respect to �e1.

The contribution of elastic deformation to the position of an arbitrary point i on
the body, is given by

�ui = uTi �eB = [
u1 u2 u3

]

i

⎡

⎣
�eB1�eB2�eB3

⎤

⎦ , (7.4)
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Fig. 7.2 Deformable body
vector definitions

�e12

�e13

�e11

O1

�eB2

�eB3

�eB1

OB =: B
i

if
�rB

�ri/B

�ui�rif/B

�rif

where ui is the column with coordinates that defines �ui in the body reference frame.
The position of point i in the deformed situation, point if , with respect to the origin
of the body reference frame, is given by

�rif /B = �ri/B + �ui , (7.5)

where �ri/B is the position of point i with respect to B in the undeformed situation.
The position of point if can also be expressed with respect to the inertial reference
frame by

�rif = �rB + �ri/B + �ui
= �e1T rB + �eBT

(ri/B + ui) (7.6)

= �e1T (
rB + A1B(ri/B + ui)

) = �e1T rif ,

where A1B is the direction cosine matrix that defines the rotation from �eB to �e1,
according to

�e1 = A1B�eB . (7.7)

This matrix is a function of the four Euler parameters: A1B = A1B(θB).
The lumped mass formulation is used to describe the deformation of the flexible

body. This implies that the body is approximated by a finite number of grid points.
Themass of the body is lumped into the pointmasses of the grid points, or nodes. This
approach enables us to express the deformation of one of the points, for instance point
i, as function of a set of shape vectors ψ that describe the effect of the deformation
on the position of the selected point. Therefore, the deformation coordinates in (7.4)
can be described by

ui = Ψ iηB
, (7.8)

where Ψ i is the 3 × nη matrix containing the modal displacements of point i, and η
B

is the column containing the nη modal coordinates used to describe the deformation
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of body B. Matrix Ψ i is a row partition of the modal matrix Ψ . This modal matrix
describes the reduced elastic modes of all point on the body and is a result of modal
reduction that will be described in Sect. 7.2.1.3.

By applying (7.8), the global coordinates of point if can be expressed as

rif = rB + A1B(θB)
(
ri/B + Ψ iηB

)
. (7.9)

The global position of point if is now fully defined as function of the generalized
coordinates of the body

q
B

=
⎡

⎣
rB
θB
η
B

⎤

⎦ , (7.10)

which comprises the reference coordinates rB and θB and the modal coordinates η
B
.

It is of importance that the modal coordinates η
B
do not include the rigid body modes

of the system, because these are already described by the reference coordinates.
The velocity of point if can be derived by differentiating (7.9) with respect to time

and applying the chain rule

ṙif = ṙB + Ȧ
1B

(
ri/B + Ψ iηB

)
+ A1BΨ iη̇B

, (7.11)

where the relation ṙi/B = 0 has been used. In general, it is possible to rewrite the
central term on the right hand side of (7.11) as

Ȧ
1B

(
ri/B + Ψ iηB

)
= Ȧ

1B
rif /B = Pi θ̇B , (7.12)

where Pi = Pi(θB, ηB
) is defined as

Pi =
[

∂

∂θ1
(A1Brif /B) . . .

∂

∂θ4
(A1Brif /B)

]

, (7.13)

which is a 3 × 4 matrix. Full details on how to assemble Pi in the particular situation
that Euler parameters are used as rotational coordinates are stated in [14, p. 110].
Substituting (7.12) into (7.11) results in

ṙif = [
I Pi A1BΨ i

]

⎡

⎣
ṙB
θ̇B
η̇
B

⎤

⎦ . (7.14)
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7.2.1.2 Flexible Equations of Motion

Once the global position and velocity coordinates are known for all points in the
body, the kinetic energy of the individual points can be summed to obtain the total
kinetic energy of the body, according to

TB = 1

2

nn∑

i=1

mi

⎡

⎣
ṙB
θ̇B
η̇
B

⎤

⎦

T⎡

⎣
I Pi A1BΨ i

PT
i Pi P

T
i A

1BΨ i
sym. Ψ T

i Ψ i

⎤

⎦

⎡

⎣
ṙB
θ̇B
η̇
B

⎤

⎦

=: 1
2

⎡

⎣
ṙB
θ̇B
η̇
B

⎤

⎦

T

M B(θB, ηB
)

⎡

⎣
ṙB
θ̇B
η̇
B

⎤

⎦ , (7.15)

where nn is the total number of nodes of the body,mi are the nodal masses, andMB is
the resulting mass matrix of the body. This mass matrix is a function of the rotational
coordinates θB and the modal coordinates η

B
.

The elastic strain energy of the body can be expressed as

UB = 1

2

⎡

⎣
rB
θB
η
B

⎤

⎦

T ⎡

⎣
0 0 0
0 0 0
0 0 Kred

⎤

⎦

⎡

⎣
rB
θB
η
B

⎤

⎦ , (7.16)

where Kred = Ψ TKΨ is the modal stiffness matrix and K is the structural stiffness
matrix.

In case �Fi = FT
i �e1 is defined to be the net external force acting on node i of the

body, the virtual work of all forces acting on the body can be written as

δWB =
nn∑

i=1

FT
i δrif . (7.17)

Given the found relation for ṙif from (7.14), it can be concluded that

δrif = [
I Pi A

1BΨ i

]

⎡

⎣
δrB
δθB
δη

B

⎤

⎦ . (7.18)

Substituting (7.18) into (7.17) results the virtual work

δW = [∑nn
i=1 F

T
i

∑nn
i=1 F

T
i Pi

∑nn
i=1 F

T
i A

1BΨ i

]

⎡

⎣
δrB
δθB
δη

B

⎤

⎦

=:
[
(Qe

B
)Tr (Qe

B
)Tθ (Qe

B
)Tη

]
⎡

⎣
δrB
δθB
δη

B

⎤

⎦ =: (Qe
B
)T δq

B
,

(7.19)
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whereQe
B
is defined as the generalized forces acting on the body B for the three types

of generalized coordinates. These typically include all forces due to spring, damper,
and actuator elements.

Together with the obtained definitions for the kinetic energy TB, the elastic strain
energy UB, and the generalized applied forces Qe

B
, the use of Lagrange’s equation

results in the equations of motion of a single flexible body B, without constraint
equations [14]:
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(7.20)
where mij with i, j,∈ θ, r, η, are submatrices of MB, Q

e
B
are the externally applied

generalized forces, and Qv

B
are the quadratic velocity vectors resulting from the dif-

ferentiation of the kinetic energy with respect to the body coordinates and with
respect to time. These describe the gyroscopic and Coriolis force components
[8, p. 221].

The equations of motion of the total system, as described by (7.1), can be obtained
by combining the equations of motion of the individual nB bodies, together with
constraint equations of the Euler parameters and the kinematic constraints between
the bodies. This system of equations can be systematically assembled from (7.20).
For a complete derivation of these equations, a reference is made to [10, 14, 15].

7.2.1.3 Modal Reduction: Craig-Bampton

As described in Sect. 7.2.1.1, a modal representation of each flexible body is required
to incorporate its non-rigid body dynamics in the equations of motion of the multi-
body system. By introducing modal deformation coordinates η instead of nodal
displacements and rotations u in (7.8), the total number of generalized coordinates q
required to describe the dynamics can be reduced. The challenge arises to select a set
of modes that in a linear combination can accurately represent the local deformations
of the body.

An often used reduction method is the one developed by Craig and Bampton [1].
Assuming that a lumped mass finite-element model and mesh are defined for the
flexible body, the dynamic response of the undamped flexible body can be described
by the differential equations

Mü(t) + Ku(t) = F(t) , (7.21)

where M and K are respectively the (nu × nu) mass and stiffness matrices, F is the
(nu × 1) column of applied loads, and u is a (nu × 1) column with nu displacement
DOFs of the model.
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In the applied Craig-Bampton method, the DOFs u are separated in nbo boundary,
or interface, DOFs ub and nin internal DOFs ui:

u =
[
ub
ui

]

. (7.22)

The boundary DOFs are defined to be the DOFs that are connected to other bodies
in the multibody simulation through joint or force elements.

Static constraint modes are used to exactly represent the static deformation of the
body due to force elements and joint reaction forces at the boundary DOFs. After
partitioning (7.21) according to (7.22), resulting in

[
Mbb M bi
M ib M ii

] [
üb
üi

]

+
[
Kbb Kbi
Kib Kii

] [
ub
ui

]

=
[
Fb
Fi

]

, (7.23)

the internal DOFs can be expressed as function of the boundary DOFs according to

ui = −K−1
ii Kibub . (7.24)

The static deformations, expressed as us, due to loads on the boundary DOFs can
now be expressed in terms of the boundary DOFs ub only

us =
[
ub
ui

]

=
[
I bb
T ib

]

ub = Tnbub ; T ib = −K−1
ii Kib , (7.25)

where I bb represents the (nbo × nbo) unitymatrix. The nbo columns of Tnb are referred
to as the static constraint modes.

The static constraint modes are supplemented with fixed-interface normal modes.
These modes are the eigenmodes as calculated from the undamped, free-vibrating
body with all boundary DOFs constrained and can be obtained by solving the eigen-
value problem

[
−ω2

j M ii + Kii

]
ψ̂

j
= 0 , j = 1, 2, . . . , nin (7.26)

where the resulting nin angular eigenfrequencies and fixed-interface normal modes
are stored in the matrices

Ω ii =
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⎢
⎢
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⎤

⎥
⎥
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, Ψ ii =
[
ψ̂

1
ψ̂

2
ψ̂

3
. . . ψ̂

nin

]
. (7.27)

In order to sufficiently reduce the number of coordinates describing the deformation
of the body, usually a limited set of normal modes ψ̂

j
is taken into account. The
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matrix containing the selected kept fixed-interface normal modes is indicated with
Ψ ik . This subset of nk kept normal modes is used to define the dynamic part of the
deformation according to

ud =
[
ub
ui

]

=
[
Obk
Ψ ik

]

ζ
k

, (7.28)

whereObk is the (nbo × nk ) zero-matrix, corresponding to the fixed boundary DOFs,
and ζ

k
are the modal coordinates corresponding to the kept fixed-interface normal

modes.
Combining the static constraint modes and the kept fixed-interface normal modes,

the deformation of the body is approximated by

u = us + ud =
[
I bb
T ib

]

ub +
[
Obk
Ψ ik

]

ζ
k

=
[
I bb Obk
T ib Ψ ik

] [
ub
ζ
k

]

= Ψ CBηCB
, (7.29)

where η
CB

= [uTb ζ T
k
]T and Ψ CB is the Craig-Bampton reduction matrix. In order to

obtain a significant reduction it is required that nbo + nk � nu. By substituting (7.29)
in (7.21) and premultiplying with Ψ T

CB, the equations of motion can be reduced to

MCBη̈(t) + KCBη(t) = FCB(t) , (7.30)

where MCB = Ψ T
CBMΨ CB, K

CB = Ψ T
CBKΨ CB, and FCB = Ψ T

CBF .
The eigenmodes of (7.30) are orthogonalized with respect toMCB andKCB before

integrating them in the equations of motion of the multibody system [10]. This both
improves the numerical performance of multibody solver and enables the identifica-
tion of possible rigid body modes, which are to be excluded from the set of modal
coordinates, since the rigid body motion in the multibody formulation is already
defined by the reference coordinates rB and θB.

In order to obtain the orthogonalizedmode set, the generalized eigenvalue problem

[−ω̂2
j M

CB + KCB]ξ
j
= 0, j = 1, 2, . . . , (nbo + nk) , (7.31)

is solved, where ω̂j are the undamped angular eigenfrequencies and ξ
j
the corre-

sponding eigenvectors. The eigenvectors are gathered in the columns of the matrix

Ξ =
[
Ξ rb Ξ fl

]
, (7.32)

which is partitioned in possible rigid bodymodesΞ rb and the flexiblemodesΞ fl . The
rigid body modes are identified by their eigenfrequencies ω̂j being (almost) zero. To
avoid a redundant description of the rigid body modes in the multibody formulation,
the set Ξ rb is not used. The modes Ξ fl linearly transform the modes Ψ CB into the
new, orthogonalized mode set

Ψ = Ψ CBΞ fl , (7.33)
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which is used in the multibody formulation and couples the final generalized DOFs
η to the original set of physical DOFs u according to

u = Ψ η . (7.34)

The final reduced version of (7.21) becomes

Ψ TMΨ η̈ + Ψ TKΨ η̇ = Ψ TF , (7.35)

where Ψ TKΨ = Kred is the reduced stiffness matrix and Ψ TMΨ = mηη is the com-
ponent of the mass matrix corresponding to the modal coordinates in (7.20).

7.2.2 Tire Dynamics

Tire dynamics form an essential part in accurately describing the wheel shimmy
phenomenon. A tire model, featured in the Virtual.Lab software [10], describes the
dynamics between the tire body and the runway. Based on the position and velocity
of the tire with respect to the runway, the resulting normal force Fn, lateral force Fy,
longitudinal force Fx, and self-aligning moment around the vertical axisMz from the
road to the tire are determined.

Of these forces, Fy andMz have the largest influence on the shimmy oscillations,
because the oscillations are characterized most by lateral and yaw motion of the tire.
The lateral force Fy is a function of the side slip angle α. This angle is defined as the
acute angle between the longitudinal tire direction, associated with a longitudinal
velocity vector �Vx, and the velocity vector �VBP of the bottom point of the tire. These
vectors are visualised in Fig. 7.3a. The side slip angle is calculated as

(a) (b)

Fig. 7.3 a Top view of a tire with velocity and side slip angle definitions. b Tire lateral force as
function of the side slip angle [10]
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α = tan−1

(
| �Vy,BP|
| �Vx|

)

. (7.36)

The instantaneous lateral force Fy is defined as a third-order polynomial function
of α for 0 < α < 2.5μFnC

−1
Fα [10], as shown in Fig. 7.3b. The boundary conditions

of Fy(α) are defined as

Fy(0) = 0; dFy

dα
(0) = CFα; Fy(2.5μFnC

−1
Fα ) = μFn; dFy

dα
(2.5μFnC

−1
Fα ) = 0 ,

(7.37)
where CFα is a user-supplied constant indicating the cornering stiffness of the tire
and μ is the static friction coefficient between the tire and the road. For small slip
angles, this cornering stiffness dictates the lateral force characteristic of the tire. For
larger slip angles, the force Fy reaches a maximum of μFn and stays constant for
α > 2.5μFnC

−1
Fα .

In reality, the lateral force does not act exactly on the bottom point of the tire, but
rather just behind it. Therefore, the self-aligning moment is introduced and defined
by

Mz = −rpFy , (7.38)

where rp is the pneumatic trail, which is assumed to be constant.

7.2.2.1 Relaxation Behavior

The response of the lateral force to side slip is not instantaneous. There is a phase
lag between the side slip angle α and the developed lateral force Fy. This relaxation
behavior of the tire is characterised by the relaxation length σ . This is the distance a
tire has to roll in order to generate 63% of the steady-state lateral force, assuming α

is constant.
In this particular tire model, the relaxation behavior of the tire is modeled by

introducing a relaxation time tσ for the lateral force and self-aligning moment:

˙̃Fy = 1

tσ

(
Fy − F̃y

)
,

˙̃Mz = 1

tσ

(
Mz − M̃z

)
, (7.39)

where the relaxation time is derived from the relaxation length according to

tσ = σ

| �Vx|
. (7.40)

In (7.39), F̃y and M̃z are the lateral force and self-aligning moment that include the
relaxation behavior. The two differential equations in (7.39) are added to the system
of DAE that are analysed by the Motion solver. Therefore, F̃y and M̃z appear as
additional states χ in (7.3).
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Before the calculated forces and moments (Fn, Fx, F̃y, and M̃z) are applied to
the tire body in the multibody system, the friction limit is taken into account. This
implies that the vector sum of the lateral and longitudinal forces is reduced in case
it exceeds the maximum friction force generated by the tire, according to

√

F2
x + F̃2

y ≤ μFn . (7.41)

7.3 Multibody Model of a Nose Landing Gear

A dedicated multibody model is created to conduct a shimmy study. This model
is referred to as the ‘bifurcation study model’, or simply the ‘study model’. The
functionalities of a parameterized CADmodel of a landing gear, supplied by Fokker
LG, are employed to generate the CAD geometry of the multibody study model.
The study model contains many of the complexities that are normally present in
multibody landing gear models used in the landing gear industry.

7.3.1 Landing Gear Model for Bifurcation Study

A side view of the studymodel is shown in Fig. 7.4. The figure shows the landing gear
structure, the runway, and the airframe. Global coordinate directions are included
in all figures. Standard aircraft industry coordinate definitions are used, with the x-
axis directed rearward in the longitudinal direction and the z-axis directed vertically
upwards.

The airframe, which is represented by dashed lines, is a rigid frame representing
the fuselage of the aircraft to which the landing gear is attached. It has a mass that
induces the nominal vertical force on the landing gear structure. The airframe is
constrained to move only vertically with respect to the fixed global axis system, so

Fig. 7.4 Side view of the
study model

runway

airframe

xy

z

landing gear

aircraft center of gravity
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Fig. 7.5 Isometric view of
the rear side of the study
model, including the names
of the individual bodies

housing

cylinder

piston
tire

torque links

lower dragbrace

upper dragbrace

airframe

runway

axle

z

y
x

cylinder

the landing gear can drop down onto the runway. The runway is moved backwards
relative to the landing gear to simulate a forward motion of the aircraft.

A more detailed, isometric view of the landing gear is shown in Fig. 7.5. All
bodies are colored separately and their names are indicated using labels. Again, the
airframe is represented by dashed lines. Connected to the airframe are the housing
and the upper drag brace. The two are connected through the lower drag brace.
These three rigid bodies are constrained such that these cannot move with respect to
the airframe or to each other. Therefore, the airframe, upper- and lower drag brace,
and the housing move as one rigid body. The bodies are constrained in a statically
determined way, as to not introduce any redundant constraints.

The housing takes up a cylindrical part named the cylinder. Between these two
bodies, only rotation about their co-axial axis is allowed. During taxiing, this DOF
enables the steering of the nose landing gear. During landing or take off, the steering
actuator is turned off. In that case, hydraulic shimmy damping is supplied to this
DOF by the same actuator. A quadratic damping curve is used to model the hydraulic
damping. The used nonlinear relation for the damping moment is displayed in Fig.
7.6a, and is similar to the characteristics of a shimmy damper used in the industry.
In case the steering actuator is turned on, linear rotational stiffness and damping are
applied on this DOF instead.

The piston can move axially with respect to the cylinder, as well as rotate about
their co-axial axis. In reality, this motion is enabled by two bearings that guide the
sliding and rotatingmotion of the pistonwith respect to the cylinder. In themultibody
model, flexible-point-curve-joint constraints [10] are used to simulate these bearings
and constrain the two flexible bodies together. This particular landing gear has an
asymmetric piston, with a half-forked design, see Fig. 7.5. The piston also forms
the bottom of the shock absorber. A vertical shock absorber force acts between the
cylinder and the piston. The static shock absorber force is modeled by a non-linear,
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Fig. 7.6 a Nonlinear damping moment curve of the shimmy damper. b Nonlinear shock absorber
force

progressive spring, closely resembling the static shock absorber forces as experienced
in industry models. The force is detailed as a function of shock absorber stroke in
Fig. 7.6b.

The torque links are two bars that are hinged together. These restrict the rotation
of the piston relative to the cylinder, without constraining the shock absorber stroke.
Therefore, the torque links determine to a large extent the yaw-stiffness of the landing
gear structure. The design of the two torque links is identical.

A rigid axle connects the tire to the piston. The tire is simulated by a rigid body,
which is only used to characterize the tire mass and rotational inertia. The forces
exerted on the tire by the runway are calculated using the tire model described in
Sect. 7.2.2. This model is featured in the Virtual.Lab Motion software and is also
used in the landing gear industry.

7.3.1.1 Structural Flexibility—Modal Reduction

For the bodies described in Sect. 7.3.1, the structural compliance of the cylinder, the
piston, and the two torque links is taken into account. By default, the Virtual.Lab
software only supports Component Mode Synthesis (CMS) as a method to model the
flexibility of bodies. Therefore, Craig-Bampton mode sets are used. To this end, a
finite element mesh is created for each body, and the interface DOFs are determined,
based on the joints and actuators attached to each body. According to the theory
described in Sect. 7.2.1.3, static constraintmodes are determined for each body, along
withfixed-interface normalmodes.Material properties of steel are used for all flexible
bodies, with a mass density of 7860kg/m3, a Young’s modulus of 2 × 1011 N/m2,
and a Poisson ratio of 0.226.

Due to the various joints and force-elements connected to the flexible bodies,
53 static constraint modes are required to represent the static stiffness of the four
flexible bodies: 10 for each torque link, 18 for the piston, and 15 for the cylinder. In
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order to reduce the model complexity sufficiently to stay within the limitations of the
simulation framework, no normalmodes are included in themode sets for the flexible
bodies: i.e., nk = 0, in (7.28). Therefore, the total number of modal coordinates nη

is given by the number of static constraint modes minus the 4 × 6 rigid body modes.
This results in 29 modal coordinates.

In order to verify whether the applied reduction has a significant effect on the
dynamics of the system, the reduced study model is compared to an unreduced
model. As use of CMS is required, a model with larger Craig-Bampton mode sets
is assumed to approximate the unreduced model sufficiently accurately. For this
‘unreduced’ model, Craig-Bampton mode sets with nk = 10 kept fixed-interface
normal modes per flexible body are used.

The eigenfrequencies and dimensionless damping ratios of the two linearized
landing gear models are compared. A simulation is performed on each of the mod-
els, where the landing gear is suspended stationary in the air, without tire-road con-
tact. The shock absorber stroke is fixed at 5 in., which is midway between fully
compressed and fully extended. By computing the linearized system matrix in this
equilibrium situation, the eigenmodes, eigenfrequencies, and dimensionless damping
ratios can be determined. The latter two quantities are calculated from the eigenvalues
of the system λi, according to ωu,i = √

Re(λi)2 + Im(λi)2, where ωu,i indicates the
ith undamped angular eigenfrequency, and ζi = −Re(λi)

ωu,i
, where ζi is the correspond-

ing dimensionless damping ratio. Even though the multibody system is generally
viscously damped, the dimensionless damping ratios (which in principle only can
be used in the proportionally damped case) characterize the damping of the modes,
assuming these are only weakly damped. The lowest six eigenfrequencies of both
models, including damping factors, are listed in Table 7.1. Visualisations of these
eigenmodes are shown in Fig. 7.7a, b.

The results show that there are 2 rigid body modes present in the model, if there
is no tire road contact. These are the unobstructed rotation of the tire body and the
yaw motion of the entire ‘tire-axle-piston-torque links-cylinder’ sub-structure with
respect to the housing. The latter is caused by the steering DOF between the cylinder

Table 7.1 The lowest six eigenfrequencies and the corresponding damping factors of the unreduced
study model and the reduced study model

Mode shape Unreduced study model Reduced study model

ωu (Hz) ζ (–) ωu (Hz) ζ (–)

Rigid body wheel 0.01 0.03

Rigid body yaw 0.02 0.03

Longitudinal bending 43.0 0.037 46.5 0.034

Lateral bending 47.0 0.038 47.0 0.038

Yaw, torsional 95.8 0.10 95.8 0.10

Lateral bending (2nd) 179.2 0.059 178.8 0.061

. . . >300 . . . >300 . . .
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Fig. 7.7 a Visualisation of the first lateral bending mode of the study model. b Visualisation of the
first torsional mode of the study model

and the housing, because the steering actuator, when turned off, does not include any
stiffness.

The two most relevant eigenmodes for the shimmy phenomenon are the first lat-
eral bending mode and the first torsional mode. The results show that these remain
virtually unchanged by the modal reduction. There is a notable difference in the
eigenfrequency of the longitudinal bending mode: roughly 8% between the reduced
and the unreduced model. However, in a single-wheeled landing gear, such as pre-
sented here, the longitudinal structural dynamics have a relatively small effect on
shimmy. Therefore, it can be concluded that the applied modal reduction is suffi-
ciently accurate for the purpose of a shimmy analysis.

7.3.1.2 Model Dimension of the Study Model

The totalmultibodymodel contains 16bodies. These also includeweightless dummy-
bodies that do not affect the dynamics and aremostly used formodeling convenience.
The rigid body motion of all the bodies is described by 7 × 16 = 112 generalized
coordinates. Furthermore, the structural flexibility of four of the bodies is described
by 29 modal coordinates in total, as described in Sect. 7.3.1.1. Each of the two
flexible-point-curve-joints introduces 1 dependent generalized coordinate. Lastly,
for the Motion solver, torsional springs introduce additional redundant generalized
coordinates, which represent the rotational displacement of the respective spring.
There are 3 of these torsional springs present in the model, bringing the total count
to 146 generalized coordinates in q.

Together with the 16 Euler parameter constraints, the joints and drivers in the
model introduce a total of 114 constraint equations. By subtracting this number
from the total number of generalized coordinates, the total number of independent
generalized coordinates can be determined, which is 32. Therefore, the total first
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Fig. 7.8 Calculation
resulting in the number of
independent states in the
first-order equation of
motion (7.3) for the study
model

Bodies 16× 7 =

Modal coordinates 4 + 4 + 12 + 9 =

112

29

flex-point-curve-joints 2× 1 = 2

Torsional springs 3× 1 = 3 +

Generalized coordinates in q 146

Euler parameter constraints 16× 1 = 16

Joint/driver constraints 98 −
Indep. generalized coord. q

I
32 ×2

Indep. states xI 64
Tire states χ 2 +

Independent states in (3) 66

order representation of the equations of motion, as described by (7.3), contains 66
independent states, as there are also two tire states χ added, as described in Sect.
7.2.2.1. This calculation is summarized in Fig. 7.8.

7.3.2 Comparison to an Industry Model

The study model, as presented above, is based on the nose landing gear of a typical
fighter aircraft. In order to verify if the dynamic behavior of the study model is
indeed realistic for such a landing gear, it is compared to the dynamic behavior of
the original multibody model made by Fokker Landing Gear, which represents a
nose landing gear of a typical fighter aircraft. The latter model is referred to as the
‘industry model’.

7.3.2.1 The Industry Model

Before the two models are compared, the industry model is simplified to a certain
extent, to ensure that both models include the same dynamic effects. This implies
that the following features are removed from the industry model before analysis:

• The airframe stiffness is normally taken into account in Fokker models. For
purposes of this study, the airframe stiffness is removed from the industry model
and the assumption is made that the airframe is completely rigid.

• Standard multibody models from Fokker include free-play. This can for instance
be lateral free-play between the landing gear structure and the airframe, as well as
free-play in the torque links, which affects the yaw motion of the tire. These types
of free-play can result in small-amplitude limit cycle oscillations of the landing
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gear at all forward velocities. These are too small to be considered as shimmy,
but are periodic solutions of the system nonetheless. Even though continuation of
periodic solutions is possible using AUTO, it is computationally more expensive
than continuation of (quasi-)static solutions and is not considered here. Therefore,
the free-play is not taken into consideration and is removed from the industry
model. All the connections that are originally governed by free-play are considered
close fits.

• In the original Fokker model, the rotational friction of the bearings between the
piston and the cylinder is taken into account. In the industry model discussed
here, all friction is neglected. In a shimmy analysis, friction tends to hide shimmy
behavior, as it dissipates energy from the system. Therefore, neglecting friction
can be considered to be a worst-case assumption with respect to the emergence of
shimmy.

These simplifications imply that the dynamic behavior of the model indicated here
as ‘industry model’ will be slightly different from those used in reality. However, the
main effects that influence shimmy behavior, such as the tire dynamics and viscous
shimmy damper properties, remain unchanged.

Even though the industry model is simplified to some extent, it still exceeds the
study model in terms of complexity. In this case, the industry model contains 26
bodies, of which 6 bodies are flexible. This results in an industry model having more
than 400 independent states in the first-order form of the equations of motion. As a
model of this size still imposes computational challenges for the current bifurcation
analysis framework, the study model, with 66 independent states, is used to conduct
the bifurcation analysis.

7.3.2.2 Structural Compliance Comparison

Since both models now contain the same dynamic effects, a comparison is pursued.
The comparison focuses on the dynamic properties of the landing gear structure,
because these are influenced most by the geometry of the bodies, which is slightly
different for both models.

The static stiffness is determined by performing time-simulations of both models
where a unit force/moment is applied to the axle, in a situation where the airframe
is fixed in space while there is no tire-road contact. For this particular analysis,
the rotation between the piston and the cylinder is suppressed. The resulting lateral
stiffness and yaw stiffness of the landing gear are shown in Fig. 7.9a and Fig. 7.9b,
respectively. These are known to have the largest influence on the shimmy behavior
compared to stiffnesses in other directions.

Figure 7.9a, b show the stiffness as function of the shock absorber stroke, where
0 in. corresponds to a fully extended shock absorber and 10 in. to a fully compressed
shock absorber. In bothmodels, the stiffness increaseswith increasing shock absorber
stroke. In the lateral direction, as seen in Fig. 7.9a, this increase can partially be
explained by the fact that the arm at which the lateral force acts on the structure
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Fig. 7.9 a Lateral stiffness of the landing gear structure of the study model, compared to the
industry model. b Yaw stiffness of the landing gear structure of the study model, compared to the
industry model

is a function of the shock absorber stroke. Secondly, a larger part of the piston is
inserted in the cylinder if the shock absorber is compressed, thereby also increasing
the lateral stiffness. In the yaw direction, shown in Fig. 7.9b, the stiffness is affected
the most by the relative angle of the two torque links, which directly depends on the
shock absorber stroke. This greatly effects the yaw stiffness.

When comparing the structural stiffness of the two models, it can be seen that
both models are in agreement, even though the study model contains less flexible
components. It can thus be concluded that the four flexible components of the study
model approximate the compliance of much larger industry model accurately.

7.3.2.3 Eigenvalue Analysis

The study model and the industry model are also compared by analyzing eigenfre-
quencies and modal damping factors of the linearized systems. The same method as
described in Sect. 7.3.1.1 is employed: the system is linearized around a static equi-
librium situation, where there is no tire-road contact. The relevant resulting eigen-
frequencies, and modal damping factors of the two models are shown in Table 7.2.

The results show that the eigenfrequencies of both models are largely in accor-
dance. Most relevant are the eigenfrequencies of the lateral bending mode and the
torsional mode in the yaw direction. The lateral bending eigenfrequency compares
well, as there is only 2% difference between the eigenfrequencies. The difference
between the eigenfrequencies in the yaw direction is with 12% slightly larger. This
might be caused by a different mass distribution between the two models.

Furthermore, the damping factors of the lateral and longitudinal modes differ by
roughly one order of magnitude between the models. This might be a consequence
of the additional flexible bodies in the industry model. The damping factor in yaw-
direction is in accordance.
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Table 7.2 Relevant Eigenfrequencies and damping factors of the study model and the industry
model

Mode shape Study model Industry model

ωu (Hz) ζ (–) ωu (Hz) ζ (–)

Longitudinal bending 46.5 0.034 47.6 0.0025

Lateral bending 47.0 0.038 46.1 0.0035

Yaw, torsional 95.8 0.10 109.4 0.099

7.4 Continuation Analysis of a Multibody System

A recently developed simulation framework by Tartaruga et al. [11] is adapted to
perform 1-parameter bifurcation analyses on the study model as described in Sect.
7.3.1. The continuation software AUTO [5] is coupled to the Virtual.Lab Motion
multibody solver through MATLAB. A custom version of the Motion solver is used
that includes a MATLAB interface. This interface makes all the states x of the first-
order equations of motion, (7.3), and the bifurcation parameters of a model available
in the MATLAB-workspace.

The bifurcation analysis has to be started from a (quasi-)static stable equilibrium
solution of the system. This solution is obtained by integrating the equations of
motion, (7.3), in time, from an initial configuration, until the transient dynamics
have damped out and the time derivatives of all states are below a small tolerance
value. The solution is then assumed to be close enough to the final (quasi-)static
solution and the values of all the independent states are stored for use in the next step
of the analysis.

From this initial solution, the challenge is to find subsequent (quasi-)static solu-
tions for varying values of the bifurcation parameter. For this, theDynamical Systems
Toolbox (DST) is employed [3]. The DST is an open source MATLAB-toolbox that
encapsulates all the functionalities of the bifurcation software AUTO. The original
FORTRAN-code of AUTO is integrated in the toolbox via ‘MATLAB-executable’-
files, or MEX-files. The toolbox is normally used to compute branches of solutions
of analytical nonlinear systems by evaluating the time derivatives of the states as
function of the states and a bifurcation parameter p, according to

ẏ = f
(
y, p

)
. (7.42)

By coupling the DST to the Motion solver and performing a co-simulation, one can
impose that y = {xI , χ}, and the multibody system can be evaluated by the DST
using the same techniques. This co-simulation workflow is visualised in Fig. 7.10.

Figure 7.10 shows that, given a viable set of inputs {xI , χ, p}, the Motion solver
is able to algebraically solve the first-order equations of motion, (7.3), which results
in the time derivatives of the states: ẋI and χ̇ . These are used by the DST, and the
underlying AUTO software, to identify (quasi-)static solutions, stability properties
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Fig. 7.10 Schematic of the
coupling between the
dynamical systems toolbox
(DST) and the motion solver
through MATLAB Solve equations of motion

Return:
- time derivatives
of independent states

Update:
- independent states
- bifurcation parameter

Identify:
- (quasi-)static solutions
- stability properties
- bifurcations

DST/AUTO Motion solver

MATLAB

values

ẋI , χ̇

xI , χ, p

and bifurcation points. This is an iterative process, where the DST constantly updates
and applies perturbations the states of the model.

During this continuation analysis, the stability properties of the solutions are
determined by analyzing the eigenvalues of the system Jacobian around the solution,
which is determined through a finite-difference method. These eigenvalues are also
used to detect possible Hopf bifurcations, which are defined by a complex conjugate
pair of eigenvalues transversely crossing the imaginary axis [12, pp. 200–201]. By
monitoring the number of eigenvalues of the Jacobian in the left-half complex plane
together with the real part of the eigenvalue closest to the imaginary axis [4], the
AUTO software can detect and locate Hopf bifurcations.

The operation of the simulation framework is discussed in more detail in [2].
Furthermore, as described in [11], this simulation framework also allows for the
continuation of periodic solutions of small multibody systems. However, because
this requires increasing computational effort for larger models, these type of analyses
are not considered here.

7.5 Landing Gear Shimmy Analysis Using Bifurcation
Methods

The simulation framework presented in Sect. 7.4 is used to analyse the possible
occurrence of shimmy in the flexible landing gear multibody model presented in
Sect. 7.3. The relevant (and safety critical) case of a leaking shimmy damper is
considered. To emulate the loss of damping in the shimmy damper, the damping
moment curve, applied by the hydraulic shimmy damper and shown in Fig. 7.6a, is
reduced by a factor ddamper . Initially ddamper is chosen to be 0.03. This corresponds
to a damping moment of only 3% of the original value. As will be shown, this will
lead to shimmy within the operational parameter space.

A 1-parameter bifurcation analysis is performed on the landing gear model. The
relative velocity of the runway with respect to the landing gear V is chosen to be the
primary bifurcation parameter as the velocity has a large influence on the occurrence
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of shimmy and it can vary significantly during landing and take-off events. The result
of this 1-parameter bifurcation analysis is shown in Fig. 7.11. Solid lines indicate
(quasi-)static stable solutions, while dashed lines indicate (quasi-)static unstable
solutions.

The figure shows the bifurcation diagram as function of the velocity, at a constant
vertical force Fz. The vertical force is normalized at 20kN. The continuation analysis
is started at a velocity of V = 1m/s. This (quasi-)static starting solution, which is
determined using conventional time simulation, ismarkedwith ‘EP’. From this point,
the (quasi-)static solution is continued for increasing velocities up to 80m/s, where
the end point of the branch is marked by ‘UZ’. This is the maximum landing/take-off
velocity for this type of landing gear. Along the solution branch, two supercritical
Hopf bifurcations are encountered at 5.8 and 75m/s, both marked by ‘HB’. These
indicate the edges of a domain where the stationary (quasi-)static solution becomes
unstable and a coexisting stable oscillatory solution emerges. This is the velocity
range where the landing gear model shows shimmy.

The eigenvalues of the system Jacobian are presented in Fig. 7.12 as function of
the landing gear velocity V . The results show that as the velocity V changes, the
system dynamics, and thus the eigenvalues of the linearized system, change. One
pair of complex conjugate eigenvalues can be observed crossing the imaginary axis
to the right-half complex plain and back again. These two crossings represent the
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Fig. 7.13 The equilibrium solution at the Hopf bifurcation of V = 5.8m/s (center) and the visual-
isation of the eigenmode corresponding to the critical eigenvalue pair (left and right)

Hopf-bifuractions at V = 5.8m/s and V = 75m/s, respectively, and are marked by
larger dots in the figure.

The eigenvectors of the linearized system corresponding to the critical eigenvalue
pair can be visualized. The center figure of Fig. 7.13 shows the equilibrium solution
of the system at the Hopf bifurcation of V = 5.8m/s. Adding or subtracting the real
part of the critical eigenvector, which is dominant compared to the negligibly small
imaginary part, to this equilibrium solution results in the visualisations shown on
the left and right side of Fig. 7.13, respectively. These figures therefore indicate the
shape of the landing gear corresponding to the initial oscillation that originates from
the Hopf bifurcation. Figure 7.13 shows that the discrete steering DOF, where the
shimmy damper acts, is dominant in the oscillating motion. Furthermore, the lateral
bending of the piston also plays a significant role.

The (quasi-)static equilibrium solutions of the branch can further be analysed as
a function of the bifurcation parameter V . Figure 7.14a, b show the yaw angle and
lateral position of the tire as a function of the runway velocity, respectively. The tire
has a static yaw angle deflection to the right, due to the asymmetric design of the
piston. This static yaw angle is smaller at higher velocities. Figure 7.14b shows that
the tire has a small, roughly constant lateral deflection, enabled by the compliance
of the flexible piston. The unstable (quasi-)static solutions shown here cannot be
determined using time simulation, as these will diverge to a co-existing limit cycle
oscillation.
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Fig. 7.14 a The tire yaw angle of the equilibrium solutions, as function of the bifurcation parameter
V atFz(norm.) = 1. Solid lines are stable solutions,while dashed lines are unstable.bThe tire lateral
position of the equilibrium solutions, as function of the bifurcation parameter V at Fz(norm.) = 1.
Solid lines are stable solutions, while dashed lines are unstable

7.5.1 Quasi-2-Parameter Bifurcation Diagrams

The 1-parameter bifurcation analysis can be repeated for different values of the
normal force on the landing gear Fz. By doing so, the stability of the landing gear
is evaluated in the 2-parameter space (V,Fz). The results of this quasi-2-parameter
bifurcation study are visualized in Fig. 7.15a. Individual 1-parameter bifurcation
analyses show the stability of the equilibrium solutions at constant values for Fz.
By connecting the Hopf bifurcation points for multiple values of Fz, the stability
boundary in the 2-parameter plane can be visualised, as indicated by the black line
in Fig. 7.15b. In this figure, the unstable parameter domain is shaded.

The results of the bifurcation analysis are verified through a comparisonwith stan-
dard time simulations of the same multibody model. An aircraft landing is simulated
by gradually lowering the landing gear on the moving runway under the influence of
gravity and the applied vertical force Fz . After the transient behavior has dampened
out, the stability properties of the steady-state solution of the model are assessed.
This process is repeated for various parameters V and Fz. The results are shown in
Fig. 7.15b with black letters, indicating a stable (quasi-)static solution with ‘s’ and
an unstable solution with ‘u’. In case of the marker ‘m’, the solution is considered
to be marginally stable, as small limit cycle oscillations were found that may only
damp out for very long simulation times.

The comparison with 30 of these conventional time-simulations, as displayed in
Fig. 7.15b, reveals that the two methods are in accordance. Furthermore, for the
results shown here, both methods require a similar amount of computational time.
However, the grid of found solutions in the (V,Fz)-parameter space of the bifurcation
analysis is much denser and even reveals the exact location of 20 Hopf points on
the stability boundary. Achieving the same kind of accuracy with the conventional
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Fig. 7.15 a Results of multiple 1-parameter bifurcation analyses, where ‘HB’ indicates the super-
critical Hopf bifurcations. Solid lines indicate locally stable solutions, while dashed lines mark local
instability of the (quasi-)static solutions. b The same stability boundary as in Fig. 7.15a is indicated
by a black line and the results of 30 time-domain simulations are indicated by markers: ‘s’ is stable,
‘u’ is unstable, and ‘m’ is marginally stable. The unstable domain is colored gray

time-simulationmethodwould require amultiplication of the performed simulations,
and thus of the computational time needed.

When studying the shape of the unstable domain as displayed in Fig. 7.15b, it
can be recognized that the range of unstable velocities is smaller at lower vertical
loads. The results in Sect. 7.3.2.2 already showed that the lateral and yaw stiffness
of the landing gear structure are significantly lower in this region, because the shock
absorber is extended. Additionally, tire dynamics will be affected by the decreased
vertical force, lowering the ability of the tire to generate lateral force, resulting in
less shimmy. Probably, both these effects are responsible for the variation in shimmy
behavior as function of the vertical load.

7.5.2 Sensitivity Studies

Using the bifurcation analysis framework, sensitivity studies are performed on the
study model. Several design parameters, that are known to have a large influence on
the shimmy behavior of the landing gear, are varied and their influence is quantified
by generating new quasi-2-parameter bifurcation diagrams, with Fz and V as the
bifurcation parameters. Design parameters of interest are the previously discussed
reduction factor for the shimmy damper ddamper , themechanical trail, and the steering
stiffness.
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Fig. 7.16 a Unstable domain in the (V,Fz)-parameter space for ddamper = 0.04. The unstable
domain is colored gray. b Unstable domain in the (V,Fz)-parameter space for ddamper = 0.02. The
unstable domain is colored gray

7.5.2.1 Shimmy Damping Sensitivity Study

The effects of changing the reduction factor ddamper of the shimmy damper moment
curve are investigated first. The stability boundary is determined using the bifurcation
analysis framework, for various values of ddamper . The landing gear is found to be
stable over the entire considered parameter space, in case ddamper = 1. From there on,
the damping factor is gradually decreased to determine how much shimmy damper
malfunction is required for the landing gear stability to be severely compromised.

Results show that even for a reduction factor of ddamper = 0.05 this landing gear
is stable over the entire considered (V,Fz)-space. However, when the damping coef-
ficient of the shimmy damper is reduced further, to ddamper = 0.04, there emerges an
unstable domain for higher vertical loads, as shown in Fig. 7.16a. Further reduction
of the damping properties to ddamper = 0.03, leads to the increase of the size of this
unstable domain, as was already shown in Fig. 7.15b. Eventually, when the shimmy
damper force is reduced to only 2% of its original value, almost all equilibrium solu-
tions in the operational parameter space are unstable, as is displayed in Fig. 7.16b.
In this situation, the shimmy damper is no longer strong enough to prevent shimmy
oscillations.

From these results, it can be concluded that the shimmy damper has a significant
effect on the stability of the landing gear. Proper damping in the yaw direction is
essential to prevent shimmy. Furthermore, it is shown that only after severe failure,
i.e., leakage, of the shimmy damper, below ddamper = 0.05, will shimmy occur within
the operational parameter space.
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Fig. 7.17 a Schematic side view of the bottom part of the nose landing gear, showing the definitions
for caster angle, rake, and mechanical trail. b Stability boundary for two different rake values. The
solid line is 0mm rake, while dotted line is 15mm rake. ddamper = 0.03 in both situations

7.5.2.2 Mechanical Trail Sensitivity Study

Other design parameters that are at the disposal of the landing gear designer, and that
can change the shimmy characteristics of a landing gear, are the rake and the caster
angle. As indicated in Fig. 7.17a, the rake is defined to be the offset of the wheel
center with respect to the steering axis. Both the rake and the caster angle influence
the mechanical trail, which is the distance between the point where the steering axis
meets the road and the tire-road contact point, and is known to have a large effect on
shimmy behavior.

The study model, as analysed so far and as shown in Fig. 7.5, has a rake of 0mm.
This implies that the piston fork is straight. Together with the caster angle of 17◦,
this results in a mechanical trail of 67mm. The bifurcation analysis is repeated with
an identical landing gear study model, except for the fact that a rake of 15mm is
implemented, by curving the piston fork forward. This changes both the flexible
piston stiffness slightly and results in a reduced mechanical trail of 52mm.

A bifurcation analysis is performed on the model with a rake of 15mm and the
results are compared to those of the 0mm rake model, which were already shown
in Fig. 7.15b. Both results are combined in Fig. 7.17b. In this figure, the unstable
domain of the 0mm rake model is indicated by the shaded surface and the stability
boundary of the 15mm-rake model is indicated by the dotted line.

The results show that, with respect to the original stability domain, the model with
an increased rake has an unstable domain that is roughly the same size. However,
the unstable domain shifts to slightly lower velocities.
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Fig. 7.18 Unstable domain,
in gray, of a landing gear
with the steering actuator
enabled
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7.5.2.3 Steering Actuator Enabled

In all the analysed situations above, the steering actuator of the landing gear is
assumed to be off, as it would be during landing or take-off. In the next situation,
the steering actuator is assumed to be on, as it would be during a taxi event at low
velocities. In that case, the actuator can be modeled as a linear rotational spring-
damper with stiffness 104 Nm/rad and damping 5 × 103 Nm s/rad. Opposed to the
passive shimmy damping results discussed above, the functionality of the steering
actuator has not been reduced, i.e., the actuator is assumed to be fully operational. For
this situation, the results of a quasi-2-parameter bifurcation analysis are displayed in
Fig. 7.18.

The results show that, even with a fully operational steering actuator, the landing
gear shows shimmy. The shape of the unstable domain is drastically different from
the parabola-like shape encountered in the previous bifurcation analysis results. In
this case, the landing gear only experiences shimmy at higher velocities and lower
vertical loads. At a normalized vertical force of 0.4, shimmy already starts to occur at
a velocity of 25m/s. However, this will probably not result in any practical problems,
because aircraft velocities during taxiing are on average 10m/s. Time simulations
show that, also in this case, where the dynamics are significantly altered with respect
to a situation with a disengaged steering actuator, the critical oscillation starts as a
yaw oscillation of the landing gear.

7.6 Conclusions

In this chapter, first a complex, high-fidelity, flexible multibody model of a typical
industrial nose landing gear is presented. The model contains many of the mod-
eling elements normally encountered in multibody models used in industry, such
as complex tire dynamics, complex geometry, non-linear spring/damper elements,
and flexible bodies. Reduced Craig-Bampton mode sets are used to approximate
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flexible body dynamics. The model is shown to be comparable to a multibody land-
ing gear model used in industry, but with significantly less degrees of freedom,
thereby opening possibilities for a bifurcation-based shimmy analysis.

A recently developed simulation framework, that combines AUTO and the Vir-
tual.Lab Motion solver through use of a custom interface with MATLAB, is adapted
to perform bifurcation analyses on the landing gear study model. The framework
enables the continuation of a branch of (quasi)-static solutions of the multibody
model, as function of the horizontal velocity V . By repeating the analysis and vary-
ing a second parameter, the vertical normal force Fz, quasi-2-parameter bifurcation
diagrams are created.

The practically relevant and safety-critical case of a leaking shimmy damper is
considered. The unstable domain, as revealed by a quasi-2-parameter bifurcation
analysis, is verified using 30 conventional time simulations. Time-domain steady-
state response results are shown to be in accordance with the obtained bifurcation
diagram. It is thus shown that it is possible to use the bifurcation analysis framework
to analyse the shimmy behavior of complex, high-fidelity multibody models.

A comparison of the computation time reveals that the bifurcation analysis gives a
far more detailed view of the stability properties of the model at comparable compu-
tational costs, as 20 exact points of the stability boundary are determined. Trying to
capture the stability boundary with a comparable accuracy using time-domain sim-
ulations would be much more computationally expensive and would be prohibitive
in sensitivity studies needed in the context of landing gear design.

Such sensitivity studies are performed to investigate the influence of several design
parameters on the bifurcation boundary in the (V,Fz)-parameter space. It is shown
that only after severe reduction of the shimmy damper functionality, to less than
5% of its original value, the landing gear will show shimmy within the operational
parameter space. Shimmy ismore present at higher vertical loads and expands quickly
in the (V,Fz)-parameter space if the shimmy damper coefficient is reduced further,
indicating the importance of proper shimmy damper operation. Secondly, it is shown
that for a model with a decreased mechanical trail, the unstable domain shifts to
slightly lower velocities, while its shape and size in the parameter space remain
roughly the same. Lastly, in a situation where the steering actuator of the landing
gear is turned on, as it would be during taxiing, the additional stiffness in yaw
direction leads to drastically different shimmy behavior, mainly present at higher
velocities and lower vertical loads.
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Chapter 8
Spectral Analysis of Nonlinear Vibration
Effects Produced by Worn Gears
and Damaged Bearing
in Electromechanical Systems:
A Condition Monitoring Approach

J. J. Saucedo-Dorantes, M. Delgado-Prieto, R. A. Osornio-Rios
and R. J. Romero-Troncoso

Abstract Condition monitoring and fault identification have become important
aspects to ensure the proper operating condition of rotating machinery in indus-
trial applications. In this sense, gearbox transmission systems and induction motors
are important rotating elements due to they are probably the most used in industrial
sites. Thus, from an industrial perspective, the occurrence of vibrations is inherent
to the working condition in any rotating machine. To overcome this issue, condition
monitoring strategies have to be developed aiming to avoid unnecessary cost and
downtimes; thereby, condition-based maintenance based on vibration analysis has
become as the most reliable approach with condition monitoring and fault identifica-
tion purposes. In this regard, this work proposes a spectral analysis of the nonlinear
vibration effects produced by worn gears and damaged bearings during the condi-
tion monitoring and fault assessment in an electromechanical system. The analysis
is based on the spectral estimation from the available vibration and stator current sig-
nals; furthermore, the theoretical fault-related frequency components are estimated
for being located in such estimated spectra. Consequently, the identification of dif-
ferent levels of uniform wear is performed by comparing the amplitude increase of
those theoretical frequency components. Finally, through time-frequency maps is
proved that an incipient fault, such as wear in gears and damage in bearings, may
produce nonlinear frequency components that affect the proper operating condition
of the electromechanical system. The proposed analysis is validated under a complete
experimentally dataset acquired from a real laboratory electromechanical system.
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8.1 Introduction

Condition monitoring strategies are essential to assess and to ensure the proper oper-
ating condition of industrial machinery in different applications. Indeed, most of the
industrial applications are related with the use of electrical and mechanical rotating
machines [1–3]. In this sense, it should be mentioned that gearboxes and induction
motors (IM) have been widely implemented in industrial processes due to its reli-
ability and effectiveness; however, despite of its reliability, these rotating elements
are subjected to the appearance of unexpected faults. Indeed, gearbox transmission
systems and IM are composed by rotating mechanical elements, such as bearings,
rotors and couplings, that are considered as a nonlinear elements; and under the fault
influence several damages may be produced [4–6]. Therefore, it is well-known that
there exist different configurations of electromechanical systems to perform specific
industrial tasks. In this regard, IM and gearboxes are the most common rotating
machines that have been widely used to compose such electromechanical systems;
consequently, its proper operating working condition must be safeguarded [7, 8].

From a real industrial perspective, most of the implemented applications are sub-
jected to abnormal operating conditions, such as fluctuating loads, that may produce
the appearance of unexpected faults that causes the machinery downtime [9, 10].
Accordingly, it has been proved that the possibility of fault appearance in an IM is
around 41%, where bearings are the most susceptible elements for the incidence of
faults. Whereas, the possibility for the incidence of faults in gearboxes is around
26%; although the probability for fault appearance in gearboxes is lower, the appear-
ance of incipient faults should not be despised due to several consequences may be
produce [11, 12]. Indeed, in an electromechanical system, the sudden appearance of
an unexpected fault may conduce to severe damages that can compromise the proper
operating condition of the whole elements of the machinery and its availability [13].
Therefore, condition monitoring and fault identification strategies may consider the
occurrence of multiple faults in order to avoid major damages.

Consequently, it can be assumed that electromechanical systems composed by
rotating machinery, such as gearboxes and IM, may produce responses described
by nonlinear behaviors; even, such nonlinear response is highlighted if the elec-
tromechanical system is subjected to fluctuating loads during its working condition
[14–16]. In this regard, the condition monitoring assessment and fault identification
could represent a challenge under this assumption; thereby, condition monitoring
strategies must be capable to overcome these issues in order to perform accurate
outcomes. On the other hand, most of the proposed condition monitoring strategies
have been based on the use of different physical magnitudes, such as mechanical
vibrations, stator current signatures, sound, among others [17, 18]. However, vibra-
tions analysis and stator current signature analysis remain as the most well-known,
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reliable and accepted approaches included for the condition monitoring and fault
identification in rotating machinery. Furthermore, the occurrence of vibrations is
inherent to the working condition of any rotating machine, thus, the characteristic
vibrational pattern of a rotating machine will change whether a fault in an early or
advanced stage appears [19, 20].

Different signal processing techniques have been considered to process the avail-
able physical magnitudes; in this sense, time domain, frequency domain and time-
frequency domain are themost usually signal processing techniques used in condition
monitoring strategies [13, 17, 21]. Although time domain analysis which is mainly
based on the calculation of statistical-time domain features may help to analyze
tendencies in signals, frequency and time-frequency domain analysis represent suit-
able techniques used for the signal processing due to specific fault-related frequency
components may be located and analyzed in the estimated frequency spectra.

In this regard, the Fast Fourier Transform (FFT) and the Continuous Wavelet
Transform (CWT) are the most well-known techniques used for frequency domain
and time-frequency domain analysis. For instance, the FFT is the most preferred
technique to perform analysis over stationary signals with the advantage of obtain-
ing high-performance results with a low computational burden. On the other hand,
the consideration of CWT may differ of different aspects where the most important
is the selection of the mother wave for performing the analysis. In this sense, the
Morlet-Wavelet function has been successfully applied to perform signal processing
analysis of signals that describe the nonlinear response of electromechanical sys-
tems [22–25]. Therefore, spectrograms and time-frequency maps may be obtained
by analyzing signals through these well-known approaches. The advantage of these
approaches is that the condition monitoring and fault identification may be carried
out by analyzing specific bandwidth frequency components in such estimated spec-
trograms or time-frequency maps. Moreover, the nonstationary effects produced by
nonlinear behaviors can be also analyzed through the propped application of time-
frequency domain analysis [26].

Therefore, in this work is performed an spectral analysis of the nonlinear vibration
effects produced by worn gears and damaged bearings during the condition monitor-
ing and fault assessment in an electromechanical system. The analysis is performed
by estimating the theoretical fault-related frequency components produced by incip-
ient faults in gears and bearing; specifically, uniform wear in gears and damage in
the outer raceway in bearings. Consequently, the available vibration signals from the
perpendicular plane of the rotating axis of the gearbox and the stator current signals
of the IM are continuously acquired. Then, the characteristic fault-related frequency
components are analyzed by comparing its amplitude increase in the vibration fre-
quency spectrum estimated through the FFT. Additionally, the vibrations effects are
also addressed by performing an analysis of the stator current spectrum. Thereby,
the assessment of different faulty condition is carried out by means of the spectral
analysis of two different signals. Consequently, the nonlinear effects are detected by
the monotonical behavior produced in the amplitude of the theoretical fault-related
frequency components. Indeed, the nonlinear effects are also analyzed by means of
time-frequency maps resulting from the analysis through the Morlet-Wavelet trans-
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form. The obtained results show that incipient faults in gears and bearings produce
nonlinear vibration responses, however, the fault identification and assessment may
be performed by analyzing fault-related frequency components associated to those
damaged elements.

The proposed analysis is performed under a complete experimentally dataset
acquired from a real laboratory electromechanical system where four different con-
dition on uniformwear in gear and a condition of damaged bearing are evaluated, the
performed results make the proposed analysis suitable to be applied for the condition
monitoring and fault assessment in industrial applications.

8.2 Theoretical Background

8.2.1 Vibration Response in Rotating Machines Composed
by Gears

From an industrial point of view, in most of its processes and applications the occur-
rence of mechanical vibrations is inherent to the working condition of the rotating
machines that are involved; indeed, in new rotating machines vibrations are also
produce just for the sake of working. In this regard, machines and machinery com-
posed of gears are not an exception where the appearance of vibrations does not
occur [27]. Otherwise, for an ideal pair of gears, the occurrence of vibrations could
be avoided only if the teeth profiles in gears have a perfect involute shape and only
if the teeth are considered as a not deformable elements. Therefore, due to there
not exist an ideal procedure of gearing for any gearbox power transmission system,
vibrations are mainly produced by the existence of backlash and by the excitation of
the dynamic forces that are induced when the teeth of a gear enter in contact others
of a different gear [13, 22].

Theoretically, for a single-stage gearbox transmission system that comprises a
pair of gears, an impact frequency is produced as a result of the teeth meshing
in gearbox transmission systems. Thus, under this consideration, its characteristic
vibration response is described by such impact frequency that is also defined as the
mesh frequency (f m). Specifically, the f m may be theoretically estimated through the
product of the teeth number (N) and its rotating frequency (f r), as is described by
Eq. (8.1).

fm � N · fr (8.1)

Consequently, a unique component of the f m. is produced in a single-stage gearbox
transmission system; whereas in a multi-stage gearbox transmission systems, the
number of components of the f m is associated to the number of pair of gears that are
involved; for example, in a two-stage gearbox there are two different f m components.
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Furthermore, in a gearbox vibration spectrum, it is also expected that two fre-
quency components related to the rotating speeds of the pair of gears appear; that
is, one of these components depicts the rotating speed of the driver gear and the
other one the rotating speed of the driven gear. Indeed, in a classic gearbox vibration
spectrum, the f m component tend to appear accompanied with sideband components
(f sidebands); where such components may be located aside the f m separated by rotating
frequency (f r), as Eq. (8.2) describes. Certainly, these f sidebands are very important
during the assessment of the gearbox, since through these sidebands is possible to
determinate the condition of either of both gears (driver gear or driven gear).

fsidebands � fm ± fr (8.2)

Theoretically, such f sidebands components commonly appear in the vibrational
response produced by gears; this is due to the modulation effect that the rotating
frequency produces in the tooth meshing waveform. Hence, theoretically it can be
assumed that the f m and f sidebands will produce low vibration amplitudes when the
pair of gears are in a good condition as well as concentric; otherwise, an amplitude
increase will be presented in these frequency components and their corresponding
harmonics. In this regard, in Fig. 8.1a, b are shown the theoretical vibration spectra
when a gearbox is in the healthy condition and under a faulty condition, respectively.

The theoretical spectra from Fig. 8.1a, b belong to an ideal pair of gears, how-
ever, as aforementioned, gearbox transmission systems are considered as a complex
rotating machines. This assumption may be assert due to nonlinear effects, combined
with unexpected frequency components, tend to appear in a real vibration spectrum
obtained from an industrial application; indeed, most of the real processes are sub-
jected to adverse conditions such as load oscillations. Additionally, the inclusion
of nonlinear effects in the gearbox vibration response is also in function of sev-
eral factors such as operating frequency, materials and the elements that are linked
inside of the gearbox like bearings. Thereby, the analysis of theoretical approxima-
tions focused on the mechanical modeling of gearboxes may help to understand the
behavior and response of such nonlinear effects produced by a gearbox transmission
system. Although the modeling of the nonlinear behavior of mechanical system rep-
resents a complex task, it is possible to obtained useful approximations that aim to
predict the nonlinear response. In this sense, several approximations have been devel-
oped and addressed aiming to model the gearbox response. However, this performed
analysis does not include the development of a gearbox model, but, it is important
to highlight some theoretical aspects that are considered to perform the proposed
analysis; which is focused to determinate how the nonlinear vibrational effects may
have influence for assessing the working condition of a gearbox transmission system.
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Fig. 8.1 Theoretical vibration spectrum of a gearbox in a the healthy condition and b under faulty
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Fig. 8.2 Flow chart of the proposed spectral analysis of nonlinear effects produced by worn wears
and damaged bearing in electromechanical systems during the condition monitoring assessment
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8.2.2 Vibration Response Produced by Bearing Elements

A great deal of rotating machines involve the use of bearing elements, indeed, these
elements allows the rotary movement of all the machinery used in different appli-
cations. Consequently, due to these elements are subjected to continuous working
conditions, the appearance of different damages is commonly presented in bearings.
In this sense, there are several factors such as load, rotating speed, temperature,
lubrication, among others, that may influence the occurrence of damages.

Thus, as above mentioned, vibrations are inherent to the operating condition of
rotating machines; and, similar to rotating mechanical systems with gears, bear-
ings also have their own characteristic vibration frequencies. In this regard, some
researches have been focused their studies in the analysis of the effects that different
caused tend to produce in the fault-related frequencies of bearings [8, 15]. These
characteristic fault-related frequencies produced by the appearance of damage or
defects in bearings are theoretically well-known. Yet, although, there exist different
variants, their calculation is in function of the rotating frequency and also in function
of the geometrical parameters of the analyzed bearing.

Therefore, such frequencies may be referred to specific faults in different parts of
the bearing; that is, the inner race, the outer race, the cage and the rolling elements.
Thus, these frequencies are specifically defined as follows: the inner and outer race
frequency (f BPIF , f BPOF) are also known as the ball pass inner/outer frequencies,
the cage frequency (f FTF) refers to the fundamental train frequency and the rolling
elements frequency (f BSF) is related to the ball spin frequency. Their theoretical
equations are the following [15]:

fBPIF � fr
2
Nb

(
1 +

Db

Dc
cos ϕ

)
(8.3)

fBPOF � fr
2
Nb

(
1 − Db

Dc
cos ϕ

)
(8.4)

fFTF � fr
2

(
1 − Db

Dc
cos ϕ

)
(8.5)

fBSF � Dc

2Db
fr

(
1 +

(
Db

Dc

)2

(cos ϕ)2

)
(8.6)

where f r is the rotating frequency of the shaft on which the inner race of the bearing
is mounted, Dc denotes the cage diameter measured from opposites ball centers, Db

describes the diameter of the balls, Nb is the number of balls in the bearing, and ϕ is
denominated the contact angle that exist between the bearing surfaces.

In this sense, for a condition monitoring approach, the theoretical calculation of
such frequency components may facilitate the detection of malfunctions in bear-
ing elements; even more when the condition monitoring and fault identification is
performed through techniques based on the frequency domain and time-frequency
analysis. Indeed, the main source of noise and vibrations that a damaged bearing
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produce in a rotating machine is due to the bearing races are mechanically impacted
by the rolling elements. Thus, regardless of whether the bearing damage is detected
in the inner or outer race, mechanical impulses are produced each time that a rolling
element contacts the inner or outer race with damage; consequently, the modulation
effectsmay be commonly produced in the vibration response of bearings. In addition,
the modulation effects are also produced by several causes such as fluctuating loads,
flexural bearing modes among others.

Although the occurrence of vibrations is the main effect produced by mechanical
failures such as damage in bearings, the sudden appearance of mechanical faults
may also produce affectations that have influence in the working condition of rotat-
ing machinery. Besides the occurrence of mechanical vibrations, the stator current
consumption is another physical magnitude that a damaged bearing tend to mod-
ify; indeed, several condition monitoring schemes based on motor current signature
analysis (MCSA) have been proposed to analyze effects produced by failures in bear-
ings. Thus, bearing defects also produce characteristic fault-related frequencies in
a stator current spectra; these characteristic frequencies are related to those charac-
teristic fault-frequencies performed through vibrations analysis (f BPIF , f BPOF , f FTF ,
f BSF) and are also related to the electrical supply frequency (f s) [17]. Thereby, for
this proposed study, only the outer race defect is analyzed; the following equation
describes the relation between the frequency component of the stator current and its
corresponding vibration component.

fBE � fs ± kfBPOF (8.7)

where k � 1, 2, 3,…

8.3 Condition Monitoring Approach for Gearbox Wear
Identification and Bearing Damage Identification

The proposed study is performed aiming to analyze the nonlinear effects that mal-
function conditions, such as wear in gears and damage in bearing, produce in the
mechanical vibration response and the stator current consumption in an electrome-
chanical systems; besides, this study is also performed with condition monitoring
and fault identification purposes. Thus, the proposed method for carrying out this
analysis consist of four stages as the flow chart of Fig. 8.2 depicts.

First, different experiments are carried out and each considered conditions is iter-
atively tested in the electromechanical system; that is, three worn gears are experi-
mentally tested in a gearbox, a damaged bearing is tested in the IM and the blending
of each different wear level with the damaged bearing are also tested.

Second, in the data acquisition, different physical magnitudes are continuously
monitored and acquired during the performance of each experiment; thus, the
acquired information include the occurrence of vibrations in the perpendicular plane
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of the gearbox rotating axis (radial axis). In this regard, due to the amount of useful
information that vibration signals contain, its occurrence in the perpendicular plane
of the rotating axis of the machinery represent one of the most reliable information
that have been successfully included in most of the reported condition monitoring
strategies.Moreover, one stator current is also acquired aiming to have anothermean-
ingful measurement able to describe the working condition of the electromechanical
system; additionally, the output rotating speed produced by the electromechanical
system is also acquired.

Next, third, the spectral estimation is carried out through techniques based on
frequency and time-frequency domain analysis; in this sense, both time-domain sig-
nals (vibrations and stator currents) are first processed by applying a Hanning time
window. Thus, such time-domain signals are first windowed for reducing the spectral
leakage that may be induced by the variable frequency driver (VFD). Then, the FFT
and the Wavelet transform are separately applied to the windowed signals in order
to obtain the vibration and stator current spectra in both domain analysis (frequency
and time-frequency). On the other hand, the theoretical characteristic fault-related
frequencies are computed by averaging the rotating output speed acquired by the
optical encoder and by using this averaged speed in Eqs. (8.1), (8.2), (8.4) and (8.7).

Fourth, subsequently, the spectral analysis is accomplished by searching, in spe-
cific bandwidths, those theoretical fault-related frequency components. In this sense,
those spectra obtained from vibration and stator current signals acquired during
the test of the healthy condition are considered as the reference spectra; thus, it is
expected the amplitude increase of the fault-related frequency components when the
worn gears and the damaged bearing are experimentally tested. Thereby, the condi-
tion assessment of the electromechanical system, and the nonlinear effects produced
by the considered faults, is performed by comparing the amplitude increase of the
theoretical fault-related frequency components. In this regard, the nonlinear effects
are analyzed by means of time-frequency maps computed by applying the Wavelet
transform to the acquired signals; specifically, the Morlet-wave function is used as
the mother-wave for obtaining such time-frequency maps.

8.4 Experimental Setup

8.4.1 Test Bench

The proposed study has been addressed by performing a vibration spectra analysis
of an experimentally database acquired from a real laboratory electromechanical
system; the experimental test bench is mainly composed by an induction motor (IM),
a gearbox and a DC generator. In Fig. 8.3 is shown a picture of the experimental test
bench used for the validation of this proposed research.

Specifically, the considered IM is a 1492-W three-phase induction motor (model
WEG00236ET3E145T-W22), the rotational speed of the IM is controlled by means
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Fig. 8.3 Experimental test bench used to validate the proposed multi-fault diagnosis methodology

of a variable frequency driver (VFD) that controls the supply frequency. Then, the
input shaft of the 4:1 ratio gearbox (model BALDORGCF4X01AA) is mechanically
coupled to the IM which drives it; in turn, the DC generator (model BALDOR-
CDP3604) is coupled to the output shaft of the gearbox. The DC generator is used
as a mechanical load which comprises around 20% of the nominal load during the
normal working condition of the electromechanical system.

Different physical magnitudes have been considered to be continuously acquired,
thus, a tri-axial accelerometer (model LIS3L02AS4) mounted on the top of the gear-
box is used to measure the vibration signatures. Although three different vibration
measurements are acquired, only the vibration signals that belongs to the perpendic-
ular plane of the rotating axis of the IM has been analyzed. Thus, the occurrence of
vibration in the radial direction has been analyzed. Besides that, an IM stator current
phase is acquired by means of a Hall-effect current sensor (model L08P050D15)
from Tamura Corporation. Thereby, for this proposal, a stator current phase is also
considered in order to perform its spectral analysis and to demonstrate that mechan-
ical faults, such as wear in gears and damage in bearings, may induce nonlinear
affects in the IM current consumption. Additionally, the output rotational speed is
measured through a digital encoder which is coupled to the DC generator shaft of its
free end.
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The installed sensors used to measure the vibration response and the stator current
consumption are individually mounted on a board with its corresponding signal con-
ditioning and its antialiasing filtering. The data acquisition is performed by means
of a data acquisition system (DAS) that uses two 12-bit 4-channel serial-output sam-
pling analog-to-digital converters (model ADS7841) from Texas Instruments. Such
DAS is proprietary low-cost design based on field programmable gate array technol-
ogy. The sampling frequencies considered during the acquisition of vibrations, stator
current and rotational speed are set to 3, 4 and 4 kHz, respectively. In this regard, the
DAS is programed to automatically control the IM start-up and to acquire 100 s of
the continuous working condition during the steady-state regime of the electrome-
chanical system; therefore, 300, 400 and 400 kS are acquired and stored in a personal
computed for its posterior processing.

8.4.2 Description of the Considered Faults

As it has beenmentioned, a set of worn gears and a damaged bearing are the analyzed
conditions. First, the worn gear condition is considered due to is one of the most
common faults that occur in power transmission systems with gearboxes. Indeed, the
analyzed gearbox wear consists of a uniform wear which is similar to that produced
in gearboxes after a long useful life in real industrial applications.

Accordingly, three different levels of wear in gears are evaluated to analyze the
nonlinear effects that a typical fault in gears produce in the vibration response and in
the stator current consumption. The 4:1 ratio gearbox consists of two gears, the driver
gear has 18 teeth and the driven gear has 72 teeth; thus, the wear has been artificially
induced uniformly by a gear factory in all teeth of three similar driven gears. From
Fig. 8.4a–d are shown the set worn gears analyzed in this proposal: healthy and 25,
50 and 75% of uniform wear, respectively.

In regard with the damaged bearing, the IM uses a bearing model 6205-2ZNR
that is located in rotor on the output shaft side; thus, a similar bearing element
has been also artificially damaged by means of drilling a through-hole on its outer
race with a tungsten drill bit of 1.191 mm diameter to produce the bearing with
damage. In Fig. 8.5 is shown a picture of the damaged bearing used to perform
the proposed analysis. This faulty condition is analyzed due to most of the rotating
machinery involves the use of bearing elements, and their sudden malfunctioning
tend to introduce nonlinear effects in the whole elements that are indirectly linked
to bearings with damage.

During the experimentation, two different operating frequencies are set in the
VDF to drive the IM, that is, 15 and 50 Hz. Such operating frequencies produce
an averaging output rotating speed of 889 rpm and 2984 rpm, respectively. Despite
the nominal rotating frequency is 60 Hz, low frequencies such as 50, and 15 Hz are
considered in order to avoid the addition of noise in the vibration and stator current
signature produced by high-speed operating conditions. Moreover, the consideration
of different operating frequencies is also in order to analyze the behavior of the
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Fig. 8.4 Set of worn gears considered for this proposed analysis. a Healthy and b 25%, c 50% and
d 75% of uniform wear

Fig. 8.5 Bering element with artificial damage in the outer race

nonlinear produced by the operating frequencies. The experimentation is carried out
by the iterative replacement of the damaged elements (worn gears and damaged
bearing) by the healthy elements, additionally, the combination of each worn wear
with the damaged bearing is also experimented.
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8.5 Results and Discussions

The proposed analysis and the final diagnosis outcome is performed under Matlab
which is a dedicated software that may be used for signal processing in different
engineering applications. As aforementioned, different experiments are carried out
by iteratively replacing the worn gears with the healthy gear, also by replacing the
damaged bearing with the healthy one and by combining the damaged bearing with
each different worn wear condition. Thus, the continuous data acquisition of the
vibration occurrence, stator current consumption and rotational speed is performed
during each experiment.

In this regard, for each experiment, the rotating speed achieved in the electrome-
chanical system during the steady-state regime is calculated by averaging the speed
signal acquired by the digital encoder. Subsequently, this rotating speed is used to
compute the characteristic fault-related component frequencies provided by the the-
ory. Thereby, the theoretical frequency components are estimated through equations
presented in previous Sect. 8.2, the obtained values are summarized in Table 8.1.

Despite specific frequencies are set in the VFD to feed the IM (15 and 50 Hz), the
resulting output rotational speed produced in the electromechanical system presents
slight variations that are below to the expected speed; this effect is commonly pro-
duced in most of the IM by the slip of the rotor. Thus, as it can be seen in Table 8.1,
the output rotating speed is affected an average of 2% compared to the expected
rotating speed. Indeed, these speed variations may lead to produce load discontinu-
ities during the working condition; thus, such discontinuities may be the cause of
nonlinear response of the vibration pattern in a rotating machine. In this regard, this
proposal is performed aiming to analyze the nonlinear effects produced byworn gears
and damaged bearings during the condition monitoring and the fault assessment in
an electromechanical system. Thus, as aforementioned, the analysis is carried out
by obtaining the frequency spectra from the available physical magnitudes, vibra-
tions and stator current, and by locating in the frequency spectra the characteristic
fault-related frequencies predicted by the theory. Specifically, the fault assessment
is performed by comparing the amplitude increase of such theoretical frequency
components.

Previous to the spectral analysis, the time-domain signals are analyzed in order to
highlight nonlinear characteristics that may be found in such signals. Therefore, in
Fig. 8.6a, b are shown segments, that comprise 0.1 s, of the acquired vibration signals

Table 8.1 Obtained values of the characteristic fault-related frequency components of the studied
conditions

Averaged rotating speed (rpm) Theoretical frequency components (Hz)

fr fm 2fm fBPOF 2fBPOF fBE

2983.19 49.72 894.96 1789.91 178.00 356.00 227.72

888.33 14.81 266.50 533.00 53.00 106.00 67.81
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(a)

(b)

Fig. 8.6 Vibration response produced during the working condition of the considered electrome-
chanical system and when in the gearbox is tested the: a Healthy gear and b the gear with 75% of
uniform wear

during the working condition of the electromechanical system when the healthy gear
and the gear with 75% of uniform wear are tested, respectively. In this sense, there
are some aspects that must be mentioned from these signal segments; first, although
Fig. 8.6a belongs to the vibration response when the healthy gear is tested, it is
possible to appreciate that the acquired signal does not follow a specific pattern.
Indeed, it can be assumed that this produced response is due to the whole rotating
elements involved in the electromechanical system (gearbox, bearings, couplings,
among others) are subjected to shock impulses during the working condition.

On the other hand, it is possible to appreciate from Fig. 8.6b that the vibration
response when the gear with 75% of uniform wear tend to highlight and to include
nonlinear effects in the acquired signal. These nonlinearities are induced due to the
existence of backlash that excites the dynamic forces induced when the teeth of a
driver gear enter in contact the teeth of a driven gear. Thereby, from these acquired
signals it can be supposed that the vibration response produced during the condition



8 Spectral Analysis of Nonlinear Vibration Effects … 307

monitoring and the gearbox fault assessment generates a nonlinear response, even
when the healthy gear is assessed. Moreover, through these time-domain signals is
proved that mechanical systems with gears produce nonlinear responses, as it has
been mentioned in several research works [14].

Subsequently, regarding the spectral analysis, for each considered condition tested
at different operating frequency, the vibration signal is analyzed by means of apply-
ing the FFT and the stator current signal is analyzed by performing the power spectral
density (PSD). Yet, although, it is well-known that the FFT has some disadvantages
during the signal processing when there exist nonstationary frequencies; all the ana-
lyzed signals are acquired during the steady-state regime of the working condition
of the electromechanical system. However, on the other hand, the performance of
the spectra obtained through FFT may be affected if load oscillations are produced
during theworking condition. In this sense, by taking into account the acquired vibra-
tion signals, most of the reported research have been concluded that better results
are obtained from the analysis of those vibration signals that are acquired from the
perpendicular plane of the machinery rotating shaft. This assert is due to considered
faults such as damaged bearings, unbalances, misalignments, among others, tend to
produce radial forces that lead to the appearance of vibrations in the perpendicular
plane.

Accordingly, in Fig. 8.7a, b are shown the vibration spectra obtained by the appli-
cation of the FFT to the vibration signals acquired when the healthy gear and the gear
with 50% of uniform wear are experimentally tested at 15 Hz as supply frequency.
From these spectra it is possible to identify significant frequency components such
as the rotating frequency (f r), the mesh frequency with its corresponding harmonics
(f m and 2 f m), and the outer race frequency with its second harmonic (f BPOF and
2f BPOF). Moreover, from the obtained vibration spectra it is also possible to notice
an amplitude increase in the region of the f m component and its corresponding har-
monic (2 f m). Specifically, these frequency components, f m and 2 f m, present a low
amplitude in the spectrum of Fig. 8.7a around the bandwidth frequencies of 266.50
and 533.00 Hz, respectively. Whereas in Fig. 8.7b it is shown an abrupt amplitude
increase around the characteristic frequency components related to the gear condi-
tion (f m and 2 f m). Despite the characteristic frequency components of f BPOF and
2f BPOF have been also located in the spectra, their localization result difficult due to
all the noise induced by the operating condition of the gearbox. In this regard, as the
theory describes, it is expected that an amplitude increase in the characteristic fre-
quencies of a vibration spectrum describe the appearance of unexpected faults, such
as uniform wear, in gears. Nevertheless, the inevitable addition of undesirable fre-
quency components may complicate the assessment of other fault-related frequency
components produced by a different source, such as a damaged bearing.

Although the amplitude increase in the f m and 2 f m frequency components may
lead to distinguish whether the presence of fault exist or not, the appearance of
unexpected frequency components in the obtained spectra cannot be avoided. In this
regard, the inclusion of unexpected and undesirable frequency components is due to
the nonlinearities that are inherent to the working condition of the electromechanical
system. For that reason both frequency spectra are full of additional frequency com-
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(a)

(b)

Fig. 8.7 Vibration spectra obtained by applying the FFT to the vibration signals acquired during
the experimental test of the: a the healthy gear and b the gear with 50% of uniform wear when the
IM is driven at 15 Hz

ponents in the right and left sidebands of the 2 f m component, as spectra of Fig. 8.7a,
b shown.

On the other hand, the vibration spectrum of Fig. 8.8a belong to the obtained
spectrum when only the damaged bearing is tested in the IM. Whereas, the vibration
spectrum of Fig. 8.8b is obtained when the damaged bearing blended with the gear
with 75% of uniform wear are tested in the electromechanical system with a supply
frequency of 15 Hz. From these spectra it is also possible to identify important
frequency components such as the outer race frequency with its harmonic (f BPOF
� 52.41 Hz and 2f BPOF � 103.8 Hz), the mesh frequency with its harmonic (f m �
267 Hz and 2 f m � 534 Hz), and the rotating frequency (f r � 14.83 Hz).

Therefore, for the spectrum of Fig. 8.7a that depicts the healthy condition, the
fault-related frequencies present low amplitudes in comparison with the spectrum
of Fig. 8.8a obtained when only the damaged bearing is tested in the IM. Although,
the frequency components related to the damaged bearing are not totally detectable,
the appearance of unexpected frequency components around the gearbox frequency
components is inevitable due to the influence of the damaged bearing. In this regard,
the nonlinear working condition of the gearbox does not allow to identify problems
when only the bearing element is damaged. Indeed, this problem may be due to the
accelerometer sensor is placed on the top of the gearbox. However, on the other
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(a)

(b)

Fig. 8.8 Vibration spectra obtained by applying the FFT to the vibration signals acquired during
the experimental test of the: a the damaged bearing and b the damaged bearing mixed with the gear
with 75% of uniform wear when the IM is driven at 15 Hz

hand, when the gear with uniform wear of 75% and the damaged bearing are mixed
and tested, an amplitude increase is presented in the frequency component related
to the second harmonic of the damaged bearing (2f BPOF � 103.8 Hz), as it can be
seen in the spectrum of Fig. 8.8b. Moreover, an amplitude increase in the regions of
the f m and 2 f m, and the addition of unexpected frequency components can be also
appreciated in spectra of Fig. 8.8b.

Despite the accelerometer is mounted on the top of the gearbox, the vibrations
produced by the damaged bearing are transmitted along the whole electromechanical
system and acquired by the sensor. In this sense, it can be assert that the characteristic
fault frequencies related to the damaged bearing may be detected by installing an
accelerometer sensor in the nearest place to the damaged bearing. Moreover, in all
the spectra appear unexpected frequency components that are not directly associated
to a specific fault-frequency. These components appear due to working condition of
the complex elements that are linked in the electromechanical system; therefore, ele-
ments such as bearings and gearboxes lead to produce nonlinear vibration responses.
Thus, after performing all the experiments, the vibration spectra are also analyzed
by comparing the amplitude increase in the fault-related frequencies; the results are
numerically summarized in Tables 8.2, 8.3, 8.4, 8.5.
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Table 8.2 Amplitudes of the characteristic fault-related frequencies for the different gear condi-
tions without damaged bearing and the IM driven at 15 Hz

Condition (%) Amplitude (×10−3 m/s2)

fm 2fm 3fm fBPOF 2fBPOF 3fBPOF

Healthy 0.75 2.86 0.52 1.24 0.41 0.26

25 1.45 3.13 0.62 0.59 0.39 0.47

50 4.95 13.74 1.51 0.89 0.57 0.35

75 1.17 12.12 4.19 0.51 1.39 0.28

Table 8.3 Amplitudes of the characteristic fault-related frequencies for the different gear condi-
tions with damaged bearing and the IM driven at 15 Hz

Condition (%) Amplitude (×10−3 m/s2)

fm 2fm 3fm fBPOF 2fBPOF 3fBPOF

Healthy 0.42 2.00 1.23 0.32 0.26 0.77

25 2.68 2.44 4.15 0.24 1.40 0.54

50 7.92 4.02 1.91 0.53 1.26 0.50

75 3.50 0.77 3.047 0.44 3.52 0.52

Table 8.4 Amplitudes of the characteristic fault-related frequencies for the different gear condi-
tions without damaged bearing and the IM driven at 50 Hz

Condition (%) Amplitude (×10−3 m/s2)

fm fBPOF 2fBPOF 3fBPOF

Healthy 1.11 0.19 0.49 2.88

25 14.7 0.32 0.35 7.16

50 27.4 0.46 0.33 31.6

75 4.00 0.75 0.32 9.83

Table 8.5 Amplitudes of the characteristic fault-related frequencies for the different gear condi-
tions with damaged bearing and the IM driven at 50 Hz

Condition (%) Amplitude (×10−3 m/s2)

fm fBPOF 2fBPOF 3fBPOF

Healthy 26.0 3.55 2.75 5.31

25 8.22 0.50 0.58 3.30

50 58.1 0.79 0.64 15.5

75 23.0 0.50 0.65 2.86
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Accordingly, by means of performing different experiments at different operating
frequencies and in regard to the obtained results; the lower operating frequency
of 15 Hz allows to assess the gearbox condition through the comparison of the
amplitude increase in the f m, 2 f m and 3 f m frequency components when the damaged
bearing is not taken into account. In this sense, the most significant results are related
to the monotonical increase of the amplitude of the 2 f m component. Indeed, the
monotonical increase is due to the nonlinear effects produced by the uniform wear
in gears. On the other hand, when the different worn gears are tested in combination
with the damaged bearing, the amplitude of the f m, 2 f m and 3 f m components also
increase and appear in an irregular way. In this regard, this effect is produced by
the combination of complex mechanical elements such as bearings and gears in the
electromechanical system. Moreover, a low amplitude increase is detected in the
harmonics of the bearing fault-related components 2f BPOF and 3f BPOF . From the
combination of bearing defects with the worn gears, it must be highlighted that the
vibrations produced by the damaged bearing tend to modify the vibration response;
thus, the fault assessment in the gearbox result in a more complex task.

The spectral analysis performed when the IM is driven at 15 Hz allows to perform
the identification of different conditions of uniformwear in gears since the amplitude
increase in the fault-related frequencies respond to a monotonical behavior. Thereby,
this monotonical increase grants the diagnosis and identification of four different
conditions of wear in the gearbox under test. In Fig. 8.9a, b are shown the obtained
vibration spectra for all levels of uniform wear, these spectra are focused on the first
and second harmonic of the meshing frequency component (f m and 2 f m) when the
IM is driven at 15 Hz and the damaged bearing is not considered in the test. From
these spectra it is important to highlight that the sideband frequency components
appear separated at a distance that is equal to the rotating frequency (f r) from the
f m and 2 f m components; thus, as aforementioned, these sidebands components are
mainly related to gear with wear.

On the other hand, the spectral analysis performed at the operating frequency of
50 Hz has some limitations during the assessment of the worn gears. Specifically, the
main disadvantage is that the frequency value of the f m component increase consider-
ably as the operating frequency increases; thus, the bandwidth of the accelerometer
sensor is not enough to acquire the vibration response of the gearbox if the cor-
responding harmonics of the f m component are intended to be analyzed. Another
disadvantage of this higher operating frequency is that the addition of unexpected
frequency components is inherent to the working condition of the electromechanical
system; indeed, the overlapping of important fault-related components may occur
by the appearance of these unexpected components. From the obtained results at
this operating frequency, it should be mentioned that there exist some problems in
detecting the different levels of uniform wear in gears. In this sense, in Fig. 8.10
is shown the vibration spectrum in the region of the f m component, and it is seen
that the amplitude increase is not presented in a monotonical way as the level of
wear increases. Moreover, the modification in the sidebands that appear around the
f m component are related to the worn gear conditions. In regard to the damaged
bearing, it is perfectly detected by comparing the amplitude increasing of the fault-
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(a)

(b)

Fig. 8.9 Vibration spectra obtained through the application of the FFT to the vibration signals
acquired during the experimental test of all considered conditions of worn gears: a at the region of
the f m component and b at the region of its corresponding harmonic 2 f m, when the IM is driven at
15 Hz

Fig. 8.10 Vibration spectra performed by means of applying the FFT to the vibration signals
acquired during the experimental test of all worn gears when the IM is driven at 50 Hz

related frequencies f BPOF , 2f BPOF and 3f BPOF . However, the influence of wear in the
gearbox tend to complicate the detection of the damaged bearing due to the inclusion
on noise which results in unexpected frequency components.

The proposed study includes also the spectral analysis of the stator current signa-
ture through the PSD, this analysis is performed aiming to analyze the effects that
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the occurrence of vibration produce in the stator current consumption. Thereby, the
analysis is based on the estimation of the PSD from the stator current signals acquired
during the experimental test for each considered condition. In this sense, classically,
most of the analysis are focused on the modification and the appearance of sidebands
frequency components around the supply frequency (f s) [17]. Regarding the consid-
ered faults, worn gears and damaged bearing, the vibration response produced by any
fault in a bearing element has a direct influence over the stator current consumption.
Indeed, this influence may be associated to those fault-related frequencies estimated
from the acquired vibration signals, as in Sect. 8.2 has been mentioned. Thus, for the
considered bearing defect, there exist a specific fault-related frequency component
that may be analyzed in the stator current spectrum.

On the other side, the vibration response produced by faults in gearboxes does
not have a direct influence over the stator current consumption; that is, does not
exist a specific theoretical approximation that allows to analyze the stator current
consumption during the assessment of faults in gearboxes. However, according to [3],
the appearance of incipient faults in gearbox transmission systems may not directly
modify the amplitude of the rotating and mesh frequency in the electrical response;
but, may generate harmonics around the f s component, where such components will
appear separated from the f s at the distance that the gear with damage rotates.

Thereby, significant results have been obtained from the stator current spectral
analysis; indeed, when the stator current is analyzed, better results are performed
when the IM is driven at the operating frequency of 50 Hz. In Fig. 8.11 is shown the
PSD estimated from the stator current signals acquired when the healthy condition
and all the levels of uniformwear are tested in the gearbox and when the IM is feed at
a supply frequency of 50 Hz. From this figure it is possible to notice the appearance
of sidebands frequency components on the right and left side of the central frequency
f s; thus, the behavior and modification of these sidebands are produced due to the
influence of the considered conditions, uniform wear in gears and damaged bearing.
From Fig. 8.11, there are five principal component frequencies that appears (a, b, c,
d and e). Yet, although, the condition of wear in gears does not have a mathematical
approximation to observe its effects in the stator current spectrum, by comparing its
amplitude increasing it is possible to prove that different conditions of uniform wear
in gears led to modify the behavior of such frequency components.

In this regard, aiming to facilitate the understanding of the results, the numerical
location of the principal frequency components are summarized in Table 8.6 for
the different operating frequencies (50 and 15 Hz) used in the VFD to feed the
IM. As aforementioned, better results are obtained by analyzing the stator current
signature acquired when the IM is driven at 50 Hz. However, in the stator current
signature spectrum estimated when the IM is driven at 15 Hz there are also five
significant frequency components that appear as a sidebands around the f s frequency
component. In this sense, in Table 8.6 are summarized the location of those sideband
frequency components that appear in the stator current spectrum when the IM is
driven at 15 Hz. Additionally, in Table 8.6 is also summarized the location of the
specific fault frequency related to the damaged bearing f BE .
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Fig. 8.11 Stator current spectra performed bymeans of estimating the PSD from the acquired stator
current signature during the experimental test of all worn gears when the IM is driven at 50 Hz

Table 8.6 Principal frequency components to be analyzed in the stator current spectra when the
considered conditions are experimentally tested at operating frequencies of 15 and 50 Hz

Operating frequency (Hz) Amplitude (×10−3 m/s2)

fs a b c d e fBE

15 14.98 7.59 11.29 18.71 22.4 26.09 67.57

50 49.99 25.12 37.57 62.44 70.01 74.89 225.1

Aiming to observe the modification of such sidebands frequency components, in
Fig. 8.12a, b is shown a zoom of the regions that correspond to the sidebands b and
c of the spectrum of Fig. 8.11. From these zoom it is possible to notice that in both
frequency components is presented a different amplitude level for each one of the
conditions tested in the gearbox.Moreover, the behavior in the amplitude response of
these sidebands indicate that there not exits a linear patter that describe the amplitude
increase in function of the level of uniform wear. However, the frequency amplitude
produced by the healthy condition is considered as the reference, and any other value
different to this reference describe impropermalfunctions in theworking condition of
the gearbox. In order to summarize the results and to provide a better understanding,
in Tables 8.7 and 8.8 are summarized the amplitudes of such sidebands frequency
components (f s, a, b, c, d, e and f BE). These tables summarize the results for all the
considered conditions of uniformwearwhen the IM is driven at 15Hz and the bearing
is in the healthy condition and damaged condition, respectively. On the other side, in
Tables 8.9 and 8.10 are summarized the amplitudes of the same sideband frequency
components when the IM is driven at 50 Hz and the condition of the bearing element
is healthy and damaged, respectively.

Through this analysis, it is proved that mechanical vibrations produced by the
appearance of incipient faults, such as wear in gears, tend to produce modification
in the stator current consumption. Indeed, according to these results, it is possible
to perform the identification of different conditions of wear in gears by comparing
the amplitude increase or modification of the lateral sidebands that appear around



8 Spectral Analysis of Nonlinear Vibration Effects … 315

(a)

(b)

Fig. 8.12 Zoom of the stator current spectra at specific sidebands frequency components: a the
modified sideband “b” and at b modified sideband “b”

Table 8.7 Amplitude of the frequency components for the stator current spectrum analysis for all
the considered conditions of uniform wear when the IM is driven at 15 Hz and the damaged bearing
is not considered

Condition (%) Amplitude (db)

fs a b c d e fBE

HLT 0.680 −33.84 −51.25 −-55.31 −37.61 −6056 −50.04

25 0.604 −31.32 −34.30 −38.19 −35.07 −41.86 −48.29

50 0.604 −33.76 −43.03 −47.28 −37.85 −45.59 −50.74

75 0.542 −37.57 −54.20 −56.96 −39.32 −55.4 −53.94

Table 8.8 Amplitude of the frequency components for the stator current spectrum analysis for all
the considered conditions of uniform wear when the IM is driven at 15 Hz and considering the
damaged bearing

Condition (%) Amplitude (db)

fs a b c d e fBE

HLT 0.573 −41.90 −47.59 −51.68 −45.64 −50.50 −58.04

25 0.575 −32.79 −34.42 −41.19 −36.69 −45.34 −49.73

50 0.547 −31.54 −37.65 −37.77 −36.06 −39.88 −48.70

75 0.751 −35.78 −48.29 −51.19 −38.05 −49.90 −52.66
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Table 8.9 Amplitude of the frequency components for the stator current spectrum analysis for all
the considered conditions of uniform wear when the IM is driven at 50 Hz and the damaged bearing
is not considered

Condition (%) Amplitude (db)

fs a b c d e fBE

HLT 0.065 −49.19 −37.85 −38.55 −40.93 −53.63 −49.73

25 −0.587 −29.35 −17.21 −18.22 −44.35 −30.49 −50.04

50 −0.587 −42.92 −30.43 −32.01 −39.13 −46.73 −59.90

75 −0.269 −55.31 −37.85 −38.55 −42.27 −53.63 −70.11

Table 8.10 Amplitude of the frequency components for the stator current spectrum analysis for
all the considered conditions of uniform wear when the IM is driven at 50 Hz and considering the
damaged bearing

Condition (%) Amplitude (db)

fs a b c d e fBE

HLT −0.113 −45.28 −29.73 −30.57 −44.76 −45.86 −63.06

25 −0.903 −28.95 −17.40 −18.29 −47.49 −29.93 −51.27

50 −0.168 −35.31 −22.66 −23.56 −45.92 −36.20 −54.5

75 −0.84 −60.42 −30.26 −29.54 −41.02 −69.61 −68.9

the f s component frequency. In regard to the bearing condition, its identification
is also performed by comparing the amplitude increase of the specific fault-related
frequency component f BE .

Subsequently, an analysis through a time-frequency domain technique is per-
formed in order to highlight that rotating machinery composed by gears and bearing
elements produce nonlinear responses which result in nonlinear vibrations. In this
regard, the Morlet-Wavelet transform is used to compute and to analyze the time-
frequency maps obtained from the acquired vibration signals. Thus, for all the con-
sidered conditions a time-frequency map is obtained, however, more representative
results are obtained during the analysis of the vibrations signals acquired when the
IM is driven at 50 Hz. Indeed, the consideration of this operating frequency provide
better results during the analysis, this is due to the dynamic forces that are inherent
to the working condition of the electromechanical system are highlighted.

In this sense, in Fig. 8.13a, b are shown two time-frequency maps obtained
through the application of the Morlet-Wavelet transform to the acquired vibrations
signals when IM is driven at 50 Hz; the assessed conditions in the gearbox are
healthy and 75% of uniform wear mixed with damaged bearing, respectively. From
both figures it is possible to appreciate that there exist dominant frequencies that
appear constantly. Yet, although most of these frequencies belong to a specific
frequency component produced by a specific mechanical element, the presence
of nonlinear frequency components is inevitable in the vibration response of the
electromechanical system. In fact, there exit several differences between both
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Fig. 8.13 Time-frequency spectrogram obtained by means of applying the Morlet Wavelet Trans-
form to the acquired vibration signals when the IM is driven at 50 Hz for the experimental test of:
a the healthy condition of the gearbox and b the gear with 75% of uniform wear mixed with the
damaged bearing

time-frequency maps of Fig. 8.13a, b; that is, if the time-frequency map of Fig. 8.13a
is used as the reference, the appearance of additional and unexpected frequency
components may lead to provide the diagnosis assessment of the electromechanical
system. Specifically, there is a strong modification is the vibration pattern around
the band frequencies of 300, 400, 500, 650, 800 and 900 Hz. Thus, the modification
of the time-frequency maps in the band frequency of 900 Hz is directly related to the
appearance of wear in the gearbox; whereas, the modification of the time-frequency
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maps in the band frequency between 300 and 400Hz is due to the second harmonic of
the fault-related frequency component of the damaged bearing. Furthermore, in both
time-frequency maps there are regions where appear some vertical strips that are
considered as a transitory frequency components produced by nonlinear behaviors.

8.6 Conclusions

In this work is performed a spectral analysis of the nonlinear vibration effects pro-
duced byworn gears and damaged bearings during the conditionmonitoring and fault
assessment in an electromechanical system. The analysis is performed by means of
acquiring the available vibrations signals from the perpendicular plane of the IM
rotating shaft, and by acquiring its stator current consumption. Subsequently, the
diagnosis outcome is performed by carrying out a proper signal processing through
the FFT and PSD in order to obtain a frequency spectrum for the acquired vibration
and stator current signals, respectively.

There exist important aspects that must be highlighted about the obtained results
by the proposed analysis. First, the spectral vibration analysis shown that an ampli-
tude increase, in the mesh frequency component (f m) and their corresponding har-
monics, allows to assess the gearbox condition; that is, the influence of uniform wear
tend to increase the amplitude of the f m component in amonotonical way. Second, the
monotonical increase of such frequency components is due to the nonlinear vibration
response produced by the worn gears; in this regard, the analysis performed at low
operating frequencies (15 Hz) is suitable to assess and to detect the different levels
of uniform wear. Otherwise, the non-monotonical increase of the f m component pro-
duced at high operating frequencies (50 Hz) do not allow to identify the presence of
the different levels of uniform wear; however, this amplitude modifications may be
considered as an indicator produced by the malfunction operating condition in the
electromechanical system. Third, through this analysis, it has been proved that the
occurrence of nonlinear vibrations produced by the appearance of unexpected faults,
such as wear in gears and damage in bearings, tend to modify the normal operating
condition of the whole electromechanical system. This assumption has been affirmed
by analyzing the stator current consumption that present modifications in the side-
bands component frequencies that appear around the supply component frequency
in presence of the abnormal operating conditions that have been addressed.

Finally, by means of the time-frequency maps it is also proved that the appear-
ance of faults in rotating machinery may produce nonlinear vibration responses that
affect its proper operating condition. Specifically, the nonlinear behavior produced
by the appearance of uniform wear in gears may be perfectly analyzed through time-
frequency domain techniques; this analysis is suitable for a better understanding of
the electromechanical system operating condition. Indeed, through this techniques it
is also possible to detect external frequency components that are not related to those
mechanical elements with damage.
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Therefore, from an industrial point of view, the proposed analysis is a suitable
approach to assess the operating condition of rotating machinery used in industrial
applications. Despite frequency and time-frequency domain are classical signal pro-
cessing, its proper application may be a useful assessing tool for being applied in the
condition monitoring and fault identification in industrial sites; moreover, theoretical
models are also advantageous to understand how will be the response produced by
the appearance of unexpected faults in rotating electromechanical systems.
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