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Preface

The 5th EGOSE conference was held during November 14–16, 2018, in St. Petersburg,
Russia. Like the previous conferences, it was organized by the ITMO University’s
Centre for e-Government Technologies. This year it was done in cooperation with the
North-West Institute of Management, a branch of the Russian Academy of National
Economy and Public Administration (RANEPA).

The conference’s call for papers asked for research papers to be submitted under the
following thematic tracks:

– eGovernance and Eurasian Integration
– Open Government Prospects
– Information Society and eGovernance
– Open Government Data
– Citizen Centered E-Government
– Building Smart City
– Convergence in E-Governance Services
– Smart City and Quality of Life
– eGovernance and Policy Modeling
– Participatory Governance
– Comparative trends in Digital Government
– Disruptive E-Governance
– Social Media: Tools for Analysis, Participation, and Impact
– Big Data, Computer Analytics, and Governance
– Cases and Perspectives of the Government Transformations

As many as 98 papers were submitted to EasyChair for a double-blind peer review,
with around three-quarters coming from Russia. The Program Committee selected 36
for publication. Maria Wimmer of the University of Koblenz-Landau (Germany), and
Marijn Janssen of Delft University of Technology (The Netherlands) delivered the
keynote speeches.

The papers accepted for publication were presented in nine academic sessions:

– Research Session 1 – Smart City Infrastructure, Policy
– Research Session 2 – Digital Privacy, Rights, Security
– Research Session 3 – Data Science, Machine Learning, Algorithms, Computational

Linguistics
– Research Session 4 – Digital Public Administration, Economy, Policy
– Research Session 5 – Digital Services, Values, Inclusion
– Research Session 6 – Digital Democracy, Participation, Security, Communities,

Social Media, Activism
– Research Session 7 – Social Media Discourse Analysis
– Research Session 8 – Digital Data, Policy Modeling
– Research Session 9 – Digital Government, Administration, Communication



A specific feature of this conference was a visible rise in papers devoted to machine
learning and other issues relating to the use of artificial intelligence models and
algorithms for textual analysis, often in combination with computational linguistics.
This resulted in having a special session (session 3) to report on such research.

November 2018 Andrei Chugunov
Yuri Misnikov

Evgeny Roshchin
Dmitrii Trutnev
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Agent Based Modeling of Smart Grids
in Smart Cities

Bauyrzhan Omarov1, Aigerim Altayeva2, Alma Turganbayeva1,
Glyussya Abdulkarimova3, Farida Gusmanova1, Alua Sarbasova1,
Batyrkhan Omarov2(&), Yergali Dauletbek2, Aizhan Altayeva2,

and Nurzhan Omarov4

1 Al-Farabi Kazakh National University, Almaty, Kazakhstan
2 International Information Technologies University, Almaty, Kazakhstan

batyahan@gmail.com
3 Abai Kazakh National Pedagogical University, Almaty, Kazakhstan

4 Kazakh University of Railways and Communications, Almaty, Kazakhstan

Abstract. The goal of the study is to explore Smart Grids with a system of
multi-agents and aspects related to the Internet. Smart cities are created at a high
level of information and communication technologies (ICT) structures capable
of transmitting energy, information flows multidirectional and linking another
sector that includes mobility, energy, social and economic. Smart cities concern
the connection of subsystems, the exchange and evaluation of data, as well as
ensuring the quality of life and meeting the needs of citizens. We have different
models of transport systems, energy optimization, street lighting systems,
building management systems, urban transport optimization, but these models
are currently being considered separately. In this article, we present an overview
of the concept of an intelligent city and discuss why multi-agent systems are the
right tool for modeling intelligent cities. This article represents simulation
results with a Smart Grid as a case study of Smart City.

Keywords: Smart grid � Smart City � Multi-agents � Agent based modeling

1 Introduction

The development of Smart City is now directly related to the concept of energy and
energy potential. Energy to a greater or lesser extent has always been the locomotive of
urban development, but it is quite obvious that, with the advent of the Smart City
concept, its role is constantly increasing. Mankind has faced a serious challenge. The
population of the earth is growing steadily, while the specific consumption of energy
per capita is increasing, all the more so because the reserves of the main energy source
(organic fuel) are steadily falling. From the fact whether alternative sources of energy
will be found, and also on how effectively society will use energy, the prospects for
sustainable development of modern civilization depend. In this regard, energy effi-
ciency and energy saving is one of the priority areas of Smart City.

In recent years in the West in the electric power industry the concept of Smart Grid
(smart/intelligent networks) is developing very actively. First of all, it covers

© Springer Nature Switzerland AG 2019
A. Chugunov et al. (Eds.): EGOSE 2018, CCIS 947, pp. 3–13, 2019.
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transmission and distribution, but it has something to do with generation. The term
Smart Grid became known from the middle of the 2000s and immediately became so
popular that it overgrew many different properties and meanings. Now it is very
capacious, not without a hint of marketing brilliance, a term that is also interpreted
differently in different parts of the world. It is rather a kind of vision of what the future
of the electric power industry should become, its new innovative model, which in many
respects differs from the modern one both by the principles of functioning and by the
technological basis.

“Smart grids” refer to “breakthrough” technologies and innovations. Like classic
breakthrough technologies and innovations [1, 2], they are able not only to significantly
change the technical and technological basis of the industry, but also the markets, the
composition and roles of the subjects, the fundamentals of the economy of the electric
power industry. Their potential influence on the markets of energy carriers, auto-billet
building, information and communication technologies (ICT) and electrical engineer-
ing is also significant, mainly due to new opportunities for the development of
renewable energy sources (RES) and electric vehicles, the formation of complex
intellectual infrastructures based on advanced software and hardware solutions. In
addition, the long-term functionality of smart networks in the field of reliability and
quality of electricity is fundamentally important for the development of a high-tech
industry and a sector of high technology services.

The value of technology is confirmed by the scale (40–70 billion US dollars in
2012–2014) and rapid growth (average annual growth rates for the next decade - up to
20%) of smart grid markets [3, 4]. According to the estimates of the International
Energy Agency, during 2014–2035, the volume of investment in intellectual solutions
can range from 340 billion to about 1.17 trillion US dollars (in 2012 prices, the scenario
“New Energy”) [5].

2 Background

2.1 Smart Grid

The concept of “Smart grid” or “intellectual network” does not have a clear definition.
It can be defined as a concept for the modernization of energy systems by integrating
electrical and information technology. However, to determine the concept of “intelli-
gent network” it is better to use the capabilities and performance of the network instead
of certain technologies. Typically, an intelligent network means an increase in the
degree of auto-matting and a gradual upgrade of the electrical networks of many
owners for the transmission and distribution of electricity with traditional distributed
and especially renewable generation units and batteries connected to the point of
consumption. The same customer can be both a producer and an energy consumer. This
requires a two-way flow of energy both at the junction point and in other parts of the
supply grid.

In the developing DOE8 (U.S. Department of Energy) [6] concept of Smart Grid,
the diversity of requirements is reduced to a group of so-called key goals (key goals) of
the new electric power industry, formulated as:
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availability - providing consumers with electricity without restrictions, depending on
when and where they need it, and depending on its quality paid by the consumer;
reliability - the ability to withstand physical and informational negative impacts without
total disconnections or high costs for restoration work, the fastest recovery (self-
recovery) of operability;
economy - optimization of tariffs for electric energy for consumers and reduction of
system-wide costs;
efficiency - maximizing the effectiveness of the use of all types of resources, tech-
nologies and equipment in the production, transmission, distribution and consumption
of electricity;
organic nature of interaction with the environment - maximum possible reduction of
negative environmental impacts;
safety - prevention of situations in the electric power industry that are dangerous for
people and the environment.

In the European Union, among the key values are [7]:

flexibility in terms of response to changes in consumer needs and emerging problems
with electricity supply;
availability of electricity for consumers, in particular renewable energy sources and
high-efficiency local generation with zero or low emissions;
reliability of electricity supply and quality of electricity while providing immunity to
hazards and uncertainties;
economy through the introduction of innovation, effective management, rational
combination of competition and regulation [8].

2.2 Microgrid

The wide interest in renewable energy sources presents new challenges. Placing gen-
erating capacities (solar, wind, based on heat exchange or combining electricity and
heating) in close proximity to the consumer requires a completely new approach to
managing the electricity grid. One of the new approaches is the MicroGrid concept.
Microgrid, in a simplified form, is considered as a physically distributed structure,
which is characterized by the following features:

– the fulfillment of the main task
– life support or production process;
– Power Supplies
– Distributed (decentralized) production of electric energy, including renewable

energy sources [9];
– territorial limitation-the concentration of all electrical devices in a user-defined area;
– human presence
– a user or an expert (a microgrid manager) who can make adjustments to the

management functions of individual subsystems or the entire facility [10].

The desire to create the most comfortable conditions for a person has led to a high
degree of saturation of microgrid electrotechnical, electronic and other technical
devices and systems, control and regulation of operating parameters is carried out by
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specialized control systems. The microgrid control system is an information and
intelligence system that integrates information coming from a variety of heterogeneous
microgrid components, such as: alternative power supplies, loads, sensors and char-
acterized by different types of physical data. Such a system is created to control energy
resources taking into account the user’s wishes.

3 Proposed Architecture

The architecture of our control system of the energy and network systems of the
building is illustrated in Fig. 1. In our study, we consider the Smart and Micro Grid
system for building energy management based on multiagent technologies. The system
consists of three types of agents. The first control system is a grid system that is
responsible for connecting to the Utility Grid and Microgrid, which is controlled by the
Switch State Agent, Fig. 1. Next level of the building energy management system
(BEMS) is the Multiagent system. There are different types of agents that are used to
manage the entire system. Another part of the system is the Management system, that is
responsible for the management of HVAC, grid control and electrical lighting.

In our study, we consider two types of energy sources: a utility grid and a micro-
grid. The utility grid takes energy from the main grid of the city. Microenvironments
are supplied with renewable energy sources. The second part of the system is a multi-
agent system. Since each agent assumes a high level of intelligence for making a local
solution, the system requires a new architecture of the agent model. The multi-agent

Fig. 1. Architecture of the proposed multi-agent control and management system.
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system takes data from sensors and passengers as input data and decides on the
introduction of control over the drives. Control systems are the systems that must be
controlled and supplied with comfort and energy.

The sensors are distributed throughout the building to monitor its operation. Three
types of data, including environmental, user settings and energy data, can be obtained
from the sensor network. Environmental data refers to the environmental parameters of
the building, such as indoor and outdoor temperatures, light levels, CO2 concentration
or even the detection of intrusion or fire alarm signals. The filling data usually includes
the number of passengers and the presence or absence of passengers. The energy data is
mainly focused on the status of energy supply, such as the state of the utility network,
the price of electricity and the availability of renewable resources. These measured data
will be used by various local agents to determine their behavior.

To realize an effective, user-oriented control over the building system, another
important element for the multi-agent system is the passenger behavior model. Personal
agents in the multi-agent system are designed to study and predict the preferences of
residents through their behavior. Studying of preferences of inhabitants is carried out
by observation of their behavior and definition of the person who has carried out these
actions. By providing the identity of a particular user to a personal agent and respecting
his behavior, the personal agent will be able to find out the preferences of this particular
user, rather than all the residents of the building.

The central coordinator-agent is the coordination of all agents and the built-in
optimizer to maximize the composite comfort index, which can be determined in
several ways based on the specific needs of the clients. In this study, we define the
terms “general comfort index”, “comfort index”, “comfort level” and their ratio from
the point of view of the mathematical model.

Based on this information, the central agent manages the regional agents to dis-
tribute the available capacity in the area of the building in which comfort is provided.
Regional agents turn control over local agents. Consider the assessment of comfort in
buildings and zones based on the index of comfort (CI) [11] and general comfort
(OC) [12]. These figures can range from 0 to 1 and record information about tem-
perature, light and CO2 concentrations in the building zones. The comfort index CI
characterizes the internal environment of certain sections of the building and is
determined by the method of combining comfort information using the average level of
ordered aggregates. Mathematically, comfort index can be written as:

CI ¼ OWA dT ; dH ; dL; dAð Þ ¼
Xn

j¼1
xjbj ð1Þ

where OWA is an ordered weighted average,
dT ; dH ; dL; dA are the parameters that construct comfort level for inhabitants. In our case
comfort parameters are temperature, humidity, lighting, and air quality into the indoor
environment;
xj is corresponding comfort index; xj 2 0; 1½ �

Formula 2 computes comfort level of the people depending of four comfort
parameters.
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Comfort Level ¼ dT 1� eT
Tset

� �2
 !

þ dH 1� eH
Hset

� �2
 !

þ dL 1� eL
Lset

� �2
 !

þ dA 1� eA
Aset

� �2
 !

ð2Þ

Here, Tset;Hset; Lset;Aset – temperature set, humidity set, luminance set and air
quality set, respectively.

eT ; eH ; eL; eA – Temperature error, humidity error, luminance error, and air quality
measuring error, respectively.

dT ; dH ; dL; dA – Parameters that construct comfort level for inhabitants.

4 Experiment Results

In this case study, we will consider the utility grid mode. Carrying out experiments
with the mode used and measuring the required power, we can further predict the
ability of the micro network to supply the building with energy.

In the simulation, the comfort ranges of residents for various management tasks are
set in the illumination range from 750 to 880 (lux), air quality ranges from 400 to 8,800
parts per million, and temperature and humidity ranges are based on international
European standards and ISO recommendations/FDIS 7730 [13] (Fig. 2). These comfort

Fig. 2. Comfort data of the premises, given based on international European standards and
recommendations ISO 7730 [13].
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ranges serve as limiting constraints in the stochastic multipurpose genetic optimization
algorithm to optimize the optimal setting of the given points at each time step. The set
points for each comfort parameter are set in Tset = 22 oC, RH = 50%, Lset = 800 lux
and AQset = 800 ppm, and the same weight factor for each comfort parameter is set to
one fourth (1/4).

Figure 4 demonstrates comparisons of conventional system and our proposed
system for comfort temperature into the room. As illustrated in the figure, temperature
changes of the proposed system belong between 21 and 25.5 °C, while temperature of
the conventional system went out of the comfort area with the indexes between 26 °C
and 29 °C, most of the explored time (Fig. 3).

Figure 4 demonstrates the humidity changes by applying two different systems as a
conventional and the proposed system. There, we can observe that, the proposed
system humidity changes between 30% and 40%, when a conventional system shows a
very dry microclimate.

Results of the experiment with indoor illumination level were given in Fig. 5. The
proposed system gives much more comfort illumination level comparing the conven-
tional lighting level. Also, the figure shows, that it easier to control illumination level
than the other comfort parameters.

Figure 6 illustrates air quality level of indoor environment when using the two
different systems. In our study, we consider CO2 level as an indicator of air quality.

Fig. 3. Temperature set points comparison (Blue line: temperature changes using our approach;
Green line: casual temperature changes;) (Color figure online)
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Fig. 4. Humidity set points comparison (Blue line: temperature changes using our approach;
Green line: casual temperature changes;) (Color figure online)

Fig. 5. Illumination set points comparison (Blue line: illumination using our approach; Green
line: casual illumination;) (Color figure online)
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Fig. 6. Carbon dioxide set points comparison (Blue line: carbon dioxide level using our
approach; Green line: carbon dioxide level using conventional system;) (Color figure online)

Fig. 7. User comfort level set points comparison (Blue line: user comfort level using our
approach; Green line: user comfort level using conventional system;) (Color figure online)
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When using our system we kept the indoor air quality index in acceptable level, while
the conventional system shows worse result. It can be explained that, by increasing the
people in the room, CO2 level will increase and it needs control every time and
immediately react for changing the air quality level. In the conventional systems does
not control the CO2 level, and, in most cases, people are not able to estimate air quality
level into the room. For this reason, CO2 level should be controlled by the system.

Figure 7 shows the comfort level into the room considering all the parameters. The
results demonstrate that the proposed system comfort level is over 1 that means,
comfort for the people. Conventional system comfort level changes between 0.65 and
1, while most of the experienced time less than 0.9.

Figure 8 demonstrates power expenditure comparison of the two systems. There,
we can observe that, the proposed system shows less power consumption comparing
the conventional system excluding 8.00 to 10.00, even that time, the proposed system
does not spend more energy that the conventional system. Spending more energy
between 8.00 to 10.00 can be explained with the proof that, the given time is start of
working day, and all the heating, ventilation and air conditioning systems starts to
preparing ensure the comfort microclimate. After, they continue working in normal
mode.

Fig. 8. Power expenditure comparison of two systems (Blue line: power consumption using our
approach; Green line: conventional system power consumption) (Color figure online)
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5 Conclusion

This study developed an intelligent multi-agent energy management and management
system with heuristic optimization, and it was shown that it is capable of achieving
management objectives by coordinating several agents and an optimizer. The proposed
structure of the multiagent based smart grid system can optimize basic tools to achieve
energy efficiency, providing thermal comfort in the room. In the future, we intend to
improve the proposed model by applying algorithms of machine learning and using the
training agent to make decisions based on controlled learning.
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Abstract. Cities in the world face the problem of combining competitiveness
and sustainable development at the same time. Urban space forms a much more
subtle matter in terms of the simultaneous scale and point of processes spectrum.
Certainly, the city is the primary source of generation fundamental anthro-
pogenic factors within the framework of human activity (ecology, transport,
society and security). However, on the other hand, in the current realities, it also
becomes a structural tools mechanism for creating qualitatively new drivers of
development (for example, intelligent infrastructure networks for urban mobility
or closed-loop water supply).
The city as a dynamic system has a certain set of patterns. The basic ones

regulate the system development, complexity of mechanisms and diversification
of modules designed. The critical ones regulate system stability and the
preservation of existing stable state. Providing modularity of urban management
architecture will allow scaling the interaction chain within the socio-technical
system (i.e. the city), which make it possible to minimize the risk of destructive
strategic decisions.
Smart city as a platform provides transparency of the urban space processes

and forms a two-level management (citizen-government). An effect indicator of
high technology implementation is not so much a formal achievement of indi-
cators values, but as the parameter of the complex infrastructure regime of a
certain urban area in a given chronological period.
When we have such projects of this level, the citizens themselves act as the

center of aggregation of new meanings, values, and needs. On the basis of their
everyday life situations, a framework of knowledge is designed for further
strategic urban space planning.
The authors of this article propose to revise the traditional understanding of

the concept of “smart city” and consider the case of development of St.
Petersburg as a “smart city”, based on the value-oriented approach.
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1 Introduction

Today, cities, within the trends of global economic development, are considered a kind
of network nodes of world resources. They aggregate human, financial, scientific and
technological, historical, cultural, commodity and civilizational (i.e., quality of life
standards) flows. In addition, the modern city, as a complex infrastructure object, is an
extremely complex system. And dynamically changing trends and threats are con-
stantly expanding the list of critical parameters of this social engineering system.

The life-cycle of the city behind the paradigm of historical processes was trans-
formed from a purely utilitarian direction of development (city-plant) into a mechanism
of self-generation of new points of activity (city-functions) and meanings (city-people).
In addition to the already formed framework of infrastructure, the urban area needs to
be reorganized from the point of view of the impact of life situations of citizens [9].
Such fundamental decisions are pushed by numerous factors of resilience in the era of
rethinking of everyday processes.

On the one hand, there is an increase in the population density of large cities due to
over-urbanization and the chaotic use of adjacent areas, which leads to the risk of loss
of the basics of strategic planning. But the redevelopment of former industrial areas
leads to the revitalization of urban infrastructure. Engineering, transport and infor-
mation infrastructures of the modern city are the arteries for the delivery of quality
services. On the other hand, the role of every citizen, regardless of his or her activities,
in ensuring the global competitiveness of cities is increased [5].

Because of continuous configuration changes, as the urban fabric covers various
aspects of human scale, a priori there is an impact on a lot of other parameters, which in
turn affect the socio-economic situation and, perhaps, even more worsen the situation
than it was before. Thus, the smart city as a platform is aimed at monitoring and
detailing the ongoing urban processes, regardless of the scale of the tasks.

2 Mechanisms of Smart City Design in the Context
of Technological and Infrastructure Framework

«Smart city» suggests a rational strategy of advanced integration of innovative tech-
nologies with the urban infrastructure in order to improve the life quality [2]. All this is
aimed at algorithmization of management of an effective service-oriented model of
urban processes. The absolute organizational and economic condition for the design of
this kind of ecosystem is the actual format of the technological and infrastructure base.
The background of the emergence of a smart city as a kind of new formation of the
territory is associated with the efficiency of resource use for a strictly limited cycle of
services. Therefore, smart urban space provides the opportunity to use distributed entry
points to the infrastructure guided by standardized regulations of interaction.

During the popularization of the strategy of smart cities around the world, there is a
different trend of approaches to the formation of smart infrastructure for a qualitative
leap in the integrated development of the territory [3]. Based on the existing types of
urban space, the following basic features can be identified in the formation of smart
cities:
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• Historically formed urban infrastructure (megacities New York, Moscow, London,
Barcelona, Tokyo and St. Petersburg)

• Development of territories “from scratch” through the introduction of smart
infrastructure (Songdo, Masdar, etc. new projects)

• Cities with underdeveloped infrastructure (for example, single-industry towns and
small towns, for further preservation and development they need such a complex
project-driver).

Most modern technological solutions are aimed at the installation of a single
platform with a strictly built vertical modular architecture. This kind of boxed solutions
are in demand in such standard projects as Masdar or Songdo. Of course the effect of
ready-made and tested solutions in some cases justified. However, in the long term, a
city without developing a platform for its specific management, territorial development
strategy and infrastructure risk losing its competitiveness and digital independence in
just five or ten years. Therefore, each city strives to choose a certain initiative and a key
role of urban space for citizens in the future [16]:

• Moscow - unified information space;
• New York - city sustainable and resilient;
• Barcelona - technological sovereignty, increasing opportunities for citizens in the

digital environment;
• Vienna - city of equal opportunities for all groups of citizens;
• Singapore - human-oriented approach and smart use of technology.

Due to the more transparent optimization processes in the urban infrastructure
framework and the availability of flexibility in building tasks on life cycles, the most
modern case is the approach to the phased implementation of a smart city. The
specificity of the problems is due to the so-called “technological symptoms of scale”,
when the decisive feature of the quality of information is the creation of distributed
information systems for each public service, and not the modularity of the architectural
approach on the fundamental layers of a single platform.

As of 2017, St. Petersburg occupies a leading position among other Russian regions
in regional information, development of the information society and the level of ICT
penetration into urban process [14].

The city information infrastructure of St. Petersburg has a sufficiently developed,
with great potential, but a complex structure, with an ever-growing volume of
heterogeneous and fragmented data, services, systems, functions, which does not fully
meet the modern requirements and needs of citizens, business and the city economy as
a whole [15].

In this regard, the task was to restructure the existing complex of systems to create
an intelligent network of interaction within the integration of various services. A smart
city should transform the everyday life situations faced by different categories of
citizens into personalized requests and a standard of urban service mobility [10].

For St. Petersburg, the priority goal is the fundamental deployment of technological
and infrastructure base around the values of citizens, for a more flexible response to the
current needs in the given conditions [11].
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3 Methodological Support in the Development of the Concept
Smart St. Petersburg

«Smart city» is considered as a system of urban resources management, designed for a
new format of interdepartmental cooperation and the formation of a competitive eco-
nomic space [16]. Due to the universal reasonable use of advanced intelligent infor-
mation technologies, it is planned to gradually improve the quality of life of citizens
starting from the first annual cycle of Smart City events.

Within the logic of integration processes, a structural and functional smart city
model is proposed. Such a platform is an interconnected set of functional elements of
the digital economy infrastructure of the city, consisting of four layers. The General
scheme is shown in Fig. 1.

Each functional element characterizes a group of functions of the city in relation to
residents, businesses or authorities [4]. The development of elements of the basic layers
(physical means of information interaction and inter-sectoral functional elements) is a
necessary condition for the creation of the framework of the highest-level infrastruc-
tures. This kind of distribution of the smart city architecture into layers allows to
prevent the emergence of unnecessary intermediaries of interaction and to streamline
the phased implementation of modules to preserve the principles of the ecosystem [13].

Fig. 1. The structure of the interacting elements of the City
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1. Layer of physical information communication tools and devices:

• hardware and software systems accompanying distributed urban processes;
• seamless integration of digital technologies into the urban environment;
• monitoring of automation objects.

2. Layer of intersectoral functional elements:

• ensuring smooth interaction at the applied level of all subjects of urban infor-
mation space;

• aggregation of different data sources into a single urban repository;
• organization of the required level of infrastructure performance for guaranteed

access to urban data.

3. Layer of sectoral functional elements:

• transparent coordination of urban development within the framework of the
activities of the Executive authorities;

• optimization of e-government information resources;
• component implementation of modules for day-to-day management tasks.

4. Layer of socio-technical functional elements:

• mobility of public and municipal services;
• formation of conditions for the expansion of services in the digital profile of

citizens;
• infrastructure entry points to the unified information space of the city.

Fig. 2. Current situational scheme about IT infrastructure status of St. Petersburg
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Figure 2 shows a comparison with a model of smart city architecture by overlaying
the current set of resources with a planned information platform. Table 1 provides brief
reference for technical names of urban systems.

4 Formation of an Integration Platform for Effective
Implementation of Smart Driver-Projects

The implementation of the Smart St. Petersburg is made in the logic of the project
approach, in which each project occupies a certain place in the overall structure
according to its functional purpose [16]. Thus, the «smart city» is structurally a set of
interacting projects, jointly ensuring the achievement of their own local goals and
common goals of «Smart St. Petersburg». The concept implementation in St. Peters-
burg assumes the use of the existing potential of the city due to the active and initiative
participation of business and citizens as participants of the city development process
[12].

The process of implementing projects within the «Smart St. Petersburg» involves
an annual cycle of activities. The project platform is described in Fig. 3.

Table 1. Terminology explanation of urban information systems in St. Petersburg

№ Abbreviation Full meaning

1 SIS State information system
2 SAS State automated system
3 CS Classifier system
4 ACS Automated control system
5 AIS Automated information system
6 CAIS Complex automated information system
7 IS Information system
8 RAS Resource accounting system
9 HSC Hardware and software complex
10 IAS Informational and analytical system
11 CA Certification authority
12 CC Control center
13 AIAS Automated information and analytical system
14 TSRIS Territorial and sector-based regional information system
15 RSIEI Regional system of interdepartmental electronic interaction
16 UDspS Unified dispatch service
17 FTV CFP Fixing traffic violations and control fines payment
18 MAI Management of ambulance infrastructure St. Petersburg
19 ESRP Electronic social register of St. Petersburg population
20 ClC CSr Call centre of citizens service
21 IASp Information and analytical support
22 SFRP System of the formation and projects registration
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The purpose of the first stage is to determine the priority directions for the
development of the city. The directions are determined by following factors: expected
effect in terms of improving people’s quality of life; advance development of the city;
necessary elements of infrastructure [6]. At the first stage, the most popular areas of
development should be identified, according to current problems and the needs of the
population, as well as the formation of an infrastructure for the introduction of “smart”
solutions. There must be a balance between these areas.

At the second stage, projects are selected based on methodology and regulations.
At the third stage, the projects of “Smart St. Petersburg” are being implemented.

The implementation of projects is carried out in compliance with the standards adopted

Fig. 3. Annual cycle of selection and ranking of projects
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in the industry of the implemented project, while respecting the principles and
objectives of Smart St. Petersburg. Control over the implementation process is carried
out by the relevant state authority of St. Petersburg [8].

At the last stage of the cycle, the dynamics of the target indicators of “Smart St.
Petersburg” and the performance indicators of the implemented projects are analyzed.
Based on the monitoring results of the target indicators of Smart St. Petersburg, the
results of the first and second steps can be slightly adjusted, and the cycle can be
continued from the third stage. In the case of a significant deviation in the values of
indicators or inability to achieve the target values - the cycle of activities is repeated
from the first stage.

5 The Strategy of Human-Oriented Design to Improve
Citizens Life Quality

There are three options for identifying priority areas and areas for introducing smart
city technologies.

The first option assumes an orientation toward successful global and Russian
practices of building “smart cities”. Focusing on specific solutions and positioning the
city in subject ratings are the advantages of this option. Possible immature of the city to
implement a set of technologies due to lack of infrastructure (or serious problems in it)
is disadvantage of this option. Current problems of the city can also be a difficult
obstacle to the introduction of technology.

The second option involves focusing on current urban problems and their consistent
solution. This allows to achieve the desired effect of improving quality and standard of
living. Advantages of this approach are the initial social orientation and ensuring the
maximum social effect at each iteration. The disadvantage of the approach is that
strategic goals and intensive development of the city are not achieved.

The third option involves the identification of areas for the city development, based
on its personal characteristics and capabilities and orientation to them. Advantages of
the approach are: certain determination of development and the possibility of achieving
significant results by focusing efforts. The obvious disadvantage is the lack of con-
sideration of current problems in the city.

As part of the preparation of the “Smart St. Petersburg” concept, a combination of
the second and third approaches was considered as a basis [1].

First of all, it is necessary to understand the position regarding the smart city of
those stakeholders that are in St. Petersburg. The first component is a survey of active
residents of the city, the second is a survey of employees of the authorities in
St. Petersburg. It is important to determine how the concept of “smart city” is perceived
now and how ready the two groups are to actively use smart city technologies today.
The detailed survey and extended statistics are presented in Fig. 4.
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In general, according to the results of the research, it can be noted that the repre-
sentations of St. Petersburg authorities on the priority areas of the city’s development
focused on the management of the city and the prospects for its development. Citizens
focus mainly on current problems.

Fig. 4. Stages and statistics of the sociological survey Smart St. Petersburg
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For this reason, when composing the final priority ranking of the directions for
introducing the «smart city», both components are considered. Figure 5 shows the final
rating of directions in the abstract format according to the structural and functional
model of «Smart Petersburg».

The conducted sociological survey has demonstrated a kind of snapshot of the
development ideas about smart city in the specific context of the space transformation
needs. This kind of dynamic tracking of the «urban pulse» will help to avoid misin-
terpretation of the basic values of citizens and the principles of technological progress
[7].

Many cities are trying to gain a rating score by implementing various “smart
projects” chaotically without feedback and overloading the fundamental infrastructure.
Thus, the agenda of complex development of the territory is formed subjectively and
without a full-scale discussion. The trend of over-urbanization obliges the government
to use predictive modeling to understand the needs of citizens in a balanced and long-
term Smart City strategy.

Fig. 5. Priority directions and areas for introducing smart city technologies in St. Petersburg
based on needs and proposals of citizens and city authorities.
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6 Conclusions

This article considers the vision and main features of smart city in St. Petersburg:
structural and functional model of the “smart city”; main steps of selection and ranking
of projects for their implementation in the urban environment; results of sociological
survey. Results of the survey confirmed necessity of considering opinion of citizens
and other stakeholders in processes of city development. Even though there are
common expectations of smart city projects, it is important to make priorities to achieve
certain effect.
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Abstract. Public managers and academics continue to express interest in smart
cities. In contrast with flagrant enthusiasm with regards to technology applica-
tions towards achieving such goal, threats to local governments continue to
grow across the globe, while risks and concerns remain underexplored in
research. By examining a survey where experts rate factors and risks in smart
city development, this paper sheds light to an array of vulnerabilities that may be
overlooked by public managers and executives and may compromise their smart
cities goals. Expanding on literature, findings suggest the most critical smart city
development factors are technological (infrastructure development, open data
services, availability of information resources), organizational (clear KPIs,
coordination procedures, strategic planning, creating business environment,
transparency in decision-making) and social ones (preferences in getting e-
services, human capital growth). Markedly, experts understood the most serious
risks involve technological and social adaption. The results achieved could be of
interest for counting risk factors in the emerging smart cities.

Keywords: Risk � Smart cities � Development � Technology

1 Introduction

Smart cities are a topic that keeps growing in importance. Although different scientific
perspectives and approaches exist [1], most researchers see the undeniable advantages
of active IT adoption and smart cities creation [2]. Taking into account the variety of
interpretations used in the studies [3], it can be concluded that smart cities consider as
multidimensional and complex sociotechnical systems [4].

In recent years, nevertheless, some attention has been paid to the “dark side” of
information technologies in the context of smart cities. While researchers started
observing concerns on future development of IT and how it may affect society [5], a
special attention is also paid to the emerging risk factors in the context of smart city
development. This paper addresses such gap through a survey with experts who have
been in touch with what Russian cities’ that only recently started to explore the idea of
smartness at the local government level. The practical importance of this research is in
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forecasting the most critical risks and inform actions that are needed to prevent or
mitigate them.

The paper consists of six sections. First, the literature review is focused on an
overview of factors, risks and threats faced by smart cities as they develop. In the
sequence, the methodology section describes the approach and data sources used in the
survey. The results section gives an estimated list of development factors and risks
considered important by respondents in smart city development initiatives in Russia.
Finally, “Discussion” and “Conclusion” sections respectively open some prospects for
research limitations and the unexpected results, and offer suggestions for practical uses
of research results.

2 Literature Review

As many frameworks have demonstrated, smart cities are complex interorganizational
environments, composed of multiple different systems (see [6] and [7]). In such
capacity, challenges involving those systems can be understood through socio-
technical lenses, which includes studying them as technological, organizational, and
social issues affecting local governments.

In the literature such terms could be found regarding smart cities unexpected side:
risks, challenges, barriers. In the literature review the authors refer to all similar for-
mulations found in scientific works.

Smart cities development faces challenges, and associated risks have been mapped
in literature. Research has found that those risks relate to the extent to which those
cities are capable, as organizations, to respond to issues they are expected to address.
Such ability has in governance one of its pillars [8], have also been identified as
compromising the ability one city has to respond to emergencies [9]. According to
Angelidou [10], those challenges may also include existing practices such as poor
physical planning, or economic factors, such as the ability to attract investment and
new businesses.

Smart cities’ risks and challenges should also consider the complexity of issues
being faced by local governments. Those challenges may involve socio-economic
vulnerabilities [11], and may encompass unemployment, poverty, and high crime rates
[12], urban planning issues such as traffic congestion [13] and exposure to emergencies
[14]. All those issues are contextual and environmental in nature, and, while common
to many cities in the world, tend are likely manifest in particular ways in each different
locality [15]. For example, Borsekova et al. [16] observed a correlation between smart
city progress and its’ size: more innovative spirit has been detected in medium-sized
cities.

Some unpredicted social impacts have been noticed in San Diego where the eco-
nomic growth of territory raised the level of poverty [17]. Risk of social and economic
polarization could increase inequality in work, space organization and other activities
[18]. The inequality issues are also raised in work of Vanolo [19] with a special
attention to reinforcing long-standing social order. To avoid some negative conse-
quences, a paper on the Italian experience with local governments suggests smart city
projects’ orientation on the most vulnerable population groups (the elderly, children,
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poor families, immigrants, multi-child families) [20, 21]. Overall, those sociodemo-
graphic issues suggest that smartness at the local level involves not only intra-
organizational capabilities, but also an ability to understand problems that are external
to local government.

Furthermore, it is important to highlight that data and technology are central
components of smart cities and may play a critical role in its development in results
measurement [22]. Despite being considered an enabler of the smart cities vision,
nonetheless, the use of information and communication technologies can expose vul-
nerabilities of a city. Because smart cities benefit from information sharing and inte-
gration across technologies [12], those risks usually fall within the realm of
cybersecurity [23, 24] and information safety [9]. Within the same scope of concerns, a
variety of technological treats were presented by Baig et al. [25], including information
leaks, unauthorized access, data interception threats, multiple ICT attacks, malicious
code execution. Privacy risks, some skewed incentives in IT application [the benefits
and risks] and even loss of life [26] are also among the list of possible smart city risks.
Baig et al. [25] would also refer to such phenomenon as the “cascading effect”, an issue
that spreads risk towards important spheres such as healthcare and social service. In this
context, the same way a smart city may benefit from information sharing and use,
information users’ reluctance to provide information to be used for smart cities’ pur-
poses is another issue that may be problematic [27].

Finally, the ability to solve those problems involve a multi-stakeholder perspective
on issues faced by smart cities [28]. That ability encompasses the development of
“urban systems models” that bring together “citizens, entrepreneurs, civic organiza-
tions, and governments” and foster collaborative understanding around how a City
functions or should [29]. This approach involves considering citizens as a central
enabler of smartness [30] and has increasingly discussing collaborative governance
[31] and co-creation [32] as the modus operating for public value creation in local
governments. According to [33], “inadequate citizens’ upskilling, training and edu-
cation, loss of humanity through over use of technology, lack of vision, poor gover-
nance and unsustainable policies” are a few of the challenges that that may compromise
smart cities’ goals and make local governments socially and politically vulnerable.
Such a participatory view of smart cities suggests that a deterministic view of smart-
ness, one that considers approaches exclusively engineered in the City Hall.

In summary, smart cities development is likely to face risks and challenges that are
internal and external to local government scope of action. Internal risks could be
associated to organizational capabilities, such as human capital and proper use of data
and technology. External risks relate to environmental circumstances that can be social,
political and economic in nature, or jointly reflect the intersect of each one of those
realms.

The literature review also revealed that many risks are technology-related, and that
consequences associated to the use of those technologies are often discussed hypothet-
ically. At the same time, the review found the importance of some categories that do not
relate to the “smart” aspect but still can be influenced in the process of smart city
development. Given the scarcity of empirical research on such a broad topic, this paper
may expand knowledge on thewhat is known about smart city development risks thus far.
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3 Research Methodology

3.1 Smart City Development in Saint Petersburg

Smart city development started in Saint Petersburg in 2017. That occurred in accor-
dance with the principles of strategy, economic and social development of St.
Petersburg for the period, and may last until 2030. In April 2017, the city governor
gave a start to the urban innovation program “Smart St. Petersburg” indicating the
following principles:

• Context accounting- understanding the current city situation about by using urban
data, including big data.

• Interaction and coordination based on ICT of all participants of city processes,
including G2C, B2B, B2C, G2C, IoT.

• Realization of short-, medium- and long-term planning on the basis of mathematical
models and artificial intelligence.

• Motivation and trust - incentives for intersectoral communication and an open
transparent format for interaction between authorities, citizens and businesses.

• Reasonable control - achievement of the goals on the basis of monitoring KPIs.
• Economy and balance - reasonable management of urban resources and saving

money through ICT.

For the coordination of the development of a smart city plan, a special projects
office was created (https://www.petersburgsmartcity.ru/). The office is located inside
ITMO University. The concept of St. Petersburg development with the help of “smart
city” technologies states that smart city construction is conducted in order to overcome
the current challenges: urban population growth, territories’ need of renovation,
complexity of city management processes, limited resources, technological and socio-
economic stress factors of the urban environment (environmental pollution, informa-
tion overload, violation of natural biological rhythms, lack of healthy physical activity,
stressful factors).

In the research the following working definition was used: smart city is a “city
resource management system designed to improve the quality of citizens’ life, the
quality of urban management and the formation of a competitive space for economic
activities due to the widespread rational use of advanced intelligent information
technologies” [34]. According to the Smart city concept, the smart city technologies
count a set of methods, processes, tools, services that are used in the city to improve the
quality of life of city residents (ensuring the security of the urban environment, pro-
viding services to the population or business, the implementation of public adminis-
tration functions) with hardware and organizational and technical means for more
efficiently solving social problems -economic development of the city. From the review
of the Smart City concept the importance of technological components should be
noticed. Technological tools consider as special conditions for life quality increase.
However, the social processes taking place in the city life should not be ignored.

Smart city building in St. Petersburg is made in the logic of the project approach.
The process of introducing smart city technologies involves an annual cycle of
activities, including the identification of priority areas, conducting projects contest,
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implementation of selected projects, monitoring the smart city performance indicators.
During the monitoring, the results of public discussions should be taken into account,
as well as collection of citizens’ opinions. This process has just begun, and at the time
of writing the article, 53 projects have been submitted for contest.

Assessment of indicators’ achievement is assessed on a scale where the highest
results are: (1) needs of all population groups are met in the city; (2) residents have
clear and positive expectations of living in the city; (3) prospects for living are of a
positive nature and are understood by the majority of the population.

The Conception may have changes not more than once a year, that’s why some
critical research on possible development and risk factors could make a ground for
better adjusting of smart city course.

3.2 Research Method

The research was conducted using a socio-technical approach describing intercon-
nections between innovative progress, social institutions, their forms and processes
[35]. According to established approach, smart city development is accompanied with
development factors’ influence and chances of risks.

The literature review revealed a variety of risks and challenges appeared in the
smart city. Taking into consideration the Saint Petersburg conditions the research
attention was focused on revealing the parameters and factors of a smart city success
and the possible risks. The research question was as follows: what are the risk factors
that influence smart city development in Saint Petersburg? Also, it was important to
figure out if social and organizational factors matter as well as technological that are
mentioned in the city conception quite wide.

For revealing the level of development and risk factors importance the expert
survey was conducted. For the expert survey a Delphi method was used. An expert
panel was formed, including experts in the field of e-governance, digital technologies
and communications, among the staff of government authorities, the scientific and
business community. The expert panel was formed as a result of cooperation with the
project office “Smart St. Petersburg”, which functions at ITMO University.

The survey included the following steps:

1. Expert group formation- this process started in Autumn 2017 when the Saint
Petersburg governor has formed a project office and the responsible authorities
selected their experts to participate in all activities as well as active IT- companies
and expert organizations.

2. Consideration of the problem – the expert group had monthly meetings with pre-
sentations on smart city topics of different nature: scientific background, the world
best cases, comparative research results, citizens’ opinions etc. The expert group
discussed the emerging topics and worked together for the development of the city
program “Smart Saint Petersburg”.

3. Collecting experts’ opinions via questionnaire. The questionnaire was distributed at
a meeting of the working group.

4. Consideration of results. The research team collected the answers and provided
analysis of experts estimated.
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5. The research team decided the importance of factors according to the experts’
proposals and assessments.

6. The expert group was notified of the survey results to use them as the prioritization
criteria of smart city projects in Saint Petersburg.

3.3 Data Collection

In the survey two main categories were used: smart city development and smart city
risk factors. The development factors counted those categories that in experts’ opinion
influence positively on the smart city development. The risk factors involved those
possible adverse consequences and circumstances that may be caused by smart city
development. Both types of factors were grouped in three directions: technological,
organizational and social. Then averages scores for each development and risk factor
were calculated, and final ranking of factors’ importance was built.

The survey was conducted in April 2018. Twenty-six experts took part in the study:
76% - men, 24% - women. The age structure of the expert group was as follows: 20–29
years - 8%, 30–39 years- 36%, 40–49 years - 24%, 50–59 years - 20%, 60 years and
over-12%. 44% of the experts are working in the field of informatization, information
society, e-government and smart cities for more than 10 years, another 12% - from 5 to
10 years, 8% - from 3 to 5 years, and 36% less than 3 years.

Among the survey participants, 32% were representatives of government bodies
and subordinate organizations, 28% from private companies, 4% from non-profit
organizations, and 36% from scientific and expert community. The absolute majority of
experts are top managers (39%) and middle level- managers (30%), another 4% are
managers of the lowest level and 26% are ordinary specialists. The research team
believes that working in connection with practitioners (presented by the project office
“Smart St. Petersburg”) helped a lot to receive realistic estimates for development and
risks factors.

In the survey a special questionnaire was developed addressing the following
parameters:

• understanding of a smart city concept (open-type question),
• acceptability of various scenarios for the development of smart cities for Russia

(closed question with an opportunity to draw their own scenarios),
• assessment of smart city development factors (5-point Likert scale),
• assessment of smart city risk factors (5-point Likert scale).

4 Results

According to most experts, a smart city is a city space in which a comfortable and safe
environment is created based on the use of computer technology. When such envi-
ronment is created, it is important to minimize the human factor in managing urban
processes, to ensure a high quality of life through the optimization of urban processes.
Some experts also expressed an idea of a “smart city” as an ecosystem of interaction
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and management of the urban environment as well as the need to increase the
involvement of the population in urban development processes.

As the most acceptable scenario for smart cities development in Russia, experts
identified the modernization of existing urban systems (10 experts). In addition, 9
experts announced the need for prioritization of specific industries and starting the
smart city implementation from them. Another 3 experts expressed the opinion that the
construction should go from the bottom up, that means on citizens’ initiative.

For the ranking of development and risk factors, a 5-point scale was used.
According to experts’ marks, organizational factors were ranked as the highest
important with an average 4 points. If we consider the whole spread of factors, then the
most significant in experts’ opinion are technological (infrastructure development, open
data services, availability of information resources), organizational (clear KPIs, coor-
dination procedures, strategic planning, creating business environment, transparency in
decision-making) and social (preferences in getting e-services, human capital growth)
(see Table 1).

Understanding of the organizational factors importance lead the experts to proposal
of criteria for smart city development assessment, such as: the level of citizens’ sat-
isfaction, improving the quality of life, raising social capital, reducing complaints about
the state of the urban environment, matching services to user expectations, the utility of
“smart services” in terms of consumers, information accessibility/reduction of infor-
mation asymmetry, economic efficiency, high level of security, raising of citizens’
awareness, publishers in the open data formats of all data on urban systems, the
availability of competition between the social and technical means of interaction
between citizens and the authorities, the transparency of interaction between citizens
and authorities, the growth of investments in the urban environment, the reduction of
fuel consumption resources, the reduction in the number of accidents (crimes, acci-
dents, traffic jams, road accidents, environmental pollution) and negative social phe-
nomena such as unemployment, etc., the effectiveness of IT solutions (optimization of
labor, financial, time resources), increase in GRP, volume investment in GRP, avail-
ability of public services and social security, the possibility of electronic discussion of
decisions with the legal significance of feedback from residents, positive emotions of
citizens from interacting with the city, the implementation of feedback within different
spheres from end users.

At the same time, the distribution of the importance degree of risks looks different
(Table 2). The experts have appropriately estimated average values for the risks
associated with technology and their social adaptation. According to experts, with the
development of smart cities, unexpected and sometimes risky consequences should be
pierced in these areas rather than in the management environment.

The most critical expectations are linked with cybersecurity treats (also highlighted
in the literature review), fear of not be in time with technological progress with the old
architecture and growing the mistrust to new technologies and their abilities to citizens’
real involvement in decision-making.
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Table 1. Experts’ estimates on smart city development factors

Technological (3.98) Organizational (4.04) Social (3.78)

Development of technological
infrastructure (4.5)
Open data/services (4.4)
Availability of city information
resources (4.4)
Presence of agreed single
reference books and classifiers
(4.1)
Development of mobile
technologies (4.0)
Wide use of technologies for
informational modeling of
industrial and civil objects
(BIM) (3.9)
Availability of standards for
information systems
implementation (3.9)
High level of Internet use by
residents (3.8)
Broad development of VR
technologies (2.9)

Clear KPIs for projects’
implementation (4.7)
Coordination of services
(4.3)
Development of programs
and strategies for city
development (4.3)
Creating conditions for a
comfortable business
environment (4.3)
Transparency in decision-
making (4.3)
Forecast and planning of
urban systems
development (4.3)
Development of industry
programs and strategies
(4.1)
Existence of proper
regulatory framework for
new technologies use
(4.1)
Creating conditions for
the development of urban
communities (4.0)
Use of smart technologies
in government (4.0)
Increase digital literacy of
government officials (3.8)
Growth and use and
processing of data in
government (3.8)
Monitoring of processes
in real time (3.8)
Use of smart technologies
in subordinate institutions
(3.7)
Prioritizing the spheres of
development and
technologies (3.7)
Increase of digital literacy
of employees of
subordinated institutions
(3.5)

Getting public services
mainly in electronic form
(4.2)
High level of human capital
(4.0)
Use of electronic resources
for the interaction of
citizens with each other
(3.7)
Use of electronic resources
to participate in the
decision-making process
(3.7)
Emergence of initiative
smart projects from citizens
(3.7)
Citizens’ ICT skills (3.6)
Presence of an active urban
community, leaders-
activists (3.6)
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5 Discussion

The research revealed a wide spectrum of technological, organizational and social
factors’ influence on smart city development. The experts ranked highly the importance
of technological components, these parameters were also reflected in government
programs and strategies.

Risks of social adaptation received almost the same average point as technological
ones. The experts believe that building a smart city without orientation on citizens’ is
impossible. Citizens will live in smart cities, without them, their trust and loyalty to
modern technologies it’s impossible to imagine an effective smart environment.

The intensity of development and risk factors should be stressed in this regard. For
instance, average ranks for risks are lower than the development factors had. The
experts expressed not so much fear in the link with risks, but a kind of concern that
might happen but not necessarily appears in recent years.

Saint Petersburg develops a smart city within already existed environment pro-
viding new technological solutions for solving critical urban issues. This case of a
smart city differs a lot from those established as new cities (Songdo, Singapore etc.).
That means smart city development within existed social ties as well as significant
historical background. The research results stressed the necessity to focus on citizens-
centric projects and their values. In the Concept of St. Petersburg development with the
help of smart city technologies, the results obtained are reflected in the formation of a
socio-technical functional elements layer, including e-services provision, interactive
C2G communication, participation in city management, open data and IoT services.

Table 2. Experts’ estimates on smart city risk factors

Technological (3.15) Organizational (2.97) Social (3.1)

Cybersecurity,
vulnerability of
information systems
(4.0)
Obsolete architecture for
new technologies (3.3)
The impossibility of
forming a single
information base (3.3)
Complicating the
processes of maintaining
a smart city (3.0)
Threat of data loss when
they are open (3.0)
Incompatibility between
smart systems and less
developed areas (3.0)
Uncontrolled
development of artificial
intelligence (2.5)

Inflexibility of power,
resistance to the citizens’
inclusion in political decision-
making (3.5)
Absence of necessary
competencies of authorities in a
smart city (3.5)
Enhancement of patchwork
informatization (3.1)
Inability to harmonize the
interests of all stakeholders (3.0)
Complication of city
management processes (3.0)
Erosion of power, the possibility
of social conflict (2.5)
Complexity of managing
migration flows (2.2)

Development of
cyberterrorism and hacking
(3.7)
Mistrust of society to new
technologies (3.2)
Disappearance of many
professions, and as a result, the
growth of unemployment (3.1)
Preservation of preferences for
non-electronic technologies
use (3.0)
Increase in entry migration to
comfortable for life smart
cities (3.0)
Inequality between citizens
due to different competences in
ICT (2.7)
Strengthening the digital
divide between Smart and
other Cities (2.6)
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A smart city is planned to be implemented through a mechanism of competitive
selection of projects. Criteria for their evaluation include achieving the goal of a high
quality of life, assessing the needs of residents, expectations in the short, medium and
long term, values and behavioral attitudes to living in the city. According to research
results, a special attention should be paid to criteria that measure progress in risks’
overcoming.

6 Conclusion

The study results suggest a complex vision on smart city development. Literature on
smart cities, risks, emergency management and threats seem to be marching separately.
Addressing development and risk factors showed the picture in complex and draw the
perspectives of positive and negative nature. Risks should be understood individually,
but in the context of smart cities they should be examined holistically and as far as its
impact in the city.

Significant efforts should be addressed to building proper organizational environ-
ment: the most critical factors received more than 4 expert points count transparency
indicators, development of comfortable business environment, proper regulations and
urban communities’ development.

It’s important to encourage those smart city projects that have a special component
on social adaptation such as promoting new services, increasing IT-competences,
involving citizens into decision-making, collecting initiative ideas for city
development.

Technological side of smart city development should count the modern infras-
tructure requirements. Each project submitted to the contest should be tested for
compliance with the requirements of cybersecurity, the harmonization of the classifiers
and categories used, as well as the standards of information systems.

The main research limitation is connected with a pre-defined list of factors that was
used in the questionnaire (based on literature review). The respondents were able to
identify factors that are important from the list. That offers little latitude for them to
elaborate on issues that are interdisciplinary and do not fall exactly within one of the
two categories. That could be further explored through qualitative methods such as
semi-structured interviews centered around results obtained from the survey. Future
research should also focus on smart city adaptation measurement, achieved goals
assessment and providing criteria for development and risks detection.

Also, the Saint Petersburg is a good case for studying the factors in the emerging
smart city. To disseminate the findings globally, it is necessary to carry out comparative
studies focusing on different smart city types: newly created/developed on the basis of
existing cities, successful cases/failure experience, as well as situated at different global
regions.
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Abstract. Building a Smart City (SC) is a practically irreversible decision that
needs large investments. The success of a smart city in realizing its objectives of
economic prosperity largely depends on its ability to reach its full potential;
which in turn depends on its location. This research contributes a site selection
method for SCs that satisfies the decision maker’s criteria. Through the analysis
of relevant literature, the main criteria to be considered when locating a SC were
identified. Interviews with subject matter experts enabled retaining the most
relevant criteria to the Egyptian reality. Layers corresponding to these criteria
were built in a Geographic Information System (GIS). The Intersect process was
then applied to perform site selection and identify the region respecting the
decision maker’s criteria. The developed GIS-Based Multi-Criteria Evaluation
(MCE) methodology was tested on a study area that spans Alexandria, El
Beheira and Matrouh governorates in Egypt. The prototype developed is a very
beneficial instrument that enables facts based decision making as opposed to the
current subjective practices used in selecting a SC location.

Keywords: Geographic Information Systems (GIS) � Smart Cities (SC) �
Knowledge Precincts (KP) � Site selection � Multi-Criteria Evaluation (MCE) �
Decision support � Location analysis

1 Introduction

A Smart City (SC) can be defined as a territory with high capacity for learning and
innovation, which is built in the creativity of its population, its institutions of knowl-
edge creation, and its digital infrastructure for communication and knowledge man-
agement [1]. SCs are the result of knowledge-intensive and creative strategies aiming at
enhancing the socio-economic, ecological, logistic and competitive performance of
cities. A Smart City is based on a promising mix of human capital, infrastructural
capital, social capital and entrepreneurial capital [2]. It operates over four main
dimensions: the intelligent city, the digital city, the open city and the live city [3].
A Smart City is an area where a mass of technological activities has structural benefits
for individuals and companies located in there [4–6].
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A Knowledge Precinct (KP) is a smaller form of a Smart City. Its contemporary
practice moves from work focused knowledge precincts e.g., science and technology
parks, innovation parks to multi-activity focused Knowledge Community Precincts
where people, work, live, play, and cyber within their boundaries, as in Crossroads
Copenhagen, Helsinki Digital Village or Singapore One-North [7, 8]. During the last
few decades, the knowledge economy has been the essential boost of the global and
local economic development [9]. The concept of Knowledge City (KC) has evolved
from concepts such as ‘knowledge clusters’ [10, 11], ‘ideopolis’ [12], ‘technopolis’
[13, 14], ‘science city’ [15], ‘learning city’ [16], ‘intelligent city’ [17], ‘sustainable
city’ [18] and finally ‘smart city’ [19]. The meaning of SC involves several definitions
depending on the meanings of the word “smart”: intelligent city, knowledge city,
ubiquitous city [20], sustainable city, digital city [20, 21], etc. Many definitions of
Smart City exist, but no one has been universally agreed upon [22].

To achieve their planned social and economic impact, the SCs, or KPs have to be
well-located and planned in a way that integrates services of different kinds and from
different sectors and to do this researchers need to use Geographic Information Systems
(GIS) which form, more and more, a backbone for the location analysis problems.
Geographic Information Systems can be defined as computer systems designed for
capturing, storing, checking, integrating, manipulating, analyzing, and displaying all
forms of geographically referenced information since it derives information from
digital maps. [22–25]. The term “location” is defined as locating a business, facility or a
group of facilities of a specific size and type in an area [23]. Building SCs is being
considered by many countries in the recent years as an important arm of development.
Egypt’s ICT strategy (2012–2017), adopted four main goals, which are: (supporting
democratic transformation, fostering digital citizenship, supporting sustainable social
development and finally fostering knowledge-based national economy. For the last goal
to be achieved, the strategy set several steps, among them was working to increase the
number of SCs/KPs to reach 20 areas all over the Egyptian society. Egypt has already
developed a number of SCs/KPs. Evaluation of existing SCs/KPs is also important as
[24] argues that most of the KPs within the Arab region have failed to achieve their
goals. Location analysis tools are needed to locate new SCs. These are modeling,
formulation, and solution tools for a class of problems of siting facilities in some given
space within a pre-established set (site selection) or without (site search) to identify the
most suitable location for the decision maker [25–27].

This research aims to develop a selection method that satisfies the decision maker’s
criteria when selecting a location for SC. This is done through investigating a set of
criteria for site selection of Smart Cities, developing a GIS-Based multi-criteria eval-
uation methodology for the site selection and testing the proposed methodology on a
case study. The rest of this paper is organized as follows. Section 2 presents the main
related concepts and reviews recent studies related to GIS, Smart Cities and site
selection. Section 3 introduces the proposed GIS-based Methodology for Smart City
site selection. It also handles the proposed approach and prototype development.
Section 4 presents the results of the study and the discussion is given in Sect. 5.
Finally, the conclusion and future work are included in Sect. 6.
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2 Background and Literature Review

In this section, a review of the related literature is provided. The section is organized as
follows: Sect. 2.1 presents GIS and its components, GIS data models are defined in
Sect. 2.2. In Sect. 2.3 the role of GIS in Location Analysis is discussed. In Sect. 2.4 the
Multi-criteria Decision Making (MCDM) is demonstrated; then in Sect. 2.5 MCDM
and its relation to GIS is further explained. The elements guiding the location of SCs
are discussed in Sect. 2.6.

2.1 GIS and Its Components

GIS is taking over and extending the role of spatial data storage which was previously
played by maps. Once spatial data is represented in digital form it becomes very much
easier to perform analyses and to make changes to them. Operations can be applied
without reference to any graphic map [28]. The GIS has four main components:
hardware, software, data, and liveware (People) [29]. Data processing systems use
hardware and software components to process, store and transfer data [30].

2.2 GIS Data Models

The GIS’ graphical interface is linked to a relational database, which presents data as a
series of layers. So, according to the stored data model in the geodatabase, one can
distinguish vector and raster approaches [31]. Most GISs have the capability of con-
verting raster to vector and vector to raster. Spatial data types are used to represent
geometric data. These include point, line, and polygon [32] as shown in Fig. 1.

Vector Data Model
In this model, entities in the real world are divided into clearly defined features rep-
resented by point, line, or polygon geometry. The simplest vector features are points
that are represented by an x (easting) and y (northing) values and possibly z (for
elevation). Lines are one dimensional and defined by x, y coordinates. A polygon is a
two-dimensional representation defined by a series of points and line segments con-
necting the points with the start and ending points being the same x, y location [33].

Fig. 1. Fundamental abstractions for modeling single, self-contained objects [32]
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Raster Data Model
This model defines the space into an array of cells, each having a value that represents
some aspects of the real world (e.g. elevation, land use) [34].

2.3 GIS Role in Location Analysis

The GIS have been used in urban planning throughout the past decades. The applica-
tions of GIS vary according to the different stages, levels, sectors, and functions of urban
planning [35]. Recent advances in the integration of GIS with planning models, visu-
alization, and the Internet will make GIS more useful to urban planning. An advantage
of geographical spatial data is that it can be analyzed and worked with easily. GIS and
Remote Sensing, the two variants of digital spatial data, work side by side in urban
planning. Spatial decision problems require the evaluation of a large number of alter-
natives based on many criteria; hence they are multi-criteria in nature [36].

GIS has an extraordinary role in the development and implementation of the
concept of SCs; as the intelligence of a city should be measured by its ability to
produce favorable conditions to get urban operators (citizens, organizations, private
companies, etc.) actively involved into socio-spatial innovation dynamics [3]. Citizen
involvement can be realized through group decision making procedures that can be
followed using artificial intelligence technologies [37]. The GIS tools used in KPs
location problems are presented in [38]. GIS tools are used in conjunction with other
systems and methods such as decision support systems (DSS) and methods for MCDM
to solve location problems [39]. In MCDM, the different factors considered for making
the decision can possibly interfere, which can influence the decision results [40]. This
can be taken into account in cognitive modeling methods.

2.4 Multi-Criteria Decision Making (MCDM)

Multi-criteria decision making (MCDM) can be defined as “the process of making
decisions while having multiple, usually conflicting, criteria” [41]. MCDM is suitable
for addressing complex problems featuring high uncertainty, conflicting objectives,
different forms of data and information, multi interests and perspectives [42].

MCDM can be grouped into two main sections: multiple attribute decision making
(MADM) and multiple objective decision making (MODM). MADM is used when the
decision maker has to choose only one alternative from a set of discrete actions, but
MODM is a continuous decision problem. MADM is often referred to as multi-criteria
analysis (MCA) or multi-criteria evaluation (MCE) [31]. These terms MCDM, MCDA,
MADM, and MADA are used interchangeably. In this work, we adopt MCA to identify
suitable locations for building a SC.

2.5 MCDM and GIS

A literature review was conducted regarding the GIS-based multi-criteria decision
analysis (GIS-MCDA) approaches from 1990 to 2004. There are five generic steps of
the GIS-based MCDA process regardless of the variations between the GIS-MCDA
frameworks: (1) The goal(s) an individual (or group of individuals) seeks to achieve
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and the corresponding evaluation criteria for the alternative courses of action; (2) the
decision-maker or a group of decision-makers involved in the decision-making process
along with their preferences; (3) the set of decision alternatives (4) the set of states of
nature; and (5) the set of consequences associated with each alternative-criterion pair
[43]. GIS provide a powerful platform for performing logical and mathematical anal-
yses that use the weights of each map layer. However it does not have the capability of
objectively assigning the weights to each map layer [44].

Different contributions used GIS in conjunction with MCDM. These include
applications in forestry [45], landfill site selection [46], locating optimal sites to the
hillside development [47], wind turbine farm site selection [48], river catchment
management [49] and site selection of aquifer recharge with reclaimed water [50]. In
order to consider weights, MCDA and overlay analysis using GIS were used for siting
landfill [51]. MCDA process that combines GIS analysis with the Fuzzy Analytical
Hierarchy Process (FAHP) was used to determine the optimal location for a new
hospital in Tehran. GIS was used to calculate and classify governing criteria, while
FAHP was used to evaluate the decision factors and their impacts on alternative sites
[52]. GIS-MCDA continued to be an interesting area of research throughout the last
decade and contribution tackled a diverse set of problems from different sectors [53].

2.6 Elements Guiding Smart Cities Site Selection

There are five intangible key elements and principles that judge the nature and potential
for building KPs in towns. The five elements are: (MIXED-USE ENVIRONMENT:
helps living and working purposes, CENTRALITY: provides accesses to different
infrastructure, services, and amenities, BRANDING: forms new niche markets and
marks the name of the emerging knowledge city with a landmark development such as
Barcelona city, LEARNING AND PLAYING: suggests the existence of Urban play-
field, R&D facilities, places of interaction, and technological innovation and creativity
hubs, CONNECTIVITY: happens through tacit knowledge, face-to-face interaction,
places of interaction, and social networking between the citizens [54]. These five
elements are reflected in the criteria identified in the following section and used in the
study. A more comprehensive review on SCs location analysis is found in [55].

3 Proposed GIS-Based Methodology for Smart Cities Site
Selection

The current study applies to the Alexandria Region; which includes: Alexandria
Governorate, El Beheira Governorate, and Matrouh Governorate in Egypt, as shown in
Fig. 2. Data relevant to this region was obtained from bodies holding statistics such as
Ministry of Housing, Utilities and Urban Communities, General Organization for
Urban Planning, Strategic Plan for Alexandria Region Project; and from experts in the
field. Table 1 provides the criteria used in this study and their respective values for
smart cities at the local, regional, and international levels. The land cover criterion was

42 N. A. Fashal et al.



also considered in this study but is excluded from the comparison table as it was found
suitable for all the studied cities. In order to undergo MCE, interviews were conducted
with subject matter experts in Egypt including officials and scholars who work in SC
projects and representatives of the Ministry of Communications and Information
Technology to identify the relevant criteria presented below.

Preparing Criterion Maps
The first step in the study is to prepare the criterion maps. The thresholds upon which
the criteria will be treated were estimated according to secondary sources and expert
opinion. The criteria considered are Land Cover; which is the classification of land
according to what activities take place on it or how humans occupy it, Soil Type; which
refers to the different sizes of mineral particles in a particular sample, Elevation; which
is the height of a geographic location above or below a fixed reference point, Proximity
to High Ways, Proximity to Residential Areas and Proximity to Universities and
Proximity to Airports. Table 2 shows the used criteria and the threshold of every
criterion. The open street map basemap was added to the GIS project. The geodatabase
contains seven layers corresponding to these different criteria that were then added to
the project as shown below from Figs. 3, 4, 5, 6, 7 and 8.

Fig. 2. Study area
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Table 1. Comparison between local, regional, and international SCs

Criteria Egypt Regional International

Smart Village
Giza

Borg El
Arab’s
Technological
Zone

Smart
Dubai

Abu
Dhabi
(Masdar)

Riyadh Japan
(Yokohama)
(YSCP)

Europe
(London)

USA
(New
York)

Elevation
https://
www.
latlong.net/

28 m 18 m 0 m 7 m 638 m 13 m 15 m 7 m

Soil type Highly
calcareous,
gypseous and
saline
Parent
material:
Argillaceous
sandstone of the
continental
terminal

Other
quaternary
formations

Torripsa-
mments

Torripsa-
mments

Jurassic Parent
material:
Weathered
volcanic ash
material of
Tertiary
formation

Parent
material:
peat

Aquic
+UDIC
soil

Proximity
to high
ways

Yes No Yes Yes Yes Yes Yes Yes

Proximity
to
residential
areas

Yes Yes Yes Yes Yes Yes Yes Yes

Proximity
to
universities

Yes Yes Yes Yes Yes Yes Yes Yes

Proximity
to airports

Yes Yes Yes Yes Yes Yes Yes Yes

Table 2. Threshold of criteria

Criterion Threshold

Land cover Bare rock - Bare soil stony
Soil type Bare soil stony - Bare rock with thin sand layer
Elevation From 0–100
Proximity to high ways Buffer 5 km
Proximity to residential areas Buffer 30 km
Proximity to universities Buffer 30 km
Proximity to airports Buffer 30 km
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Fig. 3. Land cover Fig. 4. Soil type

Fig. 6. Proximity to highwaysFig. 5. Proximity to airports

Fig. 7. Proximity to residential areas Fig. 8. Proximity to universities
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Data Processing
The second step is the data processing procedure for generating criterion maps based
on the following GIS functions. Buffer which is one of the proximity analysis tools that
can create influence zones for points, lines and polygons. The influence zone is shown
in Fig. 9 [56]. The second function Intersect is an overlay analysis tool that computes a
geometric intersection of the Input Features and will be used for the spatial analysis.

Spatial Analysis
This third step consists of the MCE and the overlay. The MCE model includes stan-
dardization of spatial data from its original format into a general format to be ready for
analysis [57]. Various spatial input layers can be combined when MCE is used in a
GIS-based environment to facilitate decision making [58]. The overlay was realized
applying the Intersect function over the four proximity layers after filtering the three
other layers according to the chosen threshold. The complete process of intersect is
shown in Fig. 10.

Software
ArcMap10.5, used in this work, is the main component of Esri’s ArcGIS suite of
geospatial processing programs. It allows the user to explore data within a data set,
symbolize features, and create maps. ArcMap is a kind of Desktop GIS. It performs
several powerful tasks such as creating and editing maps, analyzing the maps and their
relevant spatial data, create graphs and reports, etc. Google Earth which is a free online
geographical tool that allows users to navigate the globe and create customized maps
[59] was also used. It displays a 3D representation of the Earth based on satellite
imagery allowing users to see cities and landscapes from various angles and allowing
them to explore the entire globe by inputting coordinates, or names of the locations. In
order to do so, a kml file was created in Google Earth Pro desktop application and then
it was imported to a shapefile in ArcMap environment.

Fig. 9. The influence zone [56]
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4 Results

The area defined by the outer red polygon in Fig. 11 satisfies the seven criteria con-
sidered in this research and provides a wide area where decision makers can locate new
SCs.

Fig. 10. The complete process of intersect

Fig. 11. Intersect between proximity layers (Color figure online)
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5 Discussion

In this paper, the selection criteria used for locating a Smart City were identified to be
land cover, soil type, elevation, proximity to universities, proximity to airports, prox-
imity to residential areas, and proximity to highways. SC site selection is considered a
crucial decision as it is difficult to reverse because of the high cost of relocation and the
potential waste of time and effort. In this paper the site selection of the smart city was
addressed considering strengths and capabilities that GIS offers such as the ability to
visually analyze sites and to display data and information on a map which helps better
interpret relationships within a specified area. Since Decision Making is a subjective
case, criteria are chosen by concerned experts. Thus, it is impossible to arrive to the
same results using data obtained from different experts. Another way for getting criteria
is using an aggregate measure representing the opinion of a group of experts obtained
through applying techniques such as Delphi technique.

6 Conclusion and Future Work

This paper contributed a GIS-based MCE methodology to meet the requirements of SC
site selection. The spatial model considers a number of criteria of interest to the
decision maker. First criterion maps were prepared; data processing and GIS spatial
analysis involving MCE were undergone and the overlapping area is the area to be
proposed to the decision maker. The development of the proposed system was carried
out using ArcGIS 10.5 with Spatial Analyst extension as well as Google Earth Pro. The
proposed system was tested to determine the potential sites for SCs in the identified
study area in Egypt.

A big region was identified where it is suitable to build a SC. Interestingly, an area
such as the Abis region in Alexandria seems to be an excellent candidate location for a
SC. However, it never attracted the decision makers’ attention. It is also recommended
to do further detailed studies on the identified area in this research to assess the
feasibility of establishing a SC on one of its sites.

The proposed methodology can be introduced to the Central Agency for Public
Mobilization and Statistics in Egypt (CAPMAS) to adopt it nationwide and to add more
data relevant to other criteria potentially of interest to decision makers. These may
include proximity to healthcare institutions, proximity to telecommunication hubs,
electrical distribution hubs as well as proximity to railway junctions as well as
developed railway stations.

Future work includes building and developing a dynamic prototype where the user
can input the criteria of interest to the ArcMap project. The interface can also have
buttons for different analysis and conversion tools embedded in ArcMap.

Another future avenue of research is testing the proposed methodology in a real
environment, on an existing smart city to evaluate whether the location chosen by the
decision makers was appropriate or not. The proposed methodology may be integrated
with weight setting methodologies that can improve the output to the decision maker.
These include the Analytical Hierarchy Process AHP. Finally, the described approach
was used for the location of SCs which is the focus of this paper. However the
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methodology is generic enough to be applied to the selection of industrial and resi-
dential areas, among others. The relevant criteria of interest to the concerned decision
maker would then be used.
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Abstract. Modern decision support systems (DSS) for a rapidly developing
sector of smart cities significantly reduce decision-making time and improve
their quality. However, a huge amount of time, material and intellectual
resources, spent on the development of such systems, in conditions of transition
to a digital economy, makes it necessary to unify the elements and methods of
synthesis of the working environment. The aim of the work is to develop a
technology for the synthesis of a unified virtual work environment for hetero-
geneous territorially distributed teams (HTDT) that arise in the ecosystems of
smart cities. The authors offer a model of a unified virtual working environment
and a method for its synthesis, which allows to significantly reduce the costs of
developing and implementing DSS in a specific subject area and management
level. The technology of synthesis of the virtual working environment for HTDT
was tested in the creation of a line of software complexes that implements
various components of the smart city management system: “Tourism Industry”,
“Electronic Budget”, network interactive NBICS.Net laboratory, open interac-
tive 3D laboratory. Using this technology has significantly reduced the amount
spent on the development and deployment of resources.

Keywords: Smart city � Technology of working environment synthesis �
Unification of elements and methods of working environment synthesis �
Configuration � Widget � Plugin

1 Introduction

Computer decision support systems are actively used in a number of countries in public
administration. Being initially developed to solve national defense tasks (National
Defense Operations Center of the Russian Federation) and to monitor in emergency
situations (National Emergency Management Center of the Ministry of Emergency of
the Russian Federation) for top managers, today, DSS is distributed horizontally - to
other branches of government (energy, economy, healthcare, education, etc.), and
vertically - from the upper levels of power to the lower ones.

In order to ensure sustainable social and economic development of cities and to
improve the quality of life of their population, the “smart city” initiative is actively
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promoted. Within the framework of this initiative, electric, thermal and transport net-
works are being reconstructed, production facilities are being modernized, and social
and economic infrastructure (residential, cultural, entertainment and commercial
complexes) is being constructed. The introduction of the latest developments in the
field of information technology increases the degree of automation and intellectual-
ization of the branches of municipal government.

The use of smart technologies has high economic feasibility. For example, the
introduction of an energy efficiency management system in Barcelona can save about
9.5 billion euros per year. In Vienna, more than 15% of energy resources come from
renewable sources, including the use of the largest power plant in Europe working with
bio-mass.

To implement effective management of all smart city sub-systems, the DSS is
needed, which is capable of monitoring, analyzing, modeling and forecasting the sit-
uation in the control facility.

Development and creation of DSS is a complex high-tech and cost intensive task
that is solved individually for each specific application [1], and the smart city system
covers at once many different subject areas: energy, health, housing, education, etc. It is
necessary to take into account the subject (profile) and official heterogeneity and ter-
ritorial distribution of the DSS user community. The heterogeneity of the team is
determined on the one hand by different field-specific knowledge of each of the par-
ticipants in the team (economist, accountant, engineer, etc.), and, on the other, by their
different positions in the job hierarchy of the organization (director, department head,
specialist, etc.). It should also be noted that during the normal work of the DSS,
modernization of its various subsystems may occur, which imposes additional
requirements on the flexibility of the system.

The authors have proposed a unified model of a flexibly configurable DSS,
applicable in different subject areas, and a technology for the synthesis of virtual
working environments for HTDT that reduce the time, intellectual and financial costs of
creating and implementing DSS, as well as their subsequent integration and
synchronization.

2 Approaches to the Creation of Virtual Working
Environments for HTDT

In the context of the problem being solved, HTDT is considered as unification of
people jointly implementing a certain programme aimed at achieving a given goal, and
acting on the basis of certain procedures and rules [1, 2]. Different models of the
organization, its management structure, and ways of expert interaction among them-
selves, development time of the system, number and competence of the design team
predetermine the choice of a particular approach to the creation of DSS. As a rule, the
list of different types of working environments is determined at the early stages of DSS
development and is rigidly fixed in technical specifications. However, specific char-
acter of management activity, constantly changing conditions of the internal and
external environment of the organization [3] and uncertainty [4] in which decisions
have to be made dictate the need for maximum flexibility of the working environment
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of the expert and the decision-maker (DM). Another necessary requirement in the
development of DSS is their network integration with a view to creating distributed
intelligent control systems for large areas in different spheres [5].

There are many models of software development in general and DSS for such
vertically and horizontally integrated systems in particular - sequential [6], iterative [7],
spiral [8], flexible [9], etc. All these models involve several steps of development:

• requirements analysis;
• design;
• programming;
• testing;
• system integration;
• implementation;
• support.

As a result of the development of the DSS software using any of the approaches, a
rigid system is created that implements a limited set of functions. The approach pro-
posed by the authors of this article, allows you to create a flexible system with
dynamically expanding functionality. At the same time, the VSMCenose platform is
used, the ideology of which is based on the use of categorical framework: description
of the subject area model and description of the expert’s working environment model.
Both frameworks consist of limited sets of abstract concepts.

The categorical framework for the description of the subject area model allows
storing and processing heterogeneous data in repositories with a single unified struc-
ture. A unified structure and a limited set of abstract concepts (category, essence,
relation) allow you to implement the tools of logic layers and user interface to solve a
whole class of tasks rather than a specific task. For example, a task is being solved not
just to plot a chart of “income/expenses” of an organization, but to plot a chart for the
entity (organization) by categories (Income/Expenditure), i.e. for any combinations of
entities and categories. Thus, instruments operate only with abstract concepts and do
not depend on the subject area.

The categorical framework for the description of the working environment model
provides a possibility of individual flexible adjustment of the expert’s workplace using
visual programming technology. Combining any quantity of different tools in the
working environment allows you to get new functionality, as well as to move beyond a
“monolithic”, hard-programmed user interface to solve expert tasks.

Joint use of the categorical frameworks for the description of the subject area model
and the working environment model in the VSMCenose platform provides opportu-
nities for flexible system configuration without participation of the programmer. This
allows any participant of the HTDT to determine the structure of the content stored in
the database and adjust its workplace, as well as to reduce costs during the design,
programming, testing, system integration, implementation and maintenance of the
product.
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3 The Model of the Unified Virtual Working Environment
for HTDT

Pospelov, Tarasov and colleagues [1, 2] note the problem of constructing objective
control criteria in complex systems. The management criteria become subjective and
depend on the DM. Complex tasks being solved in the organization, are reduced to
simpler ones and are distributed among the members of the heterogeneous collective.
Each member of the team decides its range of tasks in accordance with its work profile
and position held, i.e. fulfills its role in the team. The role stipulates the management
criteria, as well as the functional capabilities, i.e. determines the list of tools and
outlines the amount of access to information that is used to solve the tasks. A role
model is the basis for organizing joint work of the heterogeneous team in the DSS.

Figure 1 shows the diagram of the role model of the team members work, where:
U ¼ fU1; . . .;UNg – the set of all members of the team, R ¼ fR1; . . .;RMg – the set

of all roles in the team, F ¼ fF1; . . .; FKg – the set of all functional capabilities. An
employee can have several roles in the team (for example, a member U1 of the team
belongs to roles R1 and R2 in Fig. 1). The role can include other roles (for example, the
role R2 includes the role RM in Fig. 1). The role determines functionality of a member
of the team (for example, a member U1 of the team has functional capabilities F1
through the role R1, F2 и F3, and through the role R2 и FK and through the role RM in
Fig. 1).

The literature notes the usefulness of visual metaphors in the design of user
interfaces for computer systems [10]. To facilitate perception of technological pro-
cesses taking place in HTDT, DSS is constructed as a visual metaphor of a situation
room (Fig. 2).

A situation room is a room equipped with hardware and software and intended for
prompt decision-making and monitoring of objects of different nature and situations.
Each workplace of a specialist in a situation room is represented in the form of an

Fig. 1. Roles and functionality in a team.
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automated workstation (AWS) in the DSS. AWS is designed to solve a range of tasks
for specific groups of users and consists of a set of configurations. Each configuration is
a set of visual representations of tools - widgets, arranged in a certain way and con-
figured to solve a specific task. Widgets are grouped in configurations by means of
containers. Each container occupies a specific area of the configuration screen and
contains the tabs with the widgets.

An example of the organization of the user interface of the virtual working envi-
ronment of HTDT is shown in Fig. 3.

The screen is divided into the area of communication, navigation and alerts
(ACNA) and the current task area (CTA). The ACNA is constantly present in the user
interface when solving any particular task. Widgets I ¼ fI1; . . .; IKg that provide
communication functions and report new events (new tasks, exceeding permissible
sensor values, emergency situations, etc.), as well as tools for navigating between
configurations are located in it. The CTA reflects the current configuration designed to
provide a specific functionality, Ki ¼ fCi1; . . .;CiMg, where Cij ¼ fWij1; . . .;WijPg j is
the j-th container of the i-th configuration, which includes a set of widgets, where Wijk

– k-th widget of the j-th container of the i-th configuration.
Widgets placed in the same configuration have a common working field and can

interact with each other by exchanging typed signals. Thus, if widgets are tools that
implement artificial intelligence methods (artificial neural network, fuzzy system,
genetic algorithm, etc.), then their interaction is coarse-grained hybridization [11].

When solving a task, the expert may need to quickly contact another member of the
team or he can receive an alert about an event. When an alert is received, the expert can
stop execution of the current task and focus on a new event or ignore it. A similar
scheme of the work of heterogeneous team members can be observed in the situation
room, but the DSS, designed in this way, gives important advantages to the team
members - territorial distribution and transparency of technological processes.

Fig. 2. Visual situation room metaphor.
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The role model of work organization of heterogeneous team participants, applied to
the visual metaphor of the user interface, provides a clear delineation of the functional
capabilities of each team member (Fig. 4).

Fig. 3. Organization of the user interface of the virtual desktop environment of the HTDT.

Fig. 4. Application of the role model to the virtual desktop environment HTDT.
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Users with a role R1 have the rights to access the widget I1 in the communication,
navigation and alerts area and to the configuration K1 in the solution area for current
tasks; users that have a role RM can access the widget IK and the configuration KL (see
Fig. 4).

Thus, functionality of the role consists of widgets in the area of communication,
navigation and alerts and a set of configurations displayed in the area of solving current
tasks:

Ri ¼ fFi1; . . .;FiNg;

where: Ri – a range of functionality of i-th role

Fij ¼ fIi1; . . .; IiN ;Ki1; . . .;KiLg;

where: Fij – j-th functionality of i-th role.
Each expert receives notifications only about the events that he or she must

monitor, and only necessary tools for solving tasks within his or her role in the team.
Redundancy of functionality, which can adversely affect the speed of task solution and
making managerial decisions, is excluded. On the other hand, the problem of increasing
the number of functions performed by an expert in a team is solved by expanding his or
her list of roles.

Thus, the model of the unified virtual working environment (MUVWE) is for-
mulated, constructed with the use of key concepts: role, configuration, container,
widget, signal. The proposed model allows to quickly synthesize individual flexibly
configurable virtual working environments, and using the visual metaphor of the sit-
uation room when organizing the user interface facilitates perception of technological
processes by HTDT participants.

4 Implementation of the Model of the Unified Virtual
Working Environment of HTDT

The virtual working environment model is implemented in three-tier architecture: a
data layer, a logic layer, a user interface layer. The data layer provides storage, pro-
cessing and selection of data. The logic layer performs calculations and is a buffer layer
between the data layer and the user interface layer. The user interface layer provides an
interactive user interaction with the system and provides information in a convenient
form. The tools are executed in the form of plugins - independently compiled
dynamically connected programme modules. Each plugin is designed to expand
functionality of the system and can provide solutions to both a whole class of tasks, and
specific highly specialized ones. It is a functional unit of the system, independent of
other plugins. The plugin consists of components that function in each of the three
layers. These components interact with each other and with the components of the
kernel directly, and with the components of other plugins in the user interface layer by
means of the event manager (see Fig. 5).
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Figure 5 shows an overview diagram of interaction of the system kernel with the
i-th plugin:

PLi ¼ fDL PLi; LL PLi; IL PLig;

where DL PLi – data layer component, LL PLi – logic layer component, IL PLi –

user interface layer component (view).
DL K – kernel component in the data layer.
This component implements the universal Categories of Entities and Relationships

(MCER) data model [12], on the basis of which the framework for the description of
the subject area model is built. The basic categories of this model are: subject, object,
territory, action and ground. If the necessary functionality for storing, processing and
selecting the plugin data cannot be provided by the kernel component in the data layer
DL K, the plugin can expand the MCER by implementing its own data layer com-
ponent DL PLi.

The plugin component in the logic layer LL PLi interacts with the plugin com-
ponent in the data layer DL PLi and the kernel component in the data layer DL K, as
well as with the component of the user interface layer IL PLi.

The kernel of the system in the layers of data and logic contains the “plugin
manager” component, which provides connection of the components of these layers of
the i-th plugin when it is installed into the system, as well as disconnection of the
specified components when removing it from the system, i.e. it controls its life cycle.

Fig. 5. Architecture of the specific implementation of the system.
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In the user interface layer, the kernel is represented by a user interface designer
(UID) and an event manager that provide flexible customization of the working
environment. UID allows you to arrange widgets into configurations using containers
and to configure event routing between widgets using the event manager. Each con-
tainer occupies a certain area of the configuration screen and contains tabs with wid-
gets. The event manager regulates the transfer of events between widgets during the
user experience in the system. There are two modes of the system: editing and func-
tioning. When you turn on the editing mode, it becomes possible to arrange containers
and widgets into configurations using the “drag-and-drop” technology. After the layout
is complete, the widgets must be linked together to ensure that they interact with the
help of the event manager. Each widget contains a list of incoming and outgoing
events. Outgoing events are generated by the widget, and incoming events are received
from other widgets in the configuration. Configuring events between widgets allows
you to achieve the necessary configuration behavior. After the configuration is com-
pleted, the configuration settings are saved. From the configurations made, the AWS
roles of the users of the system are collected. To provide capabilities of a new AWS,
users are assigned a corresponding role. The system is put to the normal operation
mode. The described sequence of steps implements a method of synthesis of a specific
user working environment.

Let’s consider an example of creation of a workplace of the chief engineer of the
amber extraction plant. The list of tasks solved by the chief engineer is broad. One of
them is monitoring and controlling execution of the amber extraction plan. To solve
this task, a configuration in Fig. 6 is created in the chief engineer’s AWS. The con-
figuration consists of three containers, including the following widgets: widget-
histogram, widget-circle chart, widget-information about the user.

The widget-histogram displays information about the planned and actual produc-
tion volumes in the current planning period, as well as the deviation of the actual
volume from the planned volume in absolute (in tons) and relative (in percent) terms.
When you select a histogram element (plan, fact, deviation), the widget-circle chart is
loaded with the information about the structure of this element on the extraction site.
By performing a visual analysis of the production structure, the chief engineer identifies
a problem area and, after selecting it in a circle chart, receives detailed information
about it: full name of the site manager, his contact details, number of incidents per shift,
etc. When choosing the method of communication with the site manager, the system
will allow communicating with him or her with the help of the widget-communicator,
located in the ACNA. Thus, a configuration has been created that solves one of the
tasks of the chief engineer of the plant. It should be noted that the widgets used to
create the configuration are independent and communicate purposefully with each other
by means of the event manager. The logic of this interaction is the result of the
installation of the system by the administrator or the chief engineer himself, rather than
the result of the programmer’s work.

Operating with abstract categories makes it possible to use widgets in creating
different configurations of other specialists of the plant in order to solve their tasks. The
internal logic of each widget can be arbitrarily complex and intelligent.

The proposed mechanism for visual programming of the interface allows you to
remove some of the problems associated with the need to solve new tasks in DSS, by
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customizing new configurations from the existing tools. Using plugin architecture
allows you to dynamically update and expand the functionality of the already imple-
mented system without interrupting its operation.

5 Conclusion

A unified model of a flexibly configurable DSS for a heterogeneous geographically
distributed team is proposed, implemented in practice using two frameworks:
description of the subject area model and description of the working environment
model. The categorical framework for description of the subject area model based on
the MCER provides a unified structure for storing and processing heterogeneous data
using a finite number of abstract concepts. This makes it possible to significantly
facilitate the subsequent integration and synchronization between DSSs built using this
technology. The categorical framework for description of the working environment
model based on MUVWE, implemented using visual programming technology,
eliminates the need for a rigid fixation of the monolithic user interface for each group of
the DSS users and allows for flexible configuration of the working environment from
already existing tools to obtain new functionality.

MUVWE for HTDT has been tested when creating a software products line:

• Tourism Industry information and analytical complex [13];
• NBICS.NET network interactive laboratory [14];

Fig. 6. Example of the chief engineer’s workplace of the amber extracting plant.
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• Cogno Cognitive Center [15];
• TOT-CREATOR cloud educational service [16];
• open interactive 3D laboratory [17];
• Municipality universal virtual situational center [18].

The results of the implementation of the DSS developed with the use of MUVWE
in a new subject area demonstrated a reduction in the resource cost up to 5 times. The
main resources in the re-implementation of DSS were spent on organizational issues
and on the development of special features missing in the system for a new subject
area. The proposed technology stack in combination with the use of plugin architecture
can significantly reduce time, intellectual and financial costs for creation and imple-
mentation of DSS.
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Abstract. Transactions that involved identity theft are becoming increasingly
popular in today’s society. Identity theft causes not only a violation of privacy
for the victim, but also raises the possibility of increased stress for the victim and
potential financial and/or legal consequences. Due to this, it is important to
understand the nature and extent of the problem in detail so that novel identity
management systems may be developed and eventually accepted. The focus of
current exploratory research is to understand the spread and consequences of
identity theft and fraud in Europe. A census representative on-line survey was
carried out in Austria, France, Germany, Italy, Spain, the United Kingdom, and,
for comparative purposes, in the United States of America. The research found
that 25–30% of the adult population in the surveys countries experienced some
form of misuse or attempted misuse of their personal information within the past
three years. Extrapolating from the initial results, it is expected that around 100
million European citizens have dealt or experienced misuse of their personal
information within the last 3 years and close to 40 million EU citizens had,
because of the misuse of their personal information, incurred significant per-
sonal consequences ranging from debt collection to legal problems. Government
issued electronic identity cards for on-line transactions are needed for electronic
authentication and signatures, and their use in the private and public sector
should become more widespread. Mobile ID can also service as a convenient
and secure alternative to more traditional electronic identity cards.

Keywords: Identity theft � Identity documents � European Union

1 Introduction

Obtaining someone else’s personal information or identity document (ID), such as
identity card or passport, is where identity fraud begins and it is becoming increasingly
popular [1, 2]. With a stolen identity, the fraudster can effectively become someone
else, access the victim’s financial or other accounts, access communications, set up new
contracts, or present false information to the authorities. The above is not only a
violation of privacy, but may bring about substantial financial and/or legal conse-
quences to the victim.
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Understanding the nature and extent of the problem in detail is needed for the
development of novel identity management systems and, ultimately, their technological
acceptance. For example, knowing where the major societal risks are, allows one to
design a system that takes the concerns properly account.

Only limited comparative studies on identity theft and its financial and societal
consequences exists in Europe. The results of the various earlier (national) studies are
not comparable either, as the definition of identity theft and the exact wording of survey
questions varies from one study to another. Furthermore, most of the earlier work
overlooks on-line transactions and identity theft that involves various Internet accounts.
This is why the current research set to create a unique framework and obtain new data
that allows us to analyze the ID use patterns, ID theft, and the views of the general
public on the novel forms of establishment and checking identity. The focus of the
current exploratory research is to understand the spread and the consequences of
identity fraud in Europe.

In Sect. 2 the theoretical analytical framework is created on the basis of literature
review. Section 3 introduces the research method and data collection and Sect. 4 the
experience of identity theft in Europe, its discovery, and financial and personal con-
sequences. In Sect. 5 the findings are discussed and implications for the government
issued electronic identity management approaches discussed.

2 Literature Review

The United States Department of Justice and the Bureau of Justice Statistics have
commissioned and co-operated on regular studies on identity theft, e.g. [3–7], and the
various private consultancy firms, e.g. [8, 9], have studied identity theft issues in the
recent years as well. The availability of public data on identity theft is much more
limited in Europe. European Central Bank, e.g. [10, 11], analyses the card fraud, and
European Commission addresses identity theft as part of regular studies on cyber
security in Europe, e.g. [12, 13].

A Eurobarometer survey on cyber security from 2017 is the most recent and
comprehensive source that covers the whole EU. Large share of respondents expressed
concerns about identity theft (69% of the respondents) and bank card and online
banking fraud (66%). As compared to the previous survey from 2013, the number of
respondents being concerned about identity theft has risen by 17% points. Some 38%
of the respondents have received an email or phone call fraudulently asking for access
to their computer, logins or personal details. [13] However, the study does not cover
the consequences of identity theft.

In our earlier work, e.g. [14, 15], we have discussed predominantly theoretical
literature that discuss personal and societal risks deriving from identity theft, such as
loss of privacy. We conclude, however, from our analysis of literature that the majority
of earlier research on societal aspects of identity management systems has focused
primarily on theoretical discussion of identity, autonomy, and societal values such as
privacy. Crucial technological details of specific implementations of electronic identity
documents and related systems have been addressed very rarely, if at all. An even more
complex variety of public perceptions emerges as one starts discussing the specific
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choices in technology design, such as the various ways of storing or using biometric
data. Yet, it is only at this level that technology developers can actually start discussing
potential public concerns, and potential ways of alleviating these in the course if the
technology development.

Research is growing on the economic impacts of cybercrimes, e.g. [16, 17].
However, these studies mostly fail to inform about the costs and benefits for all actors
involved in cybercrimes and further research is needed to fill in the gaps [18].

While financial losses are clearly related with identity theft, more recent research is
drawing attention to victims’ experience emotional (e.g., depression) and physical (e.g.,
poor health) symptoms [19, 20].

Finally, research has been also increasing on reporting of identity thefts to the
police. Studies have been done on associations between victim characteristics and
crime reporting behavior for traditional crimes versus cybercrimes, several concluding
that cybercrimes are among the least reported types of crime, worth investigating it
further [21, 22].

3 Research Method and Data Collection

Building on the literature and earlier studies summarized above, a survey on the
common use patterns of identity documents, identity theft and acceptability of novel
identity management solutions was carried out over the period of 20 May – 5 June
2015 in the following countries: Austria (AT), France (FR), Germany (DE), Italy (IT),
Spain (ES), United Kingdom (UK) and the United States of America (US). These
countries represent a selection of countries in the core of the European Union (EU),
and, in addition, the United States for comparison.

The above mentioned countries represent different cultural contexts. The estab-
lishment of identity and identity management are also handled differently in different
countries covered by this study. Some governments, such as ES or DE, are relatively
more advanced in issuing electronic identity cards; some, such as FR, issue only non-
electronic identity cards while there are also governments like UK or US that do not
issue any identity cards at all.

For the data collection purposes, a survey questionnaire with 57 questions was
developed. The survey questionnaire was designed in such a way that a substantial part
of it was shown only to the respondents who have personally experienced identity theft
within the last 36 months. Accordingly, a major share of the respondents did not fill a
full version, but a shorter version of the questionnaire. The survey was carried out as an
online survey using SurveyGizmo (www.surveygizmo.com) web survey service. Cint
survey panels (www.cint.com) were used to target and recruit individuals between the
ages of 16 and 65 from respondent database. The collected responses are generally
representative of the gender and age distribution of the population of respective
countries.

More than 500 complete responses were collected from each of the seven countries
covered by this survey. The responses that showed obvious signs of the lack of
responder’s attention or had been filled in unrealistically speedy manner (in less than
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240 s) were removed from the survey data set. As the result, 3,278 fully completed
responses were retained for analysis.

According to Eurostat, approximately 5–15% of the 16–74 years old population
(Eurostat 2014) does not use the Internet and are thus automatically excluded from
online surveys. We are aware of this inherent weakness of the survey data set and
acknowledge in the subsequent analysis that online surveys exclude a minority who has
no sufficient knowledge or skills for using Internet. However, such people are generally
of older age [23] many of whom we would expect would be unable to respond to the
technology specific questions that deal with electronic identity cards or biometrics.
Thus, we expect that the share of persons how are uninformed or undecided about
various technology specific questions or scenarios for using eIDs (electronic identity
documents) would have been greater if we would have been able to cover also persons
not using Internet.

Statistical tools utilized in this study include cross tabulations, analysis of variance,
chi-square tests, simple and multiple linear regression, as well as simple and multiple
logistic regression models. Thus, data distribution, relationships between variables or
sets of variables, as well as possible strengths and directions of these relationships are
explored. Both effect sizes and the significance of results were accounted for. Every
variable was carefully explored, cases were checked and necessary outliers were
excluded from the subsequent analysis. Statistical tests are carried out with the
IBM SPSS Statistics software package. In order to do so, a comprehensive dataset was
created and cleaned in SPSS.

4 Identity Theft in the EU

4.1 Experience of Identity Theft in Europe

Approximately 25–30% of the respondents have experienced misuse or attempted
misuse of personal information in the selected EU member states, and 35% of the
respondents in the United States within the last 3 years. Around 10% of the European
respondents have experienced multiple incidents of different types (Fig. 1).

Misuse or attempted misuse of existing Internet accounts, especially private e-mail
accounts and social network accounts, emerges from the current survey as greatest area
of concern. Existing credit cards or financial accounts are also a major target for the
thieves, while all other types of existing or new accounts play, in comparison to the
above, only a minor role on the identity theft landscape (Fig. 2).

New e-mail or social media accounts, financial accounts and telephone contracts
dominate the scene as far new accounts or contracts that have been established under
false identity are concerned (Fig. 3).

Public confidence in banking and credit card services remains, despite frequent
misuses, fairly high. Furthermore, personal experience with falling a victim of the
misuse of a bank account does not influence the consumer confidence in the above
services in any statistically significant way. The persons, who have experienced the
misuse of their credit card(s) are, however, less confident in security of credit cards as
such.
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We notice also that the public confidence in Internet services, such as private e-mail
or social networks is fairly low Europe (Fig. 4). Further statistical analysis reveals also
that the persons who have experienced the misuse of their existing internet accounts are
less confident in security of their personal e-mail and social network accounts. They put
also less trust on the security of their bank accounts and credit cards.

4.2 Discovery of Identity Theft

The misuse of personal information was discovered very rapidly in majority of cases. It
took less than a day in half of the cases, and less than a week in in 2/3 of the cases.
Misuse of the existing financial and Internet accounts is detected the quickest. Rela-
tively rarer types of misuse, such as utility or insurance fraud, take usually longer to
discover. The victims of the misuse of the government issued identity documents are
likely to learn about identity theft only with huge delay, if at all. Such fraud may take

especially long time to detect, if identity documents are issued or used for opening new
accounts or contracts in geographically far away locations (Fig. 5).

Victims detect themselves fraudulent or otherwise strange activities on their
accounts on 20–25% of the cases. Fraud detection systems of the banks and credit card
companies, and Internet service providers play an even more important role in dis-
covering misuses (Fig. 6).
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Almost half of the respondents, who have fallen victim of identity theft, believe that
they know how their identity document or personal information was accessed or taken.
Computers and credit cards are primarily seen as the source of leakages, which is not
surprising given the prominent role of identity theft that involves internet accounts or
financial accounts. Lost or stolen passports or identity cards play, however, only a
relatively minor role on the identity theft landscape (Fig. 7).

95% of victims claim that they start to use better passwords, and change their
passwords or PIN (personal identification number) codes more frequently after the
incident. They change their banking details or credit cards, and check financial state-
ments more carefully. They are also more careful about sharing personal information,
and using social media. We find, however, a lot of room for improvement in the
introduction of better security software, which would warn about fraudulent web sites
or e-mails, to the computers and mobile telephones (Fig. 8).

4.3 Financial Consequences of Identity Theft

Across countries, the thief was able to obtain financial benefits, in the form of money,
goods or services or anything else from the misuse of personal information in 15–20%
of the cases. Additionally, respondents are not sure in 10–20% of the cases, if the thief
was able to obtain financial benefits.
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Further analysis reveals that the misuse of existing Internet accounts is the least
likely to bring immediate financial losses. However, the thief has been able to obtain
financial benefits in 1/3 of the cases of bank account and credit card fraud. Other fraud,
such as applying for a new passport or identity card, getting medical care, a job, or
government benefits; renting an apartment or house; giving your information to the
police when they were charged with a crime or traffic violation, etc. is also very likely
to lead to the financial benefits to the thief (Fig. 9).

The financial benefits obtained by the thief vary significantly across different cases,
as the value obtained by thieves varies from less than 10 euros to tens of thousands of
euros per case. Median value obtained by the thief is less than 500 euros. The financial
consequences are greater for the cases, where the misuse of existing financial accounts,
or establishment of new accounts or contracts is involved, and in other fraudulent
purposes, such as the fraud involving government issued identity documents, medical
insurance or government benefits, etc. (Fig. 10).

Roughly half of the victims lost eventually their money, as their financial losses
were not reimbursed, e.g. by bank or credit card company. Furthermore, the misuse of
personal information brought about additional costs, such as legal or other expert fees,
or miscellaneous expenses to 15% of the victims. Such additional costs, which were
from less than ten euros to thousands of euros, were around 200 euros on average.
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4.4 Personal Consequences of Identity Theft

Falling a victim of the misuse of personal information is rather likely to lead to a call
from debt collectors, problems with family members or friends, denial of a service, or
legal problems. Also, there appears to a substantial share of serious cases, where the
victim was turned down for a job or lost a job, or became subject of an arrest or
criminal proceedings. Altogether, close to 40% of the victims had at least one of the
consequences shown on Fig. 11.

15–20% of the victims of the misuse of personal information indicate that the
incident was severely distressing for them, and 25–30% of the victims indicate that the
incident was moderately distressing (Fig. 12).

It emerges also that the longer it took to clear up the financial consequences of the
misuse of personal information, the more distressful the incident was. Also, the longer
it has taken to discover and resolve the incident, the less likely it is that the victim has
been successful in fully resolving the case.
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5 Discussion and Conclusions

The current exploratory research has found that roughly 25–30% of the population of
Austria, France, Germany, Italy, Spain, United Kingdom have experienced some form
of attempted misuse or misuse of personal information within the last three years. Only
10% of these cases were detected before personal information was actually taken.
Identity theft data is likely to vary across countries and we do not have data on all 28
member states. We assume, nonetheless, that, broadly speaking, around 100 million
citizens were forced to protect their identity during the last 3 years in the European
Union. Almost half of them had to do so more than once, as they experienced multiple
different incidents during the last 3 years. Furthermore, close to 40 million EU citizens
had, as a result of the misuse of their personal information, significant personal con-
sequences, such as debt collectors contacting them, or significant problems with their
family or friends; they were denied a new service, or had to face legal problems, etc.

The total value of the money, goods or services obtained by criminals was roughly
12–16 billion euros in the European Union, and around 7–9 billion euros in the USA in
2015. This is, however, only ‘consumer side’. Various intuitional actors, e.g. financial
institutions or health insurance, are likely to have incurred, due to misuse of personal
information, additional financial losses that are unknown to the individuals and,
therefore, not reflected in the current study. For instance, in the United States of
America, Internal Revenue Service (IRS) has estimated that it paid 3.9 billion euros in
fraudulent identity theft refunds in filing season 2013, while preventing fraudulent
refunds in the amount of 18.2 billion euros (based on what they could detect) [24]. It is,
given the above, very much possible that the above rough estimate of the financial cost
of identity theft in Europe reflects only on the tip of the iceberg, and the real problem is
even bigger than a sociological study like this one is able to grasp.

Our earlier research has shown that the public has little trust in security of Internet
services [14]. Widespread misuse of Internet accounts, bank accounts and credit cards
does not foster trust on these services. Further statistical analysis reveals, nonetheless,
that the personal experience with the attempted misuse or misuse of personal infor-
mation does not lead to decline of confidence in government issued identity documents.
Confidence in electronic identity cards and passports remains very high [25]. This is
likely to be because of the fact that the misuse of government issued identity docu-
ments remains, in citizens’ view, negligible as compared to other forms of identity
fraud.

Government issued electronic identity cards for on-line transactions, are, thus, an
obvious choice for bolstering the security of Internet services and broadening the use of
electronic authentication and signatures both in the public and private applications.
Furthermore, the experience of front-runner countries in widespread acceptance of
electronic identity documents, such as Estonia, shows that mobile ID can serve as a
convenient and secure alternative to more traditional electronic identity cards. In fact,
majority of the users of mobile ID turn seldom back to their electronic identity card
when on-line authentication in Internet or electronic signature is required in Estonia.

Furthermore, the persons, who have experienced misuse of personal information
are more likely to prefer identity documents that are more difficult to misuse, e.g., when
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lost or stolen. Victims of the misuse of personal information are also more likely to
accept modern forms of on-line authentication, such as electronic identity cards or
mobile ID in combination with PIN codes or fingerprints, or even biometrics (for a
study on live enrolment in issuance of identity documents, see [26].
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Abstract. Personal data and privacy confidentiality play a highly important role in
ensuring user trust in any given Information Communication Technology
(ICT) system. In the last decade Electronic Government (e-Government) initiatives
have transformed the public sector of many nations andmost importantly improved
upon the quality of public service delivery to citizens. The issue of privacy and
security impedes the progress of any e-government system and potentially causes
citizens to lose trust in public e-services. Sub-Saharan Africa (SSA) as a continent
has been on the verge of gradual e-government development; though many factors
are attributed to its average underperformance according to the 2016 United
Nations’ (UN) e-Government Survey. Based on a review of relevant literature, a
binomial (exact) test was performed to determine the general perception of per-
sonal data and whether Sub-Saharan Africans are ready to give it to their gov-
ernments. Drawing on analysis results, the study offers policy implementation
recommendations for the sub-region so as to realize a citizen-centric e-government.

Keywords: e-Government � Security and privacy � Personal data �
Sub Saharan Africa � General Data Protection Regulation (GDPR)

1 Introduction

1.1 Electronic Government and E-Services

The past decade has experienced an unprecedented upsurge of electronic government
(e-government) development across all countries. The implementation of electronic
services (e-services) in the public sector for quality public service delivery to citizens,
increased government accountability to citizens, ensuring greater public access to
information, improve government and public sector efficiency – thus obtaining a more
cost-effective government [1, 2]. E-government has played a huge role in policy
making [3] transforming the public sector of countries by influencing the business
process and encouraging quality service delivery.
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Weerakkody et al. [4] in their comprehensive literary study summarized the benefits
of e-government as: reduced production cost, better services, avoidance of personal
interaction, convenience, personalization, reducing corruption, efficiency, effectiveness,
transparency, greater democratic participation, 24/7 accessibility, flexibility, time
saving, and many other benefits. Lofstedt [5] highlighted an important point that e-
government is “not only about services or technology; it is about reinventing the way in
which governments interact with citizens, governmental agencies, businesses,
employees, and other stakeholders”. These reasons amidst others are why governments
adopt e-government systems.

Presently, researchers and some governments are delving into the paradigm of
Government 3.0. According to Jun and Chung [6] it is primarily driven by ICT (the
semantic web) and data evolution. These services are intelligent and personalized
thereby making information sharing and interoperability transparent at all levels of
government. With the gradual transition towards this e-government model which solely
depends on data, it gives a clear picture of the relevance of data to e-government.

1.2 The Value of Personal Data in e-Government

Data is essential to every information system - e-government inclusive - and as a result
of its value, e-government frameworks and deployments take security into high con-
sideration. The value of data in information systems raise concerns for privacy, trans-
parency, and as such users are cautious as to who and where they supply data to [7].

Personal information and data are the foundation for e-government systems since
they give identity to users. In most e-government deployments, citizens’ personal
information is stored with the national registry so as to obtain an identification card (id-
card) with a unique identifier. From research by Igari [8] it has been proven that
personal information storage, has effectively contributed to cost reductions by
increasing operational efficiency as well as systematizing operations in Denmark since
they rolled out their National Personal ID System also known as Central Persons
Registration (CPR) Number. These unique identifiers are what give citizens access to
perform online public service transactions [9] such as tax payments, fine payments,
accessing pension benefits, etc. Without the necessary personal information of citizens,
e-government systems cannot function to their maximum potential, hence limiting the
attainment of Government 3.0 and the citizen-centric e-government frameworks.

1.3 Privacy and Security in e-Government

Developed economies with the interests of their citizens at heart put effort in ensuring
personal data is stored and used securely in order to gain citizen trust. In countries such
as the USA, Germany, and China, various forms of Fair Information Practice principles
(FIPs) such as Collection limitation principle; Use limitation principle; Purpose spec-
ification principle; Openness principle; Individual participation principle; Data quality
principle; Security safeguards principle; Accountability principle, are in existence [10].
These policies safeguard the personal data of citizens in countries with well established
e-government implementations. In spite of safety measures put in place in both
developed and developing economies, there is the fear of having one’s personal
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information hacked into and according to Ambali [11] this form of paranoia gripped
public taxpayers in Malaysia a decade ago – this reduced the adoption rate of such e-
services.

In their study, Weerakkody et al. [4] indicated security and privacy as risks related
to e-government adoption and implementation in spite of e-government’s enormous
benefits. According to Rehman et al. [12] an e-government system is reliable when it
enhances citizens’ trust. This is because the primary concern of citizens is how their
personal information will be treated, who will use that information, where it will be
stored and for what purpose it will be used.

The next section delves into the methodology used in gathering and analyzing data
as well as drawing conclusions on results obtained.

2 Method

2.1 Data Collection Method

The study makes use of an online survey with respondents between the ages of 17 and
74 from the following SSA countries: Angola, Botswana, Cameroon, Congo, Gabon,
Gambia, Ghana, Guinea, Kenya, Liberia, Madagascar, Namibia, Nigeria, North Sudan,
Rwanda, Senegal, South Africa, Swaziland, and Tanzania. The Sub-Saharan African
region1 was selected because in spite of the abject poverty still existing, the region is
currently undergoing a dynamic revolution in the area of information communication
and technology (ICT) and e-government is gaining grounds gradually [13].

The online survey, comprising of ten questions in total, was conducted using
Survey Planet between December 2017 to May 2018. A hyperlink to the online survey
was sent out to the target population (group), thus a convenient sampling method was
employed.

Despite its numerous advantages as outlined by Evans and Mathur [14], the use of
an online survey technique played a role in the small sample size – which is in line with
the disadvantages of using an online survey. On the contrary the online survey enabled
the distribution of survey material easier to participants who were not in proximity to
the authors.

2.2 Data, Survey Items and Analysis

The sample size, due to the difficulty in gathering data from all SSA countries, was not
large (i.e. n = 180); yet according to Faber and Fonseca [15], a large sample size is not
always ideal for research or statistical analysis because statistical tests were developed
to handle samples and not populations and with the increase in computational power
today it is possible to utilize a substantial sample size in rejecting a null hypothesis.
Despite the limitations of incorporating smaller sample sizes in research, they are

1 About Sub-Saharan Africa,
Available at: http://www.africa.undp.org/content/rba/en/home/regioninfo.html.
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encouraged in confirmatory studies [16] of which this study is not an exception. Thus,
this study stands by the usage of the sample size of 180. Thus, this study stands by the
usage of the sample size of n = 180.

For the purpose of age categorization2, we employed the following age groupings:

• Children (00–14 years); Youth (15–24 years); Adults (25–64 years); Seniors (65
years and over).

Another age categorization that was used in classifying the ages of respondents into
their respective generations is3,4:

• Centennials (<=17 years); Millennials (18–34 years); Generation X (35–50 years);
Baby Boomers (51–69 years); Traditionalists (70 and over).

Occupations were categorized according to the International Labor Organization
standards – International Labor Organization, International Standard Classification of
Occupations (ISCO)5.

A binomial test [17], also known as the exact test [18], was performed to test the
hypothesis of a Sub Saharan African citizen’s unwillingness to give their information to
their governments using the R programming language [19]. Next, a logistic model was
fit to the data to investigate associations among variables. Particularly, it was of interest
to know if the odds were higher for females to provide their personal information
compared to males. The SAS software was used to perform this test.

The next section discusses results of the analysis from the survey data.

3 Findings

3.1 Descriptive Statistics

Upon performing basic statistical analysis, the results below were derived and tabulated
accordingly. Table 1 illustrates the descriptive demographic characteristics gathered
from our survey data for all 180 respondents. The larger group of respondents were
adults, with 64.44% being males and 86.67% having a higher education qualification.
Also, majority of the respondents reside in the Western African sub-region (see
Table 1).

2 Statistics Canada, “Age Categories, Life Cycle Groupings”, Available at: https://www.statcan.gc.ca/
eng/concepts/definitions/age2.

3 The Centre for Generational Kinetics (CGK), “Generational Breakdown: Info About All of the
Generations”, Available at: http://genhq.com/faq–info–about–generations/.

4 World Economic Forum, “How different age groups identify with their generational labels”,
Available at: https://www.weforum.org/agenda/2015/09/how–different–age–groups–identify–with–
their–generational–labels/.

5 International Labor Organization, International Standard Classification of Occupations (ISCO),
Available at: http://www.ilo.org/public/english/bureau/stat/isco/index.htm.
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3.2 Results from Logistic Regression Model

In this subsection, analysis is restricted to the variables: Gender, Age Group and
Education level as the descriptive statistics show that we have somewhat enough data
in each level of category to obtain reasonable results. Though other variables may be
important in the model, they are heavily associated with each other. The overall model
fit to the data is good (p-value = 0.0064) as shown in Table 2.

Table 3 represents the parameter estimates and p-values of tests associated with
each parameter. Table 4 shows the Odds Ratio estimates of Gender, Age and
Education.

Table 1. Demographic data of survey.

Demographic object Item Count Percent (%)

Gender Female 64 35.56
Male 116 64.44

Age group Adult 106 58.89
Youth 74 41.11

Generation Boomer 2 1.11
Centennial 4 2.22
Generation X 7 3.89
Millennial 167 92.78

Educational level Higher Education 156 86.67
Secondary Education 24 13.33

Job group Manager 7 3.89
None 13 7.22
Operator 1 0.55
Professional 131 72.78
Service Worker 7 3.89
Technician 21 11.67

Sub-region Central Africa 4 2.22
Eastern Africa 13 7.22
Southern Africa 15 8.34
Western Africa 148 82.22

Table 2. Testing global null hypothesis: BETA = 0

Test Chi-Square DF Pr > ChiSq

Likelihood ratio 12.2998 3 0.0064
Score 11.4660 3 0.0095
Wald 10.7131 3 0.0134
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Amongst the variables considered to explain why one would give their information
to the government, our survey reveals that gender is the only significant explanatory
variable (p-value = 0.0031). See Table 2.

The odds are higher for females not to give their information compared to males.
The odds of females not giving their personal information to the government is about
3.3 times that of males.

3.3 Binomial Test Results

For the purpose of this study and the survey conducted, the null hypothesis is expressed
as;

H0: At most half of Sub-Saharan Africans are not willing to give their personal
information to their governments (1)

Conversely, the alternate hypothesis is expressed as
HA: More than half of Sub-Saharan Africans are not willing to give their personal

information to their governments (2)
Upon conducting the binomial test on the overall survey data, the results obtained

are evident in Table 5.
Based on the binomial test results in Table 5, the null hypothesis is rejected. That

is, the data provides enough evidence to suggest that more than half of Sub-Saharan
Africans are not willing to give their personal information to their governments. In that
regard, this study contributes to the extant literature on e-government and the Sub-
Saharan African region.

Table 3. Analysis of maximum likelihood estimates

Parameter DF Estimate Standard
error

Wald
Chi-Square

Pr > ChiSq

Intercept 1 1.2008 0.2813 18.2269 <.0001
sex Female 1 0.5916 0.2000 8.7454 0.0031
age_category Adult 1 −0.1394 0.1797 0.6017 0.4379
edu Higher

Education
1 −0.1430 0.2630 0.2959 0.5865

Table 4. Odds ratio estimates

Effect Point estimate 95% Wald
confidence
limits

sex Female vs Male 3.265 1.490 7.151
age_category Adult vs Youth 0.757 0.374 1.531
edu Higher Education vs Secondary Education 0.751 0.268 2.106
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4 Discussion

Results from the analysis reveal a gap in Sub-Saharan African governments’ actions to
assure citizens that their personal data is secure in the hands of the government. This
can be associated with the lack in trust [20]. Thus, it can be concluded that a large
percentage of Sub Saharan Africans do not trust their governments with their personal
information. The results of government distrust with personal data can be linked to a
track record of corrupt and inefficient institutions and the undermining of mutual trust
by government officials [21].

The study also, observed a larger percentage of the respondents were of the mil-
lennial generation which are the most technology savvy. This generational group is
educated, transacts online and fraternizes via social media yet are not willing to give
government their personal data6. This reveals the fact that, millennial generation trusts
private firms with their personal data, much more than governments, regardless of what
those private firms will use their data for.

Though the dataset does not represent the mass majority of Sub-Saharan Africans,
this study confirmed the existing issues raised by Schuppan [22] and Lallmahomed
et al. [23] that citizens’ trust in government is pertinent to the success of any e-
government deployment. Lallmahomed et al. [23] concluded that, as trust is increased
(taking citizens’ privacy into consideration), citizens’ resistance to e-government
adoption decreases. Thus, with regards to implications to practice, governments in the
sub-region must sensitize the general public and raise awareness on security inclusions
into their e-government systems. In curbing the fear of handing over personal data to

Table 5. Binomial (Exact) test results.

Binomial Test
data:  125 and 180

number of successes = 125 ,  number of trials = 180 ,  p–value = 
9.594e–08

alternative hypothesis: true probability of success is greater 
than 0.5

95 percent confidence interval: 0.6330513      1.0000000

sample estimates:

probability of success 0.6944444

6 Schwarz H.: Millennials are a little confused when it comes to privacy, Washington Post, 2015.
Available at: https://www.washingtonpost.com/news/the-fix/wp/2015/05/13/millenials-dont-trust-
government-to-respect-their-privacy-but-they-do-trust-businesses-what.
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government for e-services, Sub-Saharan African governments should employ the
General Data Protection Regulation (GDPR). The European Union’s GDPR policy
which came into full force from the 25th of May 2018, driven by a philosophical
approach to data protection is made up of six general data protection principles (fair-
ness and lawfulness; purpose limitation; data minimization; accuracy; storage limita-
tion; and integrity and confidentiality) [24]. It is based on the concept of privacy as a
fundamental human right (as enshrined in the Charter of EU Rights). The GDPR places
personal data in the hands of users and all companies and governments in the EU are to
comply with the regulations or face the repercussions (see [24]). A GDPR compliant e-
government framework holds citizen personal information (i.e. identity) in high esteem
thus truly attaining a citizen-centric e-government.

In like manner, the authors recommend the adoption of the concept of privacy
evidence as developed by Sackmann et al. [7], to pave the way for transparency in
future e-government deployments.

4.1 Limitation

The major limitation to this study, though catered for by the choice of statistical test,
was the fact that the sample size for this study was not large. In addition to this, a large
proportion of respondents are from the western countries of Sub-Saharan Africa.

In spite of this, our study gives a general perception which cuts across the whole
region and adds to the literature on trust, transparency, privacy and security with
respect to e-government adoption in Sub-Saharan Africa.

5 Conclusion

This study’s findings reveal important possible recommendations for e-government
practice with respect to citizen data security and privacy in the Sub Saharan Africa
region. The study discussed the value of personal data to e-government and the fact that
security, confidentiality and privacy of citizens’ data is important to the success of any
e-government deployment. As such a survey was performed in the Sub-Saharan
African region to assess whether citizens were willing to give government access to
their personal data.

The study confirms that a majority of sub-Saharan citizens are not willing to give
their governments access to their personal data/information. It was also observed that
millennial Sub-Saharan Africans, which made up the majority of survey respondents,
were not willing to provide government with their personal data.

The issue of privacy, confidentiality and trust is still evidently in dire need of
discussion in the sub-region and must be brought to the forefront of policy making so
as to expedite the development and implementation of quality e-government services.
There is the desire for e-government initiatives in SSA countries due to its relevance in
transforming the public sector [25] yet privacy concerns are rather high [26]. Evidently,
these assertions expressed by researchers are in line with findings in this study.

As highlighted by Anderson et al. [27], e-government is essential in creating a
symbiotic relationship between governments and citizens, thereby effectively using
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ICTs to facilitate that relationship. Moreover, it promotes transparencies so that the
citizens can place greater trust in the activities of their governments. As such there must
be a reciprocity in the provision of citizens’ personal data by governments providing a
secure assuredness of personal data which will build trust and reduce citizen paranoia
with respect to personal data. With citizens as the major stakeholders in e-government
initiatives, policy makers must also consider adopting the model by Alzahrani et al.
[28] which addresses the antecedents of trust in e-government.

In addition, we advise that governments of Sub-Saharan Africa should create
awareness by educating citizens on data protection practices and the reason why
government needs their personal data – to ensure the success of e-government
deployments. The study recommends the privacy evidence concept and the EU’s
GDPR policy which promises to protect the confidentiality of EU citizens and is a
recommendable for Sub-Saharan African policy makers in the inclusion of designing
and implementing e-government services.

Future research could delve into obtaining an in-depth overview of privacy regu-
lations and steps governments have taken towards ensuring citizen data safety in each
Sub-Saharan African country.

In conclusion, the adoption and survival of e-government implementations are
dependent on citizens’ perception, trust, security and the integrity of government. As
such governments in the Sub-Saharan African region must make the necessary efforts
so as to realize the goals for which their e-government and e-services deployments
were implemented.
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Abstract. This paper starts by presenting the research landscape of the vul-
nerabilities of cyberspace; afterwards, it classifies the cyber vulnerabilities
identified in the literature; finally, it proposes a cybersecurity model to tackle the
cyberspace vulnerabilities found. The proposed model is grounded in three main
pillars: a cybersecurity governance approach, cybersecurity capabilities, and
cybersecurity best practices. The research methodology used to conduct this
study is based on a quantitative and qualitative analysis of the literature on the
field. The paper concludes that the model can be a useful tool for preventing and
mitigating cyberattacks in public and private organizations.
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1 Introduction

Despite all the improvements made on software development frameworks, cyberse-
curity assessment, the inclusion of cybersecurity subjects in curricula, organization
insights methodologies, and enforcement of special tools to protect our systems, the
number and extension of cyberattacks seems to be increasing every year. The soaring
number of users and personal devices connected to the Internet, the emergence of
Internet of Things (IoT), the growing number of digital systems, such as electric
stations, water stations, fuel pipelines, health facilities, etc., make the cyberspace
increase every day and become more exposed than ever to cyberattacks.

An attack on an enterprise can be devastating, jeopardize the organization, and put
their survival at risk. However, attacks on public services could affect not only a
community, but an entire country.

In order to assure resilient and reliable public services, all cybersecurity stake-
holders, specially the public entities, shall follow steady cybersecurity models and
coordinate their efforts against cyberattacks.

Nowadays, it is almost impossible for a day to go by without cyber incidents [73].
Although detection systems and tools to protect systems are better than ever, with some
of them already making use of dynamic tools to improve the capacity of reaction to
unforeseen attack situations, and the fact that most of the new systems are more secure
than in the past, there is still the need to reinforce cyberspace security with reliable
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cybersecurity models, in order to prevent and mitigate cyberattacks. Cyberattacks are
being propagated for different reasons and becoming more sophisticated every day.

This paper has four objectives: (1) raise awareness for the increasing number of
cybersecurity incidents - Sect. 1; (2) showing the research landscape on the topic –

Sect. 3; (3) organize the vulnerabilities identified in the literature by type – Sect. 4;
(4) design a conceptual model capable of providing a holistic view on how to improve
cybersecurity and mitigate cyberattacks – Sect. 5.

The remaining part of this work is organized as follows: Sect. 2 describes the
methodology used to conduct the research work; Sect. 3 presents the research land-
scape of cybersecurity vulnerabilities in terms of publications growth, countries with
more publications, percentage of disciplines contributing to this research area, and the
percentage of research by the type of vulnerability; Sect. 4 presents a qualitative
analysis of the reviewed literature resorting to conceptual maps; Sect. 5 proposes the
conceptual model for cybersecurity based on three key pillars: a governance model,
capabilities, and best practices; Sect. 6 finalizes the paper with the main findings and
remarks of the research work.

2 Methodology

To achieve the four objectives mentioned in the previous section, four-step research
activities have been conducted, which included: (1) data collection; (2) quantitative
analysis; (3) qualitative analysis; (4) design of the model based on the previous three
steps. Therefore, the research methodology used was a mix of quantitative and qual-
itative analysis of the reviewed literature, followed by a mapping of cyber vulnera-
bilities found in the literature by means of conceptual maps. The conceptual maps
provided the basis and the input to build the key pillars of the model.

The data collection activity involved two sub-tasks: (1) determining data sources
for identifying related work and (2) defining suitable keywords for obtaining relevant
publications for conducting quantitative analysis to landscape the state of research.
Three scientific databases were considered as data sources: Scopus (Elsevier 2015),
Web of Science (Thomson Reuters 2015), and Google Scholar. Besides this, Scopus
has been selected as the main data source due to its greater coverage of journal
publications and hard sciences subjects. Google Scholar was also used to ensure that no
relevant papers were left out of our study. The next step involved defining keywords to
search for publications. The selected expression was “Cybersecurity and Vulnerabili-
ties”. The expression above was applied to Scopus on 8 August 2017 against article
titles, abstracts, and keywords. As a result, a total of 246 publications were identified.

To conduct a detailed data analysis, the number of publications was narrowed down
using a filter process – this process was reading the abstract of each paper to assess its
relevance for this study. From this reading, 143 papers were selected, and 103 were
rejected. The results are shown in Table 1.
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The quantitative analysis was conducted based on the 143 publications identified at
the outset of the data collection. Since the aim was to landscape the state of research,
we applied descriptive statistics to analyse the following aspects: publication growth,
country, type of publication, and discipline.

The qualitative analysis was conducted based on the selected 143 publications.
Content analysis contributed to identifying findings related to the main attributes for the
technical, behavioural, and physical vulnerabilities. Section 4 presents the definition
and findings for each attribute. The analysis of the literature provided the basis to
design the conceptual model for preventing and mitigating cyberattacks.

3 Quantitative Analysis

The following sections present major findings related to publication growth, countries,
types of publications, the area of research, and their contribution to cyber
vulnerabilities.

3.1 Publication Growth

The growth of cyber vulnerabilities research started in 2002 when the first paper on the
topic was published. However, research remained scarce until 2009, with only 26
papers published over 7 years. Between 2010 and 2012, the research was steady: in
average, 16 publications were released per year. Since 2012, the number of publica-
tions started to increase exponentially, reaching a total of 81 publications in 2016. In
the last four years, the number of publications on cyber vulnerabilities increased more
than five. The smaller number of publications in 2017 relative to the number of pub-
lications in 2016 is due to the search for this study having been conducted in August
2017. Probably, if the search was done at the end of 2017, the number of publications
would be even higher than 2016. The annual growth of cyber vulnerabilities research
between 2002 and 2017 is depicted in Fig. 1.

Table 1. Number of publications

Criteria Results

Publications 246
Not relevant or unavailable 103
Selected publications 143
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3.2 Countries

Based on institutional and researchers’ affiliations, the leading countries that host more
research on cyber vulnerabilities include the following: United States, United King-
dom, China, France, Spain, Australia, Italy, Canada, Israel, the Netherlands, South
Africa, and the Republic of Korea. The results, including the number of publications
produced per country, are depicted in Fig. 2.

The results show that the United States has, by far, the highest number of publi-
cations in relation to other countries. The second country in the list with more publi-
cations (United Kingdom) has tenfold fewer publications than the United States, and it
is closely followed by China with 15 publications. Regionally, the leading countries are
the United States (207) and Canada (5) in the Americas; the United Kingdom (23),
France (12), Spain (9), Italy (8), and the Netherlands (5) in Europe; China (15),
Republic of Korea (5), and Japan (1) in Asia; Australia (8) in Oceania; and South
Africa (5) publishes the most in Africa. Concerning developing countries outside
China, there are no publications in this research field.
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3.3 Disciplines

Based on the researchers’ affiliations, the list of contributing disciplines and the per-
centages of researchers belonging to them are depicted in Fig. 3. Clearly, the area is
dominated by Computer Science (37%) and Engineering (28%), therefore highlighting a
strong technical focus for cyber vulnerabilities research, followed by Social Sciences
(10%), Energy (5%), Decision Sciences (4%), and Mathematics (4%). The three
dominant disciplines present in cyber vulnerabilities research highlights that this is a
very technical domain. However, the social issues that arise with it are not left out either.

4 Qualitative Analysis

This section presents the results of qualitative content analysis of the 143 papers
obtained from the final filtering of the data collection process. The analysis aimed at
establishing which and how the selected papers address cyber vulnerabilities:
(1) technical, (2) governance, and (3) behavioural. The following sections present the
findings for each vulnerability.

A vulnerability becomes a threat if it is discovered and exploited. This weakness
can be found at different levels, such as: software, hardware, firmware, operating
system, every IoT device, network, and people and procedures [6].

Internally, each organization faces various challenges in terms of security and
privacy, such as: former employees, external IT service providers that have any kind of
access to the internal systems, ICT staff with insufficient skills, etc. Furthermore, it is
possible to organize these vulnerabilities in three major classes: technical vulnerabil-
ities, physical vulnerabilities, and vulnerabilities due to human behaviour.

The three types of vulnerabilities that were found are depicted in Fig. 4, where
technical vulnerabilities show the highest number of research works.
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Fig. 3. State of research – disciplines
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4.1 Technical Vulnerability

This type of vulnerability refers to any kind of flaw based on intrinsic problems due to
mis-development, intentionally provoked by malware or spyware, or even connectivity
through heterogeneous software or architectures. As an example of the latter, the same
protocol for a service could be implemented for different businesses. There are several
vulnerabilities intrinsic to these different implementations, such as: protocol vulnera-
bility, inappropriate protocol mapping and security service mapping, insecure config-
uration tool, insecure interconnection system, and design weaknesses [72].

The most common technical vulnerabilities result from software, as defined by
DaCosta [20] “A software vulnerability is a fault in the specification, implementation,
or configuration of a software system whose execution can violate an explicit or
implicit security policy.” As expected, these vulnerabilities are not intentionally
incorporated in the software [6] by the developer. The accumulated experience of the
development team [59] and the training and enforcement of best practices and
frameworks lead to better development and reduce the probability of technical vul-
nerabilities. Therefore, the development of software could take into consideration all
scenarios and pitfalls to mitigate all vulnerabilities, but the misuse by the final user
could overthrow such efforts.

The reviewed literature shows several technical vulnerabilities. The vulnerabilities
referred in the literature have been classified in two main domains: software and
hardware, as shown in Fig. 5. Table 2 shows the list of technical vulnerabilities found
in the literature per domain and the respective bibliographic references.

Technical
42%
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Fig. 4. State of research – type of vulnerabilities
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Table 2. Technical vulnerability in Publications

Software

Absence, fails or delays in updates [7, 34]
Assessing software vulnerabilities [1, 4, 9, 27, 39, 44, 45, 50,

51, 58, 63, 68]
Attacks to data integrity and privacy [8, 16, 60]
Bug bounty program [17, 42]
Exploit technical flaws: buffer overflow, XSS, etc. [55, 69]
Inadequately tested software [5, 19, 22, 34, 62]
Malware [8, 30, 43, 44]
Open source software: lack of formal notification of
vulnerabilities

[3, 5, 49]

Protocols vulnerabilities: design, mapping and
interconnection

[2, 11, 17, 18, 31, 40, 43, 71]

Scanning software and network vulnerabilities [5, 17, 21, 44, 48, 63]
Search and explore IRC, web, chats, data, etc. to identify
threats and detect vulnerabilities

[14, 28, 38, 46]

Software vulnerabilities: impossible to verify all the code [5, 37]
Software, hardware, network vulnerabilities, zero-day flaw [5, 15, 17, 18, 22, 31, 34, 56,

57, 63, 64]
Technical vulnerabilities in the cloud for applications, IaaS,
SaaS, and other platforms

[33, 47, 60]

Inadequate or under enforced of cybersecurity [13, 34, 51, 66]

Hardware

Defected devices, equipment or without cyber protections [11, 18, 19, 25, 26, 29, 31,
38, 44, 70]

Technological innovations and IoT has expanded the entry
points for cyber attacks

[35, 36, 49]

Technical flaws in IoT devices [31, 35, 38]
Increase in inter-connectivity between medical devices with
other systems increase the technical vulnerabilities

[31, 61, 65]

Security threats facing wireless devices [24, 31, 32, 54, 61]

Fig. 5. Technical vulnerabilities conceptual map
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4.2 Governance Vulnerability

Governance Vulnerability refers to the management of communication devices. The
Governance vulnerabilities referred in the reviewed literature have been classified into
domains, as shown in Fig. 6. Table 3 shows the list of this sort of vulnerabilities per
domain and the respective bibliographic references.

4.3 Behavioural Vulnerability

Vulnerabilities due to human behaviour are mainly based on actions or absence of
actions by users. These actions compromise the system, whether intentionally or not.

Fig. 6. Governance vulnerabilities – conceptual map

Table 3. Governance vulnerability in publications

Communication devices

Device access: laptop, smartphone, etc. [43, 61]
Exponential number of smartphones increase surface attack [19]
Keyloggers, NFC, etc. [55]
Weak design, development, counterfeit products, firmware and
hardware

[60]

Communication protocols

Open communication protocols (not encrypted) [11, 22, 38, 68]

Fig. 7. Behavioural vulnerabilities – conceptual map
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The Behavioural Vulnerabilities mentioned in the reviewed literature have been
organized into two domains: Cultural and Educational, as shown in Fig. 7. Table 4
shows the list of this sort of vulnerabilities per domain and the respective bibliographic
references.

5 Cybersecurity Model

A link between vulnerability types (i.e. technical, governance, and behavioural) and
model components (i.e. capabilities, governance, and best practices) has been created to
conveniently address the vulnerabilities.

Therefore, the model has been conceived to answer to the types of vulnerabilities
found in the literature. This means that a technical vulnerability corresponds to the
capability component; the governance vulnerability corresponds to governance com-
ponent; and the behavioural vulnerability corresponds to the best practices component.
Besides that, and given the multidisciplinary nature of the area, as it has been shown in
Sect. 3, the model provides a holist approach on how to address the cybersecurity as a
whole, that is, in an integrated way, which encompasses not only best practices, but
also how to build capabilities and have a governance model to manage security.

Table 4. Behavioural vulnerability in publications

Cultural

Users react to phishing, add-ons, etc. [19, 55]
Insufficient funding and staffing, problems of governance [12, 33]
After attacks, harden the systems and forget the human factor [7, 23]
Use of unsafe WIFI to access emails, e-banking, etc. [34]
Neglect updates by users [25, 56]
Inappropriate behaviour on the use of mobile devices [26, 34, 44]
Low security culture [7, 44, 60]
Users and organizations do not share knowledge regarding flaws [33]

Educational

After attacks, harden the systems and forget the human factor [23]
Use of unsafe WIFI to access emails, e-banking, etc. [34]
Insufficient or under-enforced cybersecurity policies [36]
Enforce several layers of defence without knowledge, and can develop a
worst scenario them before

[67]

Operational deficiencies by operators [31, 43, 44]
Focus on curricula on the graduate level curriculum in cybersecurity, training
for ICT

[25, 53]

Schools teach defensive techniques, but we need to train offensive techniques
as well

[69]

Cybersecurity education [25, 52, 60]
Users react to phishing, add-ons, etc. [19, 55]
Social engineering and shoulder surfing [55]
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Therefore, our proposal to leverage the resilience and robustness of any cyber-
system is based on three strategic pillars: a cybersecurity governance model, cyber-
security capabilities, and cybersecurity best practices. It is a paramount approach in
order to ensure that all three pillars are coherent and act in coordination with each other,
as shown in Fig. 8.

5.1 Cybersecurity Governance Approach

Data is the most important element in any information system, due to the fact that
everything revolves around the use of data.

Governance could be viewed as: risk assessment, security measures, and collection
of incident reports [41, 74].

Risk assessment: The activity of risk assessment must induce a strategic plan
dedicated to identifying vulnerabilities and solve them, or if not possible, define what
security measures should be taken to reduce the risk to the minimum. This activity
should take place regularly.

Security measures: the implementation and management of a cyber-system must
imply the enforcement of best practices shared between all actors. Because cyberse-
curity is dynamic, all actors should exchange and foster discussions about new
approaches to new problems and implement new best practices to improve security.

Incident reporting: this type of practice, regularly carried out, allows confrontation
with the security measures enforced and this confrontation should stimulate and
improve risk assessment, resulting in a strengthened security measure. This reporting
also allows understanding the overall process of governance of our processes. More-
over, without this reporting, it is impossible to understand what is happening inside and
could, in fact, hinder a better contingency plan.

Therefore, every organization should devise a plan for data governance, with the
purpose of framing all data and ensure each piece or group of data should be accessed
only by whom it should be accessed. Regarding this plan, our proposal considers
several aspects, such as:

• Organize the data in different classes, accordingly to the needs or purposes;

Fig. 8. Cybersecurity conceptual model
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• Differentiate scenarios regarding data access by users and what privileges have
every class of users;

• Ensure that the storage of data is done according to the regulations of the country or
state the organization is located on, in case there is a need by the country or state
legal authorities to access this data;

• Delineate a plan for recovery in case of data loss and develop a plan for backups;
• Devise a contingency plan for hardware, software, and data, and regularly enforce

procedures to ensure data consistency;
• Regularly enforce audit procedures regarding access control and ensure that anyone

has been accessed unduly;
• Define procedures to effectively delete data and its copies on every device or

support, that is, ensure it is wiped properly;
• Ensure that the authentication and authorization system is robust;
• Ensure that all software used inside the organization is lawful and follows all

procedures of a good development;
• Keep the ICT team committed with this plan and always updated regarding best

practices.

This plan must be sponsored by top management and must be seen as a top priority.
This Data Governance Plan should encompass aspects of the organization and

should regularly be revised to ensure compliance with the most recent best practices or
include new technologies to improve cybersecurity.

5.2 Cybersecurity Capabilities

The recent attack perpetrated by ransomware, which took place due to a flaw in the
protocol SMB, was a great lesson to everyone in the ICT field. Too many ICT teams
have rushed to update their systems when the attack had already spread and only as a
reaction to the news. Some big companies stopped their production due to this flaw,
which should have been patched months ago.

All ICT team members must be well prepared and stimulated to improve their
skills, because responsiveness is key in mitigating and stopping an attack, and pre-
venting or reducing further damage. The team members should also be responsible for
conceiving, ensuring, and compelling all users to fulfil the Data Governance Plan.

5.3 Cybersecurity Best Practices

User behaviour, regarding the use of the cyber-systems, is sometimes neglected by
some organizations [10], whether they are a member of the ICT team or not.

We believe that rivalry between attackers and defenders is still taking place, but
good practices can prevent a great number of problems. Hence, the ICT team should
regularly promote sessions to refresh and upgrade the awareness and responsiveness of
all users. Some of the best practices include:

• Weak passwords: highlight the importance to use strong passwords and change
them regularly. It is tiresome for the user but can also thwart the attacker. Explain
and enhance the important of using two-factor authentication when possible;
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• Links: highlight the difference between the link you see, in an email for instance,
and the link embedded, which is the real one. Explain the tactic usually used with
links on fake emails - these links resemble the real one but point to another location;

• Software/plugins: clarify all the problems associated with the installation of
software/plugins not checked or approved by the ICT team;

• External devices: use of external devices without a proper check;
• Access web sites: inform how to access web sites using secure connections and

avoid the transmission of any valuable information over insecure connections;
• Personal copies: forbid any personal copies and any transfer of data to the outside;
• Bring Your Own Device (BYOD): clarify all potential problems induced by BYOD

when using internal networks and accessing internal data. Explain how a BYOD
could infect a system, as was the case of WannaCry, which propagates by itself
when inside the network;

• Personal use: disallow, or even forbid, the use of the internal systems for profes-
sional and personal purpose. For instance, the use of the same browser to read
personal email and access the internal applications could lead to a blend of personal
and professional credentials, and create the opportunity for malware to capture
valuable data;

• Sealed devices: under certain circumstances, and according to the importance of the
data, access could be allowed only from devices prepared by the ICT team and
sealed, which allow only a specific group of services to be run.

A group of users that is well prepared and aware can resist at least the most
common charges by hackers and contribute to better cybersecurity.

6 Conclusions

The research conducted within this work shows that cybersecurity is a multidisciplinary
area mainly studied by computer science, engineering, and social sciences. The vul-
nerabilities identified in the literature and classified as technical, governance. and
behavioural showed to have a higher incidence in the technical aspect. Based on
previous evidence, a conceptual model suitable to address those types of vulnerabilities
has been designed. The model is composed by a governance component responsible for
measuring, evaluation, and auditing the level of security, a capability component
responsible for developing ICT skills in cybersecurity team, and a best practices
component is responsible for promoting good behavioural to prevent and mitigate
attacks.

The best approach to protect any system is to endow it with resilience regarding
predictive acts and avoid any sort of vulnerabilities. The model can be used as a useful
tool to address IT systems vulnerabilities. The recommended policies for each model
component can be used as guidelines for the organizations to become more secure and
safer. The model provides a holistic view of cybersecurity, highlighting the importance
of simultaneously tackling all dimensions: Governance, Behavioural, and Practice.
Solely addressing a unique dimension is not enough to ensure a strong security
foundation. Although there is still a long away to go, as we are all in a learning process
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on how we could be better prepared for preventing and mitigating to ever-new
cyberattacks, we think that our model is a good starting point to build more robust IT
systems in the future.
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ported by Norte Portugal Regional Operational Programme (NORTE 2020), under the POR-
TUGAL 2020 Partnership Agreement, through the European Regional Development Fund
(EFDR).

References

1. Abraham, S., Nair, S.: A novel architecture for predictive cybersecurity using non-
homogenous markov models, vol. 1, pp. 774–781 (2015)

2. Abraham, S.M.: Estimating mean time to compromise using non-homogenous continuous-
time markov models, vol. 2, pp. 467–472 (2016)

3. Achuthan, K., Sudharavi, S., Kumar, R., Raman, R.: Security vulnerabilities in open source
projects: an India perspective, pp. 18–23 (2014)

4. Aissa, A.B., Abercrombie, R.K., Sheldon, F.T., Mili, A.: Defining and computing a value
based cyber security measure. Inf. Syst. E-Bus. Manag. 10(4), 433–453 (2011)

5. Allodi, L., Massacci, F.: Security events and vulnerability data for cybersecurity risk
estimation. Risk Anal. 37(8), 1606–1627 (2017)

6. Anand, P.: Overview of root causes of software vulnerabilities-technical and user-side
perspectives. In: 2016 International Conference on Software Security and Assurance
(ICSSA), pp. 70–74. IEEE (2016)

7. Anwar, M., He, W., Yuan, X.: Employment status and cybersecurity behaviors (2017)
8. Arabo, A.: Mobile app collusions and its cyber security implications, pp. 178–183 (2016)
9. Armstrong, R.C., Mayo, J.R.: Leveraging complexity in software for cybersecurity (2009)
10. Ashenden, D.: Information security management: a human challenge? Inf. Secur. Tech.

Rep. 13(4), 195–201 (2008)
11. Ashok, A., Sridhar, S., McKinnon, A.D., Wang, P., Govindarasu, M.: Testbed-based

performance evaluation of attack resilient control for AGC, pp. 125–129 (2016)
12. Auffret, J.-P., et al.: Cybersecurity leadership: competencies governance, and technologies

for industrial control systems. J. Interconnect. Netw. 17(1), 1740001 (2017)
13. Baldwin, R., Hofecker, T., Carter, G.: Who’s in control? Securing commercial unmanned

aerial systems command and control a methodology and way ahead. J. Air Traffic Control 57
(4) (2015)

14. Benjamin, V., Li, W., Holt, T., Chen, H.: Exploring threats and vulnerabilities in hacker
web: Forums, IRC and carding shops, pp. 85–90, August 2015

15. Biswas, B., Pal, S., Mukhopadhyay, A.: AVICS-Ecoframework: an approach to attack
prediction and vulnerability assessment in a cyber ecosystem (2016)

16. Carter, W.A., Sofio, D.G.: Cybersecurity legislation and critical infrastructure vulnerabilities
(2017)

17. Chatfield, A.T., Reddick, C.G.: Cybersecurity innovation in government: a case study of U.
S. pentagon’s vulnerability reward program, volume Part F128275, pp. 64–73 (2017)

18. Costello, P.J.: Identifying and exploiting vulnerabilities in civilian unmanned aerial vehicle
systems and evaluating and countering potential threats against the United States airspace,
pp. 761–762 (2017)

104 N. Lopes and J. Faria



19. Dalton, W., Van Vuuren, J.J., Westcott, J.: Building cybersecurity resilience in Africa,
pp. 112–120 (2017)

20. Mancoridis, S., Prevelakis, V., Dacosta, D., Dahn, C.: Characterizing the ‘security
vulnerability likelihood’ of software functions

21. Flores, F., Paredes, R., Meza, F.: Procedures for mitigating cybersecurity risk in a Chilean
government ministry. IEEE Lat. Am. Trans. 14(6), 2947–2950 (2016)

22. Fox, S.J.: Flying challenges for the future: aviation preparedness – in the face of cyber-
terrorism. J. Transp. Secur. 9(3–4), 191–218 (2016)

23. Gisladottir, V., Ganin, A.A., Keisler, J.M., Kepner, J., Linkov, I.: Resilience of cyber
systems with over and under regulation. Risk Anal. 37(9), 1644–1651 (2017)

24. Goppert, J., Shull, A., Sathyamoorthy, N., Liu, W., Hwang, I., Aldridge, H.:
Software/hardware-in the-loop analysis of cyberattacks on unmanned aerial systems.
J. Aerosp. Inf. Syst. 11(5), 337–343 (2014)

25. Graham, J., Hieb, J., Naber, J.: Improving cybersecurity for industrial control systems,
pp. 618–623, November 2016

26. Herrera, A.V., Ron, M., Rabadao, C.: National cyber-security policies oriented to BYOD
(bring your own device): systematic review (2017)

27. Hoffman, L.J., Rosenberg, T., Dodge, R., Ragsdale, D.: Exploring a national cybersecurity
exercise for universities. IEEE Secur. Priv. 3(5), 27–33 (2005)

28. Huang, H.-C., Zhang, Z.-K., Cheng, H.-W., Shieh, S.W.: Web application security: threats,
counter measures and pitfalls. Computer 50(6), 81–85 (2017)

29. Ismail, S., Sitnikova, E., Slay, J.: SCADA systems cyber security for critical infrastructures:
case studies in the transport sector, pp. 425–433 (2015)

30. Jang-Jaccard, J., Nepal, S.: A survey of emerging threats in cybersecurity. J. Comput. Syst.
Sci. 80(5), 973–993 (2014)

31. Jillepalli, A.A., Sheldon, F.T., De Leon, D.C., Haney, M., Abercrombie, R.K.: Security
management of cyber physical control systems using NIST SP 800-82r2 (2017)

32. Jøsang, A., Miralabé, L., Dallot, L.: It’s not a bug, it’s a feature: 25 years of mobile network
insecurity, pp. 129–136, January 2015

33. Kamhoua, C., Martin, A., Tosh, D.K., Kwiat, K.A., Heitzenrater, C., Sengupta, S.: Cyber-
threats information sharing in cloud computing: a game theoretic approach (2016)

34. Khatoun, R., Zeadally, S.: Cybersecurity and privacy solutions in smart cities. IEEE
Commun. Mag. 55(3), 51–59 (2017)

35. Khera, M.: Think like a hacker: insights on the latest attack vectors (and security controls)
for medical device applications. J. Diabetes Sci. Technol. 11(2), 207–212 (2017)

36. Kim, C.: Cyber-resilient industrial control system with diversified architecture and bus
monitoring, pp. 11–16 (2017)

37. Kothari, S., Tamrawi, A., Mathews, J.: Rethinking verification: accuracy, efficiency and
scalability through human-machine collaboration, pp. 885–886 (2016)

38. Lam, A., Fernandez J., Frank, R.: Cyberterrorists bringing down airplanes: will it happen
soon? pp. 210–219 (2017)

39. Last, D.: Using historical software vulnerability data to forecast future vulnerabilities,
pp. 120–126 (2015)

40. Liu, Z., Gupta, B.: A multifaceted assay on cybersecurity: the concerted effort to thwart
threats, pp. 123–129 (2016)

41. Dekker, M.A.C.: Critical cloud computing-a CIIP perspective on cloud computing services
—ENISA (2012)

42. McGraw, G.: Silver bullet talks with Katie Moussouris. IEEE Secur. Priv. 13(4), 7–9 (2015)

A Cybersecurity Model for Electronic Governance and Open Society 105



43. Mejia-Miranda, J., Melchor-Velasquez, R.E., Munoz-Mata, M.A.: Vulnerability detection in
smartphones: a systematic literature review [detección de vulnerabilidades en smartphones:
Una revisión sistemática de la literatura] (2017)

44. Meszaros, J., Buchalcevova, A.: Introducing OSSF: a framework for online service
cybersecurity risk management. Comput. Secur. 65, 300–313 (2017)

45. Mtsweni, J.: Analyzing the security posture of South African websites, September 2015
46. Mtsweni, J., Shozi, N.A., Matenche, K., Mutemwa, M., Mkhonto, N., Van Vuuren, J.J.:

Development of a semantic-enabled cybersecurity threat intelligence sharing model,
pp. 244–252 (2016)

47. Murray, A., Begna, G., Nwafor, E., Blackstone, J., Patterson, W.: Cloud service security &
application vulnerability, June 2015

48. Muñoz, F.R., Vega, E.A.A., Villalba, L.J.G.: Analyzing the traffic of penetration testing
tools with anids. J. Supercomput. 1–16 (2016)

49. Nagurney, A., Shukla, S.: Multifirm models of cybersecurity investment competition vs.
cooperation and network vulnerability. Eur. J. Oper. Res. 260(2), 588–600 (2017)

50. Neuhaus, S., Plattner, B.: Software security economics: theory, in practice (2013)
51. Norris, D., Joshi, A., Finin, T.: Cybersecurity challenges to American state and local

governments, pp. 196–202, January 2015
52. Ortiz, E.C., Reinerman-Jones, L.: Theoretical foundations for developing cybersecurity

training. In: Shumaker, R., Lackey, S. (eds.) VAMR 2015. LNCS, vol. 9179, pp. 480–487.
Springer, Cham (2015). https://doi.org/10.1007/978-3-319-21067-4_49

53. Pereira, T., Santos, H., Mendes, I.: Challenges and reflections in designing cyber security
curriculum, pp. 47–51 (2017)

54. Rahman, S.S.M., May, Y.V.: Wireless security vulnerabilities and countermeasures for an
airport, pp. 431–436 (2015)

55. Sabillon, R., Cavaller, V., Cano, J., Serra-Ruiz, J.: Cybercriminals, cyberattacks and
cybercrime (2016)

56. Smeets, M.: A matter of time: on the transitory nature of cyber weapons. J. Strat. Stud. 41,
1–28 (2017)

57. Song, J., Alves-Foss, J.: The Darpa cyber grand challenge: a competitor’s perspective, part 2.
IEEE Secur. Priv. 14(1), 76–81 (2016)

58. Takahashi, T., Miyamoto, D., Nakao, K.: Toward automated vulnerability monitoring using
open information and standardized tools (2016)

59. Tevis, J.-E.J., Hamilton, J.A.: Methods for the prevention, detection and removal of software
security vulnerabilities. In: Proceedings of the 42nd Annual Southeast Regional Conference,
ACM-SE 42, pp. 197–202. ACM, New York (2004)

60. Tweneboah-Koduah, S., Skouby, K.E., Tadayoni, R.: Cyber security threats to IoT
applications and service domains. Wirel. Pers. Commun. 95(1), 169–185 (2017)

61. Van Devender, M.S., Campbell, M., Glisson, W.B., Finan, M.A.: Identifying opportunities
to compromise medical environments (2016)

62. Vassilev, A., Celi, C.: Avoiding cyberspace catastrophes through smarter testing. Computer
47(10), 102–106 (2014)

63. Wang, Y., Yang, J.P.: Ethical hacking and network defense: choose your best network
vulnerability scanning tool, pp. 110–113 (2017)

64. Watkins, L., Hurley, J.: Enhancing cybersecurity by defeating the attack lifecycle, pp. 320–
327 (2016)

65. Williams, P.A.H., Woodward, A.J.: Cybersecurity vulnerabilities in medical devices: a
complex environment and multifaceted problem. Med. Dev. Evid. Res. 8, 305–316 (2015)

66. Wolff, J.: Perverse effects in defense of computer systems: when more is less. J. Manag. Inf.
Syst. 33(2), 597–620 (2016)

106 N. Lopes and J. Faria

http://dx.doi.org/10.1007/978-3-319-21067-4_49


67. Wolff, J.: Perverse effects in defense of computer systems: when more is less, pp. 4823–
4831, March 2016

68. Wu, W., Kang, R., Li, Z.: Risk assessment method for cybersecurity of cyber-physical
systems based on inter-dependency of vulnerabilities, pp. 1618–1622, January 2016

69. Yang, J., Wang, Y., Reddington, T.: Integrate hacking technique into information assurance
education, pp. 381–387 (2016)

70. Yang, Y., Xu, H.-Q., Gao, L., Yuan, Y.-B., McLaughlin, K., Sezer, S.: Multidimensional
intrusion detection system for IEC 61850-based SCADA networks. IEEE Trans. Power
Deliv. 32(2), 1068–1078 (2017)

71. Yoo, H., Shon, T.: Challenges and research directions for heterogeneous cyber-physical
system based on IEC61850: vulnerabilities, security requirements, and security architecture.
Future Gener. Comput. Syst. 61, 128–136 (2016)

72. Yoo, H., Shon, T.: Challenges and research directions for heterogeneous cyber–physical
system based on IEC 61850: vulnerabilities, security requirements, and security architecture.
Future Gener. Comput. Syst. 61(Supplement C), 128–136 (2016)

73. Zetter, K.: Countdown to Zero Day: Stuxnet and the Launch of the World’s First Digital
Weapon. Crown Publishing Group, New York (2014)

74. Zissis, D., Lekkas, D.: Addressing cloud computing security issues. Future Gener. Comput.
Syst. 28(3), 583–592 (2012)

A Cybersecurity Model for Electronic Governance and Open Society 107



Data Science, Machine Learning,
Algorithms, Computational Linguistics



Person, Organization, or Personage: Towards
User Account Type Prediction in Microblogs

Ivan Samborskii1,2, Andrey Filchenkov1(&), Georgiy Korneev1,
and Alex Farseev1,3

1 ITMO University, 49 Kronverksky Pr., St. Petersburg 197101, Russia
{samborsky,kgeorgiy}@rain.ifmo.ru,

afilchenkov@corp.ifmo.ru
2 National University of Singapore,

13 Computing Dr., Singapore 117417, Singapore
3 SoMin Research, Singapore, Singapore

sasha@somin.ai

Abstract. During the past decade, microblog services have been extensively
utilized by millions of business and private users as one of the most powerful
information broadcasting tools. For example, Twitter attracted many social
science researchers due to its high popularity, constrained format of thought
expression, and the ability to react actual trends. However, unstructured data
from microblogs often suffer from the lack of representativeness due to the
tremendous amount of noise. Such noise is often introduced by the activity of
organizational and fake user ac-counts that may not be useful in many appli-
cation domains. Aiming to tackle the information filtering problem, in this
paper, we classify Twitter accounts into three categories: “Personal”, “Organi-
zation”, and “Personage”. Specifically, we utilize various text-based data rep-
resentation approaches to extract features for our proposed microblog account
type prediction framework “POP-MAP”. To study the problem at a cross-
language level, we harvested and learned from a multi-lingual Twitter dataset,
which allows us to achieve better classification performance, as compared to
various state-of-the-art baselines.

Keywords: Twitter � Social media � Profile learning �
Natural language processing � Account type classification

1 Introduction

Web scientists use social media as a rich source of information about users’ individ-
uality, behavior, and preferences [9, 13, 15, 25]. It is used to recover user profile [3, 10,
12] and make targeted recommendation [11, 19]. The availability of these personal user
attributes allows them to compete with traditional sociologists, epidemiologist and
political experts in such tasks as voting outcome prediction [14, 24], disease outbreaks
prediction [7, 17], or group population visualization [1]. However, the representa-
tiveness of the data in most of web science studies is extremely low due to the
significant level of noise.
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The noise in social media is often related to the fact that not all accounts represent a
real human. For example, this can be caused by specific bots that mimic human
behavior while being governed by an algorithm or another human. Many works are
devoted to detecting such accounts [4–6, 26]. At the same time, some microblog
accounts may not represent a person, but be related to something else: accounts of
corporations (Adidas1), banks (DBS bank2), museums (The State Hermitage
Museum3), animals (Grumpy Cat4), or personages (such as Harry Potter5). These
accounts represent a certain subject that may or may not be equipped with the afore-
mentioned personal user attributes (i.e. demographics). However, most of them are
irrelevant to social studies.

Nevertheless, most of the existing social media analysis studies either do not
perform irrelevant user account filtering [11, 12], perform it manually [16, 22], or do
not utilize openly available user-generated data [20, 23]. For example, Tavares et al.
[23] presented a method to classify personal and corporate accounts, which solved the
problem with 84.6% accuracy. However, the authors did not use user-generated con-
tent, which may result in a sub-optimal performance due to the lack of data repre-
sentativeness. At the same time, Oentaryo et al. [20] utilized contextual, social, and
temporal features, which allowed for achieving 91% account type classification
accuracy by gradient boosting algorithm. However, the employed data types are often
not available for public use, which constrains the applicability of the proposed
approach to real-world scenario.

Indeed, in our study, we perform the task of microblog user account type inference
based on textual user-generated content only, which makes it applicable in the real-
world settings. We assume that textual data is sufficient for achieving high classifi-
cation performance and train our-proposed “POP-MAP” framework to perform
“Person”-“Organization”-“Personage” Microblog Account Prediction.

2 On Microblog Account Typization

Microblog is a specific type of social media resource, which allows its users to share
short status updates to their subscribers. One of the most well-known microblogs is
Twitter, where messages (statuses) are publicly accessible in contrast to other big social
networks, such as Facebook, and the length of message cannot exceed 140 symbols
(280 since the end of 2017), which makes its posts standardized and rarely representing
more than one topic [28].

According to Barone et al. [2], each Twitter account belongs to one of the following
five types:

1 http://twitter.com/adidas.
2 http://twitter.com/dbsbank.
3 http://twitter.com/hermitage_eng.
4 http://twitter.com/realgrumpycat.
5 http://twitter.com/arrypottah.
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1. Corporate Account, which is typically a company news feed: Facebook6, Google7,
Yandex8, and VKontakte9.

2. Corporate-led Persona Account, which is a corporate account that includes both
personal and business sides. For example, an account of online shop Zappos10 is
Tony Hsieh’s account, in fact.

3. Strictly Personal Account is an account representing an individual microblog user.
4. Business/Personal Hybrid Account is a mixture of the personal account and pro-

fessional account types, where most of the tweets contain information about its user,
but also a considerable number of tweets is dedicated to the user’s professional
interests. Accounts of famous people usually belong to this type, for example, Pavel
Durov11 or Jimmy Wales12 accounts.

5. Personage Account, which is the personage-based account that typically is an
animal, plant, or fictional hero.

In this paper, we adopt three most popular accounts types from the above cate-
gorization: organization account, personal account, and personage account. The other
two hybrid types are considered to be a part of the selected ones, so that all the
Corporate-led Persona Accounts are treated as organization accounts, while
Business/Personal Accounts are considered to be personal accounts.

3 Feature Extraction

Classification algorithms strongly depend on features, which describe objects. Thus,
feature engineering is a key step in solving most of the data mining problems. In this
section, we de ne all the features we used to describe a Twitter account.

Words Frequency. Individual users typically use everyday vocabulary in their tweets,
while organizations may adopt a domain-specific vocabulary that can be a good
indicator of the organization account type. In accordance with this assumption, we use
the following features:

– average word frequency among all words in tweet;
– average word frequency among all words in all user’s tweets.

We utilized Sharov’s Frequency Dictionary13 and Word frequency data14 for
obtaining general usage frequency of Russian and English words respectively.

6 http://twitter.com/facebook.
7 http://twitter.com/google.
8 http://twitter.com/yandex.
9 http://twitter.com/vkontakte.
10 http://twitter.com/zeppos.
11 http://twitter.com/durov.
12 http://twitter.com/jimmy_wales.
13 http://dict.ruslang.ru/freq.php.
14 http://www.wordfrequency.info.
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Spelling Mistakes. It is well-known that individual user accounts tend to post more
grammatical mistakes/misspellings as compared to properly-maintained organizational
accounts. Inspired by this phenomenon, we utilized Language-Tool15 to extract the
number of mistakes/misspellings per account.

Hashtags. Hashtags are often used for grouping microblog messages and improve-
ment of Twitter search. Personal accounts are characterized by extensive use of
hashtags to express their thoughts, feelings, as compared to corporate accounts. We
thus extracted the following hashtag-based features:

– average number of unique hashtags per account;
– average number of hashtags per tweet;
– average length of hashtag per tweet.

Users’ Mentions. Similar to hashtags, user mentions spread in social networks.
However, we cannot expect personage accounts to use them often due to the lower
number of actual social ties between them and individual Twitter users. To incorporate
this aspect, we extracted the following user mention features:

– average number of unique mentions per account;
– average number of mentions per tweet;
– average length of mention per tweet.

Tweet/Word Length. Many acronyms (i.e. “gotcha” meaning “I got you”) wide-
spread among users of social networks. The reason is that they are useful to t in more
information into short twitter message. These acronyms, however, are not popular
among organizational twitter accounts. Therefore, we extracted the following features
representing text length:

– average length of word per account;
– average length of tweet per account.

Part of Speech (POS). To reflect different styles of language use, we included features
related to words’ POS. The following POS groups have been identified:

– noun;
– verb;
– personal pronoun;
– pronoun (others);
– adjective;
– adverb;
– preposition, conjunction, particle;
– adverb + adjective;
– adverb + adverb.

15 http://languagetool.org.
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For each group, we then calculated the following features:

– average number of groups per account;
– average number of groups per tweet;
– average number of negative particles per account.

Personal Words. Accounts belonging to people or personages can be easily identified
by the so-called personal words. Inspired by this fact, we extracted “average number of
personal words per account” feature.

Symbols. Similarly, to previous studies, for each symbol in Table 1, we calculated the
following features:

– average number of signs per tweet;
– average number of unique signs per tweet;
– average number of tweets with a sign per account;
– average number of a sign per tweet;
– average number of tweets with signs per account;
– average number of unique signs per account.

Emoticons. Similar to the symbol features, for each group of emoticons in Table 2, we
calculated emotion features:

– average number of emoticons per tweet;
– average number of tweets with emoticon per account;
– average number of a emoticon per tweet;
– average number of unique emoticons per account.

Vocabulary Uniqueness. Organization accounts on Twitter are often created to be
used for specific applications. For example, Yandex.Taxi16 is designed to support taxi
services, while Yandex.Market17 is related to e-commerce services aggregation. Every
specific usage domain reduces the diversity of words in organizations’ microblog

Table 1. Symbols that are used to calculate features.

! @ # $ % & * (
) _ + - ¼ * ‘ ,
. < > / ? \ | ;
: ` [ ] { } № “

16 http://twitter.com/yandextaxi.
17 http://twitter.com/yandexmarket.
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accounts. Based on this assumption, we extracted the following vocabulary-uniqueness
features:

– average number of unique words per account;
– average number of words not from a vocabulary per account.

Hyperlinks. Users often post URLs to third-party resources, such as events, pictures,
etc. The URL usage can be a good indicator of individual user accounts. Based on this
assumption, we extracted the features below:

– average number of links per account;
– average number of tweets with links per account.

Twitter-Specific Features. Organization accounts are often characterized by a large
number of subscribers (followers), but a relatively small number of subscriptions
(following). This is also the case of popular personage accounts. Also, it is worth
mentioning that corporate accounts are often verified, which often does not hold for
personal accounts, while personage accounts are almost never verified.

– number of subscribers;
– number of subscriptions;
– if the account is verified;
– average number of “favorite” tweets.

Overall, there we suggest 136 features for Twitter account type classification. It is
worth mentioning that some of them (such as usage of hashtags, hyperlinks, and
personal words) were never adapted before and, thus, they are one of the contributions
of this study.

4 Experiment Setup

4.1 Data Collection

Due to the lack of publicly available datasets on Twitter account type inference, we
collected our dataset. To do so, we developed a crawler for downloading last n = 500
tweets of each specified user, where the list of account names was created manually.

Table 2. Emoticons groups that are used to calculate features.

:) :-) =) :(:-(= ( ;);-)
8) 8-) %) %-) :’) :’-) :,) :,-) = ’) = ,) :’(:’-(:,(:,-(= ’(= ,(
:* :-* = * O_o o_O = O = 0 0_0 :-b :-p :b :p = p = b;b;p
:D xD = D;D :-[ = [:3 > <

116 I. Samborskii et al.



4.2 Utilized Machine Learning Methods

We employed the following commonly-utilized classification baselines that are
implemented as part of WEKA18 machine learning library: k-nearest neighbors, Naïve
Bayes classifier, Support Vector Machines (SVM) classifier, Decision Trees (its C4.5
version), and Random Forest. These algorithms were applied to the profiles represented
by our-extracted POP-MAP features that were presented in Sect. 3.

We used several feature selection (FS) algorithms [27] to select only representative
features:

– dependency-based elimination, such as: CFS-BiS, CFS-GS, CFS-LS, CFS-RS,
CFS-SBS, CFS-SFS, CFS-SWS, CFS-TS;

– consistency-based elimination, such as: Cons-BiS, Cons-GS, Cons-LS, Cons-RS,
Cons-SBS, Cons-SFS, Cons-SWS;

– Significant algorithm, which is based on estimating feature “significance”;
– ReliefF measures feature importance based on comparison to similar objects of the

same class.

In addition, we utilized the well-known dimensionality reduction algorithm PCA
that is also implemented in WEKA.

To evaluate the prediction performance by using the two well-adopted evaluation
measures: accuracy and F-measure. We organized model evaluation using 5-fold cross
validation.

5 Experiments on Russian Text Corpora

We have collected the sample consisting of 298 Russian personal accounts, 160
Russian organization accounts and 151 Russian personage accounts by the tool and
method, described in the previous section.

5.1 Comparing Baselines

Since there are no existing solutions for the problem of microblog account type
inference, we consider standard text classification techniques as our baselines:

– Naïve Bayes (NB) is a simple Naïve Bayes classifier with minor preprocessing (all
hyperlinks are removed and letters are changed to lowercase) [8].

– Classifier with stemmer (Stemmer) is NB with Porter’s stemmer applied [21].
– Classifier with emoticons (Emoticon) is the classifier from Lin [18] work, which

determines chat users’ age and gender based on emoticons in users’ posts. To
implement this method, we identified 500 different emoticons.

The baseline results are presented in Table 3. As we can see, stemming has
expectedly improved NB but outperformed Emoticon. This is possibly due to organi-
zations use less formal language in Twitter than we expected.

18 http://www.cs.waikato.ac.nz/ml/weka/.
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5.2 Comparing Approaches Trained POP-MAP Features

MAP without Feature Selection. We conducted experiments using the setup
described in Sect. 4 on the collected dataset. The results are presented in Table 4. The
best performance was shown by Random Forest, which is consistent with previous
study [12] and can be explained by its feature selection ability.

POP-MAP with Feature Selection. To improve classification performance, we
applied dimensionality reduction algorithms described in Sect. 4. First, we applied
PCA. As we can see from Table 5, PCA did not improve the classification
performance.
Then we picked the best feature selection algorithm for each classifier with respect to
the resulting performance. The evaluation results are presented in Table 6. As it can be
seen, feature selection improved performance of all the models. However, Random
Forest kept its position of the best classifier, which can be explained by its additional
built-in feature selection ability.

Table 3. Results of baselines for account classification for the Russian language.

Classifier Accuracy F-measure

NB 0.711 0.678
Stemmer 0.749 0.702
Emoticon 0.511 0.519

Table 4. Results for account classification for the Russian language without feature selection.

Classifier Accuracy F-measure

kNN 0.770 0.761
Naïve Bayes 0.645 0.688
SVM 0.490 0.219
Decision Tree 0.792 0.789
Random Forest 0.862 0.858
Best baseline (Stemmer) 0.749 0.702

Table 5. Results for account classification for the Russian language with PCA.

Classifier Accuracy F-measure

kNN 0.719 0.708
Naïve Bayes 0.495 0.547
SVM 0.820 0.815
Decision Tree 0.720 0.712
Random Forest 0.806 0.801
Best baseline (no FS) 0.862 0.858
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5.3 Results Summary

From the Table 6, it can be seen that the best performance was achieved by Random
Forest classifier on the CFC-TS-preprocessed data. The contingency matrix is pre-
sented in Table 7 shows us that the resulting classifier makes a small number of
misclassifications, while the most complex task for it is to distinguish between personal
accounts and personage accounts. This can be explained by the similar nature of these
two types of accounts, which conforms well with manual comparison of such accounts.

We used mutual information (MI) measure to estimate feature importance. The
most valuable features are average number of personal words per account (0.679),
average number of personal pronouns per tweet (0.633), average number of personal
words per tweet (0.472), average number of links per account (0.402), and a number of
subscriptions (0.378). Among other features with MI greater than 0.2, seven are POS
features, one is tweets with links per account, two are tweets length features.

As we can see, the most important features are related to personality and references.
We may expect the same situation and for the English language.

6 Experiments on English Text Corpora

6.1 Dataset

To perform evaluation on English corpora, we have collected the sample consisting of
281 English personal accounts, 130 English organization accounts and 130 English
personage accounts using the tool and method described in Sect. 3.

Table 6. Results for account classification for the Russian language with feature selection.

Classifier Accuracy F-measure FS algorithm Number of features

kNN 0.799 0.792 CFS-RS 29
Naïve Bayes 0.795 0.790 ReliefF 44
SVM 0.639 0.616 Cons-SS 10
Decision Tree 0.813 0.808 CFS-BiS 23
Random Forest 0.878 0.874 CFS-TS 23
Random Forest 0.862 0.858 – 136

Table 7. Contingency table of the best classifier for the Russian language.

Person Organization Personage

Person 55 1 6
Organization 1 32 1
Personage 3 0 23

Person, Organization, or Personage 119



6.2 Results

In this setup, we tested only Random Forest since it has shown the ultimate perfor-
mance for the Russian language. The best-achieved result was after applying Con-GS
algorithm selecting 44 features and resulting in 0.894 of accuracy and 0.879 of F-
measure. The contingency table is presented in Table 8. The resulting classifier also
makes only a small number of mistakes. As we can see, the classifier for English
corpora outperforms the best one for Russian corpora classifier.

The most valuable features with respect to the MI are: number of subscriptions
(0.709), average number of personal words per account (0.516), if the ac-count is
verified (0.479), average number of tweets with links per account (0.290), average
number of unique signs per account (0.274). Among other features with MI greater
than 0.2, four are symbol features, one is number of subscribers, one is average number
of hyperlinks per tweet, and one is average length of tweets.

We can see that personal words are also the strong feature besides Twitter-specific
features. However, POS-tagged features are not at the top as in Russia. Instead,
symbol-specific features are useful for English.

6.3 Results for Binary Classification

We also compared our results with results, reported in [23], where authors classified
microblog accounts only into personal and corporate types. To do so, we selected only
personal and organization accounts from the initial datasets and run the best-built
classifiers for English and Russian. The results of the comparison are presented in
Table 9. As it can be seen, the POP-MAP results on both the Russian and English
corpora are similarly high and significantly surpass the behavior-based approach.

Table 8. Contingency table of the best classifier for the English language.

Person Organization Personage

Person 52 0 4
Organization 1 23 3
Personage 1 1 24

Table 9. Results of baselines for account classification for the Russian language.

Algorithm Accuracy F-measure

User’s behavior [23] 0.846 –

POP-MAP for English 0.975 0.947
POP-MAP for Russian 0.969 0.966
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7 Conclusion

In this paper, we addressed the problem of Twitter account classification. We described
136 features, which we then used in different classification models. We run experi-
ments on corpora of Russian and English tweets and achieve similarly high classifi-
cation performance for both languages with the Random Forest model.

However, we discovered that there is a difference in text feature importance for two
languages, while Twitter-specific features have the same importance. The only
exception is a strong feature related to personal words that are useful in both English
and Russian.

The research is supported by the Government of the Russian Federation, Grant 08-08.

References

1. Aramaki, E., Maskawa, S., Morita, M.: Twitter catches the flu: detecting influenza epidemics
using twitter. In: Proceedings of the Conference on Empirical Methods in Natural Language
Processing, pp. 1568–1576. Association for Computational Linguistics (2011)

2. Barone, L.: Which type of twitter account should you create? (2010). http://smallbiztrends.
com/2010/02/types-of-twitter-accounts.html. Accessed 15 Apr 2016

3. Bartunov, S., Korshunov, A., Park, S.-T., Ryu, W., Lee, H.: Joint link-attribute user identity
resolution in online social networks. In: Proceedings of the 6th International Conference on
Knowledge Discovery and Data Mining, Workshop on Social Network Mining and
Analysis. ACM (2012)

4. Boshmaf, Y., Muslukhov, I., Beznosov, K., Ripeanu, M.: Design and analysis of a social
botnet. Comput. Netw. 57(2), 556–578 (2013)

5. Cao, Q., Sirivianos, M., Yang, X., Pregueiro, T.: Aiding the detection of fake accounts in
large scale social online services. In: Presented as Part of the 9th USENIX Symposium on
Networked Systems Design and Implementation, NSDI 2012, pp. 197–210 (2012)

6. Chu, Z., Gianvecchio, S., Wang, H., Jajodia, S.: Who is tweeting on Twitter: human, bot, or
cyborg? In: Proceedings of the 26th Annual Computer Security Applications Conference,
pp. 21–30. ACM (2010)

7. Culotta, A.: Towards detecting influenza epidemics by analyzing twitter messages. In:
Proceedings of the First Workshop on Social Media Analytics, pp. 115–122. ACM (2010)

8. Deitrick, W., Miller, Z., Valyou, B., Dickinson, B., Munson, T., Wei, H.: Gender
identification on twitter using the modified balanced winnow. Commun. Netw. 4(3), 1–7
(2012)

9. Farseev, A., Akbari, M., Samborskii, I., Chua, T.-S.: 360° user profiling: past, future, and
applications. ACM SIGWEB Newslett, (Summer), Article no. 4 (2016)

10. Farseev, A., Chua, T.-S.: TweetFit: fusing sensors and multiple social media for wellness
profile learning. In: Proceedings of the Thirty-First AAAI Conference on Artificial
Intelligence. AAAI (2017)

11. Farseev, A., Kotkov, D., Semenov, A., Veijalainen, J., Chua, T.-S.: Cross-social network
collaborative recommendation. In: Proceedings of the ACM Web Science Conference, p. 38.
ACM (2015)

12. Farseev, A., Nie, L., Akbari, M., Chua, T.-S.: Harvesting multiple sources for user profile
learning: a big data study. In: Proceedings of the 5th ACM on International Conference on
Multimedia Retrieval, pp. 235–242. ACM (2015)

Person, Organization, or Personage 121

http://smallbiztrends.com/2010/02/types-of-twitter-accounts.html
http://smallbiztrends.com/2010/02/types-of-twitter-accounts.html


13. Farseev, A., Samborskii, I., Chua, T.-S.: bBridge: a big data platform for social multimedia
analytics. In: Proceedings of the 2016 ACM Conference on Multimedia, pp. 759–761. ACM
(2016)

14. Filchenkov, A.A., Azarov, A.A., Abramov, M.V.: What is more predictable in social media:
election outcome or protest action? In: Proceedings of the 2014 Conference on Electronic
Governance and Open Society: Challenges in Eurasia, pp. 157–161. ACM (2014)

15. Hendler, J., Shadbolt, N., Hall, W., Berners-Lee, T., Weitzner, D.: Web science: an
interdisciplinary approach to understanding the web. Commun. ACM 51(7), 60–69 (2008)

16. Kafeza, E., Kanavos, A., Makris, C., Vikatos, P.: T-PICE: Twitter personality based
influential communities extraction system. In: 2014 IEEE International Congress on Big
Data, pp. 212–219. IEEE (2014)

17. Lee, K., Agrawal, A., Choudhary, A.: Real-time disease surveillance using twitter data:
demonstration on flu and cancer. In: Proceedings of the 19th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, pp. 1474–1477. ACM (2013)

18. Lin, J.: Automatic author profiling of online chat logs. Ph.D. thesis, Monterey, California.
Naval Postgraduate School (2007)

19. Lin, J., Sugiyama, K., Kan, M.-T., Chua, T.-S.: Addressing cold-start in app recommen-
dation: latent user models constructed from twitter followers. In: Proceedings of the 36th
International ACM SIGIR Conference on Research and Development in Information
Retrieval, pp. 283–292. ACM (2013)

20. Oentaryo, R.J., Low, J.-W., Lim, E.-P.: Chalk and Cheese in twitter: discriminating personal
and organization accounts. In: Hanbury, A., Kazai, G., Rauber, A., Fuhr, N. (eds.) ECIR
2015. LNCS, vol. 9022, pp. 465–476. Springer, Cham (2015). https://doi.org/10.1007/978-
3-319-16354-3_51

21. Porter, M.F.: An algorithm for suffix stripping. Program 14(3), 130–137 (1980)
22. Schwartz, H.A., et al.: Personality, gender, and age in the language of social media: the

open-vocabulary approach. PLoS One 8(9), e73791 (2013)
23. Tavares, G., Faisal, A.: Scaling-laws of human broadcast communication enable distinction

between human, corporate and robot twitter users. PLoS One 8(7), e65774 (2013)
24. Tsakalidis, A., Papadopoulos, S., Cristea, A.I., Kompatsiaris, Y.: Predicting elections for

multiple countries using twitter and polls. IEEE Intell. Syst. 30(2), 10–17 (2015)
25. Varlamov, M.I., Turdakov, D.Y.: A survey of methods for the extraction of information from

web resources. Program. Comput. Softw. 42(5), 279–291 (2016)
26. Wang, A.H.: Detecting spam bots in online social networking sites: a machine learning

approach. In: Foresti, S., Jajodia, S. (eds.) DBSec 2010. LNCS, vol. 6166, pp. 335–342.
Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-642-13739-6_25

27. Wang, G., Song, Q., Sun, H., Zhang, X., Xu, B., Zhou, Y.: A feature subset selection
algorithm automatic recommendation method. J. Artif. Intell. Res. 47, 1–34 (2013)

28. Zhao, W.X., et al.: Comparing twitter and traditional media using topic models. In: Clough,
P., et al. (eds.) ECIR 2011. LNCS, vol. 6611, pp. 338–349. Springer, Heidelberg (2011).
https://doi.org/10.1007/978-3-642-20161-5_34

122 I. Samborskii et al.

http://dx.doi.org/10.1007/978-3-319-16354-3_51
http://dx.doi.org/10.1007/978-3-319-16354-3_51
http://dx.doi.org/10.1007/978-3-642-13739-6_25
http://dx.doi.org/10.1007/978-3-642-20161-5_34


Mining and Indexing of Legal Natural
Language Texts with Domain and Task

Ontology

Galina Kurcheeva1, Marina Rakhvalova2, Daria Rakhvalova1,
and Maxim Bakaev1(&)

1 Novosibirsk State Technical University, Novosibirsk, Russia
bakaev@corp.nstu.ru

2 Siberian Transport University, Novosibirsk, Russia

Abstract. Today’s legislation lags behind the needs and practices of the
Internet, electronic governance and digital economy in general. It is widely
believed that enhancement of the legal system with IT to facilitate law-making
and law enforcement can contribute to improvement of business and social
environment, as well as people’s quality of life. Our paper is a study of foun-
dations and means for building Legal Knowledge-Based Systems and transition
to the so-called computational law. Particularly, we outline the application of
legal and regulatory documents indexing technologies for legal language pro-
cessing (LLP) and construct domain ontology for real estate legislation. The
implementation of the approach may decrease the number of errors, over-
complexities and ambiguities in legal texts, allow automated search for relevant
documents, and categorize complicated legal relations. These should save the
practitioners from spending too much time on routine tasks, simplify decision-
making in law enforcement and reduce the subjectivity, and ultimately con-
tribute to creating uniform and consistent legislation.

Keywords: Computational law � Indexing � Document similarity �
Full-text search � Law enforcement � Text analysis

1 Introduction

According to the Strategy of scientific and technological development of the Russian
Federation, among the highest priorities are “transition towards leading digital and
intelligent production technologies, robotic systems, new materials and construction
methods, creation of systems for big data processing, machine learning and artificial
intelligence”, “capability for the Russian society to respond to major challenges
involving interaction of human and nature, human and technologies, social institutions
on the current stage of the global development, particularly through application of
methods from the humanities” [1, paragraph 20].

The project activities department of the Russian Government has prepared pro-
posals on digitalization of law-making and law enforcement to enhance the somehow
outdated legislation, which should aid in improving the business and social environ-
ments, as well as the quality of life indexes. The issues of automated law-making based
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on artificial intelligence (AI) are being actively discussed, since this development
direction was stated by the “Digital Economy” program asserted in July 2017 by the
government. They also devise the actions plan for legal regulation in the digitalized
economy, among which the development of machine-readable language for law-
making and application of AI for analysis of legal acts.

The today’s legal reality, shaped by the society’s development needs, requires
holistic legal regulation of social relations and, thus, consistent and unified law-making.
Besides, it is necessary to follow all the principles and rules of the legal technique,
binding for all the law-makers: the stability of legislation, advisability, timelessness,
system analysis, completeness and concreteness of regulation, unambiguity of legal
acts interpretation by all the legal relations subjects [2, p. 7], including the judicial
authorities. At the same time, as noted by some researches, the persisting important
problem in legal regulation is certain skewness in the legislation and lack of systematic
vision for its development [3]. Ignorance and non-compliance with the legal technique
inevitably cause errors in law-making that subsequently lead to imbalance in legisla-
tion. The harmoniousness of legislation must be ensured by rigorous application of the
technique in every document’s adoption, but at the same time imperfections of law-
making are widely noted by both law theorists [4] and practicians from various
branches of the law [5]. We, after many other researchers, lawyers and even politicians,
argue that legal expert systems could significantly advance digitalization of the law-
making and law enforcement.

The international legal practice has known software expert systems for solving
individual tasks since the 1970s – more than 25 research projects in AI application in
law has been carried out in USA, Germany and Great Britain. JUDITH (1975)
developed by Heidelberg and Darmstadt Universities was one of the first legal expert
systems that allowed the lawyers to obtain expert opinions on civil cases. The
knowledgebase of the system contained prerequisites and executive files that indicate
the relationships between the prerequisites; JUDITH could be also used for studying
the legal reasoning [6]. Another example is Shyster system for consulting in case-based
law [6]. There is currently ongoing development in creation [7] and integration [8] of
legal ontologies and the so-called Legal Knowledge Based Systems that use them: e.g.
for classification of cases based on natural language processing [9], or for structuring
the selection of legal documents [10]. The “legal tech” industry in the USA and Europe
is currently booming, and the “robotized” legal services are often cheaper and more
efficient than the ones provided by humans. The exponential growth in popularity of
new services is already reshaping the industry, and it’s forecasted by Deloitte that in
Great Britain alone computer algorithms will replace 114 thousands lawyers (39% of
their total number) in the next 20 years.

However, since the semantic analysis technologies are language-dependent and
legislations in different countries are very much diverse [11], the results and products
from one country generally cannot be directly employed in another one, while the
approaches and frameworks [12] can only be partially useful. In Russia, the most
widely used legal systems are Consultant Plus and Garant, which are essentially legal
assistance systems capable of finding relevant texts by keywords, thus allowing
selection of legal materials. Also, reasonably popular are expert legal systems
employed in forensic science and investigations, but their functionality is
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understandably limited. Most expert systems used in Russia are of management or
technological domains, so the current practice suggests that the country is quite far
from introduction of computational law [13].

Effectiveness of legal acts is the result of their enforcement, testifying the ability of
legal norms to resolve the corresponding social and legal issues, considering the
resources spent on the enforcement. The evaluation of the effectiveness is carried out
during legal monitoring and it needs to also produce recommendations on how to
implement the norms and make legal decisions in a more efficient way. One recognized
way to increase this organizational quality is implementation and utilization of legal
ontology-based intelligent systems. Developing such a system generally involves
application of special juridical methods, construction of ontology for automated nat-
ural- (or, rather legal-) language text processing and mining, choosing and applying
vectorization models, semantic analysis of the texts with classical and heuristic algo-
rithms, as well as general AI and machine learning methods, such as artificial neural
networks, regression analysis, etc.

In our current work we focus on development of legal ontologies, specific for the
legal texts mining and indexing tasks. The remaining of our paper has the following
structure. In Sect. 2 we describe methods and tools in knowledge engineering that are
relevant for the problem, and briefly justify the use of OWL as the knowledge repre-
sentation format. In Sect. 3, we perform analysis in housing legislation with respect to
relations between lexical and judicial terms and then provide description of demo OWL
ontology module implementation in the popular Protégé editor. In Conclusions we
summarize our contribution and outline directions for further work.

2 Methods and Tools

A formalized approach should be able to identify and overcome flaws in law-making
and law enforcement, since legislation is the basis for law enforcement, which is in turn
operationalization of the effective legal acts. One possible way to increase the effec-
tiveness of legal regulation is monitoring of law enforcement [14] that is generally
positively assessed by researchers [15, 16]. This legal monitoring is the systematic
activities by the responsible governmental bodies, research community, society insti-
tutions and organizations in evaluation, analysis, generalization and forecasting of the
legislation status and enforcement practice. The monitoring of the law enforcement,
particularly of legal proceedings, allows identification of effectiveness of various legal
acts and selected legal norms, forecasting of the future state of social relations (both the
ones regulated by the laws and the ones outside the legal system), making proposals on
systematic improvement of laws and regulation, i.e. correcting the legal norms and the
law enforcement practice [17].

We presume that the main directions for solving the above problems should be the
analysis of pending and effective legal acts in the following aspects:

Identification of Legal Acts Regulating the Respective Social Relations for
Introducing Coordinated Modifications. High intensiveness of law-making on
various levels often causes the modifications to be fragmented and inconsistent, as the
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novelties lack unified logics. Some of the errors inflicted by the law-makers and the
impossibility to incorporate the new law into the legislation are only found during law
enforcement. There is currently lack of pre-emptive measures, but it is highly desired to
identify all the related legal acts already during the new law’s development stage, to
make coordinated changes in all of them.

Identification of Gaps in the Legislation. The gaps in legislation are unavoidable, but
a high number of them inevitably imply low level of legal regulation of social relations.
Among the causes for the gaps are both objective factors, as legislation always lags
behind the real life that brings on new forms of social relations, and subjective ones,
related to the law quality of law-making. Law-related literature has quite a lot of
research on individual gaps and the ways for overcoming them [18, 19], but there’s
lack of integral solutions that could allow avoiding the gaps during the legal act’s
development stage.

Identification of Collisions in the Legislation Legal science knows the concept of the
legal collision and their types [20], but just as for the gaps, no pre-emptive technologies
exist that could effectively detect the collisions. The developers of laws identify them
“manually”, generally relying on legal reference systems.

Unification of the Conceptual Apparatus Employed in the Legal Acts [21].
Ambiguity in lexical terms is always a serious challenge in such a complex domain as
legal system. The growing specialization of knowledge increases the amount of sci-
entific and technological terms, special expressions, etc. To attain the uniformness of
legal terms, it is necessary to consistently use the same terms throughout the normative
texts [22]. Meanwhile, the attempts to unify the legal terms, such as the one undertaken
by the Russian Legal Academy of the Ministry of Justice in regard to the laws
developed by the Federal executive power bodies [23, p. 56] have not so far gained
wide application and did not resolve the problem.

Anti-corruption Inspection of the Legal Acts Drafts. According to the current
legislation, the anti-corruption inspection is carried out on Federal, Regional and
Municipal levels. The legal foundation for the inspection is laws and by-law documents
[24, 25], while law-related literature contains quite a lot of works dedicated to the legal
aspects of such inspection [26, 27]. However, its AI-based automation has drawn the
researchers’ attention just during the few last years, and there’s clear lack of effective
solutions in this field.

2.1 Technologies for Knowledge Representation and Reasoning

Semantic analysis, which is the prime technology for extracting meaning from texts,
generally involves indexing – describing the text with a set of special terms extracted
from the text or taken from a constrained (controlled) dictionary. Information retrieval
systems perform indexing, formulation of query (user’s information needs specified in
a language understood by the system) and its comparison with the available (indexed)
information. The most widely used technologies for creating indexes are [28]:
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1. Bag of words: a set of unrelated terms (sometimes also called tags) that describe a
certain object or information resource. Bag of words indexing/classification is
currently widely applied to multidimensional objects such as audio, video or ima-
ges, in data stores and recommender systems.

2. Taxonomy: when terms describing a domain form a hierarchy of categories, a
taxonomy is a structure that generally has high clarity and is easy to comprehend
due to the fact that only one semantic relation is used in such representation, that is,
“parent – child”. However, such choice of the relation imposes certain limitations.

3. Thesaurus: a collection of terms and word combinations grouped into units named
concepts. They are organized either hierarchically or with semantic (associative)
relations. The chosen relations form a pre-defined and fixed set which generally
includes such relations as “parent – child”, “part – whole”, “cause – effect”, or
linguistic relationships.

4. Ontology: when a domain (field of knowledge) is formally described with concepts
(classes), their attributes, relations between them, application axioms, and con-
straints, this description forms ontology. Thus, ontologies are more flexible than
thesauri since ontology includes any kind of semantic relations, and at the same
time permits a more detailed domain specification due to attributes, constraints,
axioms, etc.

Since the 1990s, ontologies have been applied in Information Science for knowl-
edge representation, management and integration; they are the key element in the
Semantic Web concept. Currently, the following types of ontologies are identified
based on their purpose: upper ontologies, domain-specific, and task-specific ontologies.
The former aim to describe universal knowledge or codify the use of language (e.g.,
ontology specification language); perhaps, one of the most prominent examples is
CYC, a common sense knowledge ontology. The scope of domain-specific ontologies
is a certain domain of knowledge (e.g. LKIF for legislation [29]), while task-specific
ontologies are even more concrete and generally built for a particular application.
Another important advantage of ontologies that gained wide use since the 2000s, when
several ontology libraries were created, is relative ease of integration. That is, domain
ontology can be developed based on the concepts available in already existing upper
ontology, even though finding a relevant ontology for integration or reuse [8] may
involve additional research work.

So, the generally recognized benefits from using ontologies include:

• joint usage of common information structure by people and software agents;
• ability to re-use domain knowledge specified in ontologies;
• specification of explicit assumptions in the domain;
• possibility to formally analyze the domain knowledge.

All the above aspects are relevant for legal analysis, studies of juridical processes,
legal acts development and decision-making. In the current work we will focus on
ontology integration and analysis of the legal terms application, including improper
usage, duplication, etc.
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2.2 LKIF Core Ontology

In the quest for specifying the conceptualization in the legal domain, existing
ontologies do provide some basis for reuse on the upper levels. However, the details
differ on domain level, due to inconsistencies in national legislations and legislation
systems, such as Anglosaxon vs. Continental laws. Task-specific ontologies, such as
the ones for legal texts mining and indexing, generally have to be created anew for
different languages and nations.

Let us illustrate this on the basis of Legal Knowledge Interchange Format (LKIF)
ontology [29], which was created for the “translation of existing legal knowledge bases
to other representation formats” and “has a firm grounding in commonsense”. The
authors seek to introduce architecture for developing legal knowledge systems and
facilitate the exchange of knowledge between the existing systems. The overall
structure of LKIF Core is presented in Fig. 1.

Some modules need virtually no changes per various nations and legislation sys-
tems (example in Fig. 2). Some parts of the ontology under integration have to be
closely examined for necessary changes and adaptations to national legislations (ex-
ample in Fig. 3). The important technical issue in the ontology integration is the
knowledge representation format. During the last decade, OWL (Web Ontology Lan-
guage) prescribed by the W3C [30] is becoming the de-facto standard, even though
certain modifications to it do exist.

2.3 OWL Ontologies and Protégé Editor

The general requirements towards ontology languages include [31]:

1. a well-defined syntax,
2. a well-defined semantics,
3. efficient reasoning support,
4. sufficient expressive power,
5. convenience of expression.

To address these requirements, some of which can be actually incompatible, the
W3C’s Web Ontology Working Group has devised Web Ontology Language (OWL),
whose major family members currently include OWL Full, OWL DL, and OWL Lite.

Fig. 1. Structure of LKIF (Core modules) [29].
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OWL has the highest level of expressivity compared to many other knowledge rep-
resentation formats and the relations between classes in OWL ontology can be formally
modeled based on description logics. Basically, it adds semantics to data schema and
allows specification of many details about classes (concepts) and their properties.
Another important advantage of OWL with respect to ontology integration is that it can
be serialized in many languages and notations (RDF/XML, Turtle, etc.) and even stored
in more traditional relational databases [32].

Fig. 2. Actions, agents and organizations in LKIF [29].

Fig. 3. Qualifications and norms in LKIF [29].
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A popular tool for creating and managing OWL ontologies is free and open-source
Protégé-OWL editor developed by Stanford University’s Center for Biomedical
Informatics Research (https://protege.stanford.edu/). It provides GUI interface, frame-
work for adding extra components (e.g. for graphical representation of the ontology),
supports names in different languages and encodings, allows OWL ontology export to
several formats and has modular ontology support.

In the next section we first perform analysis of a legal branch domain with respect
to relations between lexical and judicial terms and then describe the formal concep-
tualization as demo OWL ontology in Protégé editor.

3 Implementation

Development of a domain ontology involves the following principal steps:

1. Defining the purpose and scope of the ontology. Legal ontologies are the basis for
legal intelligent systems that perform the tasks we previously outlined. In our
current paper, we are developing an example ontology for a domain of limited
scope – the housing legislation.

2. Considering existing ontologies. As we mentioned before, existing upper level
legal ontologies can and should be used in the undertaking. However, particulars of
national legislations generally make it impossible to re-use ontologies that con-
ceptualize legislations of other countries and in different languages.

3. Listing the relevant terms (concepts) and structuring them. The list of the
relevant terms and the relations between them in our work are provided by domain
experts (practicing lawyers) who extracted them from existing legal documents. The
structuring is mainly performed with a top-down approach.

4. Specification of properties, allowed values (facets) and individuals. Again, in
our work these are specified based on the information extracted from domain
experts and the acting legal documents. Based on the ontology goals, we are also
introducing some semantic relations between the concepts.

3.1 The Housing Legislation

As an implementation example, in our current work we focus on housing legislation
with respect to the following most urgent issues:

1. Identification of legal acts that contain the conceptual apparatus under analysis and
can be subject to the modifications.

2. Identification of various types of collisions in the legislation.
3. Unification of the conceptual apparatus used in the legal acts.

The research has been done with the basic concepts in the housing legislation for
the purpose of revealing the uniformity of their application in the normative legal acts
of the constitutional, civil, housing, criminal and other branches of legislation, as well
as the possibility of identifying the distinguishing features of the concepts under study.
Together with the domain experts, we build ontology “module” with the terms that
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relate to the identified and classified problems that the authors found in the legislation,
such as “premises” (пoмeщeниe), “house” (жилищe), “living premises” (жилoe
пoмeщeниe) and “housing” (жильё). “Living premises” is the foundational concept in
the housing legislation and is a kind of “premises”. At the same time, Russian legis-
lation in various domains also use the terms “house” and “housing” that do not always
carry meaning. They are often used hierarchically and have ambiguous meaning, which
contradicts to the legal technique requirements (resulting in collision) and decreasing
both efficiency and effectiveness of law-making and law enforcement. The “living
premises” term is used in a very large number of legal acts – in 700 just federal laws.
However, some of them in quite a chaotic manner also contain the terms “house” and
“housing”, which unlike “living premises” are never explained in legislation or doc-
trine. Sometimes they are used as synonyms, but sometimes they contradict each other
and the “living premises” term and alter the meaning of a legal regulation. According to
the rules of logics, “living premises” must be a subset of “premises”, but even this is
not always respected. To make the issue even worse, the existing legal search systems
(Consultant Plus and Garant) do not distinguish the terms and the search on “house”
returns all the legal acts containing the terms with the same root.

Such an approach appears not just methodologically incorrect and complicating the
application of legal acts, but also plain dangerous. According to the rules of logics,
each concept has its own meaning that is expressed through certain terms – i.e. word or
expression that is unambiguous for the term in all scientific fields. The reasoning
behind the existing search engines is understandable – the search is performed based on
associations (Fig. 1), and the above terms both have the same root and the same
association with the place to live. With respect to legal search (that in this case offers
virtually no means for refining the query), these additional results just cause the need
for extra information processing – a mere inconvenience, – but in legal acts devel-
opment it may lead (and actually does lead, as the analysis of legislation and the law
enforcement suggests) to major errors. Consequently, the accurate implementation of
rules prescribed by legal technique is essential in such situation.

Currently, the concept best detailed in Russian legislation and doctrine is “living
premises”, derived from the doctrinal concept “premises”. The following are the
attributes of the “premises”:

1. Being a real estate object;
2. Seclusion – i.e. boundedness by a 3D perimeter, existence of a separate entrance.

Being a premise, the “living premises” inherit these attributes and also has its own
qualifying attribute – fitness for permanent living. Besides, the additional qualifying
attribute is the division between the living area and the supplement area (of support
facilities). In the absence of the attributes allowing qualifying a premise as a living
premise, it is considered non-living.

The analysis of Russian legislation allows concluding that by using the term
“house”, the law-maker implies both a living premise, a non-living premise, and
objects that do not possess attributes of a premise at all. The same trend can be seen in
international legal acts, including the practice of the European Court of Human Rights
[33]. Examples of objects identified as “house” are an advocate’s office or a trailer [34].
The problem would not be particularly adverse if each concept was qualified using the
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attributes stated above. So, if the law-maker intended to specify the object for the needs
of criminal law – as the one intrusion to which is punishable – then it was unacceptable
to borrow the inter-branch terms with accepted doctrinal and legal attributes without
considering their relations. With the accepted classification, “house” should have been
defined as “living premises, as well as other kind of building or premise used for
temporary living, and a house where a citizen lives”. Such a wording would allow
avoiding the artificial mix-up of the conceptual apparatus elements.

Another term with the same root is “housing”, which is currently understood per the
following five meanings:

1. A concrete living premise;
2. A set of living premises (housing stock);
3. Objects from a group of premises;
4. Objects lacking the attributes of premises (sometimes very exotic ones, such as a

boat cabin or a train conductor compartment, etc.);
5. Residential area.

If we are to analyze the relationships between them, we may note that the first four
meanings duplicate the other existing legal concepts. So, it’s unfeasible to use the pairs:

• “housing” – “living premises”: since the attributes of the latter are well defined,
these are synonyms;

• “housing” – “housing stock”: since the concept and the types of the housing stocks
are defined in art. 19 of the Housing Code of the Russian Federation [35], these are
synonyms also;

• “housing” – “non-living premises”: an associative relation is absent, common
attributes are absent, the premise is not suited for living, but a citizen may reside
there due to temporary reasons, e.g. staying in a hotel premise;

• “housing” – “objects lacking any attributes of a premise”: also lacking associative
relation, no common attributes.

Consequently, with respect to formal legal language and the conceptual identity
rule, the only acceptable meaning is the fifth one: “housing” is the residential area.

3.2 The Housing Legislation Ontology Module

To operationalize the results of the above analysis of the housing legislation, we
implemented the Housing Legislation legal ontology module in Protégé-OWL editor
(version 5.2). The classes represented in Fig. 4 are the concepts (terms) covered by the
analysis, initially with hierarchical relations only between “premises” – “living pre-
mises” and “premises” – “non-living premises”. The Disjoint with relationship (that
exists by default in Protégé-OWL) was specified between the “living premises” and
“non-living premises” classes. The corresponding individuals (instances of the classes)
mentioned in the analysis are presented in Fig. 5.

In Fig. 6 we show selected properties created in the ontology, corresponding to
housing objects. Of particular interest are the lexical synonymy and the legal equiva-
lence properties: the former reflects the actual use of two terms in legal documents,
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while the latter denote the proper state of affairs, corresponding to good legal technique
as explained in the analysis.

Fig. 4. Classes in the Housing Legislation ontology module.

Fig. 5. Individuals in the Housing Legislation ontology module.

Fig. 6. Properties in the Housing Legislation ontology module
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So, all the five pairs of terms (“Housing” – “Living premises”; “housing” –

“Housing stock”; “Housing” – “Non-living premises”; “Housing” – “Non-premise
object”; “Housing” – “Residential area”) have lexical synonymy, but only the pair
“Housing” – “Residential area” has legal equivalence.

The overall structure of the Housing Legislation ontology module with the hier-
archical relationships is shown in Fig. 7 (auto-composed with OntoGraf tool).

4 Conclusions

In our paper we illustrated one of the many contradictory aspects in the complex legal
conceptual apparatus and the problems arising due to low quality of the regulatory
material, caused in particular by modifying it without consideration of relations
between the concepts, their scope and content. Lexical and terminological ambiguity is
definitely a serious disadvantage of such a sophisticated system as legislation. For
unification of juridical terms, each of them must be used consistently, denoting a
certain concept in legal text. However, today when a new legal act draft is being
prepared, the large amounts of related data are generally processed “manually”, using
just intelligence and time available for the developers. Accordingly, there are risks
caused by their inability to process large datasets, inattention, fatigue, immense time
costs, etc. Automation of selected processes in these activities could free significant
amounts of human intelligence resources for their more efficient utilization and ulti-
mately enhance the effectiveness of law-making and law enforcement in Russia.

In the current work we devised an OWL ontology module for such a popular law
branch as housing legislation, which can be used for integration with a higher-level
legal ontology, such as e.g. LKIF Core, which we considered as an example. The

Fig. 7. The structure of classes and individuals in the Housing Legislation ontology module.
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ontology implements the results of the analysis of the housing legislation with respect
to lexical and legal-bounding terms, which was carried out by expert lawyers. Further
implementation of the approach may decrease the number of errors, over-complexities
and ambiguities in legal texts, allow automated search for relevant documents, and
categorize complicated legal relations. These should save the practitioners from
spending too much time on routine tasks, simplify decision-making in law enforcement
and reduce the subjectivity, and ultimately contribute to creating uniform and consis-
tent legislation.

As A. Ivanov noted, “The law has certain inherent properties that won’t let fully
entrust its making and enforcement to AI, i.e. the machines. The necessary discrepancy
of legal norms with the formal logics rules – is one of the obvious reasons preventing
its digitalization. Too many clauses and exceptions will have to be made when
transforming the polysemantic terms into computers’ language. Thus, the law itself
would have to be transformed first, so that its terms have the same meaning in all the
regulations. A titanic task!” [36]. Obviously, human mind won’t be fully replaced by
artificial intelligence, but the task could and should be resolved to a reasonable extent,
by joining the efforts of researchers from various fields.

In our current paper we only provide illustrative example justifying the general
need and approaches for the legal ontologies development. Our further research will
involve implementation of larger scope legal ontologies, covering a whole group of
social relations, and subsequently institutions and sub-fields of the law.
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Abstract. Extracting knowledge from an increasing information flow is one of
the main challenges of modern information society. The paper considers the
possibilities and means for intellectualization of this process concerning such an
important information source as the academic texts. In this case the user is faced
with the task of finding fragments relevant to the subject of interest, within the
vast textual documents often written in a foreign language. We experimentally
investigated the comparative effectiveness of TS algorithms for extended
coherent academic texts. The procedure of instrumental effectiveness evaluation
was substantiated. The influence of the most significant characteristics of the
text, including original language, structural organization (levels of heading),
subjects of research (technique, information technologies and medicine) was
considered. We have shown that for the intellectualization of knowledge
acquisition from academic texts it is necessary to present to the reader the results
of the TS fulfilled by different algorithms, in a complex. A system of complex
visualization of TS results is proposed, and an appropriate software solution is
developed. The visualization system for extended coherent texts explicitly
demonstrates the semantic structure of the text, which allows the user to detect
and analyze not the whole text, but only fragments corresponding to his current
information needs and thus getting a complete idea of the subject of interest.

Keywords: Topic segmentation � Knowledge acquisition � Text structure �
Information retrieval

1 Introduction

One of the main challenges that the modern information society is giving to each of its
members is the need to process an ever-increasing information flow, presented pri-
marily in the form of a variety of texts. Many information retrieval systems make this
task easier for the user, allowing to get a response to a specific search query. Note that
the above-mentioned term “to process” here is problem-oriented, and its meaning can
vary greatly - from a superficial acquaintance with the theme of the text to mastering
the subtle nuances of meaning that the author wanted to express.
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The vast majority of modern information retrieval systems are aimed to find
specific answers to short text inquiries or to identify specific facts in the text, but not to
identify the semantic content of the text.

For example, in modern professional activities, the most relevant educational
information is not contained in traditional textbooks, but in original scientific texts,
primarily articles and monographs. Their content, as a rule, is an interlacing of a
number of topics, i.e. the user is faced with the task of finding fragments relevant to the
subject of interest, within the vast textual documents often written in a foreign lan-
guage. Linguistic researches show that the semantic structure of such documents far
from always can be represented by traditional search attributes, like the table of con-
tents, meta tags or a set of keywords. As a result, in response to its search query in
traditional information retrieval systems, the user receives either the entire document in
which he is forced to manually perform a linear search, or the pages snatched out of
context but having the maximum frequency of keywords. On them, the user can not
form an overall view of the specific problem discussed in the document. In addition, he
still has a doubt that some important aspects of the problem studied are not reflected in
the pages shown.

To help the user work effectively within coherent text, it is necessary to solve the
problem of automated division of the document into sub-themes taking into account
internal features of the text and the user’s goals. For the intellectualization of this
process, topic segmentation (TS) [13] can be used, which allows the user to analyze not
the whole document found, but only fragments containing relevant information.

The role of the TS in the study of textual material follows from a theoretical
analysis of the structure and models of text comprehension [21]. According to [21], the
author in writing the text forms its structure in the form of a hierarchy of macro and
micro propositions, each of which corresponds to a separate segment (topic) of the text.
The reader tries to reproduce the structure of topics that the author has provided, and to
single out topics combination, correlated with his individual goals and situational
models. In this case, the reader forms understanding (interpretation) of the text.

Obviously, effective TS should offer the reader the original structure of topics as a
reference structure so that he can build his own interpretation with a minimum of
resources - to choose what is needed for reading or to remove what is definitely not
needed. This is especially important for texts in a foreign language for the author,
where the improper allocation of the boundaries of the fragment being translated leads
to a large expenditure of time and intellectual resources.

Since the division of text into topics is a semantic process, a theoretical topic
definition that can be applied instrumentally does not exist [19, 22]. In this paper, we
will, in accordance with [21], treat the topic as a semantically complete fragment of
coherent text. Note that in the work on topic modeling, the term “topics” is used to refer
to one of several themes that are present in the document as a whole. To avoid
confusion in our work, in such cases the term “theme” is used.

To date, various algorithms of intellectualization of knowledge acquisition from
texts have been proposed. In principle, all of them in one way or another provide
approaches to solving the TS problem of extended coherent texts. At the same time, as
our previous studies [3, 6] showed, on extended coherent texts each algorithm “behaves
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in its own way”, highlighting meaningfully different fragments, which makes it difficult
to interpret the results of TS.

Thus, in order to proceed to the real practice of the intellectualization of knowledge
acquisition in extended coherent texts, it is necessary to carry out a comparative
analysis of these algorithms based on the above-mentioned type of texts. To the best of
our knowledge, such problem in the field of information retrieval from texts has not
been considered before.

The work is organized as follows. Section 2 discusses the theoretical basis and
algorithmic approaches to the TS. Section 3 describes the procedure for creating the
experimental data set, as well as the algorithms of the TS selected for comparison.
Section 4 presents the results of a comparative analysis of algorithms. Section 5
describes the method of visual composition of algorithms proposed by the authors as a
means of intellectualizing of knowledge acquisition.

2 Background and Related Works

The object of the research in this work are texts related to the genre of academic texts,
such as monographs, textbooks, scientific articles, the subjects of which are aspects of
technologies of different subject areas. The solution of the TS problem with respect to
these texts has its own specifics - a small sample size, a relatively long extension, a
variety of original languages, a thematic unity with smooth transitions from one subject
to another, a complex topic structure.

To model the structure of the text, a number of theories have been proposed,
differing up to the conceptual apparatus [14, 21]. For example, in [14] the following
methods of text structure formation are distinguished: (a) the hierarchy of topics, (b) the
sequence of topics, (c) semantic returns, when the related subtopics in the text are not
sequentially located, but are mentioned together with other subtopics.

The structural organization of the text is characterized by the concept of cohesion
[10]. As shown in [7, 15, 17], academic texts mainly use four types of cohesion [10]:

– absolute cohesion – exact repetition of terms in adjacent sentences of text;
– synonymous cohesion – the use of terms that are similar in meaning in one context;
– substitute cohesion – the use of a pronoun or a term with a demonstrative pronoun

to replace the meaning of the preceding sentence;
– parallel cohesion – a series of sentences that reveal the thesis of the text; the

syntactic features of parallel cohesion are the parallelism of the structure.

This is the analysis of the characteristics of the text cohesion that is the basis for
constructing the algorithms of the TS. To date, a wide range of approaches is proposed
(see, for example, review [16]).

In our previous studies [3, 6] the problem-oriented investigation of TS algorithms
for the academic texts was carried out. The most successful were three approaches to
the TS, each of which corresponds to its own concept of the topic:

– TextTiling algorithm [11]. The text is considered as a linear sequence of word
vectors for each topic, and the distance between these vectors is measured. The
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transition between the topics is considered only as a change in the vocabulary, that
is, the “bag of words” model is realized in its pure form.

– LSA algorithm [9]. The text is considered as word-document matrix. The singular
decomposition of the matrix allows to allocate in the text the most characteristic
periodicity connected with the change of topic.

– LDA algorithm in combination with TextTiling algorithm (TopicTiling, [18]) is
based on the generative text models. In the text, groups of fragment corresponding
to a given number of themes are identified. It is assumed that each fragment con-
tains the author’s completed thought, that is, is a separate topic.

In this connection, in the present paper, these algorithms have been chosen as basic
for a comparative evaluation. To improve the effectiveness of thematic modeling, we
used LDA with regularizers, i.e. in the form of the ARTM algorithm [22].

The semantic connotation of the topic concept makes it difficult to organize a
procedure for evaluating the effectiveness of the TS. Apparently, in the quest for
objectification of measurements, practically in all works [16] the effectiveness of the TS
is estimated using artificially created text concatenated from short, semantically
unrelated fragments. But for extended texts, including for academic texts, this approach
is not enough.

There is almost no application of TS to various text genres. The effectiveness of the
vast majority of TS algorithms is evaluated on artificially created long texts compiled
by concatenating individual sentences or short fragments from the texts of the news
genre [18]). At the same time, the results of applying these algorithms to real scientific
texts are scanty and often contradict each other (compare, for example, [11] and [3, 6]).

The most numerous group of TS algorithms considers the text as a linear sequence
of nonoverlapping segments. Hierarchical TS tries to reveal the structure of interrela-
tions between topics in the text. For example, the algorithm divSeg [20], calculating the
measure of similarity between potential fragments of the text, iteratively segments the
text in the form of a binary tree, however such a model of the text does not always
correspond to reality [21]. Variants of a two-stage procedure are also proposed: sep-
aration of text into topics, as discussed above, and revealing their interdependence. For
example, in [12], after separating text into topics for each topic on the basis of parsing,
a term is defined that reflects the theme of the topic, and then these terms are organized
into a hierarchy. In [23], for the second stage, agglomeration clustering is used. But the
application of methods of hierarchical TS for real extended coherent texts has not been
studied.

In this paper, we investigate the comparative effectiveness of TSs of extended texts
of the genre of academic texts. The procedure of instrumental effectiveness evaluation
is substantiated. The influence of the most significant characteristics of the text,
including original language, structural organization (levels of heading), subjects of
research (technique, information technologies and medicine) is considered. The
necessity of visual composition of TS variants in order to facilitate the extraction of
knowledge from extended coherent texts is justified, an appropriate software solution is
proposed.
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3 Method and Materials

3.1 Experimental Dataset Formation

When building the experimental dataset, we relied on the principles of sampling,
presented in [2, 5]. Namely, among the texts relating to the genre of academic texts, we
conducted stratification according to characteristics of importance for our research and
selected the texts in such a way that each stratum in the dataset was represented by
several samples, while in each text all the above-mentioned types of cohesion are
presented. We do not set ourselves the task of a full-scale statistical study, therefore
from the point of view of representativeness, such an approach seems quite legitimate
[2]. For comparison with the existing methods, the data set also includes an artificially
created text composed of concatenation of medical conclusions.

15 texts were selected with a total volume of 146,000 words, including 10 texts of
technical subjects, 3 texts of medical subjects, 2 texts of information technology
subjects. 2 texts were in French, 6 - in English, 7 - in Russian. The bibliographic and
linguistic characteristics of some of the selected texts are presented in Tables 1 and 2
respectively. For 3 texts (2 – in French, on technical subject, 1 – in English, on medical
subject), their professional translations into Russian are included in the data set.

As shown in the literature [3, 6, 8], although the boundaries of paragraphs are often
subjective, the positions of the topic change in the text are in overwhelming majority of
cases correlated with the boundaries of paragraphs. In the present paper, a paragraph is
chosen as the terminal unit for the division of text, and not a separate sentence (like in
[22]).

Table 1. The bibliographic characteristics of texts chosen for dataset

Designation Bibliographic description

T1 L’ Art de la Marine, ou Principes et Préceptes Generaux de l’Art de Construire,
d’Armer, de Manœuvrer et de Conduire des Vasseaux, par M. Roммe,
Correspondant de l’Academie des Sciences de Paris, et Professeur Royal de
Navigation des Élèves de la Marine. La Rochelle, 1787. Chapitre VII

T2 Ibid, Chapitre VIII
T3 Lynne Wainfan, Paul K. Davis. Challenges in virtual collaboration:

videoconferencing, audioconferencing, and computer-mediated
communications. Santa Monica, Calif.: RAND, 106 p

T4 Aravind Shenoy Anirudh Prabhu. Introducing SEO: Your quick-start guide to
effective SEO practices. Apress, 2016. 132 p

T5 Gordon Williamson. U-Boat Crews 1914–45. Osprey Publishing, 1995. 64 p
T6 Mathias Procop, Michael Galanski. Spiral and Multislice Computed

Tomography of the Body. Stuttgart-N.Y., Thieme, 2001. 1104 p
T7 Ibid, Russian translation, 2011. V.1–416 p., V2. – 712 p
T8 Medical conclusions to computer tomograms (impersonalized and

concatenated) – 20 items
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3.2 Text Markup and Segmentation Quality Metrics

As discussed above, the most common way to establish the validity of TS is com-
parison with human expert’s results. All selected texts have author’s markup of dif-
ferent levels (see Table 2). However, as studies [8] have shown, it does not always
coincide with the structure of topics in the readers’ view. In addition, in the scientific
texts between the topics there may be a transitional zone in 1–2 paragraphs [3]. In this
regard, we used the expert procedure [8] to form the reference markup of texts,
according to which the reference boundary of the topic is fixed in the event that it was
indicated at least 2/3 of the annotators.

16 annotators took part in the study, who randomly selected subgroups for specific
texts. To assess the consistency of the annotation results, the Fleiss kappa was used.
The average value was Fleiss kappa = 0,68, the maximum deviation of the boundary
position was 2 paragraphs (for the texts T1 and T2 with 1 level of headings). For texts
with levels of headings 2 and 3, the boundaries coincided with the author’s markup
with an accuracy of 1 paragraph.

To assess the quality of TS, traditional metrics were used, namely recall R, pre-
cision P and balanced F-measure (Eq. 1):

R ¼ TP
TPþFN

; P ¼ TP
TPþFP

; F ¼ 2PR
PþR

; ð1Þ

where TP is the number of correctly defined partition boundaries, FP is the number of
false boundaries, FN is the number of missing boundaries.

3.3 Text Preprocessing and Segmentation Algorithms Used

To optimize the work of TS algorithms, all texts were preprocessed. Various options
for preprocessing the text were used separately and in combination with each other,
including lemmatization, the removal of stop words, the removal of the most frequent
words, the selection of terms, and the pairing of short paragraphs. Preprocessing was

Table 2. The linguistic characteristics of texts chosen for dataset

Text Language Text size Paragraph
size (words)

Levels
of heading

Words Paragraphs Terms Min Max

T1 French 20887 108 5163 13 764 1
T2 French 15160 78 3922 13 607 1
T3 English 13252 102 4825 30 290 3
T4 English 10710 123 4178 35 173 3
T5 English 10243 86 2693 18 198 2
T6 English 7338 131 5451 17 233 3
T7 Russian 7435 131 5453 12 161 3
T8 Russian 4096 100 3249 8 173 1
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performed manually, or, where possible, frameworks pymorphy and nltk were used.
For each text, an optimizing preprocessing set was identified and implemented. In
particular, as the terms for texts T1–T6 we used only nouns, but for medical texts, this
was not enough, and here the best results were shown by the selection of nouns and
adjectives.

The technical characteristics of the algorithms used are shown in Table 3. To
ensure comparability of the results, a cosine measure of lexical similarity is used as a
measure of similarity between the compared fragments of the text obtained by different
algorithms (Eq. 2):

cosui ¼
P

n
wn;i�1wn;i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P

n
w2
n;i�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiP

n
w2
n;i

rs ; 0� cosu� 1 ð2Þ

where wn,i is weight of n-th term in i-th fragment. To adjust the cut-off level in the
TextTiling-part of algorithms, we used additional heuristics proposed in [18].

4 Experimental Results and Discussion

The mean values and variances of the F-measure for the dataset are as follows: for the
whole dataset F = 0.60 ± 0.09; for the texts on technical subjects F = 0.63 ± 0.10; for
the texts on medical subjects F = 0.59 ± 0.05; for the texts on IT-subjects
F = 0.54 ± 0.08; for the texts in English F = 0.59 ± 0.05; for the texts in French
F = 0.70 ± 0.03; for the texts in Russian F = 0.60 ± 0.05.

A picture of the effectiveness of individual TS algorithms for some texts is pre-
sented in Tables 4 and 5. Namely, Table 4 shows the values of the F-measure for all

Table 3. The technical characteristics of the algorithms used

No Algorithms Implementation specificity

1 TextTiling Implementation is self-written using python language
2 LSA SVD is implemented using python’s numpy. linalg.svd function,

full_matrices parameter set to False. LSA is self-implemented using
python language. As after SVD negative components of vectors
could appear, it had been decided to shift a value of the cosine
between neighbour vactors by adding 1 to the value and devide the
result by 2, so that the measure was between 0 and 1

3 ARTM
+ TextTiling

The BigARTM framework was used. ARTM Regularizers used:
Smooth and sparse regularizer of Phi and Theta matrices, Topic
decorrelation regularizer, Topic selection regularizer. The number of
iterations was 40
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allocated boundaries, regardless of the level of heading, and in Table 5 – the number of
boundaries of the first level of heading only.

The above results for the whole dataset show that all the selected algorithms
demonstrate sufficiently close values of the F-measure regardless of the subject of the
text and the original language. Practically identical values of F-measure were obtained
on real academic texts and on artificially formed (concatenated) text, which is an
indirect confirmation of the representativeness of our methodology. These findings are
clearly confirmed by a detailed analysis of individual texts, presented in Table 4.

Note that, despite the complex terminology base of medical texts, rather high
quality segmentation is achieved for them without the use of external lexical resources
or n-gram algorithms. This is an encouraging result, especially for the conditions of
Russia, where the lexical resources of medical subjects are very poorly developed.

There is a pronounced dependence of TS efficiency on the structural organization of
the text (texts T1 and T2 with a practically linear organization demonstrate the best F-
measure). Comparison of Tables 4 and 5 confirms that the quality of segmentation
taking into account all levels of structuring is better than taking into account only the
upper level. This somewhat unexpected result contradicts the opinions [12, 20, 23], that
were expressed on the basis of the study of artificial (concatenated) texts. At the same

Table 4. Balanced F-measures taking into account all levels of heading

Text LSA TextTiling ARTM+ TextTiling Mean

T1 0.70 0.68 0.69 0,69 ± 0.01
T2 0.72 0.66 0.75 0,71 ± 0.04
T3 0.67 0.62 0.48 0,59 ± 0.08
T4 0.52 0.48 0.47 0,50 ± 0.01
T5 0.51 0.47 0.52 0,50 ± 0.02
T6 0.64 0.52 0.58 0,58 ± 0.05
T7 0.61 0.54 0.62 0,59 ± 0.04
T8 0.57 0.67 0,62 ± 0.05

Table 5. The number of boundaries of the first level of the header,
defined by each algorithm

Text Number of boundaries of the 1st level marked by
Expert LSA TextTiling ARTM+ TextTiling

T1 9 8 6 6
T2 11 8 8 11
T3 4 2 3 4
T4 3 1 2 3
T5 5 4 2 3
T6 2 1 2 0
T7 2 2 1 2
T8 19 8 16
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time, our research has shown that within the academic texts, the hierarchical structure
of the table of contents can sufficiently weakly correspond to the real results of the TS.

The boundaries of topics selected by algorithms are graphically shown in Figs. 1, 2,
3, 4, 5, 6, 7 and 8 in comparison with the boundaries of topics that were presented in
the authoring contents, as well as in the expert markup. The following legend is
adopted in the figures: the header - the paragraph numbers, the line I – the author
segmentation broken down by levels of heading (I.I, I.II, I.III), the line II – the seg-
mentation by the LSA algorithm, the line III – the segmentation by the TextTiling
algorithm, the line IV – the segmentation by the ARTM+ TextTiling algorithm; for the
lines I–IV, the boundaries of the topics are indicated, for the line V, the shades of gray
show the affiliation of the paragraphs to one of the themes according to ARTM
+ TextTiling algorithm: light gray – theme 1, medium gray – theme 2, dark gray –

theme 3, black – theme 4, white – two themes are presented equally. The number of
themes selected is automatically generated by the ARTM algorithm and ranges from 2
to 4 depending on text, 3 themes predominate.

In Figs. 9 and 10 presents a comparison of the top 10 words highlighted by the
ARTM algorithm for original texts in English and their professional translations into
Russian.

Fig. 1. Comparison of segmentation options for text T1.

Fig. 2. Comparison of segmentation options for text T2.

Fig. 3. Comparison of segmentation options for text T3.
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Fig. 4. Comparison of segmentation options for text T4.

Fig. 5. Comparison of segmentation options for text T5

Fig. 6. Comparison of segmentation options for text T6

Fig. 7. Comparison of segmentation options for text T7.

Fig. 8. Comparison of segmentation options for text T8
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The results of experiments for the original texts and their Russian-language “mir-
rors” show that the number and general structure of the themes submitted through the
top-10 words are preserved. However, when translating, additional noise appears, which
gives some offset of the segmentation positions for each algorithms (see Figs. 6 and 7,
lines II and III) as a well as the distribution of themes by paragraphs (see Figs. 6 and 7,
lines V). The noise of translation is also manifested in changing the list of the top 10
words as well as of their allocation within themes and their composition (see Figs. 8 and
9). This actually shows that when using the means of intellectual support of knowledge
acquisition from academic texts, it is expedient first of all to analyze the original text.

Although, according to Table 4, all algorithms show approximately the same
efficiency in the sense of the F-measure, but the analysis of Figs. 1, 2, 3, 4, 5, 6, 7 and 8
confirms that each algorithm fundamentally performs TS in different ways, highlighting
one or other of the characteristic features of the structural organization of the text. For
example, the TextTiling algorithm is characterized by boundary shift errors, and the
ARTM algorithm – by small “blotches” (inclusions) in the current segment from other
segments.

In general, all the algorithms, in spite of separate inclusions, demonstrate the actual
distribution of themes in the texts (see lines V in all figures). But it was found that there
are zones of frequent change of topics between adjacent paragraphs, i.e. separate topics
of 1 paragraph size are formed. A detailed semantic analysis of the texts in comparison
with the results of Figs. 1, 2, 3, 4, 5, 6, 7 and 8 shows that these zones are meaningfully
consistent with the parallel type of connectivity. It can manifest itself directly in the
form of list structures (for example, Fig. 3, paragraphs 18–33) or indirectly in the form
of discussions of various aspects of the same thesis. For example, paragraphs 64–69 of

Fig. 9. Comparison of top-10 words for text T5 and it’s Russian translation; matching terms are
highlighted.

Fig. 10. Comparison of top-10 words for text T7 and it’s Russian translation T8; matching
terms are equally tinted.
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text T3 (Fig. 3) list different aspects of the tendency of groups to differentiate “us” vs.
“them” (where, why, how it happens), each of which is represented by its own set of
words. Although, according to the cosine measure of lexical similarity, each such
paragraph is a separate topic, but semantically it is a single topic, expressed through a
parallel type of cohesion. As can be seen in Figs. 3, 4, 5, 6, 7 and 8, such zones
connected with the parallel cohesion is very characteristic for academic texts.
According to [21], such topics are to be regarded as fragments demonstrating the
author’s complete thesis. They need to be shown to the reader not separately but in
combination with the results achieved by other algorithms.

5 Method of Visual Composition of Algorithms

The results discussed above show that different algorithms distinguish meaningfully
different fragments of text, and the composition of algorithms in the classical form, i.e.
by summarizing the results in order to single out the best one, seems to be wrong. At
the same time, the simultaneous demonstration of several versions of the TS will allow
the reader to obtain an overall and clear representation of the structure of the text,
thereby facilitating the choice of an effective strategy for mastering the text. This is
especially important for texts in a foreign language for the reader, where the unsuc-
cessful allocation of the boundaries of the fragment to be translated leads to large
expenditures of time and intellectual resources.

Thus, the problem arises of visualizing the results of the TS of the analyzed long
text. Analysis of the literature [4] shows that visualization tools are now being
increasingly used for intellectual support of various technological processes. Within the
framework of our work, a TS text system has been developed, which includes a utility
for visualizing the results of the TS. The system architecture in the UML notation as a
deployment diagram is shown in Fig. 11.

Fig. 11. The deployment diagram of the utility for visualizing the results of the TS
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The service architecture is modular, which allows to add other TS algorithms. The
server includes a dispatching module, a text preprocessing module, and an extensible
set of text segmentation modules.

The dispatch module implements the functionality of the web server in the aspect of
processing requests for text analysis and storing the results of the work of the text
segmentation modules to provide them to users. The preprocessing module provides
various options for preprocessing text, including lemmatization, removal of stop words,
selection of nouns, merging of short paragraphs. The storage of the analyzed texts and
the results of their processing takes place in the database. In the text segmentation
module based on the LDA algorithm, the formation of the keyword topology is
automatically performed, which is presented to the user in the keyword window, which
makes it easier for the user to select the text fragments that interest him. When the text
is segmented by other algorithms, a separate module can be provided for highlighting
keywords (not shown in the figure).

Figure 12 provides an interface for visualizing the thematic structure of coherent
texts. The utility considers the text not as an ACII sequence of characters, but as a
sequence of letters as graphic symbols, which avoids converting source text into txt
format. Each paragraph is represented as a rectangular object with a width of 500px and
a height corresponding to the length of the paragraph as a text string. The current
position in the text is set by the user by clicking on the text and calculated with the
accuracy of the paragraph. For the initial drawing of the borders of the paragraphs of
the text on the ruler, the proportions of all paragraphs are calculated, and the boundaries
are drawn on the ruler of the static height. When a user clicks on a section of text, the
cursor position data is stored in the global repository. All the lines, the number of
which is unlimited, are realized using the technology of reactive programming. Each
line drawing component is connected to the global repository, and when the cursor

Fig. 12. The utility interface
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position is changed, the component redraws the cursor. Thus, a paragraph of text is
represented as a rectangular object having a certain height on the screen, and to the
right to it are attached the results of segmentation displayed on the rulers. This
implementation of the visualization module allows you to associate the cursor position
with the paragraph position, regardless of the scrolling of the text, i.e. The cursor
moves along with the paragraph when the text is scrolled.

Thus, on the client side (on the visualizer screen), it becomes possible to display
several segmentation results (as rulers) simultaneously for one text.

The operation of the system is organized according to the following scenario. The
user loads the text to be segmented into the system, and selects the desired segmen-
tation algorithms. The system performs segmentation and stores its results in the
database. In the text window of the interface, the user is shown the selected text, which
can be moved using the scroll bar. When clicking on the selected paragraph, the
segmentation lines corresponding to the selected algorithms are activated, and the
boundaries of the topics in which the selected paragraph is included are activated. This
allows the user to more accurately select fragments of text to be studied. Moving text
through the scroll bar, the user can extend the analysis area right up to the text
boundaries. The analysis results are stored in the database and can be recalled
repeatedly.

6 Conclusion

Extracting knowledge from an increasing information flow is one of the main chal-
lenges of modern information society. The paper considers the possibilities and means
for intellectualization of this process concerning such an important information source
as academic texts. In this case the user is faced with the task of finding fragments
relevant to the subject of interest, within the vast textual documents often written in a
foreign language.

We experimentally investigated the comparative effectiveness of TS algorithms for
extended coherent texts in the genre of academic texts. The procedure of instrumental
effectiveness evaluation was substantiated. The influence of the most significant
characteristics of the text, including original language, structural organization (levels of
heading), subjects of research (technique, information technologies and medicine) was
considered. We have shown that for the intellectualization of knowledge acquisition
from academic texts it is necessary to present to the reader the results of the TS fulfilled
by different algorithms, in a complex.

A system of complex visualization of TS results is proposed, and an appropriate
software solution is developed. The visualization system for extended coherent texts
explicitly demonstrates the semantic structure of the text, which allows the user to
detect and analyze not the whole text, but only fragments corresponding to his current
information needs and thus getting a complete idea of the subject of interest.
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Abstract. In the modern world, the competitive advantage for every person is
the possibility to obtain the information in a fast and comfortable way. Web
forums occupy a significant place among the sources of information. It is a good
place to gain professionally significant knowledge on different topics. However,
sometimes it is not easy to identify the places on the forum, which contains
useful information corresponding user demands. In this paper we consider the
problem of automatic forum text summarization and describe the methods,
which can help to solve it. We study the difference between relevance-oriented
and useful-oriented query types. We will describe our dataset, that contains over
4000 of marked posts from web forums about various subject domains. The
posts were marked by experts, by estimating them on a scale from 0 to 5 for
selected query types. The results of our study can provide background for
creation informational retrieval applications that will decrease the time of user’s
searching and increase the quality of search results.

Keywords: Text forums � Information retrieval � Relevant information

1 Introduction

The number of various informational resources is constantly growing nowadays.
Upgrading knowledge in particular areas often becomes very time-consuming and
difficult. Also, it is not so trivial to obtain basic knowledge in some new subject for the
person who is not very competent in it. Thus, it is very important to have quick and
comfortable access to information. First of all, it increases the possibility to obtain
knowledge about the most important aspects of the area of interest.

Web forums are among the most important resources for the acquisition of pro-
fessionally significant information. There people communicate with each other by
creating the threads, that are dedicated to a specific topic, and lead the discussion by
writing posts to them. Thus, a thread presents a well-formed user-discussion process on
the declared subject.

As a resource of professionally significant information, compared to traditional
educational resources and scientific publications, forum has the following advantages:
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– the forum contains the most up-to-date information on a topic. Specific techno-
logical solutions are often formed in user’s discussions, while the publication of the
same information requires a long time;

– forum posts represent the experience of people who are directly using the specific
technologies and have both positive and negative experiences. Such information is
practically not available in the official documents;

– the information on a web forum is presented in a structured manner. It extends the
capabilities of the informational search;

– the way of presenting information on a forum has more freedom in describing
details, contains emotional evaluations and different types of visualization;

– the information on a forum reflects the collective opinion of the professional
community.

At the same time, there are some disadvantages of using a web forum, as a source
of professionally significant information:

– information redundancy – a large amount of repetitive, highly emotional and pro-
fessionally irrelevant information;

– topics drift – changing the originally declared theme to others;
– the disadvantages of language – incomplete sentences, the differences in the

understanding meaning of concepts in separate posts. This makes it difficult to
analyze forums in foreign languages.

Consider the typical situation. Someone wants to learn about technology, which can
be useful in his/her recent activities. Search query leads him/her to a forum, where the
technology is discussed. The questions are: is there enough information on the forum
for the detailed acquaintancy with the area of interests? Which posts contain really
professionally significant information?

It would be helpful to obtain the answers to these questions and then to study
selected posts in details. This means that we have the problem of the automatic offline
summarization of the most important posts, which contains professionally significant
information. This task also becomes more meaningful when a forum is in unknown
foreign language and available only through translation.

Authors of [3] proposed different approaches for text forums summarization. The
most powerful methods for this task are the machine learning methods [5, 25]. How-
ever, there is a high number of different methods in machine learning, and the selection
of the most efficient ones is a problem.

One of the main things in text and forum summarization is the extraction of
keywords [2]. Keywords extraction methods are divided into two categories: selection
of words from a predefined vocabulary or taxonomy by the document content, and
extraction of keywords directly from the documents in analysis [16]. The methods of
the second group are also divided into several categories [4, 32]: machine learning
methods, linguistic methods, graph methods, statistical and heuristic methods. Statis-
tical methods are based on the computation of different statistics of documents,
including the frequency of word occurrences, tf-idf, n-grams and so on [25]. Heuristic
methods [28] allow developing the structure of the document by using characteristics
such as position of the word in the document, existence of formatting of the elements,
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document fragment length, etc. According to the article [3], the main tasks in forum
summarization are sentiment-analysis, allocation of facts from the documents, analysis
of user activity. However, at the same time, the problem of highlighting of profes-
sionally significant information is not presented even in its formulation.

Thus, in this paper, we consider the problem of automatic summarization of web
forums. Our goal is to study the methods of selection forum posts, which contain
professionally significant information.

2 Related Works

There are different approaches to the problem of text summarization. They can be
divided into extraction-based and abstraction-based [26] summarization. Also, there are
single-document and multi-document approaches. The majority of works in the area of
forum summarization use extraction-based techniques and single-document approach
[22]. Extractive forum summarization tasks are divided into generic summarization
(obtaining a generic summary or abstract of the whole thread) and relevant query
summarization, sometimes called query-based summarization, which summarizes posts
specific to a query [12].

We found several types of research close to our work in literature. Authors of [11]
studied reviews posted on the web assessing “Review Pertinence” as the correlation
between review and its article. Authors of [29] considered the sentence relevance and
redundancy within the summarized text. Their maximum coverage and minimum
redundant (MCMR), text summarization system, computed sentence relevance as its
similarity to the document set vector. This idea was also used in [30] for cross-lingual
multi-document summarization.

Some articles [21, 30] were devoted to comparing system effectiveness and user
utility. Authors of [20] compared traditional TREC procedure of batch evaluation and
user searching on the same subject. Authors of [21] confirmed that test collections and
their associated evaluation measures did predict user preferences across multiple
information retrieval systems. They found that NDCG metric modeled user preferences
most effectively.

To sum up, there are no articles with the in-deep study of the problem discussed in
our article.

3 Methods

On the one hand, it is proposed to consider certain aspects of user’s informational
needs. The author of [24] has defined six possible assessment levels for information
systems, where the first three were referred to measuring system performance (such as
speed of the processing the query, matching the query and document content), the last
three levels corresponded to user-oriented evaluation (including feedback, context,
social and cognitive matching of query and document and etc.). The author of [14] uses
the following measurements: (1) user’s characteristics (gender, age, etc.); (2) the
interactive parameters (the number of sent requests, the number of viewed documents,
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etc.); (3) the quantitative characteristics of query results (accuracy, completeness,
NDCG, etc.); (4) the qualitative users characteristics (declared by experts).

On the other hand, there are some international projects [9, 13, 18, 25] for eval-
uation of information retrieval systems, based on the user’s information needs. Each
project contains an annotated collection of documents (mainly in the style of news),
divided into groups of informational needs (tracks). The results of system performance
are evaluated by laboratory experts following strong established and context-limited
queries statements that limit the applicability of this approach to practical problems.

The analysis of this approaches shown, that the lower levels of classification that
described by Saracevic [24] and Kelly [14] can be evaluated by traditional informa-
tional retrieval systems quality metrics (such as F-measure, NDCG, etc.). However, the
possibility of using them for upper levels associated with the formulation of appropriate
information request proposed to expert. In this case, to evaluate the efficiency of
extraction of professionally significant information, we formulate information needs in
the form of problem-oriented queries and use different contexts for their evaluation.

On the one hand, this approach is consistent with the structure of scaling requests
adopted in TREC [9]. On the other hand, their contents cover the real user’s infor-
mational needs when searching for professionally significant information.

So our target variables will be Informativeness and Relevance. Formal criteria for
marking them up are listed in Table 1. It is obvious that binary evaluation of the quality
of extraction of professionally significant information would be too coarse-grained. For
expert marks of informativeness and Relevance, we use the six-level scale, constructed
in a similar way, that described by Elbedweihy [9]. This allows us to consider the
measured values as categorical or continuous in the interval [0, 5], depending on
selected problem formulation: classification or regression. Also, our experts were given
explicitly formalized instructions on how to mark up posts, using a strict and formal
scale from Table 1. In order to avoid subjectivity and bias, we’ve involved several
experts.

Table 1. Formal markup criteria

Parameter Context Value Comment

Informativeness Display posts that contains
objective, interesting and
professionally significant
information on request

0 Post contains no useful
information

1 Post gives some useful
information, but most of it
is not useful

2 Post gives a little amount of
useful information

3 Post contains useful
information, but
explanations and arguments
are missing

(continued)
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3.1 Quality Estimation

Widely used metrics such as F-score, recall/precision, and others are not applicable in
our context. Although these measures are commonly used in both IR and semantic
search evaluations, their main limitation is that they must be used with a binary scale.
Because in our work we are using a non-binary scale, it makes more sense to follow the
recommendations of the Elbedweihy [9] and use cumulative gain metrics to evaluate
retrieval system quality. We used normalized cumulative gain, that is quality metrics,
based on a comparison of the calculated position of the post with its position in the
perfect sorting by expert marks. It’s calculated using formula:

NDCGN ¼ DCGN

IDCGN
;

where

DCGN ¼ rel1 þ
XN

i¼2

reli
log2 ið Þ

Table 1. (continued)

Parameter Context Value Comment

4 Post contains useful
information, but
explanations and arguments
are incomplete

5 Post contains a lot of useful
information with rich
explanations and arguments

Relevance Display posts that contains
semantically close information
on request

0 Post is completely
irrelevant to the query/topic

1 Posts theme weakly
intersects with query/topic

2 Post contains mostly
irrelevant information, but
some parts of it are relevant

3 Post contains mostly
relevant information, but
some parts of it are
irrelevant

4 Post is relevant to the
query/topic, but contains
some extending
information

5 Post is completely relevant
to the query/topic
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N is the size of resulting set (how many documents to retrieve), reli is true value of
target variable (relevance or informativeness) of i-th post in the retrieved set, and
IDCGi is the maximum possible value of DCGN for specified forum and for given N,
i.e. DCGN for an ideal algorithm.

To ensure model stability, we used bootstrap-like method. The data was resampled
with replacement, then it was split into test and train sets. After that, models were fit,
and model qualities were estimated. This process was repeated 200 times, and model
qualities was averaged, and confidence interval was calculated:

StDNDCG ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pk

i¼1 NDCGi � NDCG
� �2

k

s

where k is the number of bootstrap splits, NDCG is the average of NDCG values for k
bootstrap steps, NDCGi that is the NDCG value on the k-th iteration of bootstrap.

3.2 Features

There are various methods for feature extraction proposed in the literature [6, 19, 23,
27]. Based on our previous work, we have made problematic-based feature selection
(Table 2). These features are divided into four groups: (1) the position of the author of
the post among other users (his position in the social graph); (2) the position of the post
in the thread; (3) text features; (4) the emotional evaluation of the post.

In our study, we used expert marks for evaluating the emotional component of
posts.

We calculated the features from the first group in two ways to determine the
possible relations between emotional evaluation and the values of the target variables
for each post using weighted (sentiment graph) and unweighted (non-sentiment graph)
graphs.

3.3 Models and Parameters

There are various machine learning methods and their algorithmic implementations
nowadays. In the academic literature, there are different principles of their
classification.

Also, there are constantly updated ratings, which are made by users and developers.
As it was shown above, the result of extracting professionally significant information is
determined by the context of the request and the type of evaluation metric, which is
associated with the formulation of machine learning problem. So we used two clas-
sifying attributes for selection of methods and models of machine learning problem: the
type of ML problem (classification/regression) and the target variable (informativeness/
relevance).
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The selected machine learning algorithms and their parameters are listed in Table 3.
For each algorithm we selected its regression and classification modes.

To analyze the impact of the query context on the quality of using machine learning
methods we use the following models:

– Multiple Linear Regression (LM). Attempts to model the relationship between two
or more explanatory variables and a response variable by fitting a linear equation to
observed data. In connection with a sufficient amount of data and weak correlation
between features, we use non-regularized model [8].

– Stochastic Gradient Boosting (GBM) which is a model capable of capturing non-
linear dependencies. We used three CV folds to estimate the best amount of trees; a
number of trees were capped to 2000, and shrinkage factor was 0.001. Indirection
level value (number of splits for each tree) was set to 3 [10].

– Latent Dirichlet Allocation (LDA) that is robust interpretable model splits available
posts into subsets (topics) according to their texts using bag-of-words approach.
Each topic can be interpreted as a set of keywords, and we used the presence of
these keywords to estimate target variables. Comparing the keywords sets in formed
topics and texts of post we can distinguish the posts, which are corresponding to the
specific query context [7].

– Cumulative link model (CLM). Also known as ordered logit model. This is mod-
ified ordinal version of multilogistic regression that makes use of the fact that we
have several ordered classes [1].

– Word2Vec. This is a parametric model that are used to produce word embeddings.
It assigns high-dimensional vector to each word in such way that words with similar
meaning have similar vectors. In our experiments we use complete Russian

Table 2. Features

Type Feature and its meaning

Post author graph
features

Betweenness, non-sentiment graph (Author’s social importance)
inDegree, non-sentiment graph (How many times author was quoted)
outDegree, non-sentiment graph (How many times author quoted
someone)
Betweenness, sentiment graph (Author’s social importance)
inDegree, sentiment graph (With which sentiment author was quoted)
outDegree, sentiment graph (Author’s quotes sentiment)

Post author features Number of threads author is participating in (Author activity)
Thread-based post
features

Position in thread (Chance of off-topic)
Times quoted (Post impact on forum)

Text features Length (Number of arguments and length of explanations)
Links (Number of external sources/images)
Sentiment value, calculated using sentiment keywords (The emotional
evaluation of post)
Number of query keywords (Topic conformity)
Most used topic keyword count (Topic conformity)
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National Corpus model for Russian language and Google News Corpus for English.
For each forum post, we do the following steps: split post and query into lexemes,
and calculate semantic similarity between each lexeme and user query. After that we
rank each post by sum of these similarities [17].

For more detailed analysis we also compare different methods of keywords
extraction:

– Most Used Keywords. The model considers posts as a big set of words and selects
the most frequent ones.

– Hclust. The model considers thread text as «Document-Term» matrix and forms a
hierarchical classification of words. Clustering is the process of partitioning a set of
objects into subgroups (clusters) according to proximity or some other criteria.

Table 3. Models Parameters

Model Algorithm
Classification Regression

Logistic Linear
By default By default

Support Vector
Machine

LibSVM LibSVM
By default By default

Decision Tree J48 M5P
Use reduced error pruning: true Build regression tree/rule rather

than a model tree/rule: true
K-nearest
neighbors
algorithm

IBk IBk
Neighbors number: 5; Weight
neighbors: by the inverse of their
distance; Neighbour’s number
selection: hold-one-out evaluation;

Neighbors number: 5;
Weight neighbors: by the
inverse of their distance;
Neighbour’s number selection:
hold-one-out evaluation;

Minimization parameter: mean
squared error

Minimization parameter: mean
squared error

Neural Network MultilayerPerceptron MultilayerPerceptron
Learning Rate for the
backpropagation algorithm: 0.001;
Momentum Rate for the
backpropagation algorithm: 0.001;

Learning Rate for the
backpropagation algorithm:
0.001; Momentum Rate for the
backpropagation algorithm:
0.001;
Number of epochs to train
through: 5000;

Number of epochs to train through:
5000;

Percentage size of validation
set: 20

Percentage size of validation set: 20

Naive
Bayes/Gaussian
model

NaïveBayes GaussianProcesses
Use kernel density estimator: true By default
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Formally the problem is posed as follows: let X ¼ x1; x2; . . .; xnf g be a finite set of
objects; Y is a set of clusters. Then q x; x0ð Þ is the distance function between objects
x and x0: We are to partition the sample X into disjoint subsets (clusters) in such a
way that each cluster consists of objects that are close according to the metric q, and
object of different clusters are substantially different in this metric. Each object
xi 2 XN is assigned with the corresponding cluster index yj [15].

– K-means. The model considers thread’s text as “Document-Term” matrix. Each
word is then assigned to its closest cluster center and the center of the cluster is
updated until the state of no change in each cluster center is reached [31].

– Expert. Selecting keywords for each thread by experts. Choosing the most
semantically meaningful words based on the thread topic.

– Latent Dirichlet Allocation (LDA). See the description above.

3.4 Data Collection

To collect our data, we used the following steps:

– Select a forum and distinguish threads, which contain at least 400 posts.
– Define user query. Mostly we try the query to be the same as thread name.
– Collect all the posts from these threads with the following information: thread URL,

post text, author, information about external sources in post.
– Mark down sentiment value, informativeness and relevance of each post by criteria,

listed in Table 1.

The forums used in our work are listed in Table 4.

Table 4. The chosen Internet forums

Forum/URL Thread title/Query

iXBT (Hardware forum)
http://www.forum.ixbt.com/

Choosing of ADSL modem/How to choose ADSL
router?

Fashion, style, health
http://www.mail.figgery.com/

Diets for overweight people/How to lose weight?

Kinopoisk (cinema forum)
http://www.forum.kinopoisk.ru/

“Sex at the city” series/How good is “Sex at the city”
and why?

Housebuilding forum
http://www.forumhouse.ru/

Building a house using 6 � 6 wooden planks/How to
build a house using 6 � 6 wooden planks?

Velomania (bicycle forum) http://
forum.velomania.ru/

Why are the pistons return to caliper?/Why are the
pistons return to caliper?

Guitar players forum
http://forum.velomania.ru/

All questions about guitar tuning/How to tune the
guitar?

Evening dresses http://club.
osinka.ru/

Wedding dresses/How to make the corset pattern?

Sewing the wedding\newline
http://thesewingforum.co.uk/

Wedding dresses/Dress for friends wedding - tips for
sewing satin/How to handle a silk dress?
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3.5 Experiments

For each selected machine learning model we do the following steps:

1. Split data into the train (70\% of each forum) and test (30\%) sets.
2. For the selected model, train set for each target variable and apply it to the test set of

each collected forum.
3. Sort posts by decreasing target variable approximation and take the N top posts.
4. Calculate NDCG for each selection using ground truth values for informativeness

and relevance.

To ensure the model stability we used a bootstrap-like method. We resampled data
for each iteration of steps 1–4, split it into train and test, fitted models and estimated
quality. This process was repeated 200 times. Then we calculated the models average
and its confidence intervals.

4 Results and Discussion

The Pearson correlation coefficient between informativeness and relevance on all
forums is 0.36. This is an evidence of that these parameters are different, and query
types expect IR system to do different things. Also, distribution of relevance is skewed
towards 5 (see Fig. 1b), while the distribution of informativeness has the peak around 3
(see Fig. 1a). The skew of relevance is explained by the procedure of data collection:
we choose posts from already relevant threads, so it is expected that most of the marked
posts have high relevance. Distribution of informativeness shows that great portion of
posts has moderate (2–3) informativeness, and only a small portion of posts have
marginally high or low informativeness.

Figures 2 and 3 shows the comparison of machine learning algorithms, that was
listed in Table 3. There is not enough information there for selecting best algorithm for
extracting professionally significant information. However, there is relatively high
consistency (Kendall correlation coefficient was 0.73) among the six studied algo-
rithms. Figure 4 shows the average quality for all algorithms of summarization for both
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target variables. As it can be seen, relevance is better described with regression
methods, while in informativeness evaluation such dependence is weaker and back-
ward. Also, as additional researches shows, the nature of nonlinearity depends on the
specific features - there is a strong correlation between the length of the post and its
informativeness (see Table 5).

(a) Regression (b) Classification

Fig. 2. Dependence of NDCG on informativeness and type of machine learning task type

(a) Regression (b) Classification

Fig. 3. Dependence of NDCG on relevance and machine learning task type
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Table 5 shows that keywords features are among first leading features in relevance
evaluating. The Fig. 6 shows that informativeness is almost independent of keywords
extraction method, while relevance is rather sensitive for its selection. Also, Most Used
Keywords and Expert keywords are very similar in quality evaluation.

Comparison of Figs. 5 and 6 shows that LDA approach and word2vec model show
the worst performance. These models use only textual features. Therefore, non-textual
features have great impact on summarization performance.

(a) Informativeness (b) Relevance

Fig. 4. Dependence of average NDCG on target variable and machine learning task type
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Regarding the results, our assumptions are the following: the relevance of posts is
crucially determined by their lexical features, while the informativeness is related to the
semantics of the forum in general and expressed in terms of the characteristics of the
posts as a linguistic structure, as well as of the social graph of the forum. So the
methods based on model “bag-of-words” such as classical search of keywords or topic
modeling can be quite useful to highlight the relevant posts. At the same time, to
extract informativeness posts, it makes sense to use specialized algorithms based on
principals used in our work. The real interest to real information retrieval systems is the
generalized extraction of information for the queries of different types.

5 Conclusion

In this work, we consider the problem of automatic summarization of professionally
significant information from web forums. We have collected a big dataset, which
contains threads from web forums about different topics. We showed, that the context

(a) Informativeness (b) Relevance

Fig. 6. Comparison of keywords extraction methods

Table 5. Best Features

Algorithm Multiple Linear Regression Gradient Boosting Model

Target Variable Relevance Informativeness
Best Features Query Keyword Count Length

Most Used Keyword Count Author outDegree
Author inDegree Author outDegree with Sentiment value
Author inDegree with Sentiment value Post position in thread
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of query plays an important role in evaluating of information extraction from forums.
The informativeness-oriented and relevance-oriented queries are different by nature and
have a weak correlation of their target variables. Relevance is best described by a linear
combination of features. Also, the method of keywords extraction plays a big role in
model effectiveness, when the target variable is relevance. However, at the same time
informativeness is better described by the non-linear combination of features and
depends on the social graph of the forum and overall textual structure of the thread.

In our future work we want to investigate the practical use of the models, that were
proposed in this paper.
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Abstract. This paper represents the study results of machine learning methods
application for the analysis of judgment open data. The study is dedicated to
develop empirical ways to identify the relationships and the structure of
administrative law enforcement process based on semi-structured data analysis
and give recommendations for improving the administrative regulation. The
results of the research can be us ed for legislative, analytical and law enforce-
ment activities in the field of governmental regulation. In the course of data
analysis, the models based on decision trees and other machine learning
methods is developed. In addition, the models for extracting information from
semi-structured texts of court decisions is developed. Moreover, a predictive
model of appeal outcome is developed. The effectiveness of the established
methods are demonstrated in the recommendation cases for improving the
current legislation by the example of administrative law for reducing the burden
on public administration.

Keywords: e-government � Data mining � Text mining � Machine learning �
Law � Modeling � Legaltech � Govtech

1 Introduction

The development of the data-driven modeling field of the law application practice is a
catalyzing factor of e-government development. Most of the processes in the sphere of
public administration refer to the execution of legislation. For this reason, the main
purpose of the study is to identify the relationships and structure of the process of
application of the legislation and to develop on this basis recommendations for
improving the law with the use of intelligent methods of processing of multidimen-
sional data. Data mining and modeling of administrative judicial control system pro-
cesses allow identifying implicit connections, defining the structure and elements of the
overall complex process, the interrelationships of the system components, and their
relationship with scientific, technical, social, economic, political and cultural elements
of the external environment. Besides, the issue of open data is one of the critical points
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on the agenda of digitalization of the Government of the Russian Federation. The
Decree of the President of the Russian Federation on May 7, 2012 No. 601 “On the
main directions of improvement of the system of public administration” (sub-item “d”
point 2) set the task to provide access to the Internet to open data, including those
contained in the information systems of public authorities of the Russian Federation.
The issues related to the modeling of the law enforcement processes on open data
constitute an actual scientific and technical problem. With the right approach to
knowledge extraction from open data, analytical capabilities of semantic approaches of
intellectual analysis of processes are available to develop recommendations for
improving the current legislation. At the same time, at the current level of the devel-
opment of the jurisprudence, the limits and possibilities for using data mining and
modeling processes of administrative and administrative regulation remain an unsolved
scientific problem. Further, the second part of the article describes the problem, the link
of this article with e-government and the background. The papers in this domain are
poorly identified in the scientific community or belong to another legal system. Some
close topics and experience are analyzed in the third part of this article. The empirical
basis of the study is the data of judgments from the state information porta1. It
described further in the fourth part of this article. The data covers most of the Russian
regions and is randomly selected. The data reflect the process of prosecution on
administrative law for 2016 and 2017. In the course of text mining and data mining it is
possible to get the following contributions for the society: legislation optimization to
save resources (time, human, financial, etc.); assessment of legislative initiatives related
to changes in procedural regulation; assessment of prospects of appeal (protest) of acts
of law enforcement; deviations identification for anticorruption, compliance service
and/or to assess the professionalism of law enforcement officers. At present, the results
obtained sufficient confidence about the feasibility detailed research about the identi-
fication of criminological characteristics. In the fifth part of this article describes cases
for the improvement of the current legislation on the example of article 20.1
hooliganism.

2 Problem Definition

An important problem to be solved in this article is the creation of breakthrough
solutions for e-government, supporting it infrastructure and adequate methods. It is
necessary to take into account the existing retrospective experience and cost-effective
analytics methods. From a scientific point of view, interdisciplinary studies are com-
plicated, so their success requires solving several different tasks from different domains.
It requires deep knowledge in these different domains. Communication of various
highly focused specialists obtains the main contribution to such studies. This study
covers several fields, including computer and legal sciences. It means that the results
should be estimated accordingly. There is a problem of empirical based methods in law
science based methods [1]. The methodological basis of the research in legal science is

1 https://sudrf.ru/.
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general and special scientific methods, including the systematic approach and formal
legal method. These methods are conditionally empirical. The empirical analysis can
provide valid estimates of what would have happened in comparison to what has
already happened [2]. It is achieved by observing the outcomes that arise when new
procedures are applied with results that occur in a similar context when a new pro-
cedure does not exist. Data analysis methods can provide new opportunities for law-
makers and scientists [3]. The social processes become more complicated with the
introduction of modern methods and algorithms of information processing and storage
[4]. Process administration supported by adequate methods becomes the necessary
condition for quality management. The algorithms are well-known and widely used.
For many decades they have been considered as the combined components of a
computer program. Today, with advanced data analysis algorithms, a significant part of
society’s automation is being created, transforming many aspects of life. Therefore, it is
essential to develop adequate methods of administration of such complex processes. E-
government should be able to make empirical based predictions and create adequate
predictive regimes not only in the military field, but also in the civil life. Administrative
law is a critical e-government element in the prevention of more serious crimes. Of
course, the legislator should not have such broad discretion in choosing the acts to be
restricted. For the adoption of effective legislative acts, a correct understanding of the
process of enforcing the law is necessary. Now the legislator relies on the opinion of
experts, which can be subjective, and on statistics that are one-dimensional. Intellectual
analysis provides much more opportunities for a correct understanding of the experi-
ence of law enforcement and the identification of shortcomings in the activities of the
administration and courts. The large amount of data that computers analyze and the
possibilities of machine learning make it possible to obtain a more accurate and
objective knowledge of the operation of the law and the processes and interrelations
that take place in this process. Today, the government does not have precise infor-
mation about such processes and interrelationships. For example, over the years a
“manual” analysis of administrative cases has led researchers to conclude that half of
the hooliganism acts are committed by drunken persons. However, a computational
analytical experiment of 19623 judicial acts in this category demonstrated that it is
three times too high. However, the data problem affects a few points. First point is the
growth of data amounts. The second important point is the growth of data complexity.
The problem of extracting knowledge from semi-structured data is the third point. An
equally significant problem is the correspondence of the data to the real process to be
described. Typically, there is a gap between the query of the analytical community and
the requirements that data warehouses providers fulfill. Using data mining and machine
learning techniques it is possible to obtain an empirical basis for legal science and to
provide an administrative practice with a predictive component. Thus, the authors of
this article propose an effective method of analysis of large open data for e-government
purposes.
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3 Related Work

As a rule, the papers related to the analysis of administrative law enforcement practices
involves judicial review of regulatory measures. If the appeal is applied correctly, it is
possible to improve the regulatory impact [5]. The analysis of empirical data on claims
reveals the structure of the process and the impact of courts on administrative bodies.
As a result, it is possible to improve the analytical quality of decision-making by
administrative authorities and to improve the quality of response of administrative
services [6]. The data allows not only to analyze the current process better but also to
predict [7]. The smart city concept is widely used for efficient use of resources [8]. The
government and management in large cities have a positive experience of the use of
intelligent methods of data analysis and machine learning to improve the efficiency of
administration in various fields [9]. Decision support systems based on intelligent
methods are developed in the following fields: healthcare [10] for quality control;
nuclear emergency situation administration [11]; artificial neural networks, systems
based on knowledge in the field of forest management [12]. A large number of papers
are investigated text mining methods for data structuring and knowledge extraction
[13]. The questions of data quality of the models used for learning are necessary,
because the final results strongly depend on the data quality. Text mining, data mining
and machine learning methods in particular are the basis of intelligent data-based
systems. With the help of mining text methods, crucial predictive information is
extracted, using templates [14] and machine learning. Machine learning algorithms
have been successfully applied by the governments of large cities like Chicago for
optimization administration, fire service [15], and rodents control [16]. The work on
solving problems of optimization of a particular administrative process is explained but
not the process of developing laws. Among other algorithms of data mining (tSNE
[17], decision trees [18]), we can successfully solve the problems of classification,
clustering and regression [19] to identify dependencies and better understand the
processes. These are three main intelligent methods for solving the tasks. However, the
application of data mining methods, as well as text mining and machine learning to
improve administrative legislation is poorly identified. This fact makes a valuable
contribution to this study.

4 Case Study

4.1 Preprocessing and Knowledge Extraction of Judgment Open Data

In the process analysis, the data describing the process should highly correspond to the
specified process. Increasing the correspondence of data relating the real process is one
of the critical tasks of data mining and text mining. Electronic data of judicial decisions
consists of a set of various elements that contains structured and semi-structured
information, as well as information represented in an unstructured form in the natural
language (the contents of the rules, circumstances mitigating punishment, circum-
stances aggravating penalties, conclusion, etc.). The data represents a significant value
for the analysis and the identification of process elements. Besides, the extraction of
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data from texts in natural language, is, in itself, an essential scientific task. The
developed method of data structuring is based on analytical inquiries and hypotheses of
representatives of the legal community. The method is based on patterns. The
requirement for high accuracy causes the application of the method based on the
patterns. By the primary method, a preliminary study of the subject area is carried out at
the first stage. Applicable to the legal field are examined legislative acts, scientific
articles, as well as reference and training in legal literature. As a result, of this pre-
liminary research, hypotheses and problems of information identification are devel-
oped. To ensure the completeness of the data describing the judicial decision we extract
information contained in the decisions of the first instance, the first revision, the second
appeal in the descriptive and motivational part. Recent documents contain meaningful
information about the circumstances of the case and are important data for further
analysis. Then, according to the task of identification and extraction, algorithms are
formed for teaching rules (templates) and selecting the necessary data for structuring.
Typically, the templates for the first instance decisions differ from the appeal templates.
For this reason, it is desirable to separate these documents during the preprocessing
phase. Processed data is analyzed using a template. In case of an unsatisfactory result,
the template is modified, and the data is processed again. The cycle of template
modification and data processing continues until the required identification result is
achieved. Later, these rules are divided into induction and probabilistic methods.
Successful templates can be used for developing problem-oriented data processing
libraries. Identified entities are written as attributes in datasets for analysis. When
applying this method, errors in the data analysis, are often reduced to the wrong choice
of the template or the analyzed part of the judicial document.

4.2 Common Open Data Analysis and Data Visualization

In the course of the study, the electronic data of 55,286 judgments courts of the
different regions of Russia (Table 1) has been analyzed. The data was taken in random
mode. These adjudications include 96.3% of sentencing orders and 3.7% of cancel-
lation orders.

Administrative process relates to the field of traffic management, behavior in public
places, fire safety, rules for the registration of lands, etc. Figure 1 shows the percentage
of court records from dataset according to the laws.

The most common law is 20.1 for hooliganism entails a fine of 500 to 1,000 rubles
or an administrative arrest of 1 to 15 days. Further, the distribution of fines under
administrative laws (See Fig. 2).

This kind of visual data analysis identifies the distribution of the values of the
attribute of a particular process. Medians and deviations deserve attention. From a
practical point of view, the distribution can identify the fines that are not usually
imposed but are in the law. This is applicable to the law improvement. Moreover, it
allows to controlling the validity of the data. The given boxplots show emissions that
can be compared with the fines borders. At this stage, the correctness of processing and
extraction of knowledge is also controlled.
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4.3 Correlation Analysis, Interpretation and Recommendation
Hypotheses

At this stage of the study, correlation analysis and interpretation of the results were
performed. For example, the most popular article from the sample was analyzing. In the
course of the correlation analysis, the types of offenses extracted from the judgments by
the methods of text mining were factorized. The analysis includes: the most popular
article (20.1 part 1 or 20.1 part 2), the circumstances aggravating and mitigating the
penalty, the duration of the arrest (See Fig. 3).

During the correlations analysis, the following conclusions have been made:

1. Fine per part of the article. Interpretation: it confirms the validity of the data as the
penalty for part 2 is higher than for part 1.

2. Arrest correlates to the part of the article. Interpretation: the courts impose more
severe sanctions on part 2, although in the law they are the same like part 1.
Recommendation: amend the law for more severe punishment by judicial practice
for part 2.

Table 1. The number of analyzed documents by Russia regions.

Region Quantity

Southern Federal District 14637
Central Federal District 10878
Volga Federal District 9804
Siberian Federal District 7208
North-West Federal District 6107
Ural Federal District 3118
Far Eastern Federal District 2485
North-Caucasian Federal District 1049

Fig. 1. The most popular administrative laws in the dataset for further deep analysis.
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Fig. 2. Boxplot showing the distribution of fines applied as administrative process results.

Fig. 3. An example of the correlation matrix in the visual analysis of electronic data in judicial
decisions.
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3. Repetition for the arrest. Interpretation: repetition is mostly correlated with the
purpose of arrest and its duration. Recommendation: it is possible to propose a
repetition in a separate part of this article with more severe punishment.

4. Repentance to repetition. Interpretation: repentance is used by violators as an
attempt to mitigate punishment

5. Drunk correlates with admission of guilt. Interpretation: the admission of guilt is
also used by citizens as an attempt to mitigate the punishment.

6. Drunk correlates with arrest. Recommendation: as well as in p. 3, it is possible to
make a drunk in a separate part of this article with more severe punishment.

Thus, in the course of the correlation analysis, the dependencies and put forward
several hypotheses are identified to improve the existing administrative process. This
method can be used to manage the enforcement process for the e-government tasks.

4.4 Clusterization for Administrative Process Analysis

In the following experiment t-sne method of dimension reduction was used from
sklearn2 (See Fig. 4). This method is good for non-linear dependencies identifications
and their visualization. As features were used: part of the article (20.1 part 1 or 20.1
part 2), Repair(1/0), Admission of child(1/0), Assistance(1/0), Previously not involved
(1/0), Having a child(1/0), Continuous violation(1/0), Replication(1/0), Under the
penalty(1/0), Drunk(1/0).

Figure 4 demonstrates the alcohol-related crimes (marked in red). The green color
indicates cases without drunk. The green cluster cases is characterized by the first time
crime cases in a sober state. Same in the correlation analysis (Fig. 3), it suggests a
possible need to structure the process more accurately into compositions and separation
of drunk cases into a separate article. This gives the grounds for the hypothesis to
amend the article 20.1.

4.5 Decision Tree Classification for Identification Features
of Administrative Arrest

The training samples, as in the previous example, factorized contents of crimes have
been used for learning decision tree. The fact of appointment of arrest is used as the
target (See Fig. 5).

This method of machine learning demonstrates the probability of the outcome of
judgments depending on the circumstances of the case, based on the method of
machine-learning training decision trees. This method shows the hierarchy of factors
based on the Gini coefficient. It is worth noting that the decision tree gives significant
results of the decision-making processes at the top levels. At these levels, the tree
shows the importance of the circumstances of the case, which guides a judge in
decision-making. At the lower levels of the tree shows the relationship of the various
offenses (in part 1 or 2 of the article) criminological characteristics, which is beyond the
scope of the process of qualification of the acts committed. The lower levels show the

2 http://scikit-learn.org/.
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Fig. 4. An example of the method of reducing the dimension of multidimensional data by t-sne
by sklearn

Fig. 5. The analysis of features using decision trees.
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criminological characteristics of the offense and its connection with the choice of the
type of punishment in similar circumstances.

4.6 Appeal Outcome Prediction Using Machine Learning Methods

It is believed that the reform of the public administration should start with appeals
because they show the degree of discontent of government by society. In the following
case, the appeal data on the previous decision of the first instance have been analyzed.
Citizens often complain about higher court decisions to cancel court decisions and
administrative decisions. The dataset based on 17500 court decisions for reconsider-
ation trained ML models (SVC, RandomForestClassifier, KNeighborsClassifier,
LogisticRegression, GaussianNB, GradientBoostingClassifier, ExtraTreesClassifier
from sklearn) on default settings. Classification task is solved with decent accuracy
(target class means the cancelation of a previous judicial decision). Naive Bayes
classifier demonstrate 93% ROC cover (See Fig. 6).

It should be noted that the following data has been used as predictors: number and
part of the article, forensic characteristics (aggravating circumstances, repetition,
consent of guilt, repentance, the presence of children, drunk, fine size, type of
administrative person). This model allows us to calculate the probability of cancellation
of a court decision. Understanding the low probability can relieve the courts. High
probability may indicate the need to change the management process.

4.7 Recommendations for Improvement of the Current Law

The results of the computational experiment allow to make the following theoretically
and practically significant recommendations for bringing the current legislation in
accordance with judicial practice: recommendation 1 about strengthening of sanctions
of part 2 of article 20.1 of the administrative low of the Russian Federation according to
the judicial practice (raising the lower limit of administrative arrest); recommendation 2
about isolation in separate part of article 20.1 of the administrative low of the Russian
Federation of the new qualified (on the basis of repetition) sign of hooliganism; rec-
ommendation 3 about removal in separate part of article 20.1 of the administrative low
of the Russian Federation of the new qualified (on the basis of drunk state) sign of
hooliganism; recommendation 4 about need of revision of the list or the order of
accounting of the circumstances mitigating administrative responsibility in connection
with the practice of abuse of these circumstances from violators of public calmness.

The use of intelligent methods based on data mining allow to conclusions much
more reasonable than is still accepted in legal science (using traditional manual and
subjective methods of research). The legal practice data analysis is a new layer in the
development of e-government. It moves law issues into the field of information tech-
nology that were previously solved only by experts and assessments. This skill is
definitely necessary for the e-government administration.
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5 Conclusion and Future Work

This study showed an objective, cost-effective, technological and easy method of big
data analysis for e-government tasks. Among such tasks may be the optimization of the
current legislation, analysis of legislative initiatives, optimization of the administrative
process, reducing the cost of analysis. From the point of administrative and decision
science view, empirical analysis of law enforcement practice has revealed a deviation
in the decision-making process as it demonstrates the weak connection of some
criminal characteristics of offenses with the process of making a court decision. The
analysis of decision trees has been proved to be the most applicable and interpreter of
the applied methods. Further research may focus on this point. Decision trees are the
most interpreted view. An additional research is also needed for the syntactic structure
of documents on court decisions regarding the importance of features. In the course of
the study, a method of structuring for the subsequent analysis of data in the legal field
has been developed. The efficiency of the developed method is proved in the course of
experiments and the interpretation of the results in the form of recommendations for the
improvement of administrative and tort legislation. Each of the considered areas of the
possibility of improving the administrative regulation during the empirical study based
on the data of judgments. Intellectual analysis and methods of machine learning can
solve a complex problem, which still causes many disputes among legal experts. Now
with the help of information technology it becomes possible to provide an empirical
basis for the legislation and practice of its implementation, and all suggestions of

Fig. 6. ROC coverage of the model to predict the probability of a successful appeal.
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experts can be assessed more objectively. It has long been known that law has no logic,
only experience knows it. With the help of computing tools, this experience can take
logical forms and show the extent to which it is illogical and requires improvement.
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Abstract. Problems concerning strategic alignment can manifest in several
aspects and perspectives of an organisation. This paper presents public
administration-specific organisational misalignment problems and propose a
method for detecting the symptoms of the misaligned state in enterprise archi-
tecture models. The analysis follows the concept of strategic alignment per-
spectives, collecting typical misalignment symptoms and detection prospects
along the four traditional strategic alignment perspectives. A case study in a
public organisation demonstrates the usability of the proposed EAM-based
misalignment assessment framework.
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1 Introduction

Rapid changes in technology, society and economy have strong impact on the public
sector. Increasing complexity, volatility, uncertainty, and ambiguity push decision
makers to explore the opportunities of digital transformation, but digitization is a great
challenge for the sector. New technological trends enable completely new ways of
interaction with society, emerging technologies have impact on how public services are
organised and delivered to citizens. Growing expectations of the citizens for direct
participation, transparency will also affect public services and organizations. These
challenges enforce public sector organizations to implement innovative solutions,
change organizational design, increase agility – that is why strategic alignment has
increasing importance.

Strategic alignment was originally defined as concerning the inherently dynamic fit
between external and internal domains, such as the product/market, strategy, admin-
istrative structures, business processes and IT [4]. Strategic alignment is based on the
concept that strategic choices related to internal and external domains must be con-
sistent. According to a generally accepted axiom organization’s competitive position
and supporting administrative infrastructure must be aligned, and consistency of
decisions concerning external and internal domains is necessary. Organizational
structure and competencies must be suited to implement strategy and to enable efficient
and effective operations. On the other hand internal structure and capabilities can
influence strategy. Traditionally IT had been playing internally oriented roles in an

© Springer Nature Switzerland AG 2019
A. Chugunov et al. (Eds.): EGOSE 2018, CCIS 947, pp. 183–197, 2019.
https://doi.org/10.1007/978-3-030-13283-5_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-13283-5_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-13283-5_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-13283-5_14&amp;domain=pdf
https://doi.org/10.1007/978-3-030-13283-5_14


organization. Recently, as IT has become a major enabler of organizational change and
business innovations, it is a key factor in strategic planning.

The SAM model [4] can be referred to as the most cited alignment model in
literature. The model has four key domains of strategic choice (a.k.a. alignment
domains): (1) Business Strategy, (2) Organisational Infrastructure and Processes, (3) IT
Strategy and (4) IT Infrastructure and Processes. The external axis of the model con-
sists of the business and IT strategy domains, while the internal axis contains organ-
isational and IT infrastructure and processes. Business axis refers to business strategy
and business structure, while IT axis consists of IT strategy and IT structure. The model
is based on two primary building blocks: (1) strategic fit and (2) functional integration.
The strategic fit dimension means the need to align the external and internal domains of
IT, while functional integration consists of the need to integrate business and IT
domains. Organizational success depends on a complex coalignment of these domains.
The objective is to build an organizational structure and internal processes that reflect
the firm’s strategy and the required IT capabilities.

The model is a complex coalignment of strategy, organization and management
processes. The overall process involves a series of process stages, each concerned with
one potential triangle. [4] argues that four from the eight possible combination are
particularly important:

1. Alignment of the business strategy, organizational and IT infrastructure refers to the
strategic execution.

2. Alignment of the business strategy, IT strategy and IT infrastructure refers to the
technology transformation (or technology leverage).

3. Alignment of the IT strategy, business strategy and organizational infrastructure
refers to the competitive potential (technology exploitation).

4. Cross-domain perspective that involves IT strategy, IT infrastructure, and organi-
zational infrastructure and processes refers to the service level (technology
implementation).

Our analysing approach is based on the framework of Henderson and Venkatraman
[4], as it is the most widely accepted alignment model that fits to organizational design
principles and also to the concepts of enterprise architecture management.

This study presents an alignment perspective-driven analysis of strategic alignment
problems at public sector organisations, providing several typical misalignment
symptoms and their detection and management suggestions. Furthermore, the paper
proposes an enterprise architecture (EA) based method for misalignment symptom
detection, which supports the management of these public sector specific symptoms.
The usability of the proposed method is tested with a case study at a public admin-
istration organisation.

The rest of the paper is organised as follows: Sect. 2 presents the theoretical
background for misalignment assessment, with special attention to EA-based
misalignment analysis methods. Typical misalignment symptoms along the strategic
alignment perspectives are assessed in Sect. 3. The proposed EA-based method as well
as the case study are discussed in Sect. 4. The paper concludes with a discussion
summary and some future research directions.
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2 EA-Based Misalignment Assessment

To investigate the state of business-IT alignment in an organisation, two general per-
spectives can be considered, (1) to analyse its presence (alignment assessment) or
(2) analyse its absence or deficiencies (misalignment assessment) [1, 2]. The common
way of evaluating the state of business-IT alignment is alignment evaluation, which
analyses the presence of this phenomenon. In the case of analysing its absence or
deficiencies, misalignment assessment is conducted.

While organisations are continually trying to achieve alignment, they are suffering
from difficulties which encumber the achievement of alignment. This observation
points out the phenomenon of misalignment, which is referred to as the “opposite” of
strategic alignment, i.e. when strategy, structure, processes and technology are not
perfectly harmonised. Most traditional alignment studies deal with alignment
achievement, while misalignment issues are scarcely covered in literature. However,
organisations are in the state of misalignment as long as they achieve (or at least
approach) the state of alignment. Misalignment analysis is an important step in
achieving alignment since it helps to understand the nature and the barriers of align-
ment. In addition, it supports organisations in proposing certain steps to re-achieve
alignment.

There are several misalignment models mentioned in literature. The very first
mention of misalignment was conducted by Luftman [7], who collected a set of
misalignment symptoms. The relevance of this work was twofold, (1) it declared that
misalignment can be detected by its symptoms; (2) it stated that misalignment inhibits
the achievement of alignment. The next relevant work on misalignment was conducted
by Pereira and Sousa [9]. They gave a summary of key issues concerning Business-IT
Alignment. In their work, they identified misalignment as one of the key alignment
concerns. Additional frameworks on misalignment included different aspects regarding
misalignment. Fritscher and Pigneur [6] proposed a business model ontology for
misalignment identification. Zarvic and Wieringa [19] introduced the GRAAL
framework (Guidelines Regarding Architecture Alignment). Strong and Volkoff [12]
proposed a categorisation for misfit types. Carvalho and Sousa [1] proposed a model in
which misalignment was introduced from a medical science perspective, using the
analogy of detecting, correcting and preventing illnesses. Chen et al. [3] introduced an
approach which dealt with business and IT architecture misalignment management. It
was an engineering-principled misalignment detection and correction method which set
up 12 steps to detect and correct misalignment.

Since misalignment is a non-desired state, organisations aim to eliminate it.
Organisations can avoid this condition by detecting, correcting and preventing
misalignment(s). The triad of (1) detecting, (2) correcting and (3) preventing
misalignment(s) is the general process of handling the phenomenon [1, 3].

Problems, complicating factors and aggravating circumstances that occur while
organisations are trying to achieve alignment are considered the indicators of
misalignment. To classify these indicators, several approaches can be taken. Carvalho
and Sousa [1] provide different classification schemes for the indicators of misalign-
ment. Misalignment symptoms are considered evidence of inefficiencies, difficulties or
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inabilities that encumber alignment achievement. The existence of these symptoms
demonstrates the state of misalignment in an organisation. Misalignment symptom
detection deals with the identification of such indicators.

Several misalignment symptom collections have been proposed in recent literature
on misalignment (e.g. [1, 10]). These collections contain different types of misalign-
ment symptoms. Misalignment symptoms can be categorised via different approaches.
Strong and Volkoff [12] provide a possible categorisation scheme by classifying
misalignment symptoms into (1) Functionality, (2) Data, (3) Usability, (4) Role,
(5) Control and (6) Organisational Culture misfit types. Saat et al. [11] propose a
classification by IT system and business categories. The alignment perspectives of the
SAM model [4] can also be used as a classification scheme for misalignment
symptoms.

Enterprise architecture (EA) is the construction of an enterprise, described by its
entities and their relationships [18]. EA is an organising logic for business processes
and IT infrastructure in order to review, maintain and control the whole operation of an
enterprise. This organising logic acts as an integrating force between business planning,
business operations and enabling technological infrastructure. Enterprise architecture
integrates information systems and business processes into a coherent map. Enterprise
architecture supports IT strategy, IT governance and business-IT alignment It also
helps to capture a vision of the entire system in all its dimensions and complexity [8,
14, 18]. The management of enterprise architecture results in increased transparency,
documented architecture vision and clear architecture principles and guidelines. These
factors contribute to efficient resource allocation, the creation of synergies, better
alignment, and reduced complexity. In the end, better business performance can be
achieved by using the enterprise architecture management (EAM) concept. EAM
promotes the vertical integration between strategic directions and tactical concepts,
design decisions, and operations. Additionally, it provides horizontal alignment
between business change and technology. Enterprise architecture analysis types are
methods that are capable of assessing EA models, e.g. evaluating dependencies, iso-
lated objects, complexity or heterogeneity [8, 13, 17].

There have been many attempts to investigate reciprocal contributions between
strategic (mis)alignment assessment and EA analysis [e.g. 15, 16]. Recently, there has
been an increased interest in EA-based alignment assessment, especially in matching
EA domains to evaluate the state of alignment in an organisation. The state of align-
ment can be examined via several methods. One of the main research methods of
analysing alignment is enterprise architecture-based assessment [18]. This method
assesses how IT is aligned with organisational goals. While earlier studies on alignment
assessment primarily focused on strategic and holistic perspectives, the innate con-
nection between business models and architectures have not been revealed [3].
Enterprise architecture describes the logical structure of the different architecture layers
and links all levels from business strategy to IT implementation. In this sense, EA
enables us to assess the alignment between business and IT. Undertaking an archi-
tectural assessment is a helpful way to determine the state of alignment and to identify
re-architecture needs. Architecture assessment consists of sole architecture layer
analysis, as well as fit analysis between the different layers. After architecture
assessment re-alignment (or re-architecture) techniques are used [5]. Architecture
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alignment methods combine different alignment analysis types, alignment assessment
frameworks, and EA analysis techniques to propose EA-based tools for alignment
assessment.

3 Strategic Misalignment in Public Administration

This section presents public sector specific misalignment symptoms along the four
traditional alignment perspectives of the SAM model. The proposed analysis is based
on the work of [8] in which an alignment perspective-driven analysis approach was
presented and used in detail. Alignment perspectives cover 3 out of 4 alignment
domains to define directions for alignment domain analysis. Every alignment per-
spective consists of 2 alignment domain matches, a.k.a. perspective components. The
following analysis presents typical misalignment symptoms to the alignment per-
spectives. Symptoms are also provided with EA models that possibly contain the
symptom as well as EA analysis types that are able to reveal the symptoms in the EA
models. Misalignment symptoms stem from misalignment symptom catalogs found in
recent literature on the subject. Containing EA models and related EA analysis types
also come from corresponding collections found in recent literature. For the justifica-
tions of the choices as well as the detailed catalogs from recent literature see [8].

The first perspective is concerned with strategy implementation. This cross-domain
perspective involves the assessment of the implications of implementing the defined
organizational strategy by appropriate organizational infrastructure and management
processes (organizational design choices) as well as the design and development of the
required IS infrastructure and processes. This alignment perspective is, perhaps, the
most common and widely understood perspective as it corresponds to the classic,
hierarchical view of strategic management.

Strategy Execution perspective deals with the supporting role of IT concerning
organisational strategy-based organisational structure. Organisational strategy is
translated into organisational processes and infrastructure to which IT processes and
infrastructure provide appropriate support. The perspective is organisational strategy-
driven, which means that if there is a change in strategy direction, organisational
structure is changed accordingly. In this case, IT structure must be able to adapt to
renewed organisational structure via modified supports.

Tables 1 and 2 presents typical misalignment symptoms to the corresponding
perspective components of Strategy Execution perspective.

The first three symptoms are relevant in public sector: in large and complex
organizations, providing a wide range of services, it is hard to define clear goals and to
harmonize strategic thinking and management in the hierarchy. In public sector the
number and influence of stakeholders creates a very complex socio-economic envi-
ronment, where planning is difficult. These organizations are less agile as the structure,
infrastructure and process (hard factors) and the knowledge, culture, beliefs, skills (soft
factors) are very inflexible. As an impact of the high organisational inertia (inflexi-
bility), the chance to misalignment in some aspects of the initiatives is high. On the
other hand, the clear hierarchy makes responsibilities and reporting evident (although it
is not generally true).
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Business Structure and IT Structure matching related symptoms can be found in
any organizations. Frequent changes in the organizational environment, client needs
can make IT functionality obsolete. In many public sector organizations IT service
management is not in a matured phase, so service levels are usually not professionally
defined, resulting in poor performance and service quality.

The second perspective is technology transformation (technology leverage). This
alignment perspective involves the assessment of implementing the chosen business
strategy through appropriate IT strategy and the articulation of the required IS
infrastructure and processes. In contrast to the strategy execution logic, this perspective
is not constrained by the current organization design, but instead seeks to identify the

Table 1. Strategy Execution: Business Strategy and Business Structure matching.

Typical misalignment symptom Containing EA artefact Related EA analysis
type

Undefined organisational mission,
strategy, and goals

Driver/Goal/Objective
Catalogue
Business Footprint
Diagram
Goal/Objective/Service
Diagram

Coverage analysis

Undefined business process goals,
business process owners

Organisational
Decomposition Diagram
Driver/Goal/Objective
Catalogue
Role Catalogue
Actor/Role Matrix
Goal/Objective/Service
Diagram

Coverage analysis

Lack of relation between process goals
and organisational goals

Driver/Goal/Objective
Catalogue
Business Footprint
Diagram
Goal/Objective/Service
Diagram

Dependency
analysis,
Network analysis

Undefined business roles or
responsibilities

Organisational
Decomposition Diagram
Role Catalogue
Actor/Role Matrix
Business Use-Case
Diagram

Coverage analysis

Undefined or multiple hierarchy or lines
of reporting

Organisational
Decomposition Diagram
Role Catalogue
Actor/Role Matrix
Business Use-Case
Diagram

Dependency
analysis,
Enterprise
interoperability
assessment

188 D. Őri and Z. Szabó



best possible IT competencies through appropriate positioning in the IT marketplace, as
well as identifying the corresponding internal IS architecture. Technology Transfor-
mation perspective is concerned with the organisational value of IT.

In this perspective, IT provides innovative solutions in response to the organisa-
tional goals. Innovative possibilities are divided into IT processes and infrastructure
which enable the implementation of the innovative solutions. In this perspective,
organisational structure does not constrain the implementation of the innovative
solution.

Tables 3 and 4 presents typical misalignment symptoms to the Technology
Transformation perspective, according to the two corresponding perspective compo-
nents. Symptoms listed in Table 3 are especially true for public sector organizations,
where IT is seldom considered as a strategic resource, and where HR shortages are
common situations. Symptoms listed in Table 4 (structure matching) are also common
in many public sector organizations, where the lack of the clear, market-driven ori-
entation can result in poor service management.

Table 2. Strategy Execution: Business Structure and IT Structure matching.

Typical misalignment symptom Containing EA artefact Related EA analysis
type

Application functionality does not
support at least one business process
activity

Application Portfolio
Catalogue
Application/Function
Matrix
Process/Application
Realisation Diagram

Dependency analysis,
Coverage analysis,
Heterogeneity analysis

Business process task supported by
more than one application

Process Flow Diagram
Application Portfolio
Catalogue
Application/Function
Matrix
Process/Application
Realisation Diagram

Dependency analysis,
Coverage analysis,
Heterogeneity analysis

Critical business process does not
depend on scalable and available
applications

Application Portfolio
Catalogue
Application/Function
Matrix
Application Use-Case
Diagram
Process/Application
Realisation Diagram
Application/Technology
Matrix

Dependency analysis,
Coverage analysis

Undefined business service levels Contract/Measure
Catalogue

Coverage analysis,
Enterprise coherence
assessment
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Table 3. Technology Transformation: Business Strategy and IT Strategy matching.

Typical misalignment symptom Containing EA artefact Related EA
analysis type

Insufficient IT resources Software Distribution
Diagram
Platform Decomposition
Diagram

Complexity
analysis,
Heterogeneity
analysis

Lack of IT skills and competencies Role Catalogue
Organisation
Decomposition Diagram

Network
analysis,
Coverage
analysis,
Complexity
analysis

Lack of skills to develop or innovate
certain types of products

Business
Service/Function
Catalogue
Functional
Decomposition Diagram

Coverage
analysis

Poor IT planning and portfolio
management

Functional
Decomposition Diagram
Application Portfolio
Catalogue

Coverage
analysis,
Complexity
analysis,
Heterogeneity
analysis

Table 4. Technology Transformation: IT Strategy and IT Structure matching.

Typical misalignment symptom Containing EA artefact Related EA analysis type

Poor IT planning and portfolio
management

Functional
Decomposition Diagram
Application Portfolio
Catalogue

Coverage analysis,
Complexity analysis,
Heterogeneity analysis

Under capacity infrastructure Software Distribution
Diagram
Platform Decomposition
Diagram

Network analysis,
Coverage analysis

Lack or poor systems
performance monitoring

Processing Diagram Network analysis,
Complexity analysis,
Enterprise coherence
assessment

Out of date technological
infrastructure

Technology Portfolio
Catalogue
Platform Decomposition
Diagram
Processing Diagram

Coverage analysis,
Interface analysis,
Complexity analysis,
Enterprise interoperability
assessment,
Heterogeneity analysis
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The third perspective is competitive potential: this alignment perspective is con-
cerned with the exploitation of emerging IT capabilities to impact new products and
services (business scope), influence the key attributes of strategy (distinctive compe-
tencies), and develop new forms of relationships (business governance). This phase
reflects the potential of IT strategy to influence key dimensions of business strategy.
Unlike the previous perspective that considers business strategy as given, this per-
spective allows the adaptation of business strategy via emerging IT capabilities,
reflecting the competitive role of IT, and it is concerned with the exploitation of
emerging IT innovations to affect new products and services, and to influence the key
attributes of strategy.

Competitive Potential perspective is about emerging information technologies
which provide new possibilities to the organisation. These new concepts affect the
organisational strategy, through which new organisational structure will be developed.
In this perspective, IT provides new distinctive competencies to the organisation.
Organisational strategy is built according to the potentials provided by IT. The per-
spective helps to exploit emerging IT capabilities to be able to develop new products
and services.

Tables 5 and 6 presents typical misalignment symptoms to the Competitive
Potential perspective, exhibited by the two corresponding perspective components.

Strategy matching symptoms related to competitive potential can be observed in
many public sector organizations, where innovative thinking and sophisticated port-
folio management approaches are not part of the standard managerial activities.
Structure matching symptoms related to competitive potential are relevant in the public
sector, as the agility of the typical organization is much less developed than the
continuously stressed private companies.

The fourth perspective is service level: this alignment perspective focuses on how
to build an appropriate IS service organization. This requires an understanding of the

Table 5. Competitive Potential: IT Strategy and Business Strategy matching.

Typical misalignment symptom Containing EA
artefact

Related EA
analysis type

Lack of skills to develop or innovate certain
types of business and products

Business
Service/Function
Catalogue
Functional
Decomposition
Diagram

Coverage
analysis

Poor IT planning and portfolio management Functional
Decomposition
Diagram
Application Portfolio

Coverage
analysis,
Complexity
analysis,
Heterogeneity
analysis
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external dimensions of IT strategy with corresponding internal design of the IS
infrastructure and processes. This strategic fit for IT creates the capacity to meet the
needs of IS customers. In this perspective, the role of business strategy is indirect and is
viewed as providing the direction to stimulate customer demand. This perspective is
often viewed as necessary (but not sufficient) to ensure the effective use of IT.

Table 6. Competitive Potential: Business Strategy and Business Structure matching.

Typical misalignment symptom Containing EA artefact Related EA analysis
type

Undefined organisational mission,
strategy, and goals

Driver/Goal/Objective
Catalogue
Business Footprint
Diagram
Goal/Objective/Service
Diagram

Coverage analysis

Undefined business process goals,
business process owners

Organisational
Decomposition Diagram
Driver/Goal/Objective
Catalogue
Role Catalogue
Actor/Role Matrix
Business Footprint
Diagram
Goal/Objective/Service
Diagram
Business Use-Case
Diagram

Coverage analysis

Lack of relation between process goals
and organisational goals

Driver/Goal/Objective
Catalogue
Business Footprint
Diagram
Goal/Objective/Service
Diagram

Dependency
analysis,
Network analysis

Undefined business roles or
responsibilities

Organisational
Decomposition Diagram
Role Catalogue
Actor/Role Matrix
Business Use-Case
Diagram

Coverage analysis

Undefined or multiple hierarchy or lines
of reporting

Organisational
Decomposition Diagram
Role Catalogue
Actor/Role Matrix
Business Use-Case
Diagram
Organisation
Decomposition Diagram

Dependency
analysis,
Enterprise
interoperability
assessment
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Service Level perspective deals with different ways through which IT can improve
services, or IT can deliver the necessary capabilities to support products and services.
Service Level perspective is intended for implementing an IT service-based organi-
sation. Service levels are defined by collaboration between organisational areas and IT.
The IT service centre operates according to the contracted service levels.

Tables 7 and 8 present typical misalignment symptoms to the Service Level per-
spective, according to the two constituent perspective components.

Symptoms listed in Tables 7 and 8 are related to poor IT service management
practice, that is not evidently relevant for a big and IT dependent agency, but as a result
of outdated organizational culture and lack of resources, are still common issues.

4 EAM-Based Method for Misalignment Detection

The following section provides an EAM based method to detect the symptoms of
misalignment in EA models. This method – which description can be found in [8] in
detail – used a strategic alignment perspective-driven approach and substantiated
misalignment symptom queries with rule assessment techniques. The method is based

Table 7. Service Level: IT Strategy and IT Structure matching.

Typical misalignment symptom Containing EA artefact Related EA analysis
type

Poor IT planning and portfolio
management

Functional Decomposition
Diagram
Application Portfolio
Catalogue

Coverage analysis,
Complexity analysis,
Heterogeneity analysis

Lack or poor systems performance
monitoring

Processing Diagram Network analysis,
Complexity analysis,
Enterprise coherence
assessment

Technological heterogeneity Technology Portfolio
Catalogue
Application/Technology
Matrix
Platform Decomposition
Diagram
Processing Diagram

Heterogeneity analysis

Out of date technological
infrastructure

Technology Portfolio
Catalogue
Platform Decomposition
Diagram
Processing Diagram

Coverage analysis,
Interface analysis,
Complexity analysis,
Enterprise
interoperability
assessment,
Heterogeneity analysis
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on three main steps: (1) Traditional alignment perspectives are connected to typical
misalignment symptoms. (2) Relevant artefacts are recommended to the misalignment
symptoms, i.e. the EA models which may contain the symptom in question.
(3) Suitable EA analysis types are suggested to the misalignment symptoms, i.e. EA
analysis types that are possibly able to detect the symptoms in the recommended
containing artefacts.

Misalignment symptoms, containing architecture models and recommended EA
analysis types come from catalogs that were presented in [8] and originally were based
on recent literature. The method uses rule construction and rule testing approaches to
detect the symptoms of misalignment in the XML exports of the EA models. Further
details on the implementation of the proposed analysis method can be found in [8].

To test the applicability of the proposed method, a case study has been conducted.
The empirical investigation deals with a public sector organization. The road man-
agement authority is a non-profit government corporation that manages matters relating
to road safety, road traffic management, and transportation for around 32,000 km of a
national public road network. The scope of activities spans from road operation and
road maintenance over professional services to providing road information. In its actual
form, the authority was set up in 2006 as a successor to a previous road management
government authority. Its headquarters and three sites are located in Budapest, and the

Table 8. Service Level: IT Structure and Business Structure matching.

Typical misalignment symptom Containing EA artefact Related EA
analysis type

Frequent periods while applications are
unavailable

Application and User
Location Diagram
Application Use-Case
Diagram
Application/Technology
Matrix
Processing Diagram

Complexity
analysis,
Enterprise
coherence
assessment

Information consistency or integrity
problems

Data Entity/Data
Component Catalogue
Data Entity/Business
Function Matrix
Data Migration Diagram

Dependency
analysis,
Enterprise
interoperability
assessment,
Enterprise
coherence
assessment,
Heterogeneity
analysis

Critical business processes are not
supported by scalable and highly available
applications

Application Portfolio
Catalogue
Application/Function
Matrix
Application/Technology
Matrix

Dependency
analysis,
Coverage analysis
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authority has approx. 170 branches around Hungary. The authority employs around
8,200 employees [8].

Road control initiative is a pilot project for setting up EA practice in the authority.
The initiative is part of an integrated road network development project which aims to
transform the internal operation as well as to optimise processes in order (1) to increase
operational efficiency and transparency within the road management authority, (2) to
achieve cost-efficient public task execution, (3) to provide a nation-wide integrated
management system, (4) to increase access to management information, (5) to create
the premises for standardised services, (6) to increase traffic safety. As part of the above
introduced integrated road network development project, the road control project is
concerned with the implementation of a traveling warrant system. The road control
project was set up to outline the process of road control with EA methods over 2 sets of
changes. The as-is state presents the actual state of road control activities. To-be
No. 1 and To-be No. 2 phases deal with the changes in process execution, supportive
applications, and underlying technological infrastructure. The study was carried out in
the pilot EA model structure, showing the relevant EA models and artifacts to be
modified during the progression of the project [8].

The analysis revealed problematic business-IT areas and alignment problems at the
organization, which were detected in their EA models. Perceived misalignment
symptoms in the case organisation included e.g.

• Undefined or multiple hierarchy or lines of reporting,
• Insufficient IT resources,
• Poor IT planning and portfolio management,
• Out of date technological infrastructure,
• Information consistency or integrity problems,
• Lack of data ownership,
• Lack of application interfaces.

These symptoms affected several EA domains and were located in different types of
EA models: (1) Business Architecture - Undefined or multiple hierarchy or lines of
reporting, (2) Data Architecture - Information consistency or integrity problems, Lack
of data ownership, (3) Application Architecture: Lack of application interfaces,
(4) Technology Architecture: Out of date technological infrastructure. EA analysis
types that were able to detect these symptoms include: Dependency analysis, Enterprise
interoperability assessment, Enterprise coherence assessment, Heterogeneity analysis,
Coverage analysis.

The case study has demonstrated the utility and usability of the proposed frame-
work by analyzing 21 problematic misalignment areas and detecting 7 different
symptoms in their EA models. Thus, the method provided a compound framework for
detecting misalignment symptoms in complex EA model structure. Misalignment
problems in public sector organisations can also be considered as overwhelming issues.
The case study confirmed that detecting, analysing and correcting misalignment sup-
port the public organisations in achieving better performance and value-adding
potential by amending misaligned organizational areas.
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5 Conclusion and Future Work

By the possibilities of IT, organisations have growing abilities to change the nature of
their activities, to modify their relationships and to expand their capabilities. Organi-
sational structure and competencies must be suited to implement strategy and to enable
efficient and effective operations. Emerging new technologies and the growing
expectations of the citizens push public sector organizations towards digitalization,
while the application of technology-driven solutions for improving administration is
still a major issue. Finding the right mix of organizational structure, processes, skills
and IT based applications is a great challenge for the public sector. As a result of the
unclear, sometimes undefined vision driving IT and organizational domains there are
potentially numerous alignment problems in the public sector organizations.

The proposed analysis framework is based on EAM models to discover symptoms
of misalignment. The method was tested in a public sector organisation, showing
several misalignment issues related to the four main perspectives of strategic alignment
(strategic implementation, technology leverage, technology exploitation, technology
implementation). As part of future work, the framework needs further adjustments in
terms of automation and analytic potential.

A systematic approach that help organizations to analyze not only application
portfolio and technical issues, but also the complex interdependencies of the organi-
zational and IT domain will provide a holistic view of the organization as a
sociotechnical system. Decision makers and domain experts can use the presented
analyzing model to discover actual or potential alignment issues within and between
the EAM domains. Using the perspective based approach discussed in this paper
organizations will be able to implement the alignment concept in practice.

Growing complexity requires more sophisticated management and planning prac-
tice in the public sector too. Finding the right configuration of organizational structure
and IT solutions is still a major challenge, but the EAM based analyzing approach can
facilitate exploration of the misalignment problems, and also high level and detailed
planning for business and IT domains.
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Abstract. Continuous debates on the future of digital economy in the world has
generated many issues connected not only with the creation of its infrastructure,
but also on the creation of an adequate regulatory framework for its functioning
and onward development. Modern researches rightly criticize the existing tra-
ditional legal constructs that are not suitable for the existing realities in the
economy and require significant adaptation or creation of new legal concepts
that are capable to meet the challenges of the new coming digital environment.
Russia along with other countries have approached the issue of creating a special
regulation for digital economy – a “digital law”, which would become the
backbone document containing the most important regulative principles for the
whole digital sector. The adoption in 2017 of a number of digital policy doc-
uments and especially the Governmental Program “Digital economy” has given
a new impulse and made a start to an open discussion on the perspective of
recent adoption of a digital code. The authors seek to review existing regulation
and doctrine in Russia to make suggestions on the content and structure of such
a document.

Keywords: Digital economy � Legal aspects � Digital regulation � Digital law �
Legal instruments � e-Democracy

1 Introduction

Digital development is now one of the main factors of world economic growth. By
2025 China could increase its GDP up to 22% due to introduction of Internet tech-
nologies. In the U.S. the expected growth of GDP caused by digital technologies, is
even more impressive – by 2025 it could reach 1.6–2.2 trillion dollars [22, 31].

The development of digital sphere in Russia also has faced an unprecedented
growth for the last five years. Smart technology, artificial intelligence, big data,
blockchain, cloud computing, social networking, etc. have become part of everyday
life. The people of Russia actively use now mobile applications and platforms [1] and
have no less than two mobile phone numbers per person.
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According to a one of recent analytical report made by McKinsey & Company,
Russia ranks first in the number of Internet users in Europe and sixth in the world with
more than 80 million users. The auditory of the main portal of public and municipal
services (Gosuslugi.ru) is more than 40 million people that amounts to 30% of the
population of Russia [8].

Potential economic effect of digitalization of the Russian economy would increase
its GDP by 2025 up to 4.1–8.9 trillion (in 2015 prices) that is from 19 to 34% of the
total expected GDP growth [8].

Regardless so positive tendencies Russia still could hardly be named among leaders
in the development of digital economy especially due to the digital economy share in
GDP. The share of digital economy in Russia’s GDP is still about 3.9%, that is 2–3
times lower than in leading countries. However, it is already visible and the sector of
the digital economy in recent years is growing rapidly. For example, the country’s GDP
from 2011 to 2015 increased by 7%, and the volume of the digital economy over the
same period increased by 59% up to 1.2 trillion rubles in 2015 prices. Thus, in these
five years, the digital economy accounted for 24% of total GDP growth [8].

This explains close attention to the problem of ensuring sustainable development of
the digital economy sector in Russia. Recent policy documents such as the Federal
Program “Digital Economy in Russian Federation” [11], Strategy for the Information
Society Development 2017–2025 [28], and revised in 2016 Doctrine of Information
Security [10] clearly demonstrate high attention to the problematics of digital economy
in Russia, including the creation of an appropriate legal framework. The latter in most
of cases presumes drafting a new specific law – a “digital law”.

2 Methodology

The authors used quantitative and qualitative analysis of existing Russian and foreign
publications in open sources in international and Russian science-citation databases.
Taking into account the topic of the research, the main emphasis was made on pub-
lications indexed in the Russian scientific citation database (E-library1). To search for
relevant publications taking into account the peculiarities of Russian morphology, we
used such key words as “the codification of information legislation”, “information
code”, “telecommunications code”, “digital law”, “regulation of the digital economy”.

In addition to analyzing the state of modern scientific research, the authors used for
qualitative analysis statistical data on digital economy in Russia and in the world,
analytical reports (Digital McKinsey, OECD, World Bank), existing program and
regulatory documents of Russia in the field of information society regulation.

1 https://elibrary.ru.
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3 Literature Review

Over the last decades inRussia appeared a number of studieswith quite fair criticismof the
existing regulation of information sphere. Most of them named the existing legal system
too fragmentary to meet the realities of digital economy and general ICT growth [24].

Many researchers and practitioners have repeatedly expressed the idea of drafting
more sustainable and profound document that could accumulate general principles for
the whole information sphere in Russia and at the same time could be an appropriate
basis for consecutive development of sub-legislation – a certain “digital law” or “digital
code” of Russia [23].

It should be noted here, that this idea is not quite a new one. This issue was well
treated by a group of scientists from the Institute of State and Law of Russian Academy
of Sciences, which not only justified its necessity but also had prepared a draft version
of a bill (Code of Information) for open discussion by the professional and political
community [5].

A new impetus to the study of the problematics of systematization of the Russian
legislation was given by the Government with adoption of the Federal Program “Digital
Economy” [11]. The Program in itself and numerous comments from its creators
named the problem of a new legal framework one of the key point on the way to digital
economy. Surely, this led to continuous debates about the content and scope of a future
“digital law”. This resulted in appearance of new alternative bills and in creation under
the auspices of the Ministry of Economic Development of Russia of numerous working
groups of specialists in the areas of big data, information security, block chain, smart
technologies, etc. – to discuss and work on its content [7, 32].

Another interesting initiative in this area announced initially even in 2009 and
picked up recently in 2018 by Russian Media Communication Union is an idea of
Infocommunication Code [3, 14, 16]. This bill, despite the more limited scope of
application - telecommunications and media issues is still likely to have many similar
and overlapping issues. Firstly, taking into account the fact that this document will
have to replace the existing federal laws on communications and information as well as
the fact that communication issues are too important in the regulation of the digital
economy.

Worth to be noted that the idea of drafting an Information Code, or at least a serious
intention to codify or streamline information legislation has recently been discussed in
other EAEU countries, in particular in Belarus [26] and Kazakhstan [20].

It seems to be obvious that an idea of a significant and profound reform of Russian
information legislation has deeply ripped and it is a high time for open discussion.
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4 Current Regulation of Digital Sphere in Russia
and Worldwide Practice

The international practice shows that an idea to create specific regulation for digital
economy and its sectors is not quite new and has been discussing repeatedly. In
practice, only UK had adopted it as a specific act in 2010 as Digital Economy Act [4,
12, 13, 15–18] that had been revised in 2017 [6].

To a certain extent, the systematization and harmonization of the rules on electronic
commerce was held for a long time at the level of the European Union by adopting e-
Commerce Directive 2000/31/EC [9]. The latter seems to be under question now as EU
has announced new Digital Single Market Strategy seeking eventually to amend or
revised it in order to define more appropriate e-commerce framework [27].

In Russia, as it was previously mentioned the idea of creating a new legal frame-
work for IT sector has been discussing repeatedly since 2006 in differing forms and
aspects [5, 24]. The Russian IT legislation is largely following global trends and is
changing very dynamically. Over the past two decades the government has introduced
more than 400 legislative acts concerning the issues of information exchange and
information technology, sometimes very contradictory and non-systematically. As for
sub-legislative acts of different levels there have been adopted more than 1500. This is
not taking into account legislation, that somehow refers to the application of infor-
mation technology or implicitly address the regulation of information interchange [2].

This all constitutes a continuous problem for Russian legislation and legal practice.
The majority of modern Russian researchers name as the most acute problems of
regulation of the Russian information sphere, the following [5, 21, 23, 24]:

– irregularity, when the same rules are duplicated in a large number of regulations,
sometimes contradicting each other;

– instability of regulation, it is difficult to name an act that hasn’t been amended or
modified dramatically once a year.

According to some estimates, these reasons justify the need for a new general and
more stable legal document with large scope, which would become the basis for the
ongoing development of the digital economy in Russia.

5 Concept of Legal Framework for Digital Economy
in Russia

Many of suggested issues to be included in the new digital law are well studied
separately but the problematics of their systematization and balancing between together
in one document has not been studied enough and the main question is not answered:
‘What would be “digital law” and its content?’.

Currently, most commonly used term for its scope is the term of “digital economy”,
which could be interpreted in different ways [29, 30]. Generally, it could be understood
in two ways – narrow and broad meaning. Narrowly, it is more close to the term of e-
commerce or e-business – the sector of economy related to the ICT production,
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electronic goods and services. Broadly, it could be regarded as the idea and a concept
of a new general economy changes caused by large implementation of ICT. The latter
seems to be more appropriate for the description of the future “digital law” concept and
its potential content.

Unfortunately, the Russian Digital Economy Program [11] (hereinafter – the Pro-
gram) do not contain a specific meaning for “digital economy” and only name it as a
main purpose for its introduction which are:

– creation of appropriate conditions for development of knowledge society in the
Russian Federation,

– improving the welfare and quality of life by increasing the availability and quality
of goods and services produced in the digital economy with the use of modern ICT
technology,

– increasing awareness and digital literacy,
– improving access to and quality of public services for citizens as well as security

within the state and abroad.

Eventually, there could be suggested also three main levels of digital economy:

– markets and sectors of the economy (industries), where the interaction of specific
actors (suppliers and consumers of goods, works and services);

– platforms and technologies, which formed a competence for the development of
markets and economic sectors (spheres of activity);

– environment that creates conditions for the development of platforms and tech-
nologies and effective interaction of market entities and economic sectors (fields of
activity) and covers the regulatory framework, information infrastructure, person-
nel, and information security.

The Digital Economy Program covers two of the lower level of digital economy –

the basic directions defining the goals and objectives of their development:

– key institutions forming the conditions for the development of the digital economy
(regulatory framework, human resources and education, forming of research com-
petence and technological capacity, etc.);

– main elements of the infrastructure of the digital economy (ICT infrastructure,
information security, telecommunications).

The Program in general is focused on the following end-to-end digital technologies’
issues:

1. Big data;
2. Neural networks and artificial intelligence;
3. Block chain technologies;
4. Quantum technologies;
5. New production technologies;
6. Internet of things;
7. Components of robotics and sensing;
8. Wireless technology;
9. Virtual and augmented realities.
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Thus, considering the relationship of “digital economy” and “digital law”, the latter
intended to form legal regulation of “conditions for the development of platforms and
technologies and effective interaction of persons of different markets and sectors of the
economy”. On this basis, the legal regulation for digital economy should include the
above mentioned end-to-end digital technologies.

One of the officials of the Ministry of Economic Development Mr. S. Shipov
distinguishes three stages in the development of digital legislation:

– to remove obvious barriers to the development of the digital environment (denial
from paper labor contracts and labor history notes, which decrease the development
of labor mobility);

– to treat more complex problematics, including big data and block chain technolo-
gies (special attention here should be paid for the usage of this technologies in
public sector and for the elaboration of common approaches for this problematics);

– to develop more considerable and profound changes for Russian digital legislation
[19].

All of these tasks should be fulfilled no later than in five upcoming years, otherwise
it would make impossible to catch up after leading countries. At the same time, cur-
rently there is no any conceptual basis for the formation or development of digital
legislation in Russia that could be seriously disputed or regarded as a coherent bill,
taking into consideration that previously suggested bills are out of date as they do not
include many nowadays issues [5]. The statement about the need for gradual
replacement of legal regulation of digital spheres is hardly correct and justified. Digital
law needs to have a monolithic foundation and its eminent goal is to the use of new ICT
technologies for the whole economy. Another strong point to insist on is that inside all
those relations should be a human being, his rights and freedoms. In this case ICT
technologies should be only a mean to achieve public and private goals.

Thus, “digital law” should be regarded as a set of legal rules regulating social
relations in sphere of creation, formation and use of digital infrastructure to meet
private and public needs of a person by using ICT technologies.

It is also considered necessary to establish special legal framework for public and
private sectors as the purpose of creation of digital infrastructure and use of ICT may be
different in these two cases.

The other issue to be considered is a possibility to exclude a human being as a part
of relations? Currently, the answer to this question can be only negative. It is the human
intellect and his involvement in information technology relations provides global
security of humanity and the whole world from uncontrolled machines.

6 Digital Law Reform

The structure of digital legislation should be ensured by its integrity. The existing
practice of fragmentary introduction of digital legislation rules in sectoral legislation
seriously damages the whole idea to create a sustainable and coherent regulation for
digital economy. Various legal methods and means used in this case could affect
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‘digital law’ as a monolithic structure with a stable set of principles and rules and could
slow down its development and as a consequence of the whole digital economy.

That is why an incorporated digital law in the form of a new code of Russian
Federation could be a right and reasonable solution.

The Program in its special chapter “Regulation” names the following areas (sub-
groups) to be treated by “digital law”:

1. Legal restrictions;
2. Change Management;
3. LegalTech;
4. Integration regulation;
5. Electronic civil turnover;
6. Digital environment of trust;
7. FINTECH;
8. Big data;
9. Cyber-physical systems;

10. Intellectual property;
11. Antitrust regulation;
12. Special legal regimes;
13. Standardization;
14. Labour legislation.

In 2017, the Government Commission on the use of information technologies to
improve the quality of life and conditions of doing business approved the Action Plan
(hereinafter – the Action Plan) for “Digital Legislation” as a part of the Program [7].
The Action Plan provides for the creation of a special working group and a center of
competence to work out the main branches of digital legislation [7]. In total, it seeks to
amend or change more than 50 existing laws (telecommunications, IT, Internet,
intellectual property, social networks, etc.) and to eliminate more than 250 existing
administrative barriers affecting the normal development of the digital economy in
Russia.

In addition, the Action Plan aims to introduce new or amend the existing national
standards of the Russian Federation, such as:

– national standards in the field of information security, taking into account the
requirements of security, compatibility and technological neutrality;

– national standards defining the requirements for registration, accounting, storage
and exchange of digital (electronic) design and operational documentation and the
digital model of the product at all stages of the product life cycle;

– national standards in the field of technology “Internet of things” and “Industrial
(industrial) Internet of things”;

– national standards in the field of technology “Smart production”;
– national standards in the field of technology “Smart cities”;
– national standards in the field of artificial intelligence and cyber-physical systems.

In order to ensure the uniformity of legislation in this area, it is proposed to adopt
the Concept of comprehensive legal regulation of relations arising from the
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development of the digital economy, as well as to determine the Federal Executive
body responsible for legal regulation in the digital economy.

It is worth to mention that all those changes are subject for harmonization inside the
EAEU which should be ensured by preparing proposals on priority initiatives within
the framework of the digital agenda of the EAEU, as well as the draft road map. Taking
into consideration that other EAEU countries are also seeking for systematization and
harmonization of their information legislation [20, 26].

It is important to understand that some issues of legal regulation in certain areas,
including through the adoption of federal law, can hardly be called innovative and
related to the digital economy, or to “digital law”.

For example, the barrier-free toll collection system (“free flow”) for the use of toll
roads is well established in many countries, and applies to conventional transportation
system of roads and is not worth considering to be a part of digital legislation.

On the other hand, the issue of translation of the law into computer-readable format
to automate its execution, of language and tools to describe smart contracts is unex-
pectedly poorly treated there.

7 Conclusion

Thus, saying that currently Russia has developed a concept of a digital law could be
rather early. On the one hand, we can underline a strong intention of the Government to
change the present situation and create the necessary legal environment for the
development and functioning of the digital economy, or, in other words, to create
conditions for the further progressive introduction of ICT in all spheres of economy.

On the other hand, many of the steps taken can be considered rather hasty and more
populist, without a real basis.

The existing alternative legislative proposals from professional and academic
communities, which in themselves are interesting enough, generally are no longer
relevant or most likely controversial with existing state policy.

The authors assume that the creation of a new Concept of legal regulation for the
digital economy will require some more attention to the answers on more global issues
related to the determination of the balance of interests of human, society and state in the
use of ICT paying strong attention to information security issues.

It is obvious that the current proposals under the Action Plan are more focused on
the answers to the today challenges and once again resemble ad hoc regulation or
patching holes, but not the path to comprehensive and long-term concepts.

At the same time, the formed working groups on digital legislation has just begun
their work and it is a bit early to assess the results and we could only make suggestions
on but for which we will necessarily follow.

However, at the moment the legal environment for the digital economy is at the
very beginning of formation and forecasts about the possibility of its finishing in the
next 5 years look too optimistic. Already now, a lot of negative and reasonable critics
could be found on the content of the Program and its implementation, including the
legal framework issues [25].
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Abstract. The development of electronic governance in any country is deter-
mined by cultural features, the level of education and information-
communication infrastructure. The article comprehensively researches the
readiness potential of Armenian and Russian societies for electronic governance.
This choice is reasoned by the fact that, first of all, Russia and Armenia are
members of the Eurasian Economic Union, which currently harmonizes digital
transformation policies of the member-states. In this context the application of
Hofstede’s model and Inglehart-Welzel’s cultural map allows to reveal that both
Armenians and Russians are oriented towards struggle for survival at the
expense of self-expression and strive to stability. The complex evaluation
demonstrates low level for Power distance and Uncertainty. For Armenia it is
0.19 and for Russia - 0.06. This means that the level of technological conditions
in a country does not necessarily lead to comprehensive technological pene-
tration into a society. For instance, both Armenian and Russian societies have
serious cultural barriers which impede the development of network interactions.
The authors have calculated the readiness potential of the societies for electronic
governance according to ICT access, ICT use, Government’s online service, E-
participation, grand coefficient of the coverage of population with higher edu-
cation, Power distance and Uncertainty avoidance for the above mentioned
period. Their values are fluctuating in the range of 36.40–38.57% for Russia and
22.39–27.71% for Armenia. Thus the readiness potential of the societies for
electronic governance has serious potential to develop in the future.

Keywords: Society � Information and communication technologies �
Electronic governance � Hofstede’s culture model

1 Introduction

Electronic Governance (e-governance) provides simplification and support of man-
agement between various parties, including government structures, organizations and
society, based on information and communication technologies. E-governance is often
called digital, if the use of information and communication technologies is considered
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to improve relations with organizations and society [1–3]. It provides greater oppor-
tunities to participate in democratic institutions and processes. In this context complex
digital interactions of a society, government and organizations, as well as their coor-
dination are possible only if the participants are ready for digital transformations and
have a well-developed information and communication infrastructure.

Wide range of academic works research the development and readiness for elec-
tronic governance, as well as the relationship of national culture values and practice to
e-Government readiness. The use of the term “e-government readiness” [4–6] neces-
sitates the introduction of the notion of “Readiness for Electronic Governance.” The
latter demonstrates how well a society is ready for those changes.

At the same time while discussing the notion of readiness it is worth mentioning
that in psychology it is viewed as a dynamic integrity of a person, an inner mindset for a
certain behavior. In our case the readiness of a society for e-government means a
mindset for interaction with a state through ICT.

At the same time on 11 October, 2017 the EEU Highest Economic Council
approved the main directions of implementation of the EEU digital agenda till 2025 [7],
which particularly includes development of e-governance.

Provided that both Armenia and Russia are EEU members the main objective of the
research is to reveal in comparison the readiness of societies of the two countries to e-
government as a component of digital transformations.

Moreover, the research is reasoned by the fact that Armenia and Russia are neighbor
countries with deep ties of economic, cultural, and ICT cooperation. According to
“Union of Armenians of Russia” the Armenian diaspora of Russia makes up more than
2.5 million. From this point view any transformation, particularly, digital, in any
country may have deep and comprehensive impact on the other one.

The above determines the necessity of comparative research of readiness of the
Armenian and Russian societies for e-government.

2 Related Work and Methods

2.1 The Factors Which Determine the Readiness of a Society
for Electronic Governance

Electronic interaction between a society and a state will be implemented if both sides are
ready for it, create the necessary conditions, as well as have the will. Scientists conducted
a study proving the lack of confidence of citizens in electronic initiatives in the absence
of knowledge and motivation for the use of electronic resources. The authors prove that
open education helps to overcome public distrust of e-government [8].

Another research for Bangladesh, Canada and Germany demonstrates how cross-
cultural differences impact consumers’ perception of a mobile government adoption
behavior [9]. Cultural differences in the adoption of e-government are also presented in
the work [10]. The article tests 18 hypothesis of the relations of the national cultural
values and e-governance readiness practice. It reveals positive and negative correlations
[4]. The research shows that the education level of the employees impacts on the
intensity of ICT use, while the rise of ICT influences on the development of the human
capital [11].
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In our view, the following groups of indicators can be applied to determine the
readiness of a society for e-governance: indexes of culture, which characterize the level
of acceptance of novelty and readiness to interact with the governmental bodies; the
level of education among population; the current level of electronic interaction in the
country; the level of development of information-communication infrastructure; as well
as human resources to maintain and develop that infrastructure. The justification and
analysis of the chosen factors to evaluate the readiness of the Armenian and Russian
societies for e-government is presented below.

Indexes of Culture
Hofstede has developed a typology of cultural dimensions, which describes, on one
hand, the impact of a society’s culture on individual values of its members, and, vice
versa, the influence of individual values on the behavior of a society. Initially, the
Hofstede’s model contained only four indicators. Later it was updated by Miknov [12–
14]. As a result the model received six characteristics: power distance, which char-
acterizes the fundamental issue of human inequality; individualism/collectivism, which
explains the integration of individuals in the initial groups; masculinity/femininity
connected with the distribution of emotional roles of men and women; uncertainty
avoidance, which shows the level of public tension in wait of unknown future; long-
term orientation/short-term orientation, it defines the choice of attention focus for
human actions: future, present or past; indulgence/restraint, which resembles the sat-
isfaction with basic human needs related to enjoying life or self-control [14].

The analysis of criteria for the Hofstede’s model provides the values shown in
Table 1 (formed on the basis of the following data [15, 16]).

Data on the last two indexes are not published for Armenia.
Power distance characterizes the level of acceptance and expectation of the unequal

distribution of power by the members of organizations and institutionalized groups of a
society (e.g., families). This parameter resembles inequality (on the scale “more vs.
less”) from the perspective of lower than higher level of a society. In Russia this index
is a bit higher than in Armenia. Often state authorities take the responsibility to resolve
conflicts and disagreements. This provides progress in the society. However, based on

Table 1. Comparative analysis of the Armenian and Russian cultures in the framework of the
Hofstede’s model

Criterion Countries
Armenia Russia

Power distance 76 93
Uncertainty avoidance 86 95
Individualism 26 39
Masculinity 28 36
Long-term orientation No data 81
Indulgence No data 20
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historical analysis, Armenian nation considers state interference fundamentally nega-
tive [17]. According to World Values Survey data, most Armenians are not interested
in politics: 65% said they are either ‘not very’ or ‘not at all’ interested as compared to
35% who are either ‘very’ or ‘somewhat’ interested [17]. The research of the Institute
of Sociology of the Russian Academy of Sciences demonstrates that the Russians tie
the performance of state functions with the provision of social justice, creation of
conditions for self-activity for people, establishment of an environment to develop
long-term strategic solutions for their own problems, as well as creation of equal
starting opportunities for the youth. At the same time more than one third of the
Russian population believe that the state has to protect all the poor including those who
appeared in that list not because of its own fault. Particularly, 14% of the respondents
are convinced that in the framework of social protection the state has to support only
those who can not work people (the elders, disabled people, and underage orphans)
[18]. At the same time it is worth mentioning that the low level trust towards the
government remains [19]. However during the last years the level of trust is increasing.

We consider the characteristic of power distance important to include in the cal-
culation of potential of the society readiness for e-governance as it resembles, partic-
ularly, the attitude of a society towards the state.

Avoidance of uncertainties demonstrates how well the society perceives ambiguity
of meanings, unregulated situations, which are new, unknown, unexpected, and dif-
ferent from ordinary stance [14].

The opposite type of culture, which allows uncertainties, is more tolerant to
untypical and ambiguous opinions. They are often based on empirical experience and
relativism, as well as allow different directions of thoughts to be next to each other. It
means that people with this type of culture will be more tolerant to new technologies.
This criterion is necessary to include in the calculation of the potential. Both for
Armenia and Russia the indicators are rather high (86 and 95 respectively). This means
that the societies have cautious acceptance of new ideas, methods and technologies.

Individualism as opposite to collectivism (which is viewed as not individual’s, but
society’s characteristic) shows the level of integration of members of any society into
groups. In individualistic cultures connections among individuals are not tight:
everyone is responsible for himself/herself and the closest family.

In this regard the development of the modern Armenian society takes place in the
framework of some polarization of value orientations among younger and elder gen-
erations. The process of transition of socio-cultural values is connected with some
contradictions and even conflicts. Such “generation gaps” in Armenian society are
reasoned by economic, social, cultural and ideological issues. The elder generation has
experienced the process of socialization in the spirit of the Soviet ideology due to their
“socialistic” background and past. The latter process of socialization was based on the
development of socialistic values. The general orientation was based on promotion of
education, achievement of long-term goals, social justice and equality (at least on
declaration level).

On the other hand, the modern Armenian youth is much more oriented towards the
values of individualism, fast achievement of material prosperity, hedonism, and
competition [15]. Russia faces the similar situation. During the last years Russia faces
atomization, which disintegrates the unity of the nation and, as a consequence, of the
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social solidarity. The results of sociological surveys show the developing tendency of
destruction of traditional for Russian culture relations of mutual help [18].

Masculinity as opposite to femininity (as social, but not individual character) is
related to distribution of values among gender groups. This, in turn, is also a funda-
mental problem of any society, which has many recipes to be solved. At the same time
the characteristics of the Russian and Armenian cultures have many similarities.

Long-term/short-term orientation is a parameter to measure a culture on a scale,
which encompasses tenacity, thrift, status hierarchy of relations, sense of shame
towards mutual social responsibilities, respect towards traditions, personal resilience
and stability.

Indulgence is common for societies, where the main and natural human needs
(connected with enjoying life and receiving pleasure) are being satisfied rather easily.

Restraint characterizes a society where the satisfaction of needs is controlled and
managed by strict societal norms.

These characteristics are removed from further research.
In the end of 20th century based on regular sociological polls, American political

scientist Ronald Inglehart concluded that values of materialism are gradually being
replaced by the values of post-materialism. Moreover he proved that massive and deep
transformations of economic, political and social life change “political and economic
goals, religious norms and family values. These changes, in turn, impact on temps of
economic growth, on strategic settings of political parties, as well as on perspectives of
development for democratic institutions” [20].

Other scholars joined his polls. Soon Inglehart and Welzel formed a cultural map of
the world.

The evaluation of psychophysical characteristics, based on Inglehart-Welzel’s map,
demonstrates that high power distance and avoidance of uncertainties are specific for
both for Russian and Armenian cultures [21]. The analysis results of cultures based on
Hofstede’s model proves this conclusion too. This means that orientation towards fight
for self-preservation at the expense of self-expression is specific for both Armenians
and Russians. At the same time both nations strive to stability.

The Level of Education
Another important characteristic, which affects the level of readiness of a society for e-
governance, is the share of people with the higher education. The empirical research of
the data on Russian regions, implemented by one of the authors, proves the inter-
connection between information-communication technologies and accumulation of
human capital. The latter is expressed as an average quantity of years of study per one
employed person in the region [11].

The research justifies the positive impact of the average education level on the
quantity of employed personal computers in organizations for one hundred employees
and the quantity of personal computers in organizations with access to the internet for
one hundred employees. However this impact is decreasing during time.

A hypothesis was confirmed that introduction of information-communication tech-
nologies in industrial processes takes placesmore intensively in the territories with higher
concentration of human capital. Thus, the level of education of population can be viewed
as a characteristic, which influence the level of network interaction in the country.
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In this regard the authors suggest considering the grand coefficient of the higher
education coverage as a factor which defines the readiness of a society for e-
government. The values of this index for Armenia and Russia are presented below in
the Table 2 (it is based on the data from [22–26]).

The grand coefficient of the higher education coverage can exceed one hundred per
cent because of inclusion of data on students not typical for that age level.

The Table 2 demonstrates a tendency to increase coverage of population with
higher education in Russia, while Armenia shows decline. The decrease in case of
Armenia can be explained, particularly, by brain-drain, raising costs for the higher
education, as well as restricted labor market for educated people.

The Development of Information-Communication Infrastructure
The information and communication infrastructure includes four indices developed by
international organizations on ICT access, ICT use, online service by governments, and
online participation of citizens. The Table 3 shows the values and their indexes in
Armenia and Russia for the period of 2013–2017 (based on [22–26]).

The above presented indicators were tested for further application in calculations of
Global Innovation Index. Their maximal values can not exceed one hundred.

The analysis of indexes of information-communication infrastructure of Armenia
demonstrates the enlargement of opportunities of network interactions for the Arme-
nian nation for the last five years. The rising tendency was interrupted in 2017 only for
the Government’s online service index. Russia demonstrates stable increase in the
development of information-communication infrastructure, which provides e-
governance in the country.

Table 2. Tertiary enrolment ratio in Armenia and Russia, % gross

Countries 2013 2014 2015 2016 2017

Armenia 48.90 46.00 46.10 46.60 44.30
Russia 75.90 75.50 76.10 78.00 78.70

Table 3. The indexes of information-communication infrastructure, Russia and Armenia, %

Variable Countries 2013 2014 2015 2016 2017

ICT access Armenia 40.70 45.20 56.40 60.80 65.70
Russia 66.90 67.30 72.40 72.40 72.30

ICT use Armenia 15.50 26.00 30.20 31.90 38.50
Russia 39.70 43.40 49.70 55.20 58.70

Government’s online service Armenia 32.70 32.70 61.40 61.40 42.80
Russia 66.00 66.00 70.90 70.90 73.20

E-participation Armenia 0.00 0.00 52.90 52.90 52.50
Russia 65.80 65.80 68.60 68.60 74.60
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2.2 The Assessment Method

The suggested method based on statistic formulas allows providing a general evalua-
tion of the measure of achievement of the reference values for any group of indicators
with any units of measurement. This method is described in more details in the fol-
lowing work [27].

We suggest the following algorithm of calculation of the potential function to
assess the readiness potential of a society for electronic governance.

Let xij be the value of the j index in the year ti of the research period. On the first
step we calculate the standard deviation of the j index rj

� �
. Afterwards we define the

standardized values of the indexes according to the following formula:

Zij ¼ xij
rj
: ð1Þ

The reference index values often are practically defined by experimental method.
However in our case, according to the Global Innovation Index calculation technique,
the maximal value (which is the reference one) will make up 100. Let us mark it as x�j .

The standardized values of the reference values can be defined by the formula:

Z�
j ¼ x�j

rj
: ð2Þ

The Weight of the indicators in the integral evaluation is defined by the formula:

/j ¼
Z�
jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
j¼1 Z�

j

� �2
r : ð3Þ

In that case the values of a potential formula according to the years can be found
based on the formula:

yi ¼
Xn

j¼1
/j Zij: ð4Þ

At the same time the reference value of the potential formula can be calculated
according to the formula:

y� ¼
Xn

j¼1
/j Z

�
j : ð5Þ

The integral marks of the potential formula components according to the years are
calculated with the application of values, which are received with formulas (4) и (5):

Ci ¼ yi
y�

� 100: ð6Þ
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If the indexes are permanent during the time frame, it is necessary to apply a
different approach. Let xj be the actual value of the index j. In that case the relative
measure of the j to reach the goal value will be identified by the formula:

bj ¼
xj
x�j

: ð7Þ

If the actual value strives to a lesser reference, the formula (7) calculates the inverse
value. The complex evaluation of the potential component is defined by the formula:

C0 ¼ 1
n

Xn

j¼1
bj: ð8Þ

The integral mark of the potential can be revealed as the average arithmetic from Ci

and C0, according to the formula:

C ¼ 1
2

Ci þC0� �
; ð9Þ

The application of this formula presumes the equal value of the evaluation com-
ponents for the readiness potential of a society for e-governance. Further research of the
significance of the evaluated factors will make it possible to change the weight coef-
ficients in the proposed method. At the same time the opportunity of calculation for any
index remains one of its main merits.

3 Results

The readiness potential of a society for e-governance will be calculated with the
application of the following variables: power distance, uncertainty avoidance, grand
coefficient of the higher education coverage, ICT access, ICT use, Government’s online
service, E-participation. For the first two indicators the reference value is the zero-value
(according to the interpretation of values in the Hofstede’s model). For the other
variables let us establish reference values equal to 100. This is explained by the
maximal possible values and calculation technique of the Global Innovation Index.

At the same time let us also accept the reference value for the grand coefficient of
the higher education coverage equal to 100 despite the fact it can exceed this value (see
details in the Sect. 2.1). The reference values and marks of dispersion and standard
deviation are presented in the Table 4.

In that case the reference value of the potential function for Armenia will make up
y� ¼ 70:17, while for Russia it is y� ¼ 89:81.

Below is the calculation of the standardized value of Zij for Armenia and Russia
(Table 5).

Based on the Table 5, the formula (6) allows calculating the integral mark Ci of the
first component of the readiness potential of a society for e-governance (Table 6).
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Let us define the similar marks for such indicators, as Power distance and
Uncertainty avoidance. It is necessary to take into consideration that these are constants

and hence the calculations are performed according to formulas (7)–(8). For Armenia
the complex mark for the indicators of culture makes 0.19, while for Russia the mark is
0.06. The indicators are very low and characterize the presence of barriers in cultures of

Table 4. The subsidiary calculation of the readiness of the Armenian and Russian societies for
e-governance (according to the 2013–2017 data)

Variable Countries r2j rj x�J Z�
j /j

ICT access Armenia 88.59 9.41 100 10.62 0.15
Russia 19.89 4.46 100 22.42 0.25

ICT use Armenia 57.93 7.61 100 13.14 0.19
Russia 42.40 6.51 100 15.36 0.17

Government’s online service Armenia 167.63 12.95 100 7.72 0.11
Russia 19.40 4.40 100 22.70 0.25

E-participation Armenia 879.67 29.66 100 3.37 0.05
Russia 17.06 4.13 100 24.21 0.27

Tertiary enrolment, % gross Armenia 2.19 1.48 100 67.58 0.96
Russia 1.61 1.27 100 78.90 0.88

Table 5. The standardized values of Zij for Armenia

Index 2013 2014 2015 2016 2017

Z1(Arm) 4.32 4.80 5.99 6.46 6.98
Z1(Rus) 15.00 15.09 16.23 16.23 16.21
Z2(Arm) 2.04 3.42 3.97 4.19 5.06
Z2(Rus) 6.10 6.66 7.63 8.48 9.01
Z3(Arm) 2.53 2.53 4.74 4.74 3.31
Z3(Rus) 14.98 14.98 16.10 16.10 16.62
Z4(Arm) 0.00 0.00 1.78 1.78 1.77
Z4(Rus) 15.93 15.93 16.61 16.61 18.06
Z5(Arm) 33.05 31.09 31.15 31.49 29.94
Z5(Rus) 59.88 59.57 60.04 61.54 62.09

Table 6. The integral mark Ci for Armenia and Russia

Countries Index 2013 2014 2015 2016 2017

Armenia yi 33.14 31.58 32.26 32.70 31.29
Ci 47.23 45.01 45.98 46.60 44.59

Russia yi 65.48 65.32 66.65 68.12 69.21
Ci 72.91 72.74 74.22 75.85 77.07
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the Armenian and Russian nations. The latter impedes the development of e-
governance.

The integral marks of the readiness of the Armenian and Russian societies for e-
governance are calculated according to the formula (9) and presented in Fig. 1.

The values of the readiness potential of the Armenian society for e-governance for
2013–2017 demonstrate fluctuations. The fluctuation coefficient made up five per cent
without tendency to growth. The peaks of decrease for Armenia are reasoned by drop
of Tertiary enrolment ratio in 2014, and drop of Tertiary enrolment ratio and
Government’s online service index in 2017. On the contrary, the readiness potential of
the Russian society for e-governance for 2013–2017 demonstrates the growth ten-
dency. The level of growth for the described period is 2.08%. The comparative analysis
of the level of readiness of the Armenian and Russian societies for e-government for
2013–2017 demonstrates the tendency of rising gap among them. For instance, the
level of readiness of the Russian society in 2013 was higher for 12.78%. In 2017 the
gap increased to 16.18%. The gap between actual and reference values is high. It
demands consistent solutions on the state-level.

4 Conclusions

The development of information-communication technologies has created the oppor-
tunity of distant participation in the process of electronic governance for all the
interested stakeholders. However the success of application of those technologies
varies for different cultures. At the same time based on their specificities societies have
different level of trust to state power and desire to cooperate with it. The differences in
value-orientations in societies are determined by political, ideological, spiritual, moral,
economic and social transformations of social life.
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2013 2014 2015 2016 2017
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Russia

Fig. 1. The phase portrait of the readiness potential of a society for e-governance
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The authors research the cases of Armenian and Russian societies as they have
cultural similarities. The basic values of the Russian and Armenian societies are
expressed in national traditions and customs, which allow to maintain the language and
way of life, as well as to transfer social and labor experience. The analysis of the
Hofstede’s model clearly demonstrated that these cultures are characterized by power
distance, avoidance of uncertainties, collectivism and femininity. There is no data on
indulgence and short-term/long-term orientation for Armenia, but we can suppose that
Armenia is close to Russia on this indicator. A recent research of one of the co-authors
justifies this approach [28]. The analysis of the Hofstede’s model is supplemented by
the evaluation of psychophysical characteristics of Inglehart-Welzel cultural
map. Armenians and Russians are oriented towards the struggle for survival at the
expense of self-expression and strive to stability.

The article has chosen such indexes as Power distance and Uncertainty avoidance
to calculate the readiness potential of a society for e-governance. However their joint
mark was too low: for Armenia it is 0.19 and for Russia – 0.06. This clearly
demonstrates that despite the establishment of any favorable condition in Armenia and
Russia for the development of e-governance, the societies have clear cultural barriers
which impede its development.

The rest of indexes, which are applied to calculate the level of readiness for e-
governance, received higher marks. First of all, we analyzed the grand coefficient of the
higher education coverage for Armenia and Russia for the last five years. Armenia has
never demonstrated indicators higher than 48.9% with tendency towards decline. In
Russia this index makes 78.8% with tendency towards rise. Its level is lower in
Armenia than in Russia. This decrease in case of Armenia can be explained, particu-
larly, by brain-drain, raising costs for the higher education, as well as restricted labor
market for educated people. Secondly, the article has researched the indexes of the
development of ICT infrastructure, such as: ICT access, ICT use, Government’s online
service, E-participation. Russia demonstrates stable tendency of increase of
information-communication infrastructure. In Armenia the research observes the same
tendency in the development of network interactions except the index for Govern-
ment’s online service, which interrupted the tendency in 2017.

The integral marks for indexes of education and development of information-
communication infrastructure for 2013–2017 show fluctuation tendencies with ten-
dency towards decrease in Armenia (from 47.23 to 44.59) and increase in Russia (from
72.91 to 77.07). The inclusion of the above mentioned indexes of culture into the
integral mark allowed the authors to draw out the integral marks of the readiness of the
societies for e-governance. For Armenia it made 22.39% (from possible 100) for 2017.
In comparison to 2013 it demonstrated insignificant decrease for 1.32%. For Russia the
readiness potential of the society for e-governance made up 38.57% in 2017 with
2.08% increase in comparison with 2013. For the period of 2013–2017 the research
shows the tendency of rising gap between Russian and Armenian societies in readiness
for e-government.

Thus it is worth mentioning that despite the level of development of the
information-communication infrastructure in a country, this will not force its users to
apply these technological innovations for the development of e-governance. The most
important factor is education which develops the values of a society.
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It is worth mentioning that the observed indicators do not cover all the aspects. This
necessitates further research to include such characteristics, as political will, data pri-
vacy concerns and so on. In this article the authors outlined features based on wide
range of academic works. However a correlation analysis of dependence of the
development of the e-government from various cultural-psychological, political,
technological and economic factors is necessary to reveal the most essential factors.

This will allow elaborating more precise leverages to govern them. Another issue in
the context of this research is the verification of the received values based on appli-
cation of wide range of data bases.

Thus the evolution of the readiness of a society for electronic governance is a
complex task, which demands application of big missives of statistical data, socio-
logical research, and well-developed methods, which take into account the country
specifics for all countries.

As for the future work, it is worth to apply the below presented model to research
the readiness level for other EEU members, such as Belarus, Kazakhstan and Kir-
gizstan. This will allow providing more effective digital transformations policy both for
the EEU in general and for member-states in particular.
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Abstract. Estonia is a well-known example of a tech-savvy nation, especially
when it comes to e-governance. Here, the government provides its citizens with
public services online. Within a decade, the level of pervasiveness and tech-
nology acceptance reached a point where interaction between government and
citizens is perceived to be a given. An integral part of the e-state is the digi-
talization of the public sector and, in particular, its basic routines that involve
processing of documentation with an enormous amount of data. In this paper,
we examine aspects, activities and outcomes of the development of e-services in
local governments based on the use of electronic document and records man-
agement systems and their further co-existence. We provide an example of one
of the Estonian local governments where the implemented conceptual interop-
erable framework has been validated. Moreover, we elaborate on interoper-
ability solutions.

Keywords: e-services � EDRMS � Local government � e-government �
Interoperability

1 Introduction

The foundation of any e-governance initiative presupposes the existence of a sufficient
governance structure that operates within a transparent legal and policy framework.
The governing entity has policies, processes, and procedures that enable electronic
governance to take place – all supported by transparent laws. E-governance is relevant
to many different areas such as e-democracy (including human rights, freedom of
speech, freedom of information and knowledge) and e-commerce (building opportu-
nities for the private sector). The focus of e-governance in this research is on the
process of automating the delivery of efficient and effective government services to
citizens. The main focus is on the digitalization of the internal processes of local
governments by the implementation of appropriate technological tools that facilitate e-
services delivery, increase their quality, cost- and time efficiency, and improve of e-
government in general.
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Technological solutions are an increasingly dominating factor in the move towards
e-governance realizations. Electronic Document and Records Management Systems
(EDRMSs) were among the first software platforms to facilitate the transformation of
records management into a digital form. The use of EDRMSs allows to shift the
processes inside the institution online and, therefore, is one of the most popular inter-
governmental services in e-government projects [1–3]. Putting paperless management
as the foundation of e-governance, the digitalization of the work processes of an
organization should be an initial step in the transition process. This approach is
expected, firstly, to increase the efficiency of work routines in local governments;
secondly, to transform services and give current traditionally rendered services a new
form; thirdly, to make it easier for organizations to adapt to technological changes.

This paper describes government processes that are digitalized by means of
EDRMS tools, which in turn helps to create effective e-services. We will refer to good
practices of e-government solutions in Estonia and its regions, where local govern-
ments have been successfully integrated into the digital environment by a conceptual
implementation of EDRMSs. Within this setting, it will be shown that digitalization of
public service activities is closely interconnected with electronic service provision.
A concrete example of Estonian local government will serve as a summary of the most
important key points and lessons learned.

Already in 2015, document exchange was digitalized to a degree of 97%. This has
been the outcome of a survey that has been conducted in order to assess the acceptance
of EDRMSs [4].

We proceed as follows. In Sect. 2, we draw the scene by explaining the prereq-
uisites for EDRMSs. Section 3 givers an overview of existing local government
EDRMS functionalities. Section 4 explains the importance of interoperability in the
operation of governmental online systems by providing an example of EDRMS inte-
gration in Rapla County, Estonia. In Sect. 5, we describe the obstacles in the imple-
mentation process of EDRMSs. We continue the paper with a discussion in Sect. 6 and
finish with a brief conclusion in Sect. 7.

2 Identifying Necessities for EDRMSs

The connection between information governance and the management of organization
processes and workflows, along with digitalization, has been a clear trend in recent
years. Electronic document management plays an important role in contemporary e-
government applications and technologies. The main aim of it in the public sector is to
store, manipulate, diffuse, and preserve knowledge in order to achieve the effectiveness
of e-governance. Moreover, a flexible and adaptable document management system is
needed in order to cope with the modern challenges that authorities and decision-
makers are facing. These include issues such as increasing efficiency and quality while
decreasing the duration of government processes and providing structure and organi-
zation in documentation and related activities of authorities [5]. Document manage-
ment systems are also used to ease the communication between different parties:
citizens, officials, contractors, decision-makers, and others [6].
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There is a significant importance of defining standards and regulations in this field
in order to maintain the efficiency and transparency of administration activities.
Estonia’s Government Office has defined regulations on standards, procedures, meth-
ods, and products to assist the modern IT-evolution processes [7]. These standards are
set to ensure the development of wholesome, authentic and reliable document man-
agement and information systems. In addition to Estonian regulations, the European
Union project, “Model Requirements for the Management of Electronic Records”
(MoReq) defines basic requirements for document management [8]. The list of
requirements is very detailed and based on the ISO 15489 standard [9]. In addition to
the requirements, MoReq defines criteria for document functions, e.g., workflows,
email and electronic signatures. In the case of Estonia, there are many regulations
(Public Information Act, active since 2001; Personal Data Protection Act, active since
2003; General Procedural Actions Act, active since 2001; Administration Procedure
Act, active since 2002 [10–13], which coordinate the use of electronic document
management systems.

It is necessary to mention that now, with the introduction of EU GDPR and the
eIDAS regulation, countries are obliged to take necessary measures in order to comply
with new rules. This, in turn, directly affects the sphere of electronic document man-
agement and related elements and requires a thorough revision of the entire process of
data gathering, processing, exchanging, storing, etc. It is expected from all involved
parties to align their policy, legislation, rules, and procedures to these regulations;
which is expected to lead to the creation of the digital single market, a harmonization of
data privacy laws.

2.1 Using EDRMSs for Facilitation of e-Services Delivery

As a part of the transition to e-government, shifting public services to the digital
environment has undoubtedly been an integral process. Going further, paperless
management provides transparency to both transition processes and decision-making
processes. Linking the development of e-services with the work processes of EDRMSs
has been a logical step, as according to the Public Information Act, all authorities have
to maintain their documents registries electronically. In recent years, EDRMSs have
become more important as an informational environment for activities and decisions of
organizations. In our Estonian example almost, all cases of service provision presup-
pose the preparation of an administrative legislation for a specific application [14]. In
the past, decisions for a service provision request have been made entirely outside the
EDRMS, so that only the final decision could be submitted and notified, e.g., the
issuance of a building permit. Today, the entire request processing, from initiation to
completion, is handled within an EDRMS.

While moving towards e-services and paperless management, the traditional ways
of providing public services to citizens should remain available, as we will never reach
a level of full digitalization where citizens communicate with authorities exclusively
online. Multiple ways of accessing services from the government should be offered.
However, if we yet again speak about delivering a service to a citizen offline, the part of
the process that is being carried out on the side of the government should be digitalized.
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Looking at e-services in a wider perspective that captures not only the public but
also private sector, a difference in the approach to the design, implementation and
delivery of services can be discovered. The digital environment has opened an enor-
mous range of opportunities for service providers and manufacturers to bring services
and products along with a new quality, value and experience. The domain of customer
relations and customer satisfaction has come in front as an essential factor of influence.
Shankar et al. defines two types of customer satisfaction both for online and offline
environments, which are service encounter satisfaction and overall satisfaction. The
first one is transaction-specific and the second one refers to a relation-specific one,
mainly having a cumulative nature [15]. Both of the types are applicable in the sphere
of public e-service provision and each attribute of service delivery will reflect on the
overall level of citizens’ satisfaction and in turn will have a long-term effect on the
success of e-government.

2.2 Re-engineering Business Processes in Local Governments

The aim of a process optimization is to resolve complex challenges and improve a
product, service or a process [16]. Relatively little is known about the application of
business process modeling concepts in the public sector as there is so far not much
attention in this area of research. However, there are findings, for instance, reported by
Gulledge and Sommer, that confirm positive effects of process optimization in public
sector based on documenting the existing processes, managing them by means of
measuring and optimizing, and improving the products or services itself [17].

In this perspective, using the vocabulary and terminology of the domain of process
optimization, e-government services are usually thought of within the strategy disci-
pline of operational excellence that is focused on efficiency, streamlined operations,
supply chain management and high volume [18]. The choice of such value discipline is
seemed to be evident as the product in case of the public sector is the service which is
standardized, and not customized, required to be provided continuously.

The process of paperless management implementation entails a wide variety of
business processes that ideally fit the purpose of continuous improvement carried out in
phases. Moreover, embedding technologies and innovative solutions like EDRMS and
e-government, in general, serves as a driving force for organizational changes and
justifies the necessity of re-engineering business processes into more time- and cost-
effective models. It is essential to ensure that while the processes will be re-engineered
and updated, the internal change is also going to be thought through. Not only
acceptance of technologies matters on the side of end-users, i.e. citizens, but also
public-sector workers. Here, officials on the one hand are a part of the process that is
being improved, and on the other, are users of technologies as well.

However, it should be taken into account that it is not always the case that each and
every procedure has to be transferred to digital environment. For instance, if one
application is submitted on the citizen end, in order to process this request on the
government end electronically, it may require a chain of multiple queries to be executed
and forwarded to multiple entities’ databases [4]. That way, it should be realized that
there can be easy and difficult implementations, and several options to improve those
processes can be used for that purpose.
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3 Overview of a Local Government EDRMS

75% of Estonian local governments use EDRMSs. The most commonly used EDRMS
is Amphora by Interinx Ltd.

To date, most of the public services are electronic and linked to EDRMSs.
Submission of a service request can be performed via different channels and

environments, but regardless of form of request, all processes and activities related to
handling this request start in EDRMSs that facilitate efficient workflows.

Before EDRMSs have been rolled out, records management in local governments
was mainly paper-based.

The development of the EDRMS Amphora started in 1998. Its main goal was to
develop software that would enable public sector organizations to implement paperless
document management. First steps towards it consisted of developing a software that
would allow for implementation of paperless management in public sector authorities,
and this proved to be a challenging task as the efficiency and realization of the system
were constrained. EDRMSs have started to spread out rapidly in 2006–2007 when the
primary rules and principles for implementation of paperless management were
introduced. This brought EDRMSs to many other projects at the state level allowing to
become also interoperable with other EDRMSs due to the opening of Estonian Doc-
ument Exchange Center (DEC). Moreover, the EDRMSs, in particular Amphora, were
integrated with the Estonian Citizen Portal (a one-stop-shop portal of public e-
services). This was a beginning of electronic applications usage as a part of e-services
in Estonia.

3.1 e-Services Used in Estonian Local Governments Based on EDRMS
Functionalities

Next, we will delve into an example of e-services provision based on an EDRMS used
in one of the counties of Estonia, i.e., Rapla. The case presents the application of e-
services linked to the EDRMS and Citizen Portal, and the development of assessment
criteria for measuring the digital performance of the local government where the
mentioned functionality operates.

The entire process of implementation and integration of the EDRMS has been
carried out on the basis of the e-LocGov model, a framework for the implementation of
e-government solutions in local governments. The e-LocGov model consists of a
technological part and a (change) management part. The technological part includes
EDRMS with the required integration for implementing local government systems. The
management part includes a methodology of how to carry out the transformation into a
new platform. The e-LocGov model addresses: (1) state-level readiness; (2) organiza-
tional readiness; (3) transition methodology; and (4) assessment of feedback, statistics,
and impact, which are an imperative part of the framework for the transition of local
governments into e-governance.

As already mentioned in Sect. 2.1, when handling a request for service provision, a
set of administrative legislation documentation is presupposed. In order to ensure
proper implementation of an EDRMS, the first decision to make was identifying what
e-services should be linked to the system. Hence, a total of 24 most important e-forms
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has been developed and implemented in Rapla County. In cooperation with the
workgroup from the local government, the necessary data descriptions for each selected
service were prepared and created as forms. This process was coordinated with the
representatives of local governments who approved the final dataset. The main short-
coming was the lack of a common repository for describing the services. Moreover, the
entire process of evaluation and description was relatively time-consuming (Table 1).

Table 1. List of developed e-forms

Name of the application Fields
before

Fields
after

Integration with state
registries

Application for childbirth 21 19 Yes
Application for the admission to 1st
grade

16 16 Partial

Application for the kindergarten 25 23 Partial
Application for freeing of property tax 21 19 Partial
Application for property excavation 18 17 Partial
Approval for positioning drill hole
location

27 27 Partial

Application for guardianship 32 32 Partial
Application for placement in nursing
home

24 22 Yes

Application for detail planning of
property

31 29 Partial

Application for public event organisation 22 20 Partial
Withdrawal of organised waste
transportation

16 16 Partial

Application for funeral benefit-support 15 12 Yes
Application for compensation of travel
expenses

24 23 Partial

Application for building planning 29 24 Partial
Application for registering a pet 25 22 Partial
Application for nursing compensation 23 23 Partial
Application for school attendance 20 16 Partial
Request for information 11 11 Partial
Application for project initiation 21 21 Partial
Application for land/property division 24 21 Partial
Application for social benefits 18 17 Partial
Application for property tax exemption 19 19 Partial
Application for advertising space 17 15 Yes
Application for compensations of
recreational activities

18 16 Partial
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After the project, the citizens had the opportunity to obtain the necessary appli-
cations from the Citizen Portal or through the website of the local government. After
filling in and submitting the application, it was received in the implemented EDRMS
where further procedural processes were initiated.

4 Interoperability as a Basis for Seamless e-Service Provision

An EDRMS cannot exist as a central system that provides services to an organization
as an independent unit. In order to ensure a complete paperless management, the
internal and external systems of an organization have to communicate based on an
interoperable solution [19]. In Estonia, the integration of EDRMS with other IT
solutions has been a growing trend. The exchange of data between software helps to
save money and time that is otherwise spent on preparing transcripts, copies, and
reconfiguring data. Information management in a common system with the cross-usage
of data allows for better monitoring of the procedural steps.

The cross-usage of data between different systems is an important future per-
spective that allows re-using data and optimizes the time spent on data entry. EDRMS
must be able to offer the intermediation of such communication because the dataset
inserted there is essentially the same as the data in the main state registries. While
running various projects aimed for establishing paperless systems in local governments,
the interoperability of the EDRMS system has been the main focus for offering an
interface for intermediating communication (automatically generating the requested
data into the document form) with different state databases. In order to integrate
EDRMS Amphora with other systems, it is possible to use different protocols and
technologies: http, https, get, post, WebDav, SOAP, XML-RPC, Twain, IMAP, POP3,
SMTP, SSL, LDAP, etc.

4.1 Managing Business Processes via Interoperability Functionalities

This subsection is ought to give an understanding of the role of interoperability when it
comes business processes where the involved parties operate based on heterogeneous
technologies.

Over several years, numerous integrations have been developed on the basis of
EDRMS, e.g. interfaces with national registries, financial software and personnel
software, etc. Information management in a common system and cross-usage of data
allows for better monitoring of the procedural steps.

Figure 1 depicts a concrete example of a workflow and cross-usage of data carried
by multiple organizations.

The information moves between the systems on the basis of a set of agreed-upon
rules of metadata in the XML format. In this case, the scheme shows how an interface
functions and enables interaction between EDRMS and a finance management software
(among the solutions that are aimed at local governments).

A unified finance management software has been used by more than half of the
local governments in Estonia. For verifying the data descriptions, the e-invoice
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standard developed by the Bank of Estonia is used, and the items of the invoices are
transmitted between the systems.

There is also an interface with a finance management software, wherein the
interface is still based on the XML-invoice that conforms to the Estonian e-invoice
standard. It was adapted to the finance management software’s invoice base, in order to
enable exporting the XML-output that conforms to the Estonian e-invoice standard and
importing it to the finance management software’s databased. The communication
between the systems is carried out in both directions – EDRMS is being updated with
regard to the dimensions and suppliers of an invoice, and EDRMS sends the items of an
invoice to the finance management software’s database. This functionality permits to
digitalize all incoming invoices and process them in the digital form. Analogous
practices can be found where digital invoices are used in the public sector elsewhere in
the world. A data exchange channel that has been developed in EDRMS is the interface
for communicating with national registries where gateway functionality facilitates
creating different get and post requests when using web services and linking those to
other systems. Inside an institution, there are several information systems where the
organization-related information is managed. In addition, there was a need to develop
an interface in EDRMS for communicating with a personnel software Persona,
whereby a document that is registered in Persona is sent with its content and metadata
to EDRMS. Many smaller local governments can manage the personnel-related doc-
uments directly in EDRMS and the financial software. In addition to the above-
mentioned interfaces, EDRMS communicates with DEC and Service of Official Doc-
uments (SOD) that permit a fully electronic exchange of documents between local
governments and citizens. The re-use of already existing data is inevitable in order to
save time when processing the information and eliminating the data entry mistakes.

Fig. 1. The invoice handling process between finance management software and EDRMS
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It is necessary to mention once again the eIDAS regulation that in this context is
also relevant and urges to introduce necessary changes to enable as well the cross-
border interoperability of e-services.

5 Obstacles to EDRMS Implementation

Although various technological solutions have been developed, several shortcomings
still hinder their wider use. One of the main shortcomings is implementing the new
solutions as their application requires a significant amount of financial and human
resources. It has become evident that all technological solutions (not only EDRMSs)
targeted for local governments should be described on the basis of a harmonized format
and methodology. The solutions applied in local governments need to be described by
employing consistent principles. It is important to consider communication and inter-
operability with other systems. This would ensure cooperation between the various
local government and state systems. The integration of government information
resources and processes, and ultimately, the interoperation of an independent gov-
ernment information system appear essential [20].

Another issue related to interoperability of involved entities is the excessive
complexity of administrative business processes (Sect. 2.2). In addition, developing
new duplicating systems should be avoided. A more efficient integration of existing
solutions would entail resource savings for all parties. This creates an increased
necessity for integrating the various IT solutions employed in the work of the insti-
tutions upon the transformation from one governance model to another. That in turn
changes the existing work processes from the perspective of handling surrounding
information and knowledge, amongst others. Given that e-government services extend
across different organizational boundaries and heterogeneous infrastructures, there is a
dire need to manage the knowledge and information resources stored in these disparate
systems [21]. A customized and thorough knowledge management strategy is required.
In this sense, knowledge management also serves as an important component when it
comes to optimization of business processes (Sect. 2.2) that ensures effective use of
information and resources within organization creating added value. Distinguishing and
understanding business processes allows for description of information architecture,
business process models and working procedures. Consequently, it becomes then
possible to describe also roles and responsibilities of employees, apply efficiently their
skills, knowledge and experience.

6 Discussion and Related Work

The developments of the information society over the past decade have resulted in
inevitable changes. The decision-making processes that have often been static and
unwavering have had to evolve and adapt in the light of new principles. Expanded
social networks have reformed the interaction between local governments and citizens
which are now infinitely more interactive. Digital channels are open for interaction,
which could not have been foreseen years ago. The administration of a local
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government or the use of services by citizens from any corner of the world is becoming
a reality. Along with ICT, the tendency in the last few years has been to develop and
apply a competence-based governance model. The most widespread approach is the
creation of the ICT capacity and competence base, employing people and their
knowledge as software.

As mentioned above, in the past there were no appropriate IT solutions for
launching paperless management. Today, however, major parts of IT systems for
supporting transition into e-governance have been developed.

Citizens can use different e-services and participate in the decision-making pro-
cesses of local governments. They are more aware of the possibilities of how to
monitor the work procedures of local governments. Conditions have been and are being
created for citizens to use services and obtain information from local governments by
using different channels. Extensive use of EDRMS gives the opportunity to move
communication to a faster level of consuming services and information. Nevertheless,
the extent of that use is left to be decided by the local governments: whether to follow
the legislation with its minimum requirements, or to create opportunities for imple-
menting the participatory democracy on a larger scale.

The growth of citizen satisfaction is tied to the growth of the digital performance of
local governments. The higher the digital performance of a local government, the more
possibilities the citizen has to take advantage of the services. According to Accenture
eGovernment Report, the goal for e-government now is to tailor service delivery to
meet the needs of the citizens, as opposed to approaching it from the government side
[22]. During the application of e-governance possibilities, there are contradictions
between requirements arising from rules and standardized work routines, and from
using progressive ICT tools. The implementation of paperless management and digital
document work proceedings has to be facilitated by the rules and instructions described
on the state level wherein several problems still require solutions in order to reach a
wider assessment of the synergies and cooperation between local governments and the
state.

The application itself does not only entail learning the software components. It is
also necessary to change one’s thinking by implementing renewed work routines. User
acceptance of intergovernmental services is an important factor [2]. People are afraid of
changes and becoming replaceable. They are not confident about the accessibility of the
technology. On the one hand, according to Bannister and Connoly [23], the expectation
that technology-enabled change has the ability to increase the trust of the citizens,
thereby transforming government, may be too high. However, having a solid foun-
dation provides a good start for bridging that trust gap [24].

Coming back to the case of Estonia where public sector is successfully functioning
online and has gained citizens’ trust, it is planned to bring public service provision to
next level. A proactive and automated service provision is expected to be beneficial to
government in terms of improvements in workflows of organizations, cost- and time
efficiency.
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7 Conclusion

As a part of the transition to e-government, paperless management can enable the
creation of e-services that allow for fully digitalized digital interaction between citizens
and local governments. The case of Rapla County in Estonia and its results proves the
potential of EDRMSs for improving the technological and organizational performance
of local governments, which in turn facilitates better service provision to the citizens.
Upon its implementation and further development, the developed framework leads to a
more effective local government and increases the efficiency of cooperating with cit-
izens and enterprises. However, in order to ensure the success in establishing such
systems, a huge implementation effort is needed. In case of Estonian local govern-
ments, a systematic implementation methodology was used. We consider that the most
important lessons that can derived from Estonian experience are: development and
utilization of interoperability solutions that enable communication and data exchange
between entities, continuous improvement of processes as well as continuous feedback.
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Abstract. In this paper we present a study on areas of habitation in St.
Petersburg, Russia, which are actively used and perceived by city dwellers as
coherent units. The motivation behind the study is to define generic urban areas
formed by actual user experience and different from administrative division to
improve urban management of the city territory. We employ mixed methods
approach to account both for users’ practices in urban space, based on analysis
of check-in data, and users’ perception of urban space, based on analysis of
mental maps. The clustering algorithm is based on spatial and social proximity
indexes and has been validated through the results of the mental mapping sur-
vey. The dataset of check-ins is retrieved from VKontakte social network, the
most popular one for St. Petersburg and for Russia, and comprises 6128 venues
with 763079 check-ins collected for December 2017–February 2018 time per-
iod. The mental mapping has been conducted within 39 users of different age
and gender, representing different areas of the city under study. We compare the
borders of the areas of habitation with the map of administrative division,
consider functional load of the areas in different areas of the city, define envi-
ronmental factors which form the borders, give suggestions on how knowledge
on areas of habitation could inform and improve urban management practice.

Keywords: Areas of habitation � LBSN � Check-in data � Mental mapping �
Mixed methods � Urban management

1 Introduction

Starting from Chicago school one of the continuous queries of urban researchers is
detecting and defining urban communities and milieus where they concentrate and
develop certain lifestyles. People tend to form spatial communities and zones of
concentrated human activity [1]. Administrative division of the city does not always
reflect such generic clusters of urban life. Mapping areas of activity allows to improve
urban management in view of urban polycentricity and service sufficiency.

The motivation behind the study is to define “areas of habitation” formed by actual
user experience and different from administrative division to improve urban manage-
ment of the city territory. We define areas of habitation as parts of the city which are
actively used on daily basis and perceived by city dwellers as coherent units. Well
developed areas of habitation coincide with high level of quality of life in the city [2].
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In these areas residents can satisfy their daily needs with minimal time and financial
costs. They also form communities of practice united by similar style of life taking
place in shared urban venues.

We suggest that defining areas of habitation should be based on the numerous data
coming today from location-based social networks (LBSNs), while it is user-generated,
illustrates people behaviours in urban venues and is voluminous and highly accessible.
To supplement analysis of users behaviours in space with knowledge of space per-
ception, we employ sociological methods. We put the following research questions:
what are the areas of habitation in St. Petersburg? Do they coincide with municipal
division of the city? What are the functional characteristics of these areas? What are the
environmental factors which form these areas? The case study taken for this paper is St.
Petersburg, Russia, the second largest city in Russia (almost 5 mln people), with active
use of LBSNs.

2 Literature Review

Defining areas in urban space where people concentrate and which they regularly use
on everyday life basis is a challenge for urban management practice which aims at
better decision targeting, cost reduction, and service placement effectiveness. Uncer-
tainty of urban boundaries arises from a combination of factors such as administrative,
religious, social, and physical artifacts [3]. Administrative boundaries typically do not
physically manifest themselves in urban space, but their existence influences perception
of the city. At the same time, administrative artifacts are overlain by a variety of factors,
such as the built structure, land use, transport accessibility, service distribution, social
(in)homogeneity, population density, and housing systems [4]. The interplay of these
factors gives rise to different conceptions and actual boundaries of the neighborhoods
defined by the residents which may differ fundamentally from administrative defini-
tions and are in constant transition [3]. Such neighborhoods are considered in [5] as the
sub-places making up the place of the city where end users consume services and
products. In urban management practice there is a real need to develop methods to
define and explore such regions.

K. Lynch has proposed the concept of imaginability to define the perceived
structure of the city space and imaginary borders of the city units. Lynch has proved
that conceived clearness or vagueness of the boundaries in urban space could be
explained by physical properties of the urban territory [6]. He has also proposed a
mental mapping technique to define the perceived areas of their city and their borders:
during an interview a person was asked about her memories and emotions of a place
which were analyzed as a system of subjective landmarks, borders, and routes inside
the area.

This study is positioned within the field of vernacular or naive geography which
considers how people delimit space in everyday use [7]. Vernacular geography deals
with regions which are typically not represented in formal administrative division and
which are often considered to be vague. Vernacular geography adds to developing
information systems based on non-expert users’ notions of space rather than the tra-
ditionally administrative geography.
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Exploring “organic” areas of the city and their generic usage requires data which
reflects vernacular features of urban space. A data source of great assistance here is the
so called user generated content (UGC) or, more specifically, volunteered geographic
information (VGI) [8]. Both UGC and VGI are uploaded to the web by individuals
through different channels, location-based social networks (LBSNs) check-ins, images
and tags.

LBSNs data is nowadays actively applied by researchers for a number of tasks,
conjugate with rethinking of the socio-spatial structure and boundaries of the city based
on knowledge of real life practices of the citizens. These tasks include defining regions
in the city based on networks of human interactions [9]; creating maps of aggregate
activities and defining predominant land use [10]; extracting patterns of social mobility
in the city [11, 12]; defining urban points-of-interest (POIs) [13]; allocating generic
toponyms and correspondent conceived borders of the areas [4, 14]; detecting spatio-
temporal communities [15].

The methodologies most often used are based on statistical analysis of network
properties, in particular, community detection with Newman-Girvan algorithm, defin-
ing distance-decay effects [9, 12, 15]; probabilistic models of topic occurrence [4, 14];
clustering analysis of spatial data, e.g. DBSCAN [16]; Principal Component Analysis
(PCA) [10, 17]; gravity models [4]; analysis of spatial distributions of tags and check-
ins [11]; dynamic sequential analysis of spatio-temporal patterns [18]. The data used
for these studies includes LBSNs data Twitter posts [14], Flickr photos and tags [4, 11]
as well as telecommunication and mobile-phone datas [9–11, 15], bank or other
transaction records. The applied value of these studies for urban management lies in
creating recommendation systems for designing transportation system and pedestrian
routes, for service provision and crowd management, for urban planning of public
spaces in the city, etc.

Analysis based solely on LBSNs or telecommunication data is somewhat con-
strained due to the level of aggregation of the data used as well as the scarcity or
somewhat banality of the social properties of the data analyzed. The reliability of
LBSNs data is nowadays more and more questionable: are still such services as Twitter
or Foursquare popular with users, do they really represent the behaviours of all users?
Telecommunications data is more precise but is predominantly used as aggregated and
does not allow to make finely grained conclusions on social properties of agents. These
studies could benefit from the mixed methods research approach which we are pre-
senting in this study. Mixed methods approach combines subjective interpretations
given by people to their activities, trips and communities, which are derivable from
qualitative and quantitative sociological surveys, with objective parameters, which can
be explored on the level of big user-generated data.

3 Methodology

To define areas of habitation we employ mixed methods approach: we account for
users’ practices in urban space based on analysis of check-in data and for users’
perception of urban space based on analysis of mental maps of a sample of citizens in
line with K. Lynch technique. Below we present the sequence of the methodological
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procedure: first, the results of the initial clustering algorithm applied to check-in data,
second, validation of the algorithm with mental mapping results and, third, refinement
of the computational algorithm.

3.1 Initial Computational Algorithm

The computational algorithm we are applying is based on the “Livehoods Project”
conducted by Cranshaw et al. 2012 [19]. The Carnegie Mellon University team has
proposed a spectral clustering model for a city-scale of Pittsburgh, PA, US, based on a
dataset of 42787 check-ins of 3840 users at 5349 venues collected from a location-
based online social network. They have called the received clusters “livehoods”. To
define them the researchers have introduced the social proximity index which accounts
for the distance between the neighboring venues and also for the similarity of the users
who have check-ined there. The index is calculated as a cosine similarity of the vectors
representing the venues.

The data source used in this study is the most popular social network in Russian
speaking countries VKontakte (VK). The dataset was retrieved via API and contains
around 6128 venues parsed located in administrative borders of St. Petersburg city,
with the total number of check-ins is 763079 created by 128406 users during December
2017–February 2018. For our dataset we have appointed V to be a set of nV VK venues
and for each i; j 2 V we have computed Euclidean distance d i; jð Þ. To compute geo-
graphical distance between the venues we have transformed lat/lng coordinates to
UTMZone36V projection. We have also appointed U as the set of nU VK users and C
as the set of these user’s geolocated messages (check-ins) in the venues which make up
the set V . Each venue v 2 V is represented as a “bag of check-ins” to v. The uth

component of the vector cV is the count of users’ check-ins in v. For this matrix we
have computed social similarity index s i; jð Þ between each pair of venues i; j 2 V .

s i; jð Þ ¼ ci � cj
jjcijj � jjcjjj ð1Þ

Based on the social similarity index values we compiled affinity matrix
¼ ai;j

� �
i;j¼1;...;nV

. For a venue v the Nm vð Þ is the m closest venues according to the

d v; �ð Þ.

a i; jð Þ ¼ s i; jð Þþ a
0

�
if j 2 Nm ið Þ or i 2 Nm jð Þ

otherwise
ð2Þ

where a is a small constant that blocks venues from having no connections to any
others.

The received graph G Að Þ (see Fig. 2a) was subjected to the following spectral
clustering algorithm presented in the “Livehoods project” (Fig. 1).
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For this paper m ¼ 10, a ¼ 0:001, kmin ¼ 30, kmax ¼ 30, s ¼ 0:4.

Fig. 1. The map of clusters in St. Petersburg received with the initial clusterization algorithm.
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3.2 Validation of the Initial Algorithm

Parallel to analysis of big urban data we have conducted a qualitative sociological
survey to map the mental borders of the areas for city residents living or working at
different areas of St. Petersburg. The survey was conducted from mid-March till mid-
April 2018. The methodology used was semi-structured interviews, 39 interviews were
collected in total. The respondents were representing 2 age groups - 20–30 and 40–50
years old - who have been selected as the most active consumers of the city space due
to their regular study and/or work practices and whose mental maps might represent the
areas of habitation most fully. The interviewees chosen were residing and working in
central, semi-central and peripheral city districts in equal proportions.

During the interviews respondents were asked to describe their everyday life
practices and to draw their mental maps - everyday routes and venues they visit close to
the place they live in or work at. The interviewees also commented on the emotional
perception of their mental area, places they like and dislike, attractors and barriers. The
interviews have shown that the areas of habitation mapped by respondents do not
correspond or correspond only partly to the ones defined by the initial clustering
algorithm (Algorithm 1). Based on sociological survey we have discovered a number of
environmental factors influencing formation of the area of habitation the algorithm did
not account for: (a) barriers created by the built environment (industrial zones,
motorways, railways); (b) natural barriers (Neva river, channels); (c) pedestrian
accessibility.

Besides sociological validation we have discovered that the k-nearest neighbor
algorithm proposed by “Livehoods project” is not working for our dataset, while the
graph G Að Þ had only 493 ties with weight more than a out of 54798 ties. To test this we
have clustered the unweighted 10-nearest neighbour graph and have received almost
similar results. This means that the social similarity of venues was not grasped by the k-
nearest neighbor algorithm for our dataset.

3.3 Refinement of the Computational Algorithm

To account for environmental barriers and to form a graph of venues with more social
proximity we have refined the clusterization algorithm by introducing a metrics of
pedestrian accessibility. The social proximity index is calculated for a pair of neigh-
boring objects, which are located at a 5 min distance from each other, which in spatial
terms is defined as 500 m radius around each venue.

We have computed a new affinity matrix E ¼ ei;j
� �

i;j¼1;...;nV
. For a given venue v,

N v; eð Þ is the set of venues which distance from v is smaller than e.

e i; jð Þ ¼ s i; jð Þþ a
0

�
if j 2 N i; eð Þ or i 2 N j; eð Þ

otherwise
ð3Þ

New similarity graph G Eð Þ was constructed by connecting each venue node by
undirected edge with venues in e meters radius. The weight of the edge between venues
i; j is set according to s i; jð Þ.
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The walkable distance between the venues in non-central areas of the city is often
more than 500 m, so the received graph is unconnected, while spectral algorithm
requires a graph consisting of one connected component. To receive the connected
graph we define an affinity matrix C ¼ UNION A;Eð Þ. The resulting graph G Cð Þ (see
Fig. 2b) has 15496 ties with weight more than a out of 54798 ties.

We have applied the spectral clustering algorithm (Algorithm 1) without the last two
post-processing steps and have set the following parameters: e ¼ 500, m ¼ 10,
a ¼ 0:001, kmin ¼ 30, kmax ¼ 250. The new number of clusters received was 155. The
results of the new clusterization represented in Fig. 4 1. For the clusters themedian check-
in count is 28, the minimal number of check-ins in a venue is 10, maximal is 3103.

4 Results

After refining the computational algorithm according to mental mapping results we
have received UGC-based and mental areas of habitation which collocate in the city
space. Such collocation signifies that these areas are reflecting both practices of users
and their perceptions. There is no full correspondence in the UGC-based and mental
areas: the latter are bigger than the former, especially in the non-central locations. Such
a result might be explained by the nature of the check-in data, which reflect the users’
behaviours only partly: the check-ins are made mostly in urban venues where people
want to demonstrate themselves to be, and does not account much for the rest of
everyday life practices. The comparison of a sample of 7 mental areas and check-in
clusters is shown at Fig. 3.

(a) G(A) (b) G(C)

Fig. 2. Representation of similarity graphs on St. Petersburg map.

1 Results can be accessed online at spblivehoods.github.io.
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The borders of the check-in clusters do not coincide with the municipal division of
St. Petersburg: the central areas intersect several municipal districts, the non-central
areas are much smaller than one municipal district (see Fig. 4). The possible inter-
pretation is that central areas are much more developed in terms of public life which
forms clusters of its own, while non-central public life is underdeveloped and shrinks to
the zones closer to the subway stations. Such division informs us that St. Petersburg
development is biased in direction of the historic centre and that the non-central areas
are underdeveloped. However there are clusters that can be managed as new centers
and the main condition for their formation as for now is the availability of a subway
station nearby.

Further we have defined the nature of the central and non-central clusters in terms
of their functional load. We have analyzed the character of the sampled clusters based
on the functional layout of the venues which they consist from and in connection to the
city area they are located in. The functions of the venues were defined based on data
from Google and were collected via Google Places API text search, which allows
receiving the venue title by geolocation. For a more detailed account, we have chosen 3
clusters representing different areas of the city with a various typology of the built
environment, namely a central city area, a former industrial territory, and a sleeping
quarter.

Fig. 3. Borders of clusters based on check-ins and of areas based on mental maps.
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The centre of St. Petersburg is illustrated here by clusters “0”, “45” and “136”,
which are “nested” within each other (see Fig. 5). “0” cluster is the largest one in the
city center and intersects the borders of seven municipal districts. It is formed by
Suvorovsky avenue and Kirochnaya street in the North-East, Aleksandra Nevskogo
Square in the East, Obvodny channel embankment and Bagrationovskaya square in the
South, and Gostiny Dvor subway station in the West. The cluster is centered on
Vosstaniya Square (which is also a subway station). The cluster includes 625 venues,
the least popular venue has 10 check-ins, the most popular one - 826 check-ins. The
main functions here are food (157 venues), bars (66 venues), shopping (56 venues), art
(46 venues) and points of interest (33 venues), entertainment and nightlife (53 venues)
and others. This distribution indicates the concentration of leisure, tourism and cultural
practices in the central area.

Fig. 4. Cluster borders VS. borders of St. Petersburg municipal areas.
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St. Petersburg urban transformation is characterized by the redevelopment of the
vast industrial territories which form the “grey belt” around the city center. In the late
90 s with the collapse of the Soviet Union, the majority of the factories has stopped
running. Nowadays the former industrial territories undergo the process of lengthy
redevelopment mostly as residential areas with a small share of public functions.
A typical cluster in this area “63” is located along Moskovsky avenue and is bordered
by Frunzenskaya subway station in the North and by the intersection of Kiyevskaya
street and Moskovsky avenue in the South. Compared to the central clusters, “63” has a
very limited number of venues - 7, the least popular venue has 13 check-ins, the most
popular one - 144 check-ins. Functional load of the venues is food, transport (subway
station) and residential function (address) (Fig. 6).

St. Petersburg is a rapidly growing city with new residential complexes appearing
at the city periphery as well as in the historical but remote areas. “139” cluster is
located next to Ozerki subway station, where multi-storied residential buildings are
being actively built. “139” has a bigger number of venues than the “63” - 12, the least
popular venue has 10 check-ins, the most popular one - 83 check-ins. Activity here is
also centered on “food” function represented by cafes with a small average check.
However, there is a bar and a shop, unlike in “63” cluster (Fig. 7).

Fig. 5. “0” city center cluster borders and functional load.

Fig. 6. “63” industrial area cluster borders and functional load.
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Areas of habitation in the city center are bigger than the ones in the non-central
areas. This can be explained by the fact that the city center has a bigger number of
venues which are visited and check-ined by people. They also overlap with each other
demonstrating different “lifestyles” formed by different social groups visiting central
venues. Analysis of the functional load of the central clusters shows that they have a
more distinguished leisure character. The non-central clusters are smaller and more
dispersed in urban space, they tend to form closer to the subway stations. Their
functional load reflects their residential character. The utmost function which is present
in all of the check-in clusters is food - cafes, restaurants, bistros form the core of the
public life in each area of habitation of St. Petersburg. This might be interpreted both as
a feature of the Northern city with priority on indoor leisure and as a consequence of
city’s underdeveloped infrastructure for more variable public activities.

5 Conclusion

This study presents an approach to define generic areas of habitation as the potential
city centers based on UGC and mental mapping. The borders and the localization of the
areas of habitation presented in the paper differ quite heavily from the administrative
city division. The concept of areas of habitation can improve practice of urban man-
agement by introducing knowledge on the actual behaviors of the citizens, the places
they concentrate in, and the character of urban service consumption. The mixed
methods approach helps to define the areas of habitation which reflect both citizens
practices in space and their perception of space. The map of areas of habitation is
important for studying the quality of urban life and targeting urban management efforts.
First, such a map is illustrating the (in)equality of development of different city areas.
The study shows that in the centre of St. Petersburg areas of habitation are bigger than
the ones in the non-centre. Second, the map is giving basis for managing urban
polycentricity. In the given study the new possible centers of the city in semi-central
and peripheral areas are the transport (subway stations) hubs. Third, the analysis of the
functional load of the areas of habitation gives an overview of the specific needs of the
consumers inside the clusters so that the appropriate urban policies can be formulated.
Based on the results of this study the central areas of habitation in St. Petersburg are

Fig. 7. “139” sleeping quarter cluster borders and functional load.
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recommended to be addressed with inclusive cultural and touristic policies while the
peripheral clusters are in more need of transportation and food policies. The analysis of
functional load also demonstrates the functions which are not yet there: e.g., in this
study peripheral and semi-central clusters can be defined as underdeveloped as far as
they lack services other than food, residential and transportation. Detecting specific
functions in the areas of habitation or their parts can give rise to developmental
strategies to cultivate certain lifestyles, for example, bar culture area, educational
milieu, public and cultural area within a sleeping quarter.

The definition of the borders of the areas of habitation and their functional load has
benefitted from the mixed methods approach. The initial algorithm to process check-in
data has been reconsidered based on the mental mapping results: the borders of the
clusters were redefined with more account for accessibility which makes people per-
ceive the area in a different way. The qualitative survey also gives possible explana-
tions on the difference in the size of clusters in the city centre and periphery:
subjectively the central clusters are bigger while people living and working there use
more diverse services, enjoy walking by feet and are not strictly attached to one subway
station, as well as there are more landmarks and routes to take.

The study also outlines a number of environmental factors which form the areas of
habitation, such as the natural and built environment barriers which make up the
borders of the cluster and pedestrian accessibility within the cluster. The analysis of the
environmental factors has also benefited from the mixed methods approach: the
environmental barriers were defined based on the results of the mental mapping and
then incorporated into the clustering procedure for check-in data.

6 Discussion

Interpretation of the areas of habitation should be done carefully with account for the
nature of LBSNs data, which represents demonstrative behaviour rather than everyday
life routines. People are willing to signify those places which have a specific cultural
and social status, and these are rather public spaces (e.g., cafes and museums) than
everyday life places (e.g., supermarkets and drugstores). For this reason the areas of
habitation defined in the centre of St. Petersburg with more venues for cultural and
leisure consumption are bigger than the ones at the city periphery.

The areas of habitation built with the refined algorithm are showing more alignment
with the results of the sociological survey, however not full correspondence: the mental
areas are bigger than the clusters, especially in the non-central locations. This might be
explained by the nature of the data as well: the mental maps include more venues and
places which people visit than the check-in data. This obvious difference in check-in
and mental borders as well as in public vs. everyday life behaviours should undergo
further sociological exploration.

The results of the check-in data clustering received for our dataset differs from the
results obtained by [19] with non-overlapping small units in the central area of the city
of Boston and several bigger ones in the city periphery. In our case the central clusters
are bigger and overlap while the peripheral ones are smaller and more numerous; this
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configuration aligns more with the mental mapping results. The difference in the results
deserves further investigation both from methodological and analytical points of view.

Study on environmental factors which form the borders of the areas of habitation
should be developed further. In particular, for this paper we have incorporated the
measure of pedestrian accessibility defined as the 500 m radius from the venue. In
further research the pedestrian accessibility might be better defined through isochrones,
which provide a more accurate account on the actual time needed to walk a specific
distance in a given graph of pedestrian routes.
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Abstract. Development of public e-services as part of the e-government
strategy is a trend in recent decades. Public e-services (from informational to
transactional ones) transfer and develop in various spheres of citizens’ inter-
action with authorities (from obtaining information to participation in voting).
This provides broad advantages for government authorities, individual users,
and society as a whole - from reducing transaction costs to increasing public
trust in the government. Benefits from public e-services implementation have
been widely discussed in scientific literature. However, in recent years, inte-
grated solutions for benefits assessment have become increasingly important,
allowing to cover systematically various possible effects from public e-services
introduction.
One of these approaches is the concept of public value, which was formulated

in the 1990s, and has been widely applied in public sector only from the
beginning of 2000. Public value describes the value that the government makes
to the society. In this research, the possibility of applying of the public value
concept to assessment of potential benefits from public e-services implemen-
tation is illustrated by the example of citizens’ claims on landscaping and public
amenities, which are provided by local authorities.

Keywords: Public e-services � Public value �
Landscaping and public amenities � Econometric analysis

1 Introduction

Public e-services development is a trend in recent decades. From informational to
transactional ones, they modify citizens’ interaction with public authorities in various
spheres – from obtaining information to participation in voting. This provides broad
advantages for the government, individual users, and the society at large, such as
reducing transaction costs, public services’ quality improvement, increasing public
trust in the government, etc. (see, for example, [1]).

Benefits from public e-services implementation have been widely discussed in the
scientific literature (see, for example, [2, 3]). However, in recent years, integrated
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solutions for benefits’ assessment have become increasingly important, allowing to
cover systematically various possible effects from public e-services introduction.

One of these approaches is the concept of public value, which was formulated in
the 1990s. Public value describes the value that the government provides to the society.
Public value and values of society are interrelated, therefore public value is a cumu-
lative representation of public understanding of what they consider valuable (see [4]).
There are three main areas in which public authorities create public value, namely:
public services quality and efficiency, public policy outcomes and public trust (see [5]).

In this research, the possibility of applying the public value concept to assess
potential benefits from public e-services implementation is illustrated by the example of
public service, provided on a local level. There are several key prerequisites for using
local public services as an object for research in this case:

• public values and preferences for local public goods and services can be identified
most fully and reliably on the local level;

• local public services’ quality (and its potential change due to transition to the
electronic interaction) can be assessed by citizens fairly objectively;

• the results of the activities of the local administration are fairly easily measurable (in
comparison with higher authorities’ work);

• the overall quality of interaction and, as a consequence, the general level of public
trust is as fully liable as possible on the local level.

For our research we chose the local public service of filing applications about
landscaping and public amenities. This sphere is one of the most significant among the
local issues in terms of both public attention and the amount of public finance
expenditures, with complaints on the quality of landscaping and public amenities being
among most frequent public complaints.

As the most socially active public services customers, the citizens of retirement age
were chosen for this research. Usually, they are most aware of the acute local problems
and more actively than other categories of the population interact with the local
administration.

Based on the above-mentioned prerequisites, in this study we address the following
principal question: what are the prospects for creating public value for the considered
category of citizens by transferring applications to the electronic format through:

• better service quality (a simpler, faster and more convenient format for interaction);
• improved service effectiveness (greater responsiveness of the local authorities)?

The rest of the paper is organized as follows. Section 2 provides the public value
theoretical framework. Section 3 discusses the directions of impact of e-government on
public value creation. Section 4 describes the methodology of this research. Section 5
gives calculation results. Section 6 concludes.
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2 The Public Value Framework

The era of New Public Management (NPM) movement was characterized by attempts
to quantify the effectiveness and efficiency of public administration with the help of
quantitative indicators. Such a narrow approach to evaluation was widely criticized in
the 1990s. It is obvious that interaction between the state and the society is not limited
to provision of public services and there are many other criteria that characterize
governance quality. For instance, under increasing importance of democratic values,
government openness, transparency, accountability, which are difficult to assess
objectively, should also be taken into account. A more universal methodology was
required that would allow analyzing a wide range of results and benefits of reforms
emerging on different levels of government (federal, regional and local).

In contrast with NPM, the public value concept takes a broader view on what
matters and what works, without diminishing the value of performance measures (see
[5, 6]). In the modern scientific research, the concept of public value is widely used for
analysis and evaluation of government activities in general, as well as public sector
organizations in particular (in healthcare, education, housing and communal services,
transportation, etc.). It also became a methodological basis for developing new quality
standards of public services delivery (see, for example, [7–9]). Nowadays, the concept
can be considered as an inclusive framework for evaluating the effectiveness and
efficiency of public services.

Generally speaking, public value describes the value that the government con-
tributes to the society. It is an equivalent of the shareholder value in public manage-
ment (see [5]). Therefore, taken from public individual and collective experience of
interaction with the government, public value represents the evaluation of how needs
and preferences of the society are met and satisfied.

Considered in terms of public value, the ideal and value of any public sector
organization or public administration in general should be measured primarily by the
extent to which their activities are focused on maximizing public value. Therefore,
public value characterizes their strength, significance, and ability to produce socially
desirable results. In this regard, results of any reforms in the public sector should be
evaluated through the lens of changes in the ability to produce public value.

Public value and public services are closely related. Creation and maximization of
public value is possible only in those areas, which reflects true values and needs of the
citizens.

Kelly et al. (see [10]) identified three main sources of public value creation: public
services, public policy outcomes, and public trust.

1. Public services. Public services is one of the key sources of public value pro-
duced by public administration. Kearns (see [11]) specified five principal factors that
influence the perception of public services value by citizens: availability, customer
satisfaction, perceived importance, fairness in provision, and the costs of obtaining
them.

In accordance with the Accenture Public sector value model (see [12]), government
agencies maximize public services value in two dimensions (see Fig. 1). On the one
hand, service delivery should be optimized in terms of cost-effectiveness. The lower the
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cost of the output corresponding to the specified (or legally established) quality stan-
dards, the higher is the value of public services. On the other hand, the second
dimension of public services value is related to external evaluation of their quality and
reflects the customer’s view on the process and on the results of this process.

Qualitative characteristics of a service cannot be measured in monetary terms, but
they have a direct impact on the perceived quality of the service and on the degree of
customer satisfaction. They include:

• perceived quality of the service;
• number of possible channels of public service delivery;
• availability, completeness and accuracy of information about the service;
• transparency of the process;
• complexity of the service (number of organizations involved);
• customer support, etc.

The efforts of public administration to increase the level of citizens’ satisfaction
should be based on clear understanding of the relative importance (or value) of various
service characteristics, affecting this satisfaction.

2. Public policy outcomes. The performance of a public administration is assessed
not only by the experience of individual citizens, but also by its’ ability to provide a
number of socially desirable and significant outcomes. These results are derived from
the objectives of the public policy in certain functional areas.

Unlike individualized public services, public policy outcomes are more likely to
have the characteristics of pure public goods: results in areas such as law and order,
health, social security, environmental improvement, expansion of educational services,
etc. are consumed by society collectively. Obviously, public policy outcomes are more
difficult to evaluate in terms of public value rather than individual public services. The
reason is not only the collective nature of consumption but also the problem of “many
hands”, when many public sector organizations take part in production of the certain
outcome. Anyway achieving better results in line with the values adopted by society

Fig. 1. Public services value model [12].
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should be associated with a higher level of public value produced by the public
administration.

3. Public trust. Trust makes it possible to achieve community goals that would not
be achievable in its absence [13, 14]. This statement is confirmed by the fact that the
level of trust positively correlates with social stability, which includes economic, social
and psychological well-being of the society [15].

Trust in the institutions of government can be considered as an example of results
of public administration activity. However, other results perform primarily a service
function, while trust is a consequence of the collective experience of citizens [16].

Grimsley et al. showed a positive correlation between the degree of satisfaction
with public services and trust in public administration [15–18]. In addition, the study
found that trust and satisfaction with public services largely depend on how the
experience of interaction with public authorities affects the citizens’ perception of their
own awareness, possibility of personal control and impact on the processes. Therefore
government can increase public value through improving public trust using levers as
openness, transparency, accountability, responsiveness.

The relationship between three sources of public is illustrated in Fig. 2.

3 The Impact of e-Government on Public Value Creation

In a broad sense, e-government is defined as a way for governments to use the most
innovative information and communication technologies, particularly web-based
Internet applications, to provide citizens and businesses with more convenient access
to government information and services, to improve the quality of the services and to
provide greater opportunities to participate in democratic institutions and processes (see
[20]).

E-government is seen as an instrument to achieve broad objectives of improving
governance quality, such as government effectiveness, public services quality, greater
government openness, and so on.

Fig. 2. Interrelation of public value elements [19].
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Obviously, being a public project, the evaluation of IT investments into
government-society interaction should include broad benefits and results of this
transformation. For this reason, recent studies have emerged that use the public value
paradigm to comprehend broader outcomes of e-government strategy [21–24].

For the first time this approach was proposed by Kearns (see [11]). Since the
primary goal of ICT use is to improve governance, e-government can be considered as
a means to improve the production of public value. As a consequence, e-government
policies in general and public e-services in particular can be assessed by their ability to
increase the capacity of public administration to increase public value (see [25]).

Improving quality and efficiency of public services through their transfer to the
electronic format has been widely discussed in the scientific literature and is proved by
numerous empirical studies (see, for example, [26–28]). This is achieved through
process simplification, multi-channel service delivery, overall speed and convenience
improvement. A public service customer gets an opportunity to receive the service at
any time and in any convenient place, which in turn increases their satisfaction with the
service and overall trust in public authorities.

E-government development strategy provides a whole range of effects on the
outcomes of government policies in various functional areas. The mechanisms of
positive changes here are reduction of administrative barriers, raising awareness of the
population, reducing corruption through greater transparency of processes, etc. The
contribution of e-government to achievement of greater results at the same cost levels is
due to a wide range of synergistic effects that are becoming possible due to the change
in the format and quality of interaction between the state and the society. Many studies
confirm positive effects of e-government on economy, poverty, health, education,
community and social services, etc. (see, for example, [29, 30]).

Public trust is largely a result of a cognitive attitude to information about the work
of the government. Thus, the level of individual trust can depend not only on the actual
quality of government’s work, but also on the interpretation of information about
government’s activities by the individuals. In this regard, the level of information
openness (transparency), intensity and quality of information exchange affect the level
of public trust (see [31]). The spread of information technologies in the society and the
overall increase in the flow of the government information along with e-participation
development can play a significant role in overcoming information gaps between the
state and the society, thus, correcting public perception of the government activities and
increasing government responsiveness and public trust.

It is worth noting that the implementation of e-government services alone is not
capable of increasing public value, it only creates/enhances the potential for its’ pro-
duction. Broad positive effects from e-government directly depend on the level of
public e-services adoption by public services customers. There are several factors,
crucially influencing that (see [32]):

• access;
• trust in electronic way of interaction;
• benefits recognition, which directly affects the motivation to use electronic services.

Access to e-government services is determined by three main components: access to
new technologies (Internet network and electronic communication means - computer,
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smartphone, etc.), availability of sufficient ICT skills, and customer awareness of the
existence of electronic services.

Trust in new technologies is based, as a rule, on the previous experience of the
user. In addition, the overall level of trust in the government is positively related to the
trust in innovations offered in the public sector (see, for example, [33]).

Individual assessment of the benefits from e-services’ use depends on many factors.
They include expectations regarding the quality of services in the electronic format in
comparison with the traditional format, the user’s initial experience in accessing
electronic services and their actual quality (see Fig. 3).

In general the positive effect on public value production is higher, the greater the
number of customers becomes loyal (permanent) users of public e-services.

4 Research Methodology

4.1 Research Design and Data

According to the above-mentioned considerations, in this research we study the per-
ceived value of provision of public services on landscaping and public amenities (as
being most concerning to the majority of people) via the electronic format. The target
group of people are citizens of the retirement age. As it was mentioned above, tradi-
tionally this category of citizens is the most socially active of the population.

3. MOTIVATION

2. TRUST
(technological | institutional) 

1. ACCESS
(physical | multi-channel delivery)

Fig. 3. Hierarchical model of public e-services adoption [32].
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Figure 4 presents the general scheme along which the public value of landscaping
and public amenities services is created.

Thus, the aim of this research is to give an illustration on how to apply the public
value concept to analysis of expected (potential) benefits (outcomes) of implementation
of the electronic interaction of state authorities with consumers (citizens) of public
services for a specific case of public services (landscaping and public amenities).

In order to try to find empirical support to the questions to be discussed below, we
developed our own questionnaire and collected a sample of 100 responses of aged
(from 47 to 83 years old) citizens of the Krasnogvardeyskiy District of St. Petersburg.
The survey was run in person in April and May, 2018.

The questionnaire consisted of four principal parts, covering the following principal
aspects.

Part 1: socio-demographic portrait of the respondent (age, gender, education, level
of income, marital status, access to the Internet, etc.).

Part 2: questions on the respondent’s knowledge about the district’s administration
activity.

Part 3: questions on the respondent’s attitude towards the electronic format of
interaction with the district’s administration.

Part 4: questions on potential intentions of the respondent to use the electronic
format in interaction with the district’s administration to solve landscaping and public
amenities problems.

For the majority of the questions the respondents were asked to provide answers in
a 5-grade Likert scale, from 1 being “completely disagree” to 5 being “completely
agree”.

To achieve the aim of the research, it is important to address the following issues:

• people’s perception of public value of a public service itself;
• citizens’ expectations regarding the characteristics of the public service;
• enhancement of citizens’ trust in the local authorities’ activities via better public

services provision.

benefits
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Fig. 4. Enhancement of the public value of landscaping and public amenities services.
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Issue 1. The Value of a Public Service
For the consumers (citizens) of a public service, determine the value of the public
service at large and the value of its different quality characteristics in particular. In our
case, the both things are important: landscaping and public amenities services provision
in general, and ways and means of citizens’ communication with the local authorities in
particular.

It is important to emphasize that the way of the communication itself is also a
public service, and it is exactly what we study in this research. Thus, the subject of our
research how the new (electronic) way of interaction between the citizens and local
authorities can enhance public value of a public service (in our case, landscaping and
public amenities provision).

To capture the attitudes of the respondents towards the electronic way of com-
munication with the local authorities, we can use Part 4 of the questionnaire. The
details on the variable of this part are given in Table 1.

All the variables are measured in the Likert scale with 1 – completely disagree to 5
– completely agree. Cronbach’s alpha on this is 0.91 which strongly speaks in favor of
excellent consistency of the survey.

The results provided in Table 1 mean the following. The majority of respondents
do consider the electronic way of claim submission to the administration as an effective
way to solve landscaping problems of Krasnogvardeiskiy district. The mean value of
EFuse is above 4 which means that people rather would agree to use this way of
communication with the administration.

As for the related characteristics of the electronic format for the public service (such
as simplicity, comfort, and transparency), they all have the mean value of at least
higher than 3.7, which also speaks in favor of people’s appreciation of these
characteristics.

As a result, from the provided descriptive analysis, we can preliminary state that the
electronic way of communication with the local authorities can indeed potentially
increase the public value of the landscaping public service.

Table 1. Part 4 of the questionnaire: variables description.

Variable Description Mean
value

EFuse Would you use the electronic format to interact with district’s
administration to solve landscaping and public amenities problems?

4.03

EFcomfort Would the electronic format make the process of claim submission
more simple and comfortable to you?

4.08

EFoften Would the electronic format make you submit your claims to the
administration more often?

3.74

EFopen Would the electronic format make the process of interaction with
the administration more open and transparent?

3.85

EFtrust Would the electronic format increase your trust in administration’s
activity?

3.46
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Issue 2. Public Service Consumers’ Expectations
Elaborating the previous issue and discussing the potential for increasing the public
value of a public service, it is important to keep in mind that such potential will also
strongly depend on the expectations of public service consumers about the quality
characteristics of the public service, specifically in the context of transferring the
interaction with the local authorities to the electronic format.

Public value of e-services, broadly speaking, is related to something which is
important to the citizens when interacting with the administration. In the questionnaire
there is a specific question on which aspects are most important to the respondent when
interacting with the administration. And the distribution of responses is as follows:

• speed of administration’ reaction to the problem (41%);
• transparency of the interaction process (15%);
• politeness of administration’s employees (18%);
• convenience of submission of the claim (26%).

It can be seen that second most important aspect of citizens’ interaction with
administration is the convenience of the process of claim submission (more than 25%
of respondents set it as a first priority). Informally speaking, this means that if the way
of interaction of citizens with local authorities is inconvenient, this may strongly
deteriorate the public value of the corresponding public service.

Thus, by establishing the link between convenience of the interaction process and
potential readiness to use the electronic format of interaction, we could demonstrate
that improvement of the electronic means of communication with citizens may increase
the public value of the corresponding public service.

So, we formulate the following research hypothesis.
RH1. Adoption of the electronic format of interaction of citizens with district’s

administration (in our case, on the landscaping and public amenities problems) can
increase the public value of such services through improvement of the convenience of
such interaction.

Issue 3. Enhancement of Citizens’ Trust
As a final step, we need to consider the potential of influence of the public service
provision improvement on citizens’ trust in local authorities’ activities and find the
interrelation between citizens’ trust and the intensity of their interaction with the local
authorities which indirectly may point at potentially higher results to be achieved in this
sphere.

The principal scheme here is as follows: higher level of administration’s openness
and transparency will improve citizens’ trust in their activities, thus making people to
strengthen interaction with the administration (in our case, by providing more infor-
mation on the landscaping and public amenities problems). As a result, the adminis-
tration will be able to provide more outcomes to the people, thus improving the living
standards of people in the area (see Fig. 4).

Speaking about trust in administration’s activity, the respondents were asked about
their opinion on whether the electronic format would be of help in making interaction
with the administration more open, transparent, and clear to the citizens. The distri-
bution of their responses has the following structure:
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• 67% agreed that it would make interaction more transparent;
• 26% disagreed;
• 7% had difficulties answering this question.

This allowed us to state the following research hypothesis.
RH2. Higher transparency of the process of citizens’ interaction with the admin-

istration should also increase the trust of citizens in administration’s activity.
Finally, the respondents of our survey were also asked on their opinion on whether

adoption of the electronic format of interaction is able to strengthen their trust and
readiness to cooperate with district’s administration. The distribution of their responses
was as follows:

• 59% believed that the electronic format of interaction is able to increase trust in
administration’s activity;

• 20% didn’t believe that;
• 21% had difficulties answering this question.

As it can be seen, the majority of respondents relate trust in administration’s
activity to the electronic format.

From the side of the administration, it should mean that increasing trust in their
activity will also increase the willingness of people to interact with them (to submit
claims on landscaping and public amenities problems more often). The administration
would definitely benefit from it, since that would mean better understanding of the
situation in the district and more accurate planning of their activity.

This allowed us to formulate the following hypothesis.
RH3. Growing trust in administration’s activity should motivate people to submit

their claims more actively.

5 Empirical Results

In this section we consider the results of empirical analysis of the respondents’ answers
by apply the principal components analysis to test the above-given research hypothe-
ses. But before doing this, we first have to check where the necessary pre-conditions for
electronic format adoption were met for the surveyed people (see the concluding part of
Sect. 3).

5.1 Pre-conditions for Public e-Services Adoption

The descriptive analysis allows address the pre-conditions to public e-services adop-
tion. As it was mentioned above (see Sect. 3), the three principal factors that influence
such adoption are access, trust and benefits.

Access to Public e-Services. Recalling the components of access to e-government
services, the descriptive analysis of our sample showed the following.

Speaking about physical access to the Internet, the distribution of responses is as
follows:
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• 49% of the respondents had mobile and fixed (stationary) access to the Internet;
• 36% had only fixed (stationary) access to the Internet;
• 13% had only mobile access to the Internet;
• only 3% didn’t have access to the Internet.

As for the ICT skills of the citizens, the distribution of the responses looks like this:

• 8% of the respondents didn’t have ICT skills at all;
• 28% had a beginner’s level in ICT;
• 49% had a level of an intermediate user (were able to use MS Office applications);
• 15% had an advanced level in ICT.

As for the citizens’ awareness of the existence of an electronic service of claim
submissions on landscaping and public amenities problems, the respondents provided
the following answers:

• 64% of the respondents didn’t know about such service;
• 36% knew about the service.

Based on this statistics, we can definitely say that for the greater majority of the
surveyed aged citizens’ physical access to the Internet and the presence of the neces-
sary ICT skills are of no big problem. A slightly greater problem here is the
unawareness of the existence of the corresponding electronic service. Still, it means that
the first pre-condition to adoption of public e-services is fulfilled to a certain degree.

Trust in the Electronic Way of Interaction. As it was mentioned above, this kind of
trust is based both on (1) the user’s experience and (2) their perceived (potential)
readiness to prefer the electronic way of communication with the administration over
the traditional way.

To reflect aspect (1), the respondents were asked whether they had fear to make
financial transactions over the Internet. The distribution of the responses here is as
follows:

• 51% were afraid of making such transactions;
• 44% were not afraid of that;
• 5% were not sure.

The answers to the question related to aspect (2) are as follows:

• 62% of the respondents would be ready to trust and to prefer the electronic way of
interaction over the traditional way;

• 26% had difficulties in answering that question;
• 13% would not be ready to trust the electronic way.

From the perspective of these results, it can be stated that at least a half of the
respondents would be ready to adopt and prefer the electronic way of interaction with
the administration. This means that at least partially the second pre-condition is also
fulfilled.

Perceived Benefits. The final pre-condition for public e-services adoption is related to
the expected benefits from usage of such services. In the survey the respondents were
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asked both about their knowledge of the advantages of electronic format, and about
their expectations to have higher chances to achieve their aim by using this format.

For the knowledge of the advantages of electronic format, the fractions of the
responses were as follows:

• 54% of the respondents were aware of the advantages of electronic format;
• 21% were not aware of them;
• 25% had difficulties answering this question.

About their expectations to have higher chances for success with their claim when
using the electronic format, the respondents provided the following answers:

• 67% of the respondents indeed expected an increase of their chances;
• 12% didn’t expect such an increase;
• 21% had difficulties answering this question.

As a result, it can be stated that, in the opinion of the people, the electronic way of
interaction with the administration can indeed improve their chances in solving their
landscaping and public amenities problems.

Summary. To sum up the results provided in this subsection, we can conclude that, to
a quite high degree, the necessary pre-conditions for public e-services adoption were
fulfilled for the surveyed group of citizens.

5.2 Empirical Study Results

We applied the principal components analysis (PCA) the corresponding 5 variables
(given in Table 1) to reveal the latent structure of the attitudes of the citizens towards
the electronic format of citizens’ interaction with the administration. As a result, a
biplot of the PCA result was constructed (see Fig. 5).

In the graph, the projections of the original variables on the coordinate system of
the two first principal components are presented. To interpret this graph, we will need
to look at which projections go together and which are orthogonal to each other. Thus,
this figure allows indicating a number of peculiarities and supporting or disproving our
research hypotheses.

Specifically, Research Hypothesis 1 finds its support. Indeed, the intention to use
the electronic format (variable EFuse) is co-directed with how convenient people feel
about submission of their claims to the administration (variable EFcomfort).

Unfortunately (and, surprisingly) Research Hypothesis 2 is not supported by the
calculations. This is reflected by the fact that trust in administration’s activity (variable
EFtrust) and the expected greater openness of administration’s activities (variable
EFopen) are actually not correlated (they move in different directions). This may stem
from the fact that for the older people trust in authorities is associated with factors,
other than comfort and openness. They perceive the results of authorities’ activities, not
just an improved (in terms of openness and comfort) process of claim submission. In
order to increase their trust in administration, the latter has to show actual outcomes
(specific results of activity).
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Research Hypothesis 3 is supported by the PCA. Indeed, the expected increase in
trust (variable EFtrust) as a result of the electronic format adoption, goes along with the
potential intention of people to submit their claims to the administration more often
(variable EFoften). So, growing trust in administration’s activity should motivate
people to submit their claims more actively.

6 Conclusions and Recommendations

Our analysis allows to make several important conclusions.
Firstly, it is definitely worth further teaching the aged people working with new

information technologies, since, as our analysis revealed, these people are quite loyal to
the opportunity of employing the new (electronic) format of interaction with district’s
administration.

Secondly, for the administration it is important to continue improving the conve-
nience of the submission process (i.e., the electronic form of claim application), since
people would be more loyal to a more user-friendly electronic way of interaction. This
may also influence the responsiveness of the administration itself, thus increasing the
trust in administration’s activity.

Thirdly (and this may seem surprising), the potential wider openness and trans-
parency of the claim submission process due to the switching the electronic format is
not correlated with trust in administration’s activity for this (aged) group of people. On
the one hand, this may be a reflection of the fact that this group of people is quite
unpretentious and are ready just to be heard, without further monitoring of the problem

Fig. 5. The biplot of the PCA.
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solving process. They are more interested in the ability to effectively submit a claim
itself, and in the speed of administration’s reaction.

On the other hand, this may also indicate that to develop trust from the part of the
older people, the administration has to regularly show some actual results of its activity,
not just simplification of the claim submission process.

Overall, the obtained results may be used by local authorities to improve and
enhance communication with the local population of the retirement age. Taking
account of the findings of this research may increase the public value of the public
service of landscaping and public amenities.
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Abstract. While the purpose of public organizations is to serve citizens, the
citizens themselves are not always consulted in order to develop better public
services. We argue that the direct communication from citizens to public
organizations contains a wealth of information on how the organizations could
improve their services, and this information is worth exploring. In order to prove
our argument, we have interviewed 19 public organizations in Rwanda and Sri
Lanka, identified 26 issues raised by the citizens, and mapped these issues into
four solution domains: availability and timeliness of information, policy
development, business process development, availability and design of e-
services.

Keywords: Citizen-centered E-government � Participatory governance �
Bottom-up policy making � Co-creation of public services

1 Introduction

Traditionally, public services have been perceived as something designed and imple-
mented by public organizations for the rest of the society to consume. Osborne et al.
[1], however, claim that public services cannot exist without being co-produced
together with citizens, where the citizens’ involvement is voluntary or involuntary. The
concept of e-participation has reinforced the co-producer’s role of a citizen: the citizen
can be an explorer who identifies the needs, an ideator and a designer who co-develops
ideas and co-designs the services, a diffuser who facilitates adoption of the services by
the society and monitors them working [2–4]. Advancing technology (e.g., collabo-
ration platforms, AI and big-data analysis) facilitates the “do-it-yourself” government
and citizens’ self-organization [3, 5].
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In reality, however, the engagement of ordinary citizens is likely to be obscure, in
particular in policy making where the rules and public services for the society are being
designed. There are numerous approaches to bottom-up policy making (see Sect. 7);
still, published results of such policy making are hard to find. A recent study [6] shows
that public organizations in Rwanda rely primarily on input from domain experts,
governmental and non-governmental organizations, and companies. Some government
officials in Sri Lanka confirmed, in private communication, the same situation in their
country. The lack of published results on citizens’ involvement in decision making
suggests that the situation is not specific to these two countries.

The framework of this research is the direct communication generated by citizens,
addressed to public organizations, and how this communication can be used in order to
improve public policies and services. Two questions arise: is the content of the com-
munication actionable; is the volume of the communication sufficient to make it
actionable? In order to answer both questions, we interviewed 19 public organizations,
estimated the volume of the communication, identified 26 issues raised by the citizens,
and mapped these issues into four solution domains. The answer to both questions is
affirmative.

2 Method

There are two kinds of communication between citizens and public organizations. The
first kind is well-structured and formal: registration of people, property, credentials, and
issuing related certificates. The second kind is more ad hoc: the citizens ask questions,
report problems. We are interested in the second kind of communication as the input to
knowledge mining in order to improve public services. In order to demonstrate the
opportunities, we interviewed 19 public organizations – 7 in Rwanda, 12 in Sri Lanka –
and asked about (i) the channels that citizens use to contact the organization,
(ii) communication volume by channel, (iii) the frequent inquiries, and (iv) archiving of
the communication from citizens.

The respondents were selected by the snowball sampling process; we interviewed
public organizations that had enough volume of ad hoc communication with citizens.
In each organization, one person was interviewed for about 20–30 min. The typical
duties of the interviewees were the head or vice-head of the unit, public relations
officer, officer who communicates with the citizens. During the interview, notes were
taken. After the interview, a summary was sent to the interviewee; six interviewees
replied with “ok” or minor comments.

In Rwanda, the organizations were happy to reveal their identity. The organizations
were Rwanda Public Procurement Authority, City of Kigali, Ministry of Justice
(MINJUST), High Education Student Loans Department at Rwanda Education Board
(HESLD/REB), Rwanda Governance Board (RGB), Consumer Protection Unit at
Rwanda Utilities Regulatory Authority (CPU/RURA), and Admission Office of the
University of Rwanda (AO/UR).

In Sri Lanka, the organizations preferred to remain anonymous. The respondents
were municipalities as well as governmental organizations active in education,
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management of natural resources, economic development, transportation, foreign
affairs, and management of civil servants.

3 Issues That Citizens Raise

We asked each of the 19 organizations about frequent inquiries from the citizens (not
formal registration procedures) and identified, in total, 54 such inquires. We summa-
rized the inquiries, as well as two own observations while visiting the organizations,
into 26 issues and 10 problem domains displayed in Table 1.

The fourth column (“N”) shows the number of organizations that reported the issue
relevant. Table 1 summarizes joint results from Rwanda and Sri Lanka because this is
not a comparative study and we want to avoid unintended conclusions. Also, joint
results increase anonymity.

Table 1 demonstrates that the direct communication from citizens to public orga-
nizations contains signals that call for improvement of the provided services. In order to
show that such improvement is realistic, the last column in Table 1 maps each issue
into one or several solution domains; the mapping comes from the analysis in the next
section. A solution domain is a realm of development activities in order to improve the
services. Table 2 lists four solution domains, which were identified by analyzing the
issues in the next section, as well as the number of issues from Table 1 that are linked
to each solution domain. The solution domains are following:

• Availability and timeliness of information, i.e. information provided where and
when it is needed, is a basic utility that reduces the hassle with using a service
without the need to change the service itself.

• By policy development we mean developing the utility of the service, its input and
output, eligibility requirements, as well as the legal basis for the service.

• By business process development we mean first of all improving the user experience
when the citizens interact with the service; to a lesser extent internal optimization
which leads to a better service, such as respecting the deadlines.

• Availability and design of e-services is an important part of business process
development, so important that it got a separate solution domain.

4 Reasoning Towards Improvement

Analysis of the direct communication from citizens to public organizations can fuel the
development of e-services, business processes, policies, and information supply. We
demonstrate it in this section by analyzing the issues and possible solutions, which
leads to the solution domains in the last column of Table 1. The analysis and selected
solution domains are subjective opinions of the authors; they are based on the inter-
views, our observations while visiting the organizations, common sense, and previous
research. The analysis has not been confirmed by the respondents. We would like to
emphasize that the goal of this section is not to state universally valid solutions but
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Table 1. Issues raised by the citizens, their problem domains and solution domains.

Problem
domain

Issue Comments N Solution
domains

Information
supply

Requests for personal
data

Forgotten login credentials.
Non-standard certificates
being issued. State
employees may have
personal files outside their
direct reach

4 eS

Telephone inquiries
about the status of the
interaction

“What is the status of my
application?” “Have you
received my letter?” A
phone call prior to a visit

3 Inf, eS

Inquiries about eligibility
for a service

Eligibility for getting
subsidized loans,
scholarships, economic
support

3 Inf, eS

Requests for clarification
regarding a service

Confirmation of previously
published information.
“Which one of the related
services is most relevant for
me?” “Which documents
are required for the
application?” “How do I
calculate the period of
employment?”

6 Inf, eS

People do not know
where to seek help

Then they visit the local
municipality

1 Inf

Platform between
information provider and
information consumer

Announced vacancies.
Changes in the lecture
schedule at a university

2 Inf, eS

Data update Non-standard update of
standard personal data

Citizens try to register their
address different from
where they live

1 PD

Update to the personal
file

State employees may have
personal files outside their
direct reach

1 PD, eS,
BP

Service
update

Negotiated update of an
existing service

Increased amount of the
scholarship. Pension
transferred to the spouse of
a late husband or wife, or
recalculated because of a
part-time job

3 PD, BP

Bad user
interface

Difficulty to use a web-
based information system

Citizens do not understand
online forms or interpret
them incorrectly

3 Inf, eS,
BP

(continued)
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Table 1. (continued)

Problem
domain

Issue Comments N Solution
domains

Bad service Complaints about delays
in the service

Case that is supposed to
take a few days takes more
than a few days

4 BP

Complaints about
interruptions in the e-
service

Poor contact between
dependent e-services

1 eS

Wrong/missing data
needs to be corrected

After an application has
been received, some
supporting documents are
found missing and need to
be added. A property has
wrong data in the registry;
the error needs to be
corrected after it is
discovered

2 eS

Complaints that the
service does not deliver
the expected outcome

Job seekers do not find
vacancies. A public
procurement process does
not result in product/service
offers

2 PD, BP

Unfriendly service Citizens use intermediaries
for registration of property
and receiving certificates
because dealing with the
service directly takes too
much time and hassle

1 PD, eS,
BP

Material
claims

Economic support to
poor citizens

Subsidized housing, home
infrastructure, public
transportation

4 PD, BP

Compensation for
nationalized property

State acquires land for
public infrastructure

3 PD, BP

Support in case of a
natural disaster

People need clean water;
water pumps and cleaners
in case of draught

1 PD, BP

Jobs Professional and business
development

Vocational training, advice
and networking for small
businesses

2 PD, BP

Conflict
management

Disputes regarding
ownership of real estate

Family members and
neighbors dispute the
ownership of property/land

1 eS

Complaints from citizens
about unfair distribution
of economic support

“The neighbor got more
help than me, it’s unfair”

1 PD, BP

(continued)
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rather to demonstrate that the content of the communication from the citizens to the
public organizations is actionable. We present our reasoning by problem domain.

Information Supply. Retrieving personal data is best done by an e-service where the
user enters his or her credentials and the e-service delivers the requested information.
Inter-organization e-services eliminate the need for paper certificates.

Telephone inquiries about the status of one’s interaction with the organization signal
inefficient communication. One interviewed organization had half of its phone calls
from the citizens with only one question: “What is the status of my application?”
Another organization mentioned that the citizens often call to confirm whether their
paper letter has been received. A third organization mentioned that citizens usually call
before they come for a face-to-face visit. E-services and clear information could save
most of these calls, and people’s time and stress.

Right placement of the information, user experience while they navigate through the
information, readability and completeness of the information help people satisfy their

Table 1. (continued)

Problem
domain

Issue Comments N Solution
domains

Consumer complaints Transportation and
sanitation service providers
disrespect regulations

1 PD, Inf,
BP

Mediation in case of
mismanaged funds and
internal conflicts in
churches and NGOs

Complex interaction
between organizations lies
outside the scope of this
research

1

Land
management

Land requested for
private or business use

Land management is a
piece of science itself; we
leave it to the professionals

1

Infrastructure Insufficient infrastructure
for the service

Staff members at an
educational establishment
request better infrastructure

1

Service not available
nearby

Parents cannot find a school
place for their child

1

Paper files Paper files are still the
prevailing information
carrier in Sri Lanka

Table 2. Solution domains, the number of and the share of linked issues.

Solution domain Abbreviation Number of linked issues

Availability and timeliness of information Inf 7 (17%)
Policy development PD 11 (27%)
Business process development BP 12 (29%)
Availability and design of e-services eS 11 (27%)
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information need in a self-service mode. Interactive information seeking systems [7],
which guide the user through the information flow, can help with the navigation
problem; analysis of the logs [8] of the information system can help with the com-
pleteness problem.

AO/UR has compiled Frequently Asked Questions (FAQ) on its website, but people
do not read them. Maybe people do not find them; maybe people do not care to look for
them. If people write an email-style text message requesting information that is readily
available, then an email-answering system [9] can automate the interaction.

If citizens do not know where to seek help, then comprehensive web-based infor-
mation may provide guidance. Google is an effective, time- and cost-efficient solution
for the citizens who are willing to google.

The aforementioned solutions assume that public information is available online and
the citizens are comfortable with self-service when they contact public organizations,
instead of dedicated personnel answering their questions. Sri Lanka, for example, has a
strong tradition of face-to-face interaction between citizens and local government
through the institution of grama niladhari (“village officer”), as well as overcrowded
receptions of public organizations. The respondent at one divisional secretariat (mu-
nicipality) mentioned that 90% of their interaction with citizens is face-to-face; the
remaining 10% are phone calls. Research shows that an important e-governance
adoption factor is trust, which may be undermined by the technology-created spatial
and temporal distance between a citizen and the government [10].

In non-western countries, some local traditions may bypass the western-style gov-
ernance altogether. Abunzi (“mediators”) are traditional Rwandan judges who know
people’s needs. If a legal dispute is worth less than 3 million Rwandan Francs, the case
is judged by Abunzi who do not report to the official legal system. No information
online, no self-service.

Data update is most efficient by using an e-service, if the data storage is digital,
which may not always be the case. Self-service needs policies on which data the
citizens may update themselves, and which update requires a prior approval. The e-
service may span across organization borders, which affects the business processes in
the participating organizations. User authentication and digital signature require an
appropriate legal basis and infrastructure.

If the data update still requires face-to-face interaction between citizens and public
organizations, then the organizations may invest in minimizing two problems –

overcrowded receptions and visits to a range of officials, often across organization
borders, in order to collect approvals and certificates.

Service update needs policies and business processes for smooth implementation of
the update.

Bad User Interface. Three interviewed organizations mentioned that citizens contact
the organization because they cannot fill in an online form – the citizens either do not
understand it, or they fill in wrong data and get stuck. The remedy in such a case could
be comprehensive explanation of the requested input (see “information supply”), usable
design of the form itself [11], or eventually a well-designed e-service that guides the
user through the step-by-step application process. The level of how intuitive the
information system is has a direct impact on the learning abilities of its users; the
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design of the information system should take into account the diversity of the users’
age, language skills, cultural diversity, and computer literacy [12].

If use of a public service requires skills that ordinary citizens do not normally
possess, trained intermediaries may help [13]. In Rwanda, all lawsuits are filed through
an Integrated Electronic Case Management System. If a case is not filed in the system,
it is not a court case. Many citizens use Internet cafés in order to file their court cases;
hiring a private legal representative is expensive. Without prior experience, a citizen
may ask the manager of the Internet café for help, and they both make mistakes.
MINJUST responded to the problem by training the managers of Internet cafés to file
court cases.

Bad Service. If an organization cannot keep its deadlines, it should redesign its
business processes. Faulty e-services need to be fixed; interoperability across organi-
zation borders is a challenge [14]. Manual collecting of citizens’ data will always be
subject to human error, which can be reduced by letting a “smart” e-service collect and
validate the data. If a service continuously does not deliver what it promises, well,
some research suggests that more resources and better management may help [15], but
the service needs to be redesigned anyhow.

If citizens avoid contacting an unfriendly service because the service is time con-
suming and unpleasant to deal with, and pay intermediaries to do business with the
unfriendly service instead, then the public-private partnership [16] may be institu-
tionalized and developed quality-wise, or the business processes and interaction with
the service should be redesigned to meet the citizens’ needs.

Material Claims. Poverty reduction requires effort in at least two dimensions: income
and access to services such as health care, education, sanitation, infrastructure, and
security [17]. Therefore economic support to poor citizens is likely to fuel the devel-
opment of policies and business processes in both dimensions.

The subject of material claims lies outside the scope of this research; still, we believe
there must be space for learning the citizens’ needs and subsequently improving the
relevant policies and business processes.

Jobs. Professional development of the citizens is closely related to the economic
growth of the country. The government may invest in vocational training and career
guidance, as well as help small businesses with advice (e.g., certification, marketing,
enterprise development) and networking (e.g., contact with supermarkets, export
organizations, financial institutions), as the respective public organizations in Sri Lanka
do. This is an ongoing process of learning the needs, opportunities, solutions, and
collaboration with established businesses and their lobby organizations.

Conflict Management. Disputes regarding ownership of real estate are best resolved
with the help of rigorous cadastral records and associated e-services. In order to deal
with citizens’ complaints regarding unfair distribution of economic support, the
authorities must learn what causes these complaints, and then implement the lessons in
policies and business processes. Consumer protection depends on informed com-
plaining consumers [18], channel management [19], and effective law enforcement
procedures. On a positive note, consumer complaints may lead to innovation [20].
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The infrastructure of public services needs financial investment; financial invest-
ments lie outside the scope of this research.

There exists a piece of public infrastructure that has utmost influence on public
services and the entire society. It is paper files as the information carrier. Paper files
make e-services impossible, face-to-face interaction and queueing for the services
mandatory. Paper files are likely to make services suffer from faulty data because of
human error, and business processes around paper files will notoriously be slow and
miss their deadlines.

There is another important aspect of paper files. During a visit at one Sri Lankan
municipality, we observed some 10–15 persons in a room, mostly women, browsing
through files, reading, sorting, and stapling the papers. There are about 1.5 million civil
servants in Sri Lanka (the figure given by one interviewed organization), and about
12.6 million people in the age group 15–54 [21], which means that civil servants are
about 12% of the working population. Because public organizations work with data
and information, paper files as the information carrier are an important employer (as
well as a burden on tax payers and a competitor of other publicly funded services such
as education and healthcare). Paper files give jobs to many women and low-skilled (by
western standards) workers, two types of employees who are disadvantaged on the
labor market [22], as well as to middle management who makes sure that the
employees are always occupied. State is an attractive employer in Sri Lanka because of
job security and guaranteed pension. Removing paper files from the job market also
removes attractive jobs, and jobs for underprivileged job seekers. It certainly requires
new job opportunities, training, education, employment opportunities for women (e.g.,
hotel and restaurant industry is not a widely-accepted employer for women in Sri
Lanka, although the country is a popular tourist destination), business development.
Job market is a complex ecosystem, and ill-considered changes in the ecosystem may
lead to political instability in the country.

This is the end of our reasoning upon the 26 issues. We have demonstrated that
public organizations may learn a lot from their direct communication with citizens in
order to improve their services. If so, why did we not observe much of the learning
outcome at the interviewed organizations? This is a good question; it is our future
research question.

Well, it is not accurately true that there were no learning outcomes at all. As
mentioned earlier, MINJUST in Rwanda trained the managers of Internet cafés to file
legal cases. AO/UR has compiled FAQs on their website. Furthermore, AO/UR con-
siders introducing a chat system that allows, in asynchronous mode, forwarding
inquiries to different units and following the status of these inquiries – solved or not
solved. HESLD/REB publishes announcements on their website as a response to
suddenly frequent inquiries. CPU/RURA makes quarterly reports with recommenda-
tions to the management (we do not know how the management uses the reports).

Both Rwanda and Sri Lanka invest in developing good governance. “Rwanda
Governance Scorecard 2016”, the latest edition by RGB, reports on governance
practices and achievements in the country. Sri Lanka Institute of Development
Administration works on acquiring research-based evidence for policy makers. Both
countries seek to develop their governance practices; analysis of the citizens’ direct
communication to public organizations is an opportunity yet to be utilized.
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5 Frequent Inquiries in the Flow of the Communication

While the content of the direct communication from citizens to public organizations is
most interesting, the volume and the structure of the communication allow us to
estimate the significance of the issues in Table 1. Of the 19 interviewed organizations,
14 could estimate the total number of inquiries received from citizens within a certain
period of time. Figure 1 illustrates the total number of inquiries per channel, normal-
ized per five-day business week, for 12 organizations. Two organizations had extreme
numbers and were not included in the chart.

Almost the same 13 organizations could estimate the share of frequent inquiries
among all the inquiries. Four organizations reported 100% of the communication flow
covered by frequent inquiries (apparently minor issues were ignored). Three organi-
zations had 70–90%, four organizations had 50–69%, and two organizations had 20–
30% of the communication flow covered by frequent inquiries.

Furthermore, 8 organizations could estimate the share of individual frequent
inquiries among all the inquiries, see Fig. 2. For example, the fifth organization from
the left had three frequent inquiries and the distribution of these inquiries was estimated
60, 5, and 4% of the flow.

We conclude that the volume of the communication and the share of the frequent
inquiries in the communication flow substantiate the use of the issues in Table 1 as a
source to develop and improve public services.
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Fig. 1. Estimated number of inquiries per channel per five-day business week, 12 organizations.
Individual channels are not used by all the organizations.
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6 Archiving the Communication

We asked the organizations how they archive their communication from citizens; the
means of archiving affect the opportunities for knowledge mining. We summarize the
archiving methods by communication channel; the number in parentheses shows how
many organizations use the particular archiving method. In Rwanda:

• Email. Stored in the inbox indefinitely (5) or deleted when the inbox is full (1).
Filed on paper (1).

• Telephone calls. No record (4). Notes filed on paper (2). Summary of today’s issues
sent to the management (1).

• WhatsApp messages on the personal phone; most interesting ones are kept, the rest
is deleted (1).

• Twitter, Facebook messages stay indefinitely (1).
• Face-to-face meetings. Notes filed on paper (1). The meeting is registered in a book

(1). No record (1). In the other organizations, the citizens meet individual officials
or local units who do not report individual meetings.

• Paper letters are archived by 2 organizations.
• Case Management System keeps the messages indefinitely (2).

In Sri Lanka:

• Email. Stored in the inbox indefinitely (2). Filed on paper (3). Included in a personal
paper file (2). Printed and forwarded internally, not archived (1).

• Telephone calls. No record (5). Updates made in a personal paper file (2). Notes
filed on paper (3). The call is registered in a book (1). The call is forwarded without
any record (1).

• Face-to-face meetings (we do not consider formal registration procedures). Notes
filed on paper (1). Updates made in a personal paper file (2). Complaints, issues,
and their solutions filed on paper (2). Citizens have to formulate their needs as a
letter (2). In the other organizations, the citizens meet individual officials or local
units who do not report individual meetings, or there are no face-to-face meetings.
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Fig. 2. Share of individual frequent inquiries among all the inquiries, 8 organizations.
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• Paper letters are archived by 8 organizations.

In Sri Lanka, the citizens may dial 1919 and call the Government Information
Center which distributes information on behalf of many public organizations; hence,
these organizations are not fully aware of the details of the inquiries.

In order to have a more aggregated view, we counted the number of organization-
channel instances (the same communication channel for different organizations counts
as different organization-channel instances), classified the archiving methods into
archiving types as shown in Fig. 3, and calculated the distribution of the organization-
channel instances by archiving type. Please observe that 100% means 23 organization-
channel instances for Rwanda and 35 organization-channel instances for Sri Lanka.
Also, please observe that Fig. 3 does not illustrate the amount of communication, i.e.,
busy and not so busy organization-channel instances are counted equally.

In Rwanda, ICT-based text communication channels are significant, which allows
electronic archiving of the original content. In Sri Lanka, much of the communication
is archived on paper – either the original documents, or printed emails, or summaries.
In both countries, around 20% of the organization-channel instances do not archive the
communication.

Despite the differences between Rwanda and Sri Lanka regarding communication
channels and archiving methods, the organizations in both countries possess the
aggregated knowledge about the issues that the citizens raise. This aggregated
knowledge does not seem to be well-documented, though; our method of knowledge
mining was interviews with the management.
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7 Learning from the Citizens

Surveys and polls are probably the most common form of soliciting feedback, used also
to obtain citizens’ input in policy making [23]. Surveys and polls are not initiated by
the respondents, and low response rate may be a problem.

Charalabidis et al. [24] distinguish three generations of e-participation tools:
(i) official government websites with predefined topics and discussion options;
(ii) government establishes its presence in social media; (iii) government uses advanced
technology for opinion mining, sentiment analysis, crowdsourcing in social media a.k.
a. citizen-sourcing, social media monitoring, open innovation – these are different
names for related activities to obtain citizens’ input for developing more socially rooted
policies.

The goals of social media adoption by public organizations are (i) increasing cit-
izens’ participation and engagement in the policy development and implementation,
(ii) promoting transparency and accountability, reducing corruption, (iii) co-production
of public-services, (iv) exploiting public knowledge and talent to develop innovative
solutions to complex societal problems [25]. Social media trigger a governance para-
digm shift because they facilitate bottom-up participation and self-organization of
citizens [26], as well as facilitate openness and transparency, rationalize the actions of
civil servants and policy makers, promote direct democracy [27]. Our own solution
domains in Table 2, compared with the ambitions of the social media adoption, seem
more modest and oriented towards solving operational challenges at hand.

While studying the literature on social media adoption by public organizations, we
observed that opinion mining in social media is not regarded as a successor of opinion
mining in the citizens’ direct communication to public organizations. Opinion mining
in the direct communication has never really existed. Arguably, the following three
phenomena make social media different from the direct communication, which has
triggered the social media adoption: (i) public organizations cannot control the com-
munication in social media, at least not in the western countries; (ii) social media
facilitate the aforementioned self-organization of citizens which cannot be ignored by
public organizations; and (iii) the e-participation tools and technologies – visualization
and argumentation, voting and deliberation, opinion mining, simulation, serious games,
big-data analysis, etc. [28] – have managed to arrive just in time.

Four Dutch case studies [26] show symptomatic applications of social media
monitoring by public organizations. In 2007, the ministry of education was surprised
by a student revolt; in order to be better prepared for the future surprises, the ministry
commissioned social media monitoring, i.e., an early warning system. In 2009, the
ministry of environment felt threatened by a political scandal around climate research.
The ministry commissioned monitoring of “who, where, how often, and what” was
discussed. Eventually, the ministry invited the sceptics of the government’s climate
policy to meet the officials. Thus, both ministries used social media monitoring in the
context of policy making. Two other governmental agencies monitored the image of
the organization, questions and problems posted by the citizens. Answering questions
in an online community is more efficient than answering individual phone calls. Thus,
both agencies used social media monitoring in the context of service delivery.
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These Dutch case studies are among the best examples of social media adoption by
public organizations; there are hardly any published examples of policies and services
co-designed by the citizens. There exist two evaluation frameworks that help measuring
social media interactions in the public sector [25, 29, 30], but the actual evaluations did
not include any final “product”.

Another Dutch research [31] sheds some light on why this final “product” is often
missing. Politicians consult citizens; the role of citizens is mainly to provide infor-
mation and ideas. Other actors, such as social and professional organizations and
entrepreneurs, are more important in the policy making process itself. Civil servants are
the decisive actors. 73% of the surveyed entrepreneurs believe that citizens lack the
necessary knowledge to participate in policy making, and civil servants are highly
critical about the value of the information and suggestions provided. Also Sneiders
et al. [6] suggest that public organizations rely primarily on input from domain experts,
governmental and non-governmental organizations, and companies.

8 Conclusions

This research explores the direct communication generated by citizens, addressed to
public organizations, and how this communication can be used to improve public
policies and services. We have interviewed 19 public organizations in Rwanda and Sri
Lanka, identified 26 issues raised by the citizens, and mapped these issues into four
solution domains: availability and timeliness of information, policy development,
business process development, availability and design of e-services (Table 1, Sect. 4).
Furthermore, we show that the volume of the communication is sufficient to sub-
stantiate the importance of the issues (Sect. 5). Therefore we conclude that the citizens’
feedback embedded in their communication to public organizations is actionable and
can be used to develop and improve public policies and services. We collected our data
in two countries; still, we believe our conclusions are valid for most countries.

There exists a substantial amount of research in co-production of public services.
Still, published results of citizens’ involvement in developing public policies and
services are rare.

Our own results and those of the related research suggest a conflict between the
wealth of governance-related information generated by citizens on one side, and
reluctance of public organizations to act upon this information on the other side.
Therefore we propose the future research that identifies the barriers inside public
organizations that hinder more direct involvement of citizens in governance, investi-
gates how the barriers could be lifted, and whether the barriers should be lifted at all.
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Abstract. The advent of the Internet has shaped our life in every field including
study, work, social interaction, free time, and politics. In the sector of Public
Administration (PA) and services delivered to citizens, benefits include better
access to a vast amount of information, saving time, simplified services, and
increased transparency. However, PA services should also be easy to use for
people with disabilities, including those who interact through assistive tech-
nology. This paper offers the results of an online survey of people with dis-
abilities accessing Italian PA services. Results from the sample highlight the
need to improve service accessibility and usability, and the request for
increasing their number and set of functions.

Keywords: Accessibility � Usability � Public Administrations �
People with disabilities

1 Introduction

E-government involves the use of electronic communication devices, computers and
the Internet to provide public services to citizens in an efficient and cost-effective way.
Thanks to the Web, anyone with an Internet connection can easily access a wide choice
of services 24 h/day. The number of e-government services increases every day;
examples are demographic certificates (such as marital status or address changes), tax
payment, licensing, school enrollment, property forms, and so on. It is important for
such services to be accessible to people with disabilities in order to ensure inclusive
access and equity.

Both literature and accessibility experts confirm that incorporating accessibility and
usability guidelines at the phase of website design can help guarantee the high effi-
ciency and efficacy of the service, thus increasing user satisfaction. In recent years,
public administrations have acknowledged this aspect, but usability and accessibility
issues still prevent the effective use of e-government services by everyone. Several
recent studies have noted the poor accessibility of governmental websites [1, 3, 10, 13,
14]. Unfortunately, all these studies are performed by using automatic tools, such as
aChecker (https://achecker.ca/) or WebAim (https://webaim.org/) and do not consider
the actual experience of users with disabilities.
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The 2011 report “Monitoring eAccessibility in Europe”, funded by the European
Union, indicates that only one-third of the content generated by public administrations
in the EU was accessible and highlights how the adoption of WCAG 2.0 guidelines is a
slow and fragmented process (http://www.eaccessibility-monitoring.eu/). Understand-
ing the current difficulties of people with disabilities when interacting with e-
government services is the first step in identifying where to intervene.

Older persons (age 65 years or over) in Europe represent 19.4% of the population,
with an increasing trend [5]. Specifically, Italy has the highest percentage of people
aged 65 or older, (i.e., 22.3% of the total population) [5].

Prevalence of disabilities is increasing due to population aging: e.g., in developed
countries studies have shown that up to 40% of people over 65 years suffer from a
chronic illness or disability that limits their daily activities [8]. Considering the
increasing digital process occurring in the PAs and the aging of the European popu-
lation, it is urgent to implement best practices to guarantee web accessibility and
usability for all, thus increasing autonomy and empowering every individual.

This paper presents a study that sheds light on Italian public administration
(PA) accessibility via an online survey answered by 68 people with disabilities from
Tuscany, accessing PA services in Italy. The paper is organized as follows: after the
related works, the study’s methodology is presented in Sect. 3; results and discussion
follow in Sects. 4 and 5 respectively, while conclusions and future work end the paper.

2 Related Work

Every person has the same rights and opportunities, and there should be no discrimi-
nation against people with disabilities, according to the 1948 Universal Declaration of
Human Rights (UN). With the advent and growth of the internet over the last 20 years,
most countries have approved laws to encourage and guarantee equal opportunities for
all to access digital resources; accessibility of web sites and services is important for
everyone but it is crucial for people with disabilities, since their interaction can require
more time and effort. The concept of web accessibility implies that both the website
and the services it contains are accessible.

The Web Accessibility Initiative (WAI) of the World Wide Web Consortium
(W3C) is a group of international experts who work together to develop accessibility
Web standards. Among these, the Web Content Accessibility Guidelines (WCAG) has
the goal of providing a single shared standard for web content accessibility that meets
the needs of individuals, organizations, and governments internationally. This standard
is generally used as a reference point and adopted by several national governments to
guide the eGovernment accessibility process. In this area, the European Union (EU) for
instance specifically approved:

• 2010–11: ratification of the United Nations Convention on the Rights of Persons
with Disabilities (UNCRPD)1 by the EU in January 2011. Specifically, Article 9

1 http://ec.europa.eu/social/main.jsp?catId=1138&langId=en.
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concerns the duties of stakeholders in the accessibility field to ensure equal access
for persons with disability.

• 2014: The European standard on accessibility requirements for public procurement
of ICT products and services was adopted in February 20142: EN 301 549 V1.1.1
(2014-02) Accessibility requirements suitable for public procurement of ICT
products and services in Europe

• 2016: On 26 October 2016, the European Parliament approved the Directive
(EU) 2016/2102 of the European Parliament and of the Council on the accessibility
of the websites and mobile applications of public sector bodies3.

In December 2015 the European Accessibility Act was proposed, aimed at improving
the functioning of the internal market for accessible products and services by removing
barriers created by divergent legislation. However, legislation is not enough to guar-
antee accessibility. Indeed, Europe has had to postpone the original objective of
reaching 100% PA website accessibility by 2010 to 2020.

Many studies have been carried out to evaluate the accessibility and usability of PA
websites. In the following, we cite just some recent examples. In 2016, Galvez and
Youngblood examined 132 state and local e-government websites in Rhode Island,
using a combination of code inspection, heuristic evaluation, and automated analysis,
to determine the effects of templates on accessibility, usability, and mobile readiness.
The results suggested that while best-practice-based templates may be helpful in
improving usability, accessibility, and mobile readiness, it is crucial for designers to
receive training in these areas and crucial for governments to monitor state and local
Web sites being compliant with standards [6]. In a previous work, Youngblood and
Mackiewicz used e-government and corporate usability benchmarks to compare
municipal government websites in Alabama. The study reveals substantial problems
with municipal website usability, including accessibility. The authors highlight, and we
agree, that such problems could erode a municipality’s web credibility [16]. In 2015,
Coelho Serra et al. presented a study on the manual evaluation of four Brazilian e-
government mobile applications using WCAG 2.0. Numerous accessibility issues were
detected. Results showed that many elementary accessibility problems widely known
by HCI researchers were encountered extensively in the applications evaluated. This
highlights the importance of furthering research in accessibility design and evaluation
of mobile applications, in order to provide more inclusive access to essential appli-
cations used by all citizens, such as e-government services [4]. In 2018, Alcaraz-Quiles
et al. investigated the impact of e-government implementation on the transparency,
accessibility and usability of Spanish Regional Government websites, observing that
the transparency of analyzed websites is inversely related to accessibility since the
information is available but could require considerable time to find it [2]. In 2015
Ismailova performed an accessibility test on 55 Kyrgyz Republic e-government web-
sites using several automatic evaluation tools. Results showed that about 70% of
government websites have accessibility errors thus requiring the application of
accessibility guidelines such as WCAG [9]. In 2016, Kesswani and Kumar analyzed

2 https://www.etsi.org/deliver/etsi_en/301500_301599/301549/01.01.01_60/en_301549v010101p.pdf.
3 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_.2016.327.01.0001.01.ENG.
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the accessibility of Top Universities and educational websites in the UK, Russia,
China, Germany and India with respect to the WCAG 2.0. In most of these cases,
despite legislation imposed by governments, educational websites follow less than 50%
of the guidelines; thus, much greater effort is required to satisfy the accessibility
guidelines [11]. A 2011 study investigated the accessibility of Malaysia e-government
websites by using the WCAG v. 1.0. The evaluation process revealed several issues,
thus the authors provided a few recommendations to further improve the usability and
accessibility of e-government website [15].

Some eGovernment accessibility studies have been performed in emerging coun-
tries as well. In 2016, Adepoju et al. evaluated the accessibility and performance
analysis of state government websites in Nigeria by using two online-automated tools
to test for their conformance with the Web Content Accessibility Guidelines [1].
Results show that none of the websites evaluated totally conform to WCAG 2.0
standards. In 2014, Karkin and Janssen analyzed previous literature in order to develop
a set of criteria used for evaluating the websites of sixteen Turkish local governments.
The websites performed relatively well on traditional indicators, but not satisfactory at
providing platforms for citizen engagement, responsiveness and dialogue [10]. Patra
and Das in 2014 analyzed the factors that have an impact on the accessibility of e-
Governance services, especially in rural India in order to improve their accessibility
and to help achieve the mandate of inclusive e-Governance. [14].

Regarding the Italian situation, an analysis performed 5 years ago highlighted that
many Italian institutional websites were still poorly accessible. Specifically, more than
950 pages covering the Italian administrative areas (20 regions) were automatically
checked and data analyzed, showing that none were fully compliant with Italian legal
requirements (Law decree n. 04/2004 and updates) [7].

Most accessibility studies were carried out using automatic measurements of
accessibility, thus representing an approximation since some criteria require human
inspection to be verified. Martínez et al., comparing results of automatic vs manual
evaluation of web accessibility, showed that only 73% of the manually checked results
were correctly predicted by automatic evaluation tools [12]. Furthermore, human
inspection is usually done by accessibility experts and not by users.

Considering that eGovernment websites and services evolve quickly, that automatic
evaluation of web accessibility is an approximation, and wishing to understand the
point of view of users, our study aims to complement related studies investigating the
current degree of accessibility of Italian e-government websites as experienced/
perceived by users with disabilities.

3 Methodology

3.1 Description

An online survey was created using Google Form, a component of Google Drive.
Google Form allows one to automatically aggregate collected data, presenting them in
graphics. Moreover, it offers a good degree of accessibility, especially for individuals
using a screen reader. A long survey would be very demanding in terms of cognitive
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effort and time required, thus discouraging people who interact via assistive technol-
ogy, so the questionnaire is short. As the main objective of this study is to understand
the accessibility of services provided by PAs, we focused on the access to a service, the
service’s completion and the interaction.

The largest and most important organizations of persons with disabilities (visual,
motor, hearing, intellective and autism) were contacted by phone, asking the coordi-
nator or the president’s secretary to distribute the questionnaire’s address to their
associates.

3.2 The Survey

The questionnaire was in Italian since the survey was conducted in Italy. There were
ten questions, nine being closed questions and the last a text box for suggestions. The
first four questions characterize the sample while the last six investigate the partici-
pants’ usability experience with online PA services.

The questionnaire’s content and language were assessed by two accessibility
experts and modified according to the provided suggestions. Next, the online version
was checked by a totally blind person who verified its accessibility via screen reader.

3.3 Participants

A total of 68 people filled out the questionnaire. The sample is not very large, it is not
easy to involve people with disabilities without rewards, but it is quite varied and could
provide an initial set of issues to further investigate in the future. The age distribution is
shown in Fig. 1, left. Only the age range 18–29 years is under-represented. However,
due to their youth, these users probably use PA services less and have fewer problems
interacting with mobile devices/assistive technology than do older participants.
Regarding gender, the sample is well-distributed with 53% male and 47% female, as
shown in Fig. 1, right.

Most participants were visually impaired but all the main disabilities are present,
although intellectual/developmental disability is under-represented. This is probably
due to the difficulties they encounter in autonomously accessing online services, which
generally require complex interaction (Fig. 2).

Figure 3 shows the distribution of participants by job. More than half of partici-
pants (54%) are employees of a PA; Italian law requires PA offices to recruit a per-
centage of people with disabilities. Nineteen participants (i.e., 28% of the sample) are
retired since Italian law allows people with disabilities to retire earlier. One participant
is a student. Five people (i.e., 7% of the sample) are practitioners. Two housewives
(3%) and four unemployed people (6%) complete the sample.
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4 Results

4.1 Evaluating Online PA Services

The main objective of this study was to understand the accessibility of eGovernment
services as perceived by participants, in terms of ability to

• Access PA services
• Complete the services
• Evaluate the interaction.

Concerning the frequency of Internet use, most participants use Internet daily,
seven users weekly and only one seldom (Fig. 4). This reflects the importance of the
Internet for people with disabilities, not only for working and studying but also for
participating in social life and carrying out everyday tasks (e.g., booking hotels and
holidays, buying products, contacting friends, organizing meetings, and so on). For
instance, many PA services, if fully accessible via Web, can be performed remotely and
autonomously, avoiding the need for the help from accompanying persons in order to
arrive at the office and fill out paper forms – a great leap in personal autonomy.

As reported in Fig. 5, the sample users consult many PA services in different areas.
Health, Local Administration, Job services and tax are the most frequently requested. In
Italy the process of digitalization of PA services is quite fragmented but in recent years
much has been done to fulfill e-government aims. People can access information on
medical tests performed in public health structures and more generally on the electronic
health records; many taxes can be paid online and the National Institute for Social
Security offers many services such as checking the current pension situation, man-
agement of insurance against accidents at work, training offered to employees of public
administration, etc.

Regarding accessibility issues encountered by the sample, a first point concerns the
participants’ experience in accessing the online PA services. In order to better
understand collected data, one should bear in mind that unskilled people having
problems accessing online services often blame the failure on themselves – as unable to
act correctly in a digital environment – instead of considering the cause as due to poor
usability design.

Most users (88%) declared they have experienced some issues: 68% of participants
had problems sometimes and 20% many times, as shown in Fig. 6. Concerning the
ability to successfully complete a PA service, which reflects the effectiveness of the
service, 11% of participants declared they were always able to successfully complete it,
while for 30% it was only “often”. More than half of the sample (i.e., 51%) was
successful only “sometimes”, and two participants “never” (Fig. 7). Despite the small
sample, these are very bad results and Italian PAs should improve their services to
better guarantee web accessibility and usability for all. A very frequent issue
encountered was related to the difficulty of finding the information or service the user
was looking for. For this kind of issue, a more usable reorganization and presentation
of web content could be beneficial to improving user orientation and usability on the
whole.
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Regarding the simplicity of user interaction, most participants evaluated the
interaction as simple (46% as “Quite simple in most cases” and 9% as “Always
simple”) but considerable difficulties were still encountered by 45% participants: 9% of
them judged the interaction as “Always difficult” and 36% as “Quite difficult in most
cases” (see Fig. 8). The majority of the sample found the interaction easy but 45% of
the users encountering difficulties is however a very high percentage and again it
suggests the need to revise and simplify PA websites and services to improve their
usability.

Aiming to verify user satisfaction, one of the main usability issues, we proposed the
explicit question “Are you satisfied with your interaction with PA websites?” The
answer was rated on a 5-item Likert scale (1 = Completely unsatisfied to 5 = Com-
pletely satisfied). Figure 9 shows that most participants were in the middle with 47.1%,
not satisfied users were 22% (with 4.4% very unsatisfied) and satisfied users were 31%
(with only 5.9% very satisfied). In this case, data might not represent the real picture of
the user satisfaction, because as previously mentioned, unskilled people having prob-
lems accessing online services often blame the failure on themselves instead of con-
sidering the cause as due to poor usability design.

Many users’ suggestions have been collected regarding what online PA services
need to be improved. Most users ask for increased service usability, e.g., the interac-
tion’s simplicity (62.1%), or adding new services (22.7%). Additional requests include:

• Make it easier to find what you are looking for
• Improve interface usability, simplifying complex interfaces, structuring better

content and main information, etc.
• Add an online real-time customer care service, a chat service (textual, and better still

with sign language translation) for assistance/help
• Improve video accessibility using a sign language interpreter (SLI) or subtitling.

The last points are related to the need to increase/strengthen the communication
channels with the PAs. The user sample thus highlighted a high degree of citizen
engagement; indeed, citizen engagement can be measured in terms of gathering pro-
posals for improving public services, citizen satisfaction questionnaires, live
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Yes, always

O�en
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Never

I never tried

Fig. 7. Completing online PA services
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broadcasting, direct communication addresses by the city Mayor/Coordinators and
connection to social network groups [10].

The main limitation of this study is the low cardinality of the sample. Although it is
not possible to generalize findings, since 68 individuals is not representative of the
Italian population with disabilities, it can offer an overview of some of the problems
detected. The questionnaire did not require evaluating specific websites or services:
users answered according to their experience with e-government services so no com-
parison could be made. Despite this, the Italian PA services are very different and range
from delivering information to exploiting dynamic social, health, educational or eco-
nomic services. In this sense, the results can represent a subjective evaluation of Italian
e-government quality. Furthermore, the under-representation of citizens aged 18–29
could be also a problem and can cause bias, since this age group is more likely to use
technology. For future work, we plan to organize a future study to increase the sample
(to reach more than 500 users) and to contact the Student Services of the Italian
universities to reach out to students with disabilities (age 19–25 or over).
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Always simple

Quite simple in most
cases

Quite difficult in
almost all cases

Fig. 8. Interaction in accessing online PA services

Fig. 9. User satisfaction when accessing online PA services
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5 Conclusion

This study attempts to better understand the experience of people with disabilities when
accessing online PA services. In countries such as Italy, the main social services such
as hospitals, schools and municipalities are part of the PA, and online procedures are
increasing day by day. If the accessibility of such services is inadequate, equal
opportunities would not be guaranteed for everyone and there would be a risk of cutting
off people with disability from the advantages of the Digital Age.

Results seems to confirm previous studies highlighting that usability is still
neglected in the design of online PA services for citizens. Studies on usability of PA
websites conducted in Europe [13], Turkey [10], India [14], Nigeria [1], and Saudi
Arabia [3], showed the need to further improve the accessibility and usability of PA
services.

Great effort is necessary to increase accessibility and usability of governmental web
sites and applications. To this aim, a multi-stakeholder approach is needed: simple
authoring tools helping website creators to create accessible websites, the availability of
accessible but pleasant and rich templates for popular Content Management Systems,
translating examples and reusable portions of code published by the WAI group of the
W3C into every language (most resources are in English, creating linguist barriers), and
legislative and economic actions of governments are all necessary components. Finally,
the involvement of users with disabilities in the design and test of PA websites and
services should be encouraged to become a best practice. We hope a multi-stakeholder
approach will favor access for all, according to Tim Berners-Lee, W3C Director and
inventor of the World Wide Web, who said: “The power of the Web is in its univer-
sality. Access by everyone regardless of disability is an essential aspect”.
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Abstract. (e)Participation, as a characteristic of open government, is gaining
more and more public attention recently. Therefore, it is important to be able to
evaluate eParticipation projects against a sound framework to look into the
projects’ impact on society. As several evaluation frameworks focus on quan-
titative measures only, such as cost-benefit analyses, only a very few provide
qualitative measurements. In this paper, we evaluate a concrete eParticipation
project from Switzerland, which has not been systematically evaluated before.
As an evaluation framework, a list of 23 success factors, which has been
developed based on extensive research, has been applied. The results are two-
fold: first, the evaluation process triggered a systematic ex-post reflection of the
project; second, it was discerned that the used framework is highly useful and
applicable for the evaluation of eParticipation projects; some suggestions for the
further development of the framework are being discussed as well. Both results
contribute to the body of knowledge in the area of eParticipation in general.

Keywords: eParticipation � Success factors � Evaluation

1 Introduction

In most countries of the Western world, we can observe a fundamental development in
societies, which is regarded as “open government”. Since the beginning of the 1990s,
government agencies on all federal levels tend to be more open. The “new public
management” philosophy can be characterized by less bureaucracy and more effi-
ciency, citizen orientation, as well as transparency of public actions. In this context,
Open Societal Innovation “refers to the adaptation and subsequent sustainable use of
appropriate open innovation approaches from business, adapted and utilized by state
and society to solve societal challenges” (von Lucke et al. 2012). Citizen participation
can be understood as an involvement of citizens in democratic processes on different
levels (Arnstein 1969). Nowadays, an increasing citizen engagement can be achieved
by ICT-enabled formats of eParticipation: “eParticipation involves the extension and
transformation of participation in societal democratic and consultative processes,
mediated by information and communication technologies (ICTs)” (Sanford and Rose
2007).

It can be assumed that political participation formats applying ICT means are
especially suited to include youth into participatory processes as youth are generally
acquainted in using digital devices and social media platforms to communicate and
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interact. Rexhepi et al. consider “the youth as one of the most crucial stakeholders and
primary special interest groups in terms of sustainable development” within local
communities (Rexhepi et al. 2018, 115). In their paper, the authors also introduce a
four-step process to promote youth eParticipation; the fourth step is called “Evaluating
the obtained added values on both personal and community level” (Rexhepi et al. 2018,
118).

Although there are several sources from practitioners as well as scholars describing
and discussing eParticipation projects, we can hardly find models or frameworks which
provide measurements for a systematic evaluation of those initiatives and projects.
Applying quantitative cost-benefit analyses to eParticipation projects is not satisfactory
as this hardly considers the non-quantitative benefits, such as the results of citizen
participation on democratic processes, which may contribute to the quality of life of a
community and its citizens.

Macintosh and Whyte developed a framework for eParticipation in 2008 arguing
“that there is a need for coherent evaluation frameworks employing such perspectives
and methods, to better understand current eParticipation applications and learn from
these experiences” (Macintosh and Whyte 2008). The authors presented a layered
eParticipation framework based on a case study addressing three perspectives: demo-
cratic, project, and socio-technical criteria comprising 20 single criteria in total.

Drobnjak and Trean developed a “five-level participation model, which takes into
account the advantages of the Social Web or Web 2.0, together with a quantitative
approach for the evaluation of eParticipation projects.” (Teran and Drobnjak 2013, 77)
The proposed framework allows a quantitative evaluation of eParticipation projects
based on three components: web evolution, media richness, and communication
channels.

In 2013, the United Nations’ Public Institutions and Digital Government Depart-
ment of Economic and Social Affairs proposed METEP: Measurement and Evaluation
Tool for Citizen Engagement and e-Participation (United Nations Department of
Economic and Social Affairs (UNDESA) 2013). In addition, a self-assessment ques-
tionnaire has been provided accordingly1.

All mentioned evaluation approaches focus rather on the political as well as the
ICT-related dimensions of an eParticipation project, but less on the issues concerned
with the concrete implementation and execution of such a project, especially on the
local level.

Panopoulou et al. published a very comprehensive study identifying success factors
for designing eParticipation projects in 2014 (Panopoulou et al. 2014). In their study,
the authors not only made an in-depth literature study but also conducted qualitative
interviews with practitioners. Based on both inputs, they presented a framework
comprising 23 success factors, including specific activities associated with each factor.

In this experience paper, we will apply the framework developed by Panopoulou
et al. to a specific eParticipation project in order to evaluate it. We have chosen this
framework as it is based on a very comprehensive and relatively recent literature study
as well as practitioners input. The framework comprehensively covers the success

1 workspace.unpan.org/sites/Internet/Documents/UNPAN94222.pdf.
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factors. To our knowledge, there is no further framework of success factors for ePar-
ticipation initiatives available in literature which is approximately as comprehensive as
the chosen one.

In this paper, we will not discuss the methodological approach of the applied
framework, but we will apply it as published. Furthermore, it is not the intention of the
paper to evaluate or discuss the critical success factors as such, neither to add others or
reduce the list, but simply to apply them as they have been published. Furthermore, as
the goal of the paper is to evaluate the given project against given success factors, we
won’t discuss the issue of alternative methodological approaches. Nevertheless, we will
briefly discuss the practicability of the applied framework.

In the following, we will briefly introduce the given eParticipation project before
applying the success factors to the project. The goals are twofold: (1) to evaluate the
given project ex-post, and (2) to gain experiences about the usefulness and applicability
of the framework, as well as to contribute to the youth eParticipation literature in
general through a discussion of project against the evaluation framework. As we apply
the identified success factor of the framework to a concrete project, we will be able to
assess the applicability of the success factors which have been originally identified as
success factors for designing such projects.

2 eParticipation Project

The eParticipation project was conducted in 2014 to 2017 in a Swiss community with
approximately 7,000 inhabitants. The project focused especially on youth participation
through applying ICTmeans andwas called JugendMachtPolitik, which can be translated
as Youth Does Politics, although the German term Macht also translates to power.

Table 1. List of eParticipation success factors based on (Panopoulou et al. 2014)

1 Vision/strategy 13 User needs and expectations
2 Scope and goals 14 Value for citizens
3 Policy and legal environment 15 Value for government/organization
4 Support from

government/management
16 Digital divide, disabled and desired target

groups/user training
5 Management and planning 17 Employee training
6 Funding 18 Participation process, policy making stage

and roles
7 Organizational structures,

processes, and data
19 Change management

8 Integration and compliance 20 Leader/champion
9 Security and privacy 21 Promotion plan
10 Technology

advances/constraints
22 Monitoring and evaluation plan

11 Good practice 23 Sustainability
12 Organizational culture and

collaboration
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The project was initiated by the government of the local community in cooperation
with researchers from a regional university. It was mainly funded through a program of
the Federal Social Insurance Office (FSIO) based on a national law supporting (po-
litical) youth activities2. The project had two major goals: 1. to implement a concrete
youth eParticipation project in the community and 2. to develop general guidelines
based on the experiences drawn from the project and the existing research. The target
group of the project was students from the local school between the 5th and the 9th
grade (approximately 10 to 15 years of age). In total, the target group comprised 444
students according to the official statistics of the canton of St. Gallen 20143.

The project was not a scientific nor a research project, but an activity based on the
community’s strategic agenda. Nevertheless, the project was accompanied by two
university researchers who served as experts during the setup phase of the project. The
two researchers had a background in social work and information systems. Throughout
the project duration, the researchers took an observing role collecting data from the
project activities. Based on the concrete observations as well as the existing literature,
the researchers developed some general guidelines intended to support further com-
munities in Switzerland when setting up such eParticipation project. The guidelines are
published in (Arnold et al. 2017).

The project preparations started in early 2014. Before, it was decided by the
municipality to put a focus on children and adolescents. In addition, the community
participated in the Swiss UNICEF initiative, Kinderfreundliche Gemeinde4, the Swiss
adoption of UNICEF’s Child Friendly Cities Initiative5. As one result of the analysis, it
has been identified that the community offers structural prerequisites for youth partici-
pation – a youth commission, a special youth association - but lacks respective processes.

Based on a survey presenting five different scenarios developed by the project
group, the students of the target group were asked to vote for their preferred application
in May 2014. Based on the result, a mobile eParticipation platform facilitating an idea
exchange was developed by students of a vocational school located in a city nearby.

In mid-August 2015, at the beginning of the school year, the application was rolled
out. All students of the target group got their personal ID, including an initial password
through the school. The first phase lasted until mid-October 2015.

During this initial project phase of approximately eight weeks, more than 40 ideas
and topics have been captured on the platform by a total of 25 identified different
authors. Entries got up to 15 feedbacks (comments) each. The different posts have been
liked or commented by maximum of 25 students for each posting. Thus, 5.6% of the
students have actively contributed to the platform, whereas the silent majority was not
active at all. These figures roughly correspond to the so called ‘90-9-1 principle’
(Carron-Arthur et al. 2014).

Further details of the project have been presented in (Zimmermann 2016).

2 (Kinder- und Jugendförderungsgesetz, KJFG) (www.admin.ch/opc/de/classified-compilation/2009
2618/index.html).

3 www.statistik.sg.ch/content/statistik/home.html.
4 www.unicef.ch/de/so-helfen-wir/in-der-schweiz/kinderfreundliche-gemeinde.
5 childfriendlycities.org.
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3 Evaluation of eParticipation Project

In this section, we will go through each of the success factors as presented in Table 1
and apply the experiences we gained from the project accordingly. The original source
of the 23 success factors provides a more detailed explanation (Panopoulou et al. 2014,
204–205).

1. Vison/strategy
The project was initiated by the local community’s government based on a long-
term strategy focusing on strengthening the role and general involvement of kids
and young people in the community. Among other activities, the community
participated in the UNICEF program “Kinderfreundliche Gemeinde”, the Swiss
adoption of UNICEF’s Child Friendly Cities Initiative as mentioned earlier.
Although the community waived the certificate, some of the program’s feedback
lead directly to the eParticipation project. Thus, in 2013, the community expressed
the vision of focusing on the youth’s needs, including their inclusion to partici-
patory processes within the community’s administration. Within the scope of this
political agenda, the eParticipation project has been launched and executed.
Nevertheless, it must be indicated that a political agenda is often made for a
legislative period and depends on the distribution of power between political
parties and groups, as well as on crucial people, such as the major or the
responsible members of the executive authority within the community. As politics
shows, political priorities can change over time, especially after elections.

2. Scope and goals
The goals of the project have been defined very clearly as well as realistically, also
from an ex-post perspective. The main goal was to develop and to deploy a
concrete eParticipation tool or platform in order to enable the youth’s stronger
involvement in the community’s political processes. In doing so, the community
wanted to gain valuable practical experiences. The goals of the project were in line
with the community’s strategic agenda at that time.

3. Policy and legal environment
In terms of ICT policies and standards, the Swiss regulation, e.g., in terms of data
protection, has been considered when setting up the mobile eParticipation platform.
Furthermore, all activities were planned to be compliant with the existing legal
frameworks as well as the administrative processes in Switzerland. Following the
rules, regulation, and laws must be a matter of course in such project.

4. Support from government/management
The project was initiated by the community’s government and was based on the
vision and strategy of the community (see 1.). In the setup phase as well as during
the project’s runtime, the support from the administration as well as the executive
authority of the community was broad and very strong. The project manager was
one of the members of the executive authority of the community’s government, and
another one was also part of the project team. Furthermore, the local school as well
as the official youth work were part of the project team.
Although this kind of official support can be seen as a crucial success factor, one
has to take into account that government representatives are elected for a legislative
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period, and it is not guaranteed that the people will stay in their position throughout
the course of the project as well as that they will be re-elected (see 1.). Conse-
quently, the support of such project may change unpredictably.

5. Management and planning
As mentioned above, a government executive was appointed as the responsible
project manager. By profession, this person had no record in project management.
Overall, this situation did not turn out as a disadvantage to the project at all. The
experiences show that it is rather crucial to have all involved stakeholders of the
project participating in the project team from the very beginning. In this respect, the
project manager was well-connected within the community, which was a clear
advantage for the project because he was able to bring together all relevant
stakeholders from the very beginning.
For the project management, beyond some simple instruments for planning and
managing the meetings as well as enabling the necessary communication among
the project members, no specific tools or frameworks have been applied. From an
ex-post perspective, this did not cause any problems during the project.
Before the project was launched officially in August 2015, the planning phase took
approximately 18 months. A sound planning has been considered as a critical and
crucial success factor of such a project, which was also mentioned in the derived
guidelines (Arnold et al. 2017). Especially in the context of a youth eParticipation
project, the school holiday calendar has to be considered. As the local school was a
major player within the project, it was decided to start the project right after the
summer break in 2015.
Furthermore, in terms of planning the project’s schedule, it should be mentioned
that the project’s term should be not interrupted by elections too early as the
elections’ results might result in a shift of strategy and priorities, including
available funds and persons involved as well.
Providing resources in terms of available time has been a challenge, as in most
Swiss communities, even executives don’t work fulltime for the community and
instead, have other jobs as their main occupation. Furthermore, for all the other
involved persons, the project was on top of their regular job-related activities.
Therefore, the available labour resources can be considered as a bottleneck in such
context.

6. Funding
In terms of financial resources, on one hand, the community provided a certain
budget mainly in the form of personal hours for the involved persons from the
administration and the community’s government; on the other hand, the project
mainly benefited from the funding by the Federal Social Insurance Office (FSIO)
based on a specific funding program focusing on community development in terms
of youth participation as well as the canton of St. Gallen.
In conjunction with ‘1. Vison/strategy’, it has to be pointed out that any imple-
mentation of a strategy has to be backed by respective funds, which have to be
planned ahead of time. Otherwise, strategic intentions will just stay mere lip
services.
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In the present project, it was clear from the very beginning that without external
funding, the project would not be possible as the internal funds would not have
been sufficient to implement the intended project.

7. Organizational structures, processes, and data
As already mentioned, the core project team involved all relevant stakeholders. In
addition, a group of students from the local school managed the moderation of the
online platform, led by a person from the official youth work of the community,
who was advised regarding the role of a moderator during a briefing session.
All involved groups and persons agreed on a clear organizational structure, com-
prising a description of the respective roles, tasks, responsibilities as well as working
processes, which was captured in a document. Clear organizational structure helps
keep the project management tasks lean and minimize the necessary communication
among the involved project members during the phases of the project.

8. Integration and compliance
It was decided to develop a mobile platform from scratch. The system was
designed as a standalone system. Therefore, integration/compatibility with other
systems and standards has not been an issue.

9. Security and privacy
The system’s development was done by students of a nearby school providing
vocational education (“Berufsschule”) and was led by a teacher who is a profes-
sional software developer. After long discussions, it was decided to develop the
mobile platform as a closed and standalone system. The developed platform had no
connections to other services, such as social media platforms, etc. A main moti-
vation was to comply with the data protection regulation in Switzerland. Today,
requirements in terms of data protection and privacy would be even higher after the
introduction of the General Data Protection Regulation (GDPR) within the EU6.
As no social login was feasible, only participants with valid IDs were allowed to
access the system; an ID had to be issued by the community’s school adminis-
tration based on their records, and it was distributed to students of the target group
(5th to 9th grade) through the school. Not using an already-known and accepted ID
or a social login required students to remember another new ID, including the
respective password. As the password recovery function of the developed platform
was not user-friendly and inconvenient, this led to lower acceptance of the system
as the students’ feedback suggested.
The eParticipation platform as such was hosted in a professional environment
complying with all the legal regulation in terms of data protection, etc.

10. Technology advances/constraints
As the eParticipation platform was targeted at young persons, it was decided to
develop an online platform optimized for use on mobile devices. Although this step
seems to be logical in today’s world, the project team conducted a survey in the
local school in order to find out which devices and platforms are mostly used and
preferred by the students. So, the platform decision was not only made on some
general assumptions but on the concrete situation within the target

6 www.eugdpr.org.
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group. Furthermore, it was decided to not develop dedicated mobile apps as the
resources of the project did not allow this at all.
The user interface design was done by students who developed the platform as
well, but no specialists had been involved due to budget restrictions. From an ex-
post perspective, this was a disadvantage as the UI was less appealing compared to
professional (social media) platforms used by the target group on a regular basis.
This also applies to further issues such as platform functionalities, etc.
As the platform was developed by students as part of a regular course, there were
basically no resources to further enhance and develop the platform, including fixing
bugs throughout the duration of the project.

11. Good practice
In the preparation phase of the project, several technical solutions have been
evaluated and considered, including using existing social media platforms. None of
the existing platform looked at by the team met the requirements (e.g., in terms of
data and privacy protection or desired functionalities) and constraints (e.g., in terms
of budget). As no good practice could be identified, it was decided to build a new
platform from scratch.

12. Organizational culture and collaboration
As mentioned earlier, the main goal during the setup phase was to involve all the
stakeholders in the project from the very beginning. Therefore, no cultural challenges
or organizational conflicts have turned up throughout the duration of the project.

13. User needs and expectations
In order to meet the users’ needs, the project team conducted a survey during the
setup phase, as mentioned previously. Beyond the use of technical platforms and
devices, the young persons have been asked what kind of eParticipation tool they
were willing to use. As they didn’t know the term eParticipation and so the project
team developed several scenarios describing several platform options representing
different forms and levels of participation and involvement. In the end, majority
voted for an idea exchange platform. Other scenarios have been, for example, a
simulation game-like platform or a rather traditional online forum.
As the survey’s result also showed the project team that the majority of students
would like to use the platform through their smartphones, some implicit expecta-
tions in terms of usability and interface design could be derived.
As already said, the system developed was not that appealing as it could have been
due to limited resources, especially in terms of time and knowledge, including
experiences in mobile software development. As it was developed by a class of
students within one semester, there was a lack of sustainability in general.
It also tuned out, that a non-existing help desk caused some challenges for the users
and for the project team, which also led to a reduced acceptance of the platform, as
students’ feedback suggested.

14. Value for citizens
Overall, the value of the platform for the citizens, the young persons of the
community in this case, was given. However, as only a minority of the students
participated actively by using the platform, the value must be relativized. Never-
theless, some expectations have not been met.
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Especially in the beginning of the project, the users’ usage of the platform is
relatively intense. On the idea platform, users could either post their own ideas or
comment and vote on others’ ideas; they could also discuss and comment on topics
given by the editorial team. With this twofold strategy, the project team wanted to
assure a high level of contribution and interaction.
It turned out as a crucial challenge that users expected a rather immediate reaction
on their inputs, firstly at least some kind of acknowledgement, but secondly a
content-related feedback as well. While the first part can be achieved relatively
easy, e.g., as the task of a moderation team, it must be said regarding the second
aspect that government processes, even in a small community, are much less
responsive; they are not made for immediate and spontaneous inputs and feed-
backs. It is a lesson learned from the project that a rather quick feedback must be
guaranteed. Users want to know what is going to happen with their ideas and
feedbacks.
Another lesson learned is that participation always means a (smart) combination of
different online and offline means. At least in one concrete case when users could
comment on a topic online, a well-attended half day face-to-face workshop was set
up physically to discuss and to further develop results.
Both lessons learned confirmed experiences from other projects and related
research.
Although the level and frequency of participation and interaction was relatively high
in the beginning of the project, it was rather limited towards the end. Beyond the
technical limitations of the platforms which were previously mentioned, one of the
overall findings is that participation doesn’t work just because of available tools –
which also confirms previous findings in the research. Young people as well as adults
have to learn that they are able to contribute and to participate, but they also have to
accept that resources, such as time and knowledge, are necessary prerequisites in
order to actively participate in debates. As the users were not really educated in
participation, it was one of the findings of the project that active participation in
public and societal issues has to be addressed in school much more actively.

15. Value for government/organization
As said before, for the local community government, the project fit into the
strategic agenda. It was not the goal to address effectiveness of processes but to
involve young people, who are not allowed to vote yet, into the community’s
processes. To reiterate, it must be learned that active participation needs personal
investment and thus, it takes time.
The biggest value for the community’s administration and executive authority was
the very concrete experiences the project delivered. They learned the topics that the
students are interested in, be it locally, like a new opportunity to go for a swim in
the community (so far, the community has no outdoor pool), be it the unrealistic
demands for a railway station in the community or for a Starbucks coffee shop
(which tells about mobility or entertainment issues of the students) or even rather
global environmental issues. The second major learning was about the design of
participatory processes: eParticipation platforms have to be integrated in the regular
administrative processes, which means that people should get a feedback about
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their contribution in participation. Furthermore, on behalf of the executives
responsible for the community’s school, it became clear that eParticipation has to
be addressed in school.
Regrettably, shortly after the end of the official project, the executive authority
changed after elections. Also, the project manager got a new position with the
community’s administration. Thus, the new executives decided to not continue the
previous strategy any longer. Therefore, it can be said that during the course of the
project, the government as well as the administration gained some real interesting
insights, but there won’t be a long-term effect in this case.
Unfortunately, a change in strategy and targets can happen any time in a demo-
cratic setting, therefore – and due to other reasons - long-term impacts are hard to
estimate.

16. Digital divide, disabled and desired target groups/user training
The project was targeted at all young persons of the community from 5th to 9th

grade. To not exclude anybody, the school played an important role initiating the
official project. IDs were distributed through the school, students got an intro-
duction in class, and eParticipation as a topic was addressed in class as well
(although way too short). Students without any access to a computer or smartphone
at home had the opportunity to access the eParticipation platform through the
school’s computers. Therefore, 100% of the intended target group could be reached
at the start of the project.
The technical decision to develop an online platform optimized for mobile devices
also contributed to the goal to enable students without a smartphone or tablet to
access the platform through a web browser on a PC at school or at home.

17. Employee training
As already said, all members of the project team contributed on the basis of their
existing experiences and competencies; there was no additional training. Only the
editorial team of students, who moderated the platform, got an introduction in
terms of how to moderate.

18. Participation process, policy making stage, and roles
All actors and stakeholders have been involved from the very beginning. There was
a clear organizational structure, including communication and decision processes
in place.
Overall, the necessary effort to keep the involvement level high has been under-
estimated. The project decided to ask an editorial team, comprising of students, to
moderate the platform. Although they got an introduction into the task of mod-
eration, it turned out that the editorial team had some challenges as they were not
used to work as a moderator and were unsecure about their role and task.
It can be deduced from this that future projects clearly have to develop clear
strategies and to provide resources in manpower and knowledge, including train-
ing, as moderation can be seen as a crucial success factor for eParticipation
platforms.
As the number of contributions was manageable, it was decided to not apply any
sophisticated tool to capture and analyze data. The analyses made were based on
very simple methods of counting entries, replies, etc.
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As mentioned, the feedback process also has to be defined and a quick feedback
should be guaranteed.

19. Change management
Based on the scale of the project and its available resources, an explicit change in
management was not considered at all.
In general, to achieve sustainable results, appropriate measures for the change in
management have to be planned and implemented. For a sustainable eParticipation
process, it will be necessary to educate and train all members of the administration
accordingly. It has to be learned that the consideration and integration of external
sources in the community’s political processes has to be self-evident in an open
government culture.

20. Leader/champion
The initiator of the project, who was also the overall project manager, could be
considered as the leader or champion who drove the project’s ideas during the
course of the project internally. Outside the core team, the two university
researchers in particular promoted the initiative in (academic as well as non-
academic) publications, presentations, meetings, and social media.

21. Promotion plan
The project had no specific promotion plan beyond several information events at
the local school and some more general events within the community to present the
initiative.
The accompanying publicly-funded project had the goal of a further and broad
promotion, such as to develop the general guidelines for eParticipation projects
within communities in Switzerland which is now available online for free (Arnold
et al. 2017).

22. Monitoring and evaluation plan
The project was observed and monitored by the two university researchers during
its duration in order to derive some general findings in order to prepare the
guidelines. A detailed evaluation plan was not part of the project.

23. Sustainability
As mentioned earlier, the project was discontinued after the official end. The main
reason for the discontinuity was the major changes in the local government after
local elections. Also, the champion of the project filled a different position within
the community’s administration after the election and although he wanted to
continue and further develop the initiative, the experiences made the community’s
executives decide to discontinue it. Therefore, sustainability could not be achieved.

4 Discussion and Research Directions

In this paper, we pursued two main goals. The first was to systematically evaluate a
concrete given eParticipation project, which has been conducted in a Swiss community,
as the project was not formally evaluated before.

Applying the scientifically developed framework of success factors for designing
eParticipation initiatives by (Panopoulou et al. 2014) to the project resulted in a
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systematic ex-post reflection of the project. Evaluating the results and experiences of a
concrete eParticipation project against a sound framework of success factors con-
tributes to the body of knowledge in the field of eParticipation in general, as outcomes
of the project are being made tangible. In addition, it also adds value to the project and
its participants.

During the process of the project evaluation, it turned out that the framework’s 23
success factors, which have been applied as evaluation criteria, are well-suited to
evaluate a real-world project in general and are highly practicable. Nevertheless, the
analysis revealed some limitations as well. The study by Panopoulou et al. had the main
aim “to determine a concrete set of success factors to be considered when designing an
eParticipation initiative.” (Panopoulou et al. 2014, 195) However, it was not the goal of
their study to come up with a methodological approach applying the success factors for
evaluation. So, going through the 23 criteria and applying them to a concrete project as
we did in this paper disclose some valuable insights about the project. But what is
missing is some kind of weighting of the factors addressing the question which are the
critical and decisive success factors for designing and evaluating any eParticipation
project. It also could be discussed whether some of the 23 factors identified might be
grouped. Applying the factors to just one project reveals some relevant insights. But as
governments spend (tax) money for numerous eParticipation projects, it would be
helpful to be able to compare the success of those projects. Therefore, it would be
necessary to not only weigh the factors but also to provide some kind of measurement
scale, similar to the METEP framework (United Nations Department of Economic and
Social Affairs (UNDESA) 2013). Although in our view, a qualitative evaluation of
eParticipation projects is highly relevant in the light of open government and
eDemocracy, public administrations and governments also would need quantitative
analyses in order to learn about the effectiveness of such investment from a merely
financial perspective.

To summarize, we achieved our second goal to contribute to the validation of the
framework by confirming its usefulness and applicability in the area of eParticipation
initiatives as well as by outlining some shortcomings and future research directions.

Matching the guidelines developed for practitioners based on the projects experi-
ences as well as respective literature (Arnold et al. 2017) against the success factors of
the framework, it can be said that they are congruent with no contradicting conclusions.
Consequently, we can assume that the success factors of eParticipation projects dis-
cussed and applied in this research are robust enough to serve for future initiatives in
this area.
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Abstract. The issues of involving citizens in political management are
becoming more and more relevant all over the world. Many different platforms
are being created, where residents can express their ideas, proposals, complaints
and leave their voices. From a scientific point of view, the issue of estimating the
effects that these platforms result in remains unresolved. The paper presents the
results of developing a methodology for assessing the social effectiveness of e-
participation portals. In the paper results of its’ approbation for social effec-
tiveness estimation of a portal for urban problems in Petersburg (Russia) are
demonstrated. According to collected data, the portal “Our Petersburg” referred
to the medium level of social effectiveness development. The portal has
demonstrated a great progress in organizational dimension indicators and less
success in technical and socio-economic ones.

Keywords: E-Participation � Social effectiveness � Citizens’ engagement �
Urban development � Saint Petersburg

1 Introduction

The issues of involving citizens in political management are becoming more and more
relevant all over the world. Many different platforms are being created, where residents
can express their ideas, proposals, complaints and leave their voices. However, the
issue of social effects assessment stands almost untouched. In the scientific community
and in the political arena there are discussions about new opportunities for a deliberal
democracy based on the use of advanced platforms. However, it becomes obvious that
the creation of platforms is not a panacea for the effective citizens’ involvement in
governance. In his book, Stephen Coleman emphasizes the importance of four types of
“democratic capabilities people need if they are to be free to act confidently and
efficaciously within the seriously flawed political democracies” [1, p. 89]. This justi-
fication suggests that there are certain parameters and conditions for achieving effective
e- participation.

In this paper, the authors propose an approach to assessing e-participation portals
social effectiveness, which makes it possible to evaluate this phenomenon in three
dimensions: organizational, technological and social. The paper is structured as fol-
lows. First, it provides a literature review on e-participation assessment, effectiveness
and efficacy categories and their indicators. Second, it outlines the methodology
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developed for e-participation social effectiveness assessment, the system of indicators
and data collection tools. The next section provides the results of “Our Petersburg”
portal assessment. These are followed by a discussion of findings and conclusions.

2 Literature Review

The scientific background is full of examples of e-participation research. But regardless
of whether a new methodology is being considered for conducting a comparative
analysis [2–4], or a separate case-study is being conducted [5], researchers agree that
this phenomenon is complex and ambiguous.

In the international practice presented, there is a separation of different types of e-
participation tools. In the traditional UN methodology [3] e-information, e-consultation
and e-decision-making are detected. In the concept of Terán and Drobnjak [6] these
types expand into 5 level: eInforming, eConsulting, eDiscussion, eParticipation,
eEmpowerement. According to the main research purpose of the current paper, the
authors consider e-decision-making tools as the most preferred for evaluate the social
effects.

A classic study of Macintosh underlines “evaluating e-participation as making
sense of what has or has not been achieved, understanding how to assess the benefits
and the impacts of applying technology to the democratic decision-making processes”
[7]. Perez-Espes et al. [8] stressed the need to build new models of e-participation with
ability to respond to the new challenges (transparency, participation, control etc.). The
authors suggested the following criteria for participation efficacy evaluation: motiva-
tion, information, communication, transparency, quality.

Researchers determine the following building blocks being critical for e-
participation development: e-participation portal, transparency features, engagement
features, collaboration features, open government data features, targeting specific
groups [9]. Much attention in scientific work is paid to the role of institutional factors:
the lack of political will and commitment of decision-makers is a serious obstacle to the
effective implementation of the e-government reform program [10–12]. Also, this
political background could not act without the proper legislation [13] and legitimation
[14] as well.

Agbabiaka underlines the necessity to collect citizens’ estimates and perceptions of
new services, as well as the emerging public values [15]. Zolotov agrees that “the
influence of competence, meaning and habit of continuing the intention led to a sig-
nificant value, being the habit of the strongest predictor” [16].

Technological side also matters. Literature review found out the specific attention
to usage level, usability [17], multichannel accessibility [18] and their influence on the
portals’ popularity and trust in e-participation mechanisms [19]. Researchers also note
transparency as one of the key elements of effective electronic participation [20].

As research shows, social media also form the environment for uniting supporters
on specific issues. They can unite individual social groups, form real communities [21].
The actions of these communities can be a serious support for the promotion of peti-
tions and ideas on e-participation portals, and in turn influence their effectiveness [22].
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The literature review conducted have demonstrated researchers’ attention to the e-
participation evaluation at the angle of the technological, organizational and social
dimension. In the works presented there are attempts to systematize indicator systems,
but a complex view does not reach maximum completeness. This paper suggests a
methodology attempting to combine these dimensions to assess e-participation social
effectiveness.

3 Research Design

In this research we applied several methods using a multi-method approach that could
focus on e-participation effectiveness as a complex phenomenon and benefit form the
use of multiple disciplines [23]. In the methodology we consider “e-participation as a
set of methods and tools that ensure electronic interaction between citizens and
authorities in order to consider the citizens’ opinion in terms of decision making at state
and municipal level” [24]. From this point of view, its social effectiveness is the ability
to realize publicly stated goals, achieve results that meet the needs of the population
and are accessible to those who are interested in them.

In the research we paid attention to those e-participation tools that lead to decision-
making. Based on this, the evaluation of social effectiveness was presented as a
measurement of the implementation of a complete decision-making cycle, consisting of
5 stages [25]. The literature review revealed the need to pay attention to three
dimensions of e-participation effects. Accordingly, the proposed methodology included
indicators for three dimensions for each stage. The sequence of stages is determined by
the following logic. At “Agenda setting” the prerequisites for citizens’ contribution
collection is organized. The “Policy preparation” stage means aggregation of different
opinions and voices as well as involvement of new users. The layout of citizens’ ideas
and their transfer to the responsible authorities occurs at the third stage. The “Policy
execution” considers authorities’ response on citizens’ applications, voting etc.,
implementation of decisions adopted. And, finally, “Policy monitoring” shows the
decisions’ implementation and citizens’ feedback on the outcomes. The methodology
developed is schematically presented in Fig. 1.

The three dimensions on Fig. 1. present a complex of organizational, technical and
socio- variables suitable to evaluate the availability, effects and outcomes of e-
participation. The organizational dimension shows the scale of legitimation, political
values creation, power and deliberation. The technological dimension addresses the
issues of portals’ operation and functionality. Finally, social dimension indicates the
effectiveness of the submitted applications/initiatives/petitions, as well public values
development.

The methodology developed counts 27 indicators for e-participation social effec-
tiveness assessment. According to the methodology, for each indicator the estimated
portal can receive from 0 to 1 points. Table 1 presents the set of indicators for the
assessment.
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In the survey the following research methods were applied:

• Automated monitoring of e-participation portals via the information system created
by the authors;

• Automated research of network communities formed around e-participation portals;
• Official statistic collection (ICT indicators);
• Keyword search;
• Web analytics (measurement the presence of specific indicators on the portal);
• Expert evaluation (measurement of the qualitative indicators).

The majority of indicators were collected with the use of the automated monitoring
of e-participation portals system. The system was created in 2014 by the authors and
colleagues from the ITMO University. The system allows to collect data on citizens’
petitions and claims published at the specific portal in a real time. For each portal a
special programming module is created. For the research task, a specialized module for
data collection and processing was designed for the “Our Petersburg” portal.

An automated research of network communities formed around e-participation
portals was conducted with the use of a web-crawler configured to collect data on the
relationships between users of communities. The web-crawler collected data on pairs of
communications between users in the community and recorded them in the database.

All indicators presented were reduced to a single scale from 0 to 1. To calculate the
level of social effectiveness for each portal, the integral estimates for each dimension
were calculated with the final indicator of social effectiveness being as an integral
measure of the three dimensions (additive function).

The evaluation of the dimension is defined as the ratio of the sum of the indicators
in stage n to the maximum possible number of indicators for stage n, multiplied by
100%. In its turn, the score for each stage is calculated as the arithmetic sum of the
measurement estimates with a 1/3 coefficient for each dimension.

As an integral evaluation (eParticipation social effectiveness), the arithmetic sum of
estimates of parameters is taken (taking into account coefficient k for each stage).

1. Agenda 
setting 

2. Policy 
preparation  

3. Inclusion of citizens’ 
contribution in decision 

4. Policy 
execution  

5. Policy 
monitoring 

Organizational 
Technological 

Social 

Fig. 1. Methodology for assessment e-participation social effectiveness
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Table 1. System of indicators for assessing e-participation portals’ social effectiveness

Stage Dimension Indicators Social effects

1 Agenda setting Organizational Legitimacy, regulation
framework

Openness
Citizens’ awareness
with participation
opportunities

Technological Internet usage
Easy search of the portal

Social Registration in ESIA (single
inf.system for the Russian
citizens)
Information sharing about the
portal

2 Policy preparation Organizational Possibilities of deliberation Active citizens’
involvement
Sense of community

Technological Users’ support at all stages
Opportunities for
participation people with
disabilities
Multichannel participation
Links with other tools and
resources

Social Citizens’ activity in
publications
Growth of network activity
Nature of citizens’
contribution

3 Inclusion of
citizens’
contribution in
decision

Organizational Officials’ responsibility for a
response
Obligation to the inform
public on citizens’
contribution analysis

Democratic values
generation

Technological Usability and interface
Personal data security

Social Voting activity
Additional tools for citizens’
opinions collection

4 Policy execution Organizational Problem solving/petition’s
support

Justice and fairness of
decision-making
TransparencyTechnological Publication of review’s

history
Social Users’ satisfaction

5 Policy monitoring Organizational Transparency of results and
G2C interaction
Confirmation of influence on
political decisions

Trust in government
Citizens’ satisfaction

Technological Ranking of citizens and their
input
Access to archiving

Social Time saving for G2C
interaction
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The coefficients for calculating the final indicator are set for each stage: 0.1 – for the
first stage, 0.2 – for the 2 and 3 stages, 0.25 – for the 4 and 5 stages.

The result obtained on a scale from 0 to 100% was transferred to the averaged 5-
level scale indicating a “Very Low” level at 0–24, 9%, “Low” level at 25–49, 9%,
“Medium” level at 50–69, 9%, “High” level at 70–89, 9%, and finally “Very high”
level at 90–100%. As the results of social effectiveness assessment, the portal could
find its’ place at the appropriate level according to achieved points. The separation into
levels could provide a background for a meaningful comparison between different
portals.

4 Findings

The portal “Our Petersburg” (https://gorod.gov.spb.ru/) was selected for social effec-
tiveness assessment. This portal was developed in 2014 for collecting citizens’ pro-
posals and suggestion for urban issues. In order to submit a request, the user must
register through the Public Services Portal or by using a personal account in the social
network VKontakte. The portal provides the following opportunities for citizens’ e-
participation in urban governance issues:

• to post messages on city problem with photo- detection,
• to follow the problems’ solutions,
• to receive information on city urban programs, their activities and results,
• to get access to technical and economic passports of apartment buildings in St.

Petersburg and get information about the organizations that serve them,
• to follow rankings of management companies and city services.

Messages sent through the portal “Our Petersburg” must compulsorily receive a
response from the authorities in a strictly defined time. The indicators on the portal
were assessed using web portal analytics, automated portal monitoring, automated
analysis of network communities in social networks, official statistic and expert
assessments. For web-analytics the detected indicators were registered in the form of
screenshots of the pages on which the sought feature was found. To analyze the portals,
a monitoring system for e-participation portals, created at the ITMO University (http://
analytics.egov.ifmo.ru), was used. The monitoring system allows real-time down-
loading of data on submitted initiatives/petitions/appeals and monitoring the collection
of votes.

During the research period, the monitoring system collected 75820 messages
published on the portal. The most popular categories of citizens’ initiatives were
landscaping, maintenance of the apartment houses, facade of buildings, violation of the
rules for using common property and violation of land legislation (Fig. 2).

The analysis of the number of initiatives demonstrates the citizens’ growing interest
to the portal for the entire period of its functioning (Fig. 3). Some decrease have been
noticed at the period of traditional summer vacation (June–August) or winter national
holidays (January) when citizens are involved in celebrations and do not pay much
attention to urban issues.
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The analysis of proposal’ statuses demonstrates that the majority of citizens’
messages remain satisfied (44%), while the number of non-satisfied decisions remains
insignificant (less than 1%). The rest of them were in the process of getting a response
or decision-making.

The results of web-analytics show that one of the features of the portal is the
availability of special categories for active users. The most active users can receive the
special status “Public controller” that gives the opportunity to leave feedback on each
appeal, confirming or refuting the solution of the problem. The qualitative analysis of
the petitions on the portal demonstrates that only 130 complaints were repeatedly
evaluated by a “Public Controller”, which is 0.17% of the number of initiatives on the
portal.
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According to the methodology proposed, the portal “Our Petersburg” got 52.6 out
of 100% and demonstrated the medium level of social effectiveness development.
Figure 4 presents the results of calculating indicators for the stages of political
decision-making. The survey shows that the portal does not provide opportunities for
collective discussions on city problems, collecting opinions from citizens. However, we
need to take into account the specificity of the portal: detecting a problem and fixing it.

The portal “Our Petersburg” received high scores for all stages, except for the
analysis of the contribution of the public (11.4%), where the lowest indicators were
obtained in the social dimension. Figure 5 demonstrates the results of dimensional
assessment. According to collected data, the great progress has achieved in organiza-
tional dimension. The highest indicators were obtained by the indicators of legitimacy,
the convenience of resource search, the legally fixed responsibility of the authority, the
usability of the portal, the rating of users, and the saving of time spent on interaction
with authorities.

The lowest values were obtained by indicators informing users, the possibility of
deliberation, providing opportunities for participation of special categories of citizens,
the nature of the contribution of citizens, the availability of additional mechanisms for
collecting citizens’ opinions.

The analysis of specific indicators allows us to conclude that the portal is mostly
effective in terms of the legitimacy of the resource. It provides an opportunity to solve
problems in a shorter period of time compare to traditional methods of G2C interac-
tions. In terms of usability, the portal is simple and convenient to use. The process of
creating a petition is intuitively understandable and contains successive stages. Nev-
ertheless, the portal doesn’t provide an opportunity to contribute to citizens in the
discussion of individual petitions as well it’s not sufficiently focused on expanding the
potential audience of users. Thus, the final value allows to refer the portal to the
medium level of social effectiveness.
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5 Discussion

We compared the results with the data of the city residents survey conducted at the end
of 2017 by authors. In the online survey, 421 respondents took part (simple repetitive
sampling, 95% accuracy, confidence interval 5%). The survey results showed inter-
esting trends, which were reflected in the use of e-participation portals.

First, the share of inactive citizens is high. According to the study, over a third of
residents do not react to problems in the city. According to the research, 22% use
electronic portals to solve urban problems. Also 10% call the authorities to report about
a problem and 8% use the state telephone service.

Secondly, there is a positive attitude to electronic channels of communication with
government representatives among residents. 57% of respondents consider e-portals to
be the most effective way to solve problems. Popularization of the portal can increase
the number of Public controllers, and, accordingly, citizens’ satisfaction from solving
problems.

Also, the citizens’ survey revealed the prevalence of optimistic people in the city,
and 77% of them believed in real influence on political decisions through e-
participation portals. Another, positive trend was presented by the readiness of 91% of
the respondents to participation in the city management. That is also an indicator of an
active community development being able to produce more effectiveness to e-
participation activities.

6 Conclusion

The results of the study showed the operability of the presented methodology. Using
open access data (portals, official statistics, social networks), data were obtained that
characterize the social effectiveness of the portal for solving urban problems. Based on
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the research data, we consider socio-economic indicators as the most significant to be
developed at the studied portal.

According to the results of the conducted research accompanied with the citizens’
opinion poll, it can be concluded that the evaluated portal has the potential for
increasing the social effectiveness by attracting new users to a portal from a group of
active, non-indifferent citizens. The presented methodology should be tested on various
types of portals, including portals of electronic petitions, public discussion etc., in order
to fully evaluate the relevance of the indicators for each group of portals presented.

Further research steps could be addressed to develop the proposed methodology for
difference e-participation portals types counting e-petitions, online deliberation plat-
forms, urban issues portals, crowdsourcing etc. Each of these types could provide
specific data sets that allow to measure some other sides of social effectiveness.
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60035, “The research of social efficiency of e-participation portals in Russia”.

References

1. Coleman, S.: Can the Internet Strengthen Democracy?. Polity Press, UK (2017)
2. Measuring and Evaluating e-Participation (METEP): Assessment of Readiness at the

Country Level. UNDESA Working Paper (2013). http://workspace.unpan.org/sites/Internet/
Documents/METEP%20framework_18%20Jul_MOST%20LATEST%20Version.pdf

3. UN E-Government Survey (2016). https://publicadministration.un.org/egovkb/en-us/reports/
un-e-government-survey-2016

4. Zheng, Y.: The impact of E-participation on corruption: a cross-country analysis. Int. Rev.
Public Adm. 21(2), 91–103 (2016). https://doi.org/10.1080/12294659.2016.1186457

5. Schroeter, R., Scheel, O., Renn, O., Schweizer, P.: Testing the value of public participation
in Germany: theory, operationalization and a case study on the evaluation of participation.
Energy Res. Soc. Sci. 13, 116–125 (2015). https://doi.org/10.1016/j.erss.2015.12.013

6. Terán, L., Drobnjak, A.: An evaluation framework for eParticipation: the VAAs case study.
Int. Scholary Sci. Res. Innov. 7(1), 77–85 (2013)

7. Macintosh, A., Whyte, A.: Towards an evaluation framework for e-Participation.
Transforming Gov. People Process Policy 2(1), 16–30 (2008). https://doi.org/10.1108/
17506160810862928

8. Perez-Espes, C., Wimmer, M., Jimenez, J.M.M.: A framework for evaluating the impact of
E-participation experiences. Innov. Public Sect. 21, 20–29 (2014). https://doi.org/10.3233/
978-1-61499-429-9-20

9. Millard, J., Thomasen, L., Pastrovic, G., Cvetkovic, B.: A roadmap for e-participation and
open government: empirical evidence from Western Balkans. In: Proceedings of the
ICEGOV 2018 (2018, in press)

10. Chugunov, A.V., Kabanov, Y., Misnikov, Y.: Citizens versus the government or citizens
with the government: a tale of two e-participation portals in one city - a case study of St.
Petersburg, Russia. In: ACM International Conference Proceeding Series, Part F128003,
pp. 70–77. ACM (2017)

11. Raoelson, H., Rakotonirina, V.: E-government: factor of public administration efficiency and
effectiveness. Case of the ministry of higher education and scientific research in Madagascar.
In: Proceedings of the ICEGOV 2018 (2018, in Press)

E-Participation Social Effectiveness: Case of “Our Petersburg” Portal 317

http://workspace.unpan.org/sites/Internet/Documents/METEP%20framework_18%20Jul_MOST%20LATEST%20Version.pdf
http://workspace.unpan.org/sites/Internet/Documents/METEP%20framework_18%20Jul_MOST%20LATEST%20Version.pdf
https://publicadministration.un.org/egovkb/en-us/reports/un-e-government-survey-2016
https://publicadministration.un.org/egovkb/en-us/reports/un-e-government-survey-2016
http://dx.doi.org/10.1080/12294659.2016.1186457
http://dx.doi.org/10.1016/j.erss.2015.12.013
http://dx.doi.org/10.1108/17506160810862928
http://dx.doi.org/10.1108/17506160810862928
http://dx.doi.org/10.3233/978-1-61499-429-9-20
http://dx.doi.org/10.3233/978-1-61499-429-9-20


12. Vidiasova, L., Dawes, S.S.: The influence of institutional factors on e-governance
development and performance: an exploration in the Russian Federation. Inf. Polity 22(4),
267–289 (2017). https://doi.org/10.3233/IP-170416

13. Gil-Garcia, J.R., Pardo, T.A., Sutherland, M.K.: Information sharing in the regulatory
context: revisiting the concepts of cross-boundary information sharing. In: ACM Interna-
tional Conference Proceeding Series, 01–03 March 2016, pp. 346–349. ACM (2016)

14. Civil Participation in Decision-making Processes: An overview of standards and practices in
Council of European Member States. European Center for Not-for-profit Law. European
Center for Not-for-profit Law (2016)

15. Agbabiaka, O.: The public value creation of e-Government: an Empirical study from citizen
perspective. In: Proceedings of the ICEGOV 2018 (2018, in Press)

16. Zolotov, M.N., Oliveira, T., Casteleyn, S.: Continued intention to use online participatory
budgeting: the effect of empowerment and habit. In: Proceedings of the ICEGOV 2018
(2018, in press)

17. Hagen, L., Harrison, T.M., Uzuner, Ö., May, W., Fake, T., Katragadda, S.: E-petition
popularity: do linguistic and semantic factors matter? Gov. Inf. Q. 33(4), 783–795 (2016).
https://doi.org/10.1016/j.giq.2016.07.006

18. Kawaljeet, K.K., Amizan, O., Utyasankar, S.: Enabling multichannel participation through
ICT adaptation. Int. J. Electron. Gov. Res. 13, 66–80 (2017). https://doi.org/10.4018/IJEGR.
2017040104

19. Jho, W., Song, K.: Institutional and technological determinants of civil e-Participation: Solo
or duet? Gov. Inf. Q. 32, 488–495 (2015). https://doi.org/10.1016/j.giq.2015.09.003

20. Reggi, L., Dawes, S.: Open government data ecosystems: linking transparency for
innovation with transparency for participation and accountability. In: Scholl, H., et al.
(eds.) EGOV 2016. LNCS (LNAI, LNB), vol. 9820, pp. 74–86. Springer, Heidelberg (2016).
https://doi.org/10.1007/978-3-319-44421-5_6

21. Harrison, T.M., et al.: E-Petitioning and online media: the case of #bringbackourgirls. In:
ACM International Conference Proceeding Series, Part F128275, pp. 11–20. ACM (2017)

22. Picazo-Vela, S., et al.: The role of social media sites on social movements against policy
changes. In: ACM International Conference Proceeding Series, Part F128275, pp. 588–589.
ACM (2017)

23. Gil-Garcia, R., Pardo, T.: Multi-method approaches to digital government research: value
lessons and implementation challenges. In: Proceedings of 39th Annual Hawaii International
Conference on System Sciences (HICSS-39) (2006)

24. Vidiasova, L., Tensina, I., Bershadskaya, E.: Social efficiency of E-participation portals in
Russia: assessment methodology. In: Alexandrov, D.A., Boukhanovsky, A.V., Chugunov,
A.V., Kabanov, Y. (eds.) DTGS 2018. CCIS, vol. 858, pp. 51–62. Springer, Heidelberg
(2018). https://doi.org/10.1007/978-3-030-02843-5_5

25. Van Dijk, J.A.G.M.: Participation in policy making. Study of social impact of ICT (CPP №
55 A- SMART №2007/0068). Topic Report, pp. 32–72 (2010)

318 L. Vidiasova and I. Tensina

http://dx.doi.org/10.3233/IP-170416
http://dx.doi.org/10.1016/j.giq.2016.07.006
http://dx.doi.org/10.4018/IJEGR.2017040104
http://dx.doi.org/10.4018/IJEGR.2017040104
http://dx.doi.org/10.1016/j.giq.2015.09.003
http://dx.doi.org/10.1007/978-3-319-44421-5_6
http://dx.doi.org/10.1007/978-3-030-02843-5_5


Challenges of E-Participation:
Can the Opinions of Netizens Represent

and Affect Mass Opinions?

Chungpin Lee(&)

Department of Public Administration and Policy, National Taipei University,
New Taipei City, Taiwan

cplee@gm.ntpu.edu.tw

Abstract. This paper aims to understand the representativeness of online public
opinion and the influence of online public-issue discussions on mass opinion.
By analyzing three survey datasets from Taiwan, the findings show that online
civic participants are not representative of the general population; moreover,
online discussions of public issues do not directly affect general public opinion.
According to these findings, this paper recommends that online public opinions
are used with caution as they are not necessarily representative of general public
opinion.

Keywords: Sentiment analysis � Public opinion poll � E-participation �
Representativeness

1 Introduction

With the Internet having become an integral part of people’s daily lives, governments
at various levels have used it as a means to understand people’s needs in order to tailor
services to meet those needs. For this purpose, various tools have been employed,
including online polls and the analysis of the sentiments of netizens. Technology
optimists even believe such online methods will substitute traditional offline public
opinion surveys, as they are more effective in ascertaining the up-to-date opinions of
the majority of the population. These methods have not only affected public policy
decision, but also facilitated e-democracy development. In Taiwan, the media often
cites online opinions when criticizing public policies; moreover, it is not uncommon for
the government to change its policy decision in response to online criticisms or the
outcomes of online polls. In other words, online opinions have influenced the direction
of public policies.1

1 There are several examples that illustrate this; for instance, in June 2018, the Taiwanese government
made “a big U turn regarding its childcare policy” due to a citizen proposal being endorsed by
“thousands of netizens” (https://www.thenewslens.com/article/98742, visited on 2018/7/12). In
addition, in 2016, “four thousand people left angry messages on Hualien County governor Shih’s
Facebook homepage”; this resulted in the governor changing his previous decision to calling off
school and work in Hualien due to the typhoon (http://www.peoplenews.tw/news/2dbd589c-2958-
450e-a1b4-0964c42ad959, visited 2018/7/12).
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Does such a situation represent the maturity of online democratic governance or the
creation of chaos much like opening up Pandora’s box? To date, what role have online
opinions played? What is the nature of online opinions? How should we respond to
such opinions? The answers to these questions are diverse in academia, with some
scholars believing that the collection and analysis of online opinions are conducive to
obtaining a better understanding of the views of the general population; they even
believe that such opinions are helpful in forecasting election outcomes. It is a low-cost
and efficient method that has great potential as both a substitute and supplement for
traditional polling (e.g., O’Connor et al. 2010; DiGrazia et al. 2013; Bermingham and
Smeaton 2011; Beauchamp 2017; Ceron et al. 2014). However, other scholars doubt
the credibility and effectiveness of the online method, due to the existence of multiple
factors causing unpredictable bias (e.g., Gayo-Avello 2011, 2013; Mislove et al. 2011).

This paper aims to answer the following three questions by examining the empirical
data on the Internet and public policies in Taiwan: (1) Along with the popularity of the
Internet, are there more and more online political participants? Have they become
increasingly representative of the opinions of the general population? If the answers are
positive, it will be much more feasible and legitimate for online opinions (e.g., online
sentiment analysis, online polls, and messages received on a politician’s Facebook
page) to substitute traditional off-line public-opinion polls (e.g., telephone surveys).
(2) Will the positive or negative sentiment of online texts affect mass public opinion?
(3) Do online opinions affect the attitude of individuals towards public policies? The
answers to these questions will affect the manner in which we utilize online opinions,
namely, whether we use them as key references in decision making or treat them as
being less significant in the process.

In the second section, the paper will review the results of existing studies on the
relationship between online opinions and public opinions uncovered by traditional
polls. This will be followed by an explanation of the data analysis in the third section
and an analysis of the results and discussion in the last two sections.

2 The Relationships Between Opinions of Netizens and Mass
Public Opinions: Optimists and Pessimists

An increasingly important question in the public administration and political science
fields is whether opinions obtained in the virtual world, including social media activity
and netizens’ emotions (sentiment analysis), can be used to assess offline public
opinion. The current research findings regarding this issue have been vigorously
debated.

The optimists argue that affordable and ubiquitous online mechanisms have great
potential to provide new means for the flow of ideas, the formation of opinions, and the
exchange of ideas among citizens; they also argue that it is a valuable real-time source
for public managers to measure public attitudes. DiGrazia et al. (2013) used American
elections as a case study to show that there was a statistically significant association
between the tweets that mentioned a candidate and the votes that the candidate sub-
sequently received. The political behavior of American citizens could be extracted and
predicted from social media (Beauchamp 2017; O’Connor et al. 2010). In Germany,
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Tumasjan et al. (2011) used a sentiment analysis of over 100,000 messages containing
political issues and found, similarly, that the tweets’ sentiment corresponded closely to
voters’ political preferences. Bermingham and Smeaton (2011) used an Irish general
election as a case study and Ceron et al. (2014) used evidence from elections held in
Italy and France. All of them found a similar result. The sentiment analyses are pre-
dictive, demonstrating a significant correlation between social media and the results of
traditional mass surveys. Ceron et al. (2015) analyzed data from the USA and Italy and
concluded that Twitter analysis has the ability to ‘‘nowcast’’ as well as to forecast
electoral results.

Given that the e-civilian is considered to be a highly biased/non-uniform group of
the general population, how can these aforementioned findings be justified? According
to Ceron et al. (2015), this can happen only if we accept the logic that Internet users act
like opinion makers/elites who are able to influence the preferences of a wider audience
under the broader media. In this light, social media discussions are able to reproduce all
public opinions. According to Prichard et al. (2015), conducting online discussion
research presents low-level risks in terms of human research ethics, principally because
the information derived is unlikely to lead to the identification of each individual.
People are more willing to speak out online; therefore, online sentiment analysis
becomes a useful new tool for assessing and knowing public opinion.

However, not all studies harbor such optimism. For example, since online users are
a very biased sample, Gayo-Avello (2011) warned that social media may become
another “Literary Digest” poll case. Mislove et al. (2011) found that social media users
are significantly overrepresented by a limited group of the general population, are
predominantly male, and represent a highly non-random sample of the overall
race/ethnicity distribution. Regarding the effect of online political deliberation, Con-
over et al. (2011) demonstrated that the network of political retweets exhibits a highly
segregated partisan structure with extremely limited connectivity between left- and
right-leaning users. In other words, there is a political polarization trend in the social
media world. This is not what people hope to see from the virtual world.

By collecting a whole body of research regarding electoral prediction from Twitter
data and conducting a meta-analysis, Gayo-Avello (2013) concluded that the research
findings are overly optimistic. Current research has not yet provided strong evidence to
support the notion that the analysis of online activities can replace traditional polls.
Using online text data to correlate with or to predict electoral results is still problematic
as core problems are not addressed. Most existing works have not addressed the
sampling bias; they have simply applied data mining algorithms without an under-
standing of the representativeness of the user population.

In sum, more research is required in order to understand the online world. In
particular, the issues listed below cannot be ignored (Gayo-Avello 2011): (1) big-data
fallacy: large sums of data do not make such collections statistically representative
samples of the overall population; (2) demographic bias; (3) naïve sentiment analysis:
researchers should avoid noisy instruments and always check whether they are using a
random classifier; (4) silence speaks volumes; (5) (a few) past positive results do not
guarantee generalization. Researchers should always be aware of the file-drawer effect.
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3 Data

To add more evidence-based information, this paper aims to understand the relationship
between netizens’ political opinion and mass opinion by answering the following three
questions: (1) Have online political participants become more and more representative
of the general population? (2) Will public opinion presented online affect mass opinion
in general? (3) Do online opinions affect the attitudes of individuals towards public
policies? Datasets from three studies are used in answering the three aforementioned
questions:

A. Data for question one: care for the underprivileged and the provision of fair digital
opportunities have been a focus of government efforts in constructing the infor-
mation and communications infrastructure and improving the availability of gov-
ernment services. Since 2004, the Taiwanese government has implemented many
policies in order to ensure fair digital opportunities in various regions, groups, and
industries. Such policies include the “Narrowing Digital Divide Plan,” “Creating
Fair Digital Opportunities Plan,” “Digital Outreach Project,” and “Universal
Digital Application Project for Remote Areas.” In order to obtain a comprehensive
understanding of the digital development status in Taiwan, the National Devel-
opment Council has been conducting annual surveys on individual/household
digital opportunity (SDO) since 2004. This annual survey features phone inter-
views with Taiwanese citizens aged 12 or older, selected randomly via the
Computer-Assisted Telephone Interviewing System (CATI). The sample sizes and
sampling errors are listed below (Table 1).

B. Data for question two: the Taiwan E-Governance Research Center has been con-
ducting an annual longitudinal study, named “Public Value in E-Governance
(PVEG),” since 2013. The 2017 survey was conducted from September 1 (Friday)
through September 30 (Saturday) via phone interviews with Taiwanese citizens
aged 15 and above that were randomly selected. There were 7,530 valid samples,
with the sampling error being ±1.15% at 95% confidence level. Two policy-
related questions were included in the survey to measure mass opinion: “Do you
support the Labor Standards Act?” and “Do you agree with the Railway Policy
recently passed by the Legislative Yuan?” In addition to the phone survey, the
2017 PVEG project also collected online textual data on these two policy issues
(the Labor Standards Act and the Railway Policy) for the online sentiment analysis
during the same time frame. These textual data were analyzed and compared with
the results from the phone survey.

C. Data for question three: the 2016, or the fourth, PVEG project with a longitudinal
(panel) design focused on two policy issues (the legalization of same-sex marriage
and the licensing of the Uber operation). It examined the influence of the online
world on changing public opinion (differences in attitude between Time-1 and
Time-2) (Table 2).
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Table 1. Results of Taiwan’s annual individual/household digital opportunity survey

Year Sample size Sampling errors Internet user (%) Mobile internet user (%)

2004 14,120 ±0.83% 61.1 –

2005 26,622 ±0.6% 62.7 –

2006 26,702 ±0.6% 64.4 –

2007 15,007 ±0.8% 65.6 –

2008 16,131 ±0.8% 68.5 –

2009 16,133 ±0.8% 67.6 41.9
2010 16,008 ±0.8% 70.9 53.0
2011 13,272 ±0.9% 72.0 70.4
2012 13,257 ±0.9% 73.0 77.3
2013 3,079 ±1.8% 76.3 76.6
2014 13,262 ±0.9% 78.0 91.5
2015 8,493 ±0.9% 78.0 90.2
2016 23,465 ±0.6% 79.7 91.7
2017 9,337 ±1.0% 82.3 97.4

Table 2. Design and results of the 2016 PVEG project

Time

Method

Time-1
(2016/July)

Time-2
(2016/August) Population Questionnaire

House-
hold
phone
survey

Successful 
samples: 

1,300

Panel sam-
ples: 382

Citizens 
aged 15 or 
above 
throughout 
Taiwan

1. Do you agree with A ?
2. What are the major 
sources of information influ-
encing your view on the issue 
(approval or disapproval), be 
they TV, radio broadcasts, 
newspapers, online news, 
online discussions, friends, 
own judgment, or others?
3. Have you recently partak-
en in any online discussions 
on issue A or viewed any 
online discussions?

Note: “A” in the question-
naire is one of two policies.

Mobile 
phone
survey

Successful 
samples: 

1,310

Panel sam-
ples: 391

Challenges of E-Participation 323



4 Findings: What Is the Role Played by Online Opinions?

The core objective of this paper lies in understanding netizens’ opinions on public
issues, including their representativeness for and relationship with mass public opin-
ions. Answers to the three questions with empirical data follow.

4.1 Are Online Political Participants Representative of Overall
Population?

The first question addresses the representativeness of online participants with regards to
public issues. Theoretically, with Internet access having become ever more popular,
every individual is likely to become a netizen. This means that the number of netizens
has the potential to equal that of the population; consequently, this may augment the
representativeness of online opinions. However, does Internet access undeniably lead
to online public participation? Or is online participation in public issues confined to a
specific group of people?

This paper analyzed data from the annual SDO survey for seven years (2008, 2010,
2012–2016), out of a total of 12 years. The studied questionnaires contained a common
question: “Did you express opinions online on current politics, social events, or public
policies?” The paper extracted “online civic participants” (those with a “yes” answer to
this question) from valid samples as sub-samples and then compared their attributes
(gender, age, education) with those of general citizens.

The comparison found that males continually have a higher share in the makeup of
online civic participants, with the minimum share standing at 57% in the 2015 survey.
That is seven percent higher than the minimum share standing in the general popula-
tion, underscoring a higher male participation (Fig. 1).

In order to analyze the representativeness of every age group, the paper compared
the distribution of the shares of online political participants in various age groups with
the distribution of shares of corresponding age groups in the population. In cases where
the value is >0, online civic participants in the age group are seen as over-
representative; in cases where the value is <0, they are seen as under-representative;
when the value equals 0, their online representativeness is the same as it is in the
general population.

Data showed (Fig. 2) that between 2008 and 2016, the share of online civic par-
ticipants in the age group of 20–40 was invariably higher than the corresponding share
in the general population. In addition, the share of online civic participants aged 61 and
older was lower than the corresponding share in the general population, underscoring
its under-representativeness, while online civic participants in the age groups of 12–20
and 41–60 were over-representative in some years but under-representative in others. It
is clear that the popularity of the Internet has yet to render online civic participants as
being representative of the general population.

Using the same analysis, the paper found (Fig. 3) that online civic participants with
a college or higher education were invariably over-representative in contrast with those
with a senior high school or lower education who were under-representative.

In sum, regarding question one, the paper concludes that despite the increasing
popularity of the Internet and the gradual formation of a broader Internet-access
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environment in Taiwan, the distribution of people expressing opinions on public issues
online is still uneven in comparison to that of the general population. Hence, online
civic participants are a group with insufficient representativeness for the general
population.

4.2 Correlation Between Online Sentiment and Public Opinion:
An Aggregate Level Analysis

In the wake of the thriving development of the Internet in recent years, many studies
have asserted that with online opinions becoming ever “louder” and “influential,” the
general public, especially the silent majority, will inevitably be influenced by their
opinions. As a result, the sentiment analysis of online discussions and posts has

Fig. 1. The representativeness of online civic participants—in relation to males

Fig. 2. The representativeness of online civic participants–age
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received higher regard in the field of e-democracy; this is due to the belief that it not
only facilitates the fast grasp of public opinion but can also forecast or even manipulate
public opinion.

This paper subsequently used the second dataset to verify the narrative of the
relationship between online opinions and public opinion in the general population. To
begin with, the paper split the valid samples from the 7,530 Taiwanese interviewees of
the 2017 PVEG survey into 29 sub-sample groups on a daily basis during the survey
period (2–20 September 2017). The shares between the pros and cons in relation to the
two policies—“Labor Act” and “Railway Policy”—in the sub-sample groups were then
calculated. The results of the phone polls (Figs. 4 and 5) showed a steady trend, with
the share of the interviewees supporting the legal revision of the Labor Act policy
standing at around 30% throughout the entire period, except on September 3rd, when
the supporting rate reached nearly 50%. Regarding the Railway Policy, results of the

Fig. 3. The representativeness of online civic participants–education level

Fig. 4. Trend of sentiment analysis vs. results of daily phone surveys–“Labor Act” policy
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daily polls were also quite steady, with supporters accounting for 50%–60% of the
valid samples. In both cases, the outcomes were in sharp contrast with the wildly
fluctuating support and opposition of the two policies among netizens, as shown in the
results of the sentiment analysis of the online posts.

As shown in the two figures above, the “wild fluctuation” in online sentiment, as
opposed to the “steady trend” of public opinion in the general population, is clearly
visible. This paper then analyzed the relationship between the poll results of the daily
sub-sample groups and their corresponding online sentiment, either positive or nega-
tive. The results showed that public opinion in the general population, as shown in the
phone poll results for nearly one month (n = 27), had virtually no relationship with the
outcome of the analysis of online sentiment on the same day (the D day).

Regarding the casual relationship between online opinion and mass opinion, there
are two hypotheses. One asserted that public opinion in the general population is
formed first before being posted online (if this is true, we would see a positive cor-
relation between the D− days of the survey results and the online sentiment analysis).
The other claimed that online opinions subsequently affect public opinion (if this is
true, we would see a positive correlation between the D+ days of the survey results and
the online sentiment analysis).

This paper found no clear relationship between the two, in either way, as shown in
(1) the comparison of online sentiment on a specific day (D day) with the results of the
phone poll during the previous five days (D − 5 day) or the previous day (D − 1 day),
and (2) the comparison of online sentiment on a specific day (D day) with the results of
the phone poll one day after (D + 1 day) or five days after (D + 5 day).

Among all the analyses, only the positive online sentiment toward the Railway
Policy had a significant positive relationship with the phone poll results of public
opinion two days before (r = .55) and one day before (r = .661), as well as a significant
negative relationship with the phone poll results of public opinion two days after
(r = −.429). However, since the majority of the cells of the correlation analysis
(Table 3) were insignificant and the direction (positive/negative) of the only three

Fig. 5. Trend of sentiment analysis vs. results of daily phone surveys–“Railway” policy
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significant relationships was not consistent, there was likely no clear correlation
between online opinions and general public opinion. The results thus suggest that they
are independent from each other. Of course, in order to obtain a more convincing
argument, we still need further studies to determine how the cause-effect transpires
between netizens’ sentiments and mass public opinion.

4.3 Online Public vs. the General Public: An Individual Level Analysis

To answer the last research question, the paper analyzed data from the 2016 PVEG
survey. The phone polls were based on both household phones and mobile phones,
followed by a tracking poll (T2) of nearly 400 surveyed subjects one month after the
completion of the previous poll (T1), in order to detect changes in the attitudes of the
samples (change difference = T2 − T1). The data enabled us to ascertain the influence
of online discussions on public opinion.

1. Legalization of same-sex marriage.
Regarding the “legalization of same-sex marriage” policy, Tables 4 and 5 show that

approximately 14.9% of the subjects (6.8% + 8.1%) of household-phone polls and
14.6% of the subjects (8.4% + 6.2%) of mobile-phone polls changed their attitudes
(including positive and negative changes), with their “own judgment” being the largest
factor, followed by the influence of “TV”. Online opinions had an insignificant
influence, as only one subject with an attitude change participated in online discussions
on the topic.

Table 3. Pearson correlation coefficients between the results of the daily phone survey and
sentiment analysis (n = 27)

** p<0.01, *p<0.05.

Supporter
(Positive)

in Survey
Respondents (%)

Positive 
Sentiment—
Labor Act

Negative 
Sentiment—
Labor Act

Positive 
Sentiment—

Railway 
Policy

Negative 
Sentiment—

Railway 
Policy

Mass opinion (D-5 day ) 0.093 -0.151 -0.388 -0.054
Mass opinion (D-4 day ) 0.037 -0.259 -0.293 -0.026
Mass opinion (D-3 day ) -0.009 -0.205 -0.076 -0.132
Mass opinion (D-2 day ) -0.229 -0.021 .550** 0.016
Mass opinion (D-1 day ) 0.048 0.130 .661** 0.276
Mass opinion (D day ) 0.363 -0.019 0.245 -0.122
Mass opinion (D+1 day ) 0.122 -0.297 -0.281 -0.098
Mass opinion (D+2 day ) 0.051 -0.059 -.429* 0.379
Mass opinion (D+3 day ) 0.201 -0.219 -0.200 0.372
Mass opinion (D+4 day ) -0.172 -0.027 0.004 -0.221
Mass opinion (D+5 day ) -0.317 -0.151 0.092 -0.049
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2. Legalization of Uber.
The share of subjects with attitude change toward the legalization of Uber was

higher, reaching 38% in the second-round of household phone polls as shown in
Table 6. The most significant factor causing attitude change was “own judgment”
(37.5% and 45.57%), followed by “TV” (35.7% and 37.1%). Similarly, online opinions
had scant influence, as over 90% of the subjects did not take part in online discussions
on the topic. In the T2 follow-up mobile phone poll, as shown in Table 7, 28.1% of the

Table 4. Cross-table of attitude change, sources of change, and the experience of online public
participation–household phone survey

Difference 
between
T1-T2

Source of Information Causing Attitude Change Joined/Read Online 
Discussion Forums

TV

N
ew

spaper

Internet 
N

ew
s

Interne
Forum

s

Friends

O
w

n
Judgm

ent

Broadcasts

Total

Y
es

N
o

Total

Changed to 
Agree

6
(28.6)

3
(14.3)

1
(4.8)

1
(4.8)

2
(9.5)

8
(38.1)

0
(0.0)

21
(6.8)

1
(6.7)

14
(93.3)

15
(8.0)

Changed to 
Disagree

3
(12.0)

1
(4.0)

1
(4.0)

1
(4.0)

1
(4.0)

18
(72.0)

0
(0.0)

25
(8.1)

0
(0.0)

9
(100.0)

9
(4.8)

No Change 43
(16.3)

8
(3.0)

20
(7.6)

11
(4.2)

13
(4.9)

167
(63.3)

2
(0.8)

264
(85.2)

6
(3.7)

158
(96.3)

164
(87.2)

Table 5. Cross-table of attitude change, sources of change, and the experience of online public
participation–mobile phone survey

 
Difference 
between 
T1-T2 

Source of Information Causing Attitude Change Joined/Read Online 
Discussion Forums 

TV
 

N
ew

spapers 

Internet N
ew

s 

Internet 
Forum

s 

Friends 

O
w

n 
Judgm

ent 

Broadcasts 

Total 

Y
es 

N
o 

Total 

Changed to  
Agree 

5 
(16.7) 

0 
(0.0) 

2 
(6.7) 

4 
(13.3) 

3 
(10.0) 

16 
(53.3) 

0 
(0.0) 

30 
(8.4) 

1 
(3.8) 

25 
(96.2) 

26 
(8.9) 

Changed to 
Disagree 

4 
(18.2) 

0 
(0.0) 

1 
(4.5) 

2 
(9.1) 

2 
(9.1) 

12 
(54.5) 

1 
(4.5) 

22 
(6.2) 

0 
(0.0) 

16 
(100) 

16 
(5.5) 

No Change 39 
(12.8) 

3 
(1.0) 

25 
(8.2) 

33 
(10.9) 

16 
(5.3) 

187 
(61.5) 

1 
(0.3) 

304 
(85.4) 

7 
(2.8) 

244 
(97.2) 

251 
(85.7) 
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subjects changed their attitudes; again, the two main factors causing the attitude change
was “own judgment” and “TV.” The influence of the Internet was minimal.

The results showed that TV is the main source of information affecting citizens’
attitudes regarding policy issues. Contrary to the expectation of many, the results showed
no evidence regarding the influence of online discussions on public opinion. Traditional
media continues to play a critical role on citizens’ perceptions of public policy.

Table 6. Cross-table of attitude change, sources of change, and the experience of online public
participation–household phone survey

Difference 
between
T1-T2

Source of Information Causing Attitude Change Joined/Read Online 
Discussion Forums

TV

N
ew

spapers

Internet N
ew

s

Internet
Forum

s

Friends

O
w

n
Judgm

ent

Broadcasts

Total

Y
es

N
o

Total

Changed to 
Agree

20
(35.7)

7
(12.5)

4
(7.1)

2
(3.6)

2
(3.6)

21
(37.5)

0
(0.0)

56
(23.4)

1
(2.3)

42
(97.7)

43
(24.7)

Changed to
Disagree

13
(37.1)

1
(2.9)

2
(5.7)

1
(2.9)

1
(2.9)

16
(45.7)

1
(2.9)

35
(14.6)

0
(0.0)

19
(100.0)

19
(10.9)

No Change 52
(41.9)

8
(6.5)

15
(12.1)

4
(3.2)

4
(3.2)

40
(32.3)

1
(0.8)

124
(51.9)

4
(4.1)

94
(95.9)

98
(56.3)

Other 10
(41.7)

1
(4.2)

1
(4.2)

0
(0.0)

2
(8.3)

10
(41.7)

0
(0.0)

24
(10.0)

0
(0.0)

14
(100.0)

14
(8.0)

Table 7. Cross-table of attitude change, sources of change, and the experience of online public
participation–mobile phone survey

Difference 
between
T1-T2

Source of Information Causing Attitude Change Joined/Read Online 
Discussion Forums

TV

N
ew

spapers

Internet N
ew

s

Internet
Forum

s

Friends

O
w

n
Judgm

ent

Broadcasts

Total

Y
es

N
o

Total

Changed to   
Agree

8
(21.6)

0
(0.0)

4
(10.8)

4
(10.8)

2
(5.4)

19
(51.4)

0
(0.0)

37
(11.3)

4
(12.9)

27
(87.1)

31
(11.1)

Changed to  
Disagree

22
(40.0)

1
(1.8)

7
(12.7)

1
(1.8)

2
(3.6)

21
(38.2)

1
(1.8)

55
(16.8)

0
(0.0)

42
(100.0)

42
(15.0)

No Change 42
(20.1)

2
(1.0)

27
(12.9)

20
(9.6)

14
(6.7)

102
(48.8)

2
(0.8)

124
(63.9)

18
(9.6)

169
(90.4)

187
(66.8)

Other 7
(26.9)

2
(7.7)

1
(3.8)

0
(0.0)

1
(3.8)

15
(57.7)

0
(0.0)

26
(8.0)

0
(0.0)

20
(100.0)

20
(7.1)
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5 Discussion and Preliminary Conclusion

Can the opinions of netizens represent and affect mass public opinions? The results of
this research suggest that the answer to this question is no. This paper sought to
understand whether online public opinion is representative of the general population
and to assess the influence of online public policy discussions on mass opinion. To
begin with, the paper analyzed past data on online civic participants, finding that
despite the widespread use of the Internet in Taiwan, online opinions are quite different
from those of the general population. Specifically, the majority of online civic par-
ticipants are male, educated at the college level or higher, and aged between 21 and 40.

The paper also analyzed the relationship between online sentiments and the out-
comes of traditional polls to ascertain whether there is a correlation between online
opinions and general public opinion. A significant relationship between the two was
not found. In other words, they are independent from each other, as general public
opinion on public policies was found to be quite stable and generally not influenced by
online sentiments. This finding was affirmed by a follow-up analysis of the PVEG data
as a means of ascertaining the influence of online discussion/participation and online
news on opinion formation. The results showed that some people would change their
stance on some matters of public policy, however, mostly due to their own judgment as
a result of collecting relevant information by themselves, or the influence of TV media.
The results showed that the Internet only exerted minimal influence.

Despite the results, the author asserts that while online discussion on public issues
does not directly affect general public opinion, it still possibly has an impact given that
the interaction between traditional media and online opinions has become quite com-
mon. Many traditional media in Taiwan cite online information as the basis for their
reporting or commentary, which in turn often becomes the basis for online discussions.
Therefore, despite the lack of representativeness, online opinions could still influence
public opinion via the citation of/been reported by traditional media (Fig. 6). The
online discussion on public issues indirectly affects general public opinion. However,
this trend is worrisome, given the lack of the representativeness and uniformity of
online opinions, and their ability to reach a broad audience via the traditional media. It

Fig. 6. The interactive effects between online opinions, traditional media, and public opinion
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would be detrimental to the development of e-democracy, should online opinions be
allowed to augment their influence on public opinion or the decision making of public
administrators.

Some scholars have proposed substituting online-opinion analysis for traditional
polls on public opinion (please see the section two of this paper). This paper holds a
more conservative stance, in view of the independence of online opinions from public
opinion. They need the intermediary of traditional media to connect them. However, if
traditional media cannot play the role of a neutral, fair and objective third party, it
would be impossible to execute the vision of a mechanism capable of collecting real-
time public opinion via quality direct civic participation and communication online.
Traditional media would still dominate the power to dictate the agenda of public issues.
In practice, public administrators should utilize online opinions with caution, avoiding
an overreliance on them, as the “loudest voices” online are not necessarily the most
authentic or representative of the general population.

This study has a number of limitations, which future studies ought to avoid. For
example, different sampling errors may have caused dissimilar correlations due to the
varying daily sample sizes pertaining to question two of the analysis. In addition, this
study used self-reported assessment of influence sources in PVEG 2016 survey; as a
result, this may have caused problems regarding reliability. In the sentiment analysis
part, different keyword settings may have produced different results; consequently, a
keyword sensitivity analysis is needed to solve this problem.
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Abstract. Active development of information and communication technologies
in recent decades has significantly affected modern life in cities. Civil society
has obtained e-participation tools, such as tools for sending electronic appeals on
problems of the urban environment to the authorities to initiate their solving. At
the same time, local web communities have emerged and are now widely spread
due to social media. Within the framework of the research, it was suggested that
the number and concentration of appeals on problems of the urban environment
in individual local areas could be directly related to the existence of active web
communities of residents in these territories. To test this hypothesis, appeals sent
by residents of St. Petersburg for 2 years were analyzed. As a result, zones of
high and low civic activity were identified, and local communities existing
within the boundaries of these zones were studied. The hypothesis regarding the
connection between the existence of local web communities in a certain urban
area and civic activity was confirmed. At the same time, no clear correlation was
identified between the headcount of local web communities and the number of
appeals sent by residents of the territories to which these local communities
belong. Further studies using alternative sources of appeals and new territories
as examples will make it possible to supplement the existing data and to obtain a
more accurate assessment of the relationship of the described factors.

Keywords: Electronic participation � Electronic appeal �
Local web community � Civil society � Civic activity �
Urban environment quality

1 Introduction

In recent years, the number of people actively using modern communication tech-
nologies has been growing rapidly. Thus, in April 2018, the number of unique mobile
phone users exceeded 5 billion, having increased by 100 million people since April
2017, and the number of Internet users in April 2018 was 4.087 billion, showing an
increase of 276 million people compared to the data for April 2017 [1].

The driver of active development and increasing the availability of mobile and
Internet technologies is their relevance and application in people’s everyday life [2, 3,
4]. Modern technology helps people choose the best route when planning trips around
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the city or between cities, remotely receive a wide range of services, for example, make
a purchase in an online store; it enables you to work remotely, and find almost any
necessary information, including city services and organizations.

Thus, the development and existence of cities in the digital age is accompanied by a
close interaction between city residents and urban information systems. In many cities,
the Smart City concept is being actively implemented, in which information technology
is used to manage cities and to organize and optimize existing urban processes [5]. In
particular, Smart City collects data for analyzing and predicting the behavior of resi-
dents [6], modeling urban processes, optimizing the use of resources [7].

An important component of the Smart City concept is the mechanisms of citizens’
interaction with authorities and urban systems and services through information
technology [8]. Such interaction can be based on legal mechanisms established by the
state through official or public specialized e-participation services [9]. In recent years,
there has been a tendency to integrate urban services for the population into social
media, providing convenient opportunities for residents to obtain certain services in a
familiar communication environment [10].

At the same time, social media have opened up new opportunities for unification
and self-organization of urban communities, including local ones [11]. This helped to
increase residents’ awareness about events in their neighborhoods, as well as their
involvement in urban and local events and activities [12].

One of applications of civic activity is urban environment quality control, which
implies detecting disrepair, poor quality of roads and communal services and drawing
the attention of the administration to the problems identified. The emergence of such e-
participation tools, e.g. sending official electronic appeals to the authorities, gives the
population a simple way to initiate the elimination of urban problems. Civic activity of
individual residents can be reinforced by involving local communities in problem
solving, thus increasing the demand of entire population groups for a high-quality
urban environment.

The existence of machine-readable data on electronic appeals on urban environ-
ment issues, as well as information on local web communities allows for a quantitative
analysis of civic activity and a search for the connection between civic activity and
local web communities in the city.

In this article, we explore data on electronic appeals by residents and local online
communities in a popular social network, connected with territories and citizens’ places
of residence, using the city of St. Petersburg, Russia, as an example. Zones of different
concentration of residents’ appeals are revealed, a comparative analysis of territories
with a similar development typology but different concentration of appeals is conducted,
and the activity of local communities in these territories is investigated in this article.

2 Background

2.1 The Role of IT in Civil Society Development

Information technology becomes an important part of life in modern states, not only for
individuals, but for the entire civil society as a whole. On the one hand, the capabilities
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of online resources are used in a conservative way – to obtain information and publish
news. On the other hand, new ways of using web resources arise: creating web
communities, attracting like-minded people, sending official electronic appeals to
government bodies, creating electronic petitions, attracting attention to problems of
civil society. The above ways enable the civil society to act more effectively [9].

Thus, social media, which were initially created as entertainment, have recently
become a full-scale resource for informing, holding discussions, manifesting civic
activity and uniting citizens [13]. Social media are a tool that makes it possible to
significantly simplify ways of active participation in the public life of a country or a
city, such as searching for and sharing information, attracting like-minded people,
planning and coordinating actions [14].

For example, in the event of a significant problem affecting the interests of residents
of an urban area or a street, one of the first actions is to discuss the problem in social
media in the corresponding group if it already exists, or to create a new group whose
main goal is to solve this particular problem.

Nowadays e-petition platforms are a popular and effective way to express your
civic position [15]. These online resources enable any person to petition the decision-
makers for a particular problem, and also facilitate information sharing on the web
through automatic sharing in the most popular social networks or forwarding the
petition’s electronic address directly to any addressee, from a friend to electronic
media.

In addition to social media and petition platforms used by civil activists, there are
independent tools that simplify the process of applying to the authorities for certain
types of violations in the urban environment. One of the first tools of this kind was
FixMyStreet which emerged in the UK in 2007. It allows to promptly send appeals on
urban issues to the city authorities [16]. Then similar services were created in other
countries, one of the most famous is the US-developed SeeClickFix [17].

In addition to the above-mentioned online resources, electronic media also play a
significant role in the life of a modern civil society. News services not only report on
the events in the city, the country and the world, but also actively share information on
the issues raised by citizens, enabling high-speed information transfer and attracting
attention of responsible officials and organizations due to significant reach. The pop-
ularity of electronic media is growing, while the number of people receiving infor-
mation from traditional media is decreasing [18].

In Russia, a new round of civic engagement took place in 2011–2012 in the wake
of protest actions of urban, regional, and federal levels [19, 20, 21]. This helped
socially active population of Russia to acquire modern communication technologies
and start using new tools for civic engagement [22]. Social media started to be used to
organize and coordinate protest actions. However, along with the event-based use, e-
petition platforms, social media, and specialized services began to be used in everyday
civic activities not related to protest events.

2.2 Development of Electronic Participation in Russia

The goal of the Smart City urban development concept, popular in many countries
around the world, is to ensure the highest quality of life for citizens [23]. The concept

336 S. Kudinov et al.



sees the development of a city as a sustainable ecosystem which has a number of
characteristics, including the involvement of citizens in the use of information tech-
nology, in particular for interacting with government bodies. In Russia, the set of
legally approved official channels of interaction between citizens and the authorities
was widened in 2010 with the opportunity to interact using information technology as a
result of a number of amendments to Federal Law No. 59-FZ [24]. As a result of the
amendments, a clarification was added on the possibility of receiving and the process of
handling citizens’ applications in electronic form, as well as on the way for the
authorities to send responses and requests to citizens by electronic means.

Thus, citizens obtained an alternative way of sending requests and appeals to the
authorities in addition to paper letters sent by mail, and personal visits. The new
method proved to be more convenient for citizens using information technology for
communication, because less resources and time are required to send the appeal, and
the delivery time is significantly shorter.

The next step towards the application of modern information technologies to the
process of interaction between citizens and authorities was the implementation of the
Information Society state program [25], within which a single portal of state and
municipal services was developed, and electronic reception rooms were created on the
websites of authorities. This reduced the likelihood of sending requests to an incorrect
or nonexistent email address.

At the same time, resources appeared for sending electronic petitions to the
authorities, in particular change.org became one of the most popular in Russia [26].
The Russian Public Initiative was created by the state. This online resource was
designed for citizens of the Russian Federation to start public initiatives and vote on
them. Unlike the independent resource change.org, RPI petitions are of legal
importance.

At the next stage of the development of electronic channels for citizens’ interaction
with authorities, online resources similar to the previously mentioned FixMyStreet and
SeeClickFix were developed. Among them, we can mention both the resources created
by initiative groups of citizens and non-profit organizations (RosYama, Beautiful
Petersburg, Angry Citizen), and official electronic services of authorities – electronic
reception rooms and services for interaction between city residents and authorities (Our
City portal in Moscow, Our St. Petersburg portal). These services are designed to
receive messages from citizens on such problems of the urban environment as pits on
the roads, violation of parking rules, equipment defects on children’s playgrounds and
sports grounds, etc.

2.3 Social Media Becoming the Field of Action for Local Communities

Virtual social media play a crucial role by influencing people’s lives and activities in
different ways and differing from former social media by the interaction mechanism
only. In the virtual world, interaction takes place with the help of web technologies,
while in the early social media it occurred directly during real communication [27]. In
recent years, the emergence of social media has become another potential communi-
cation channel for simplifying the activities of local communities. Social media allow
communities to create platforms for quickly launching any campaigns and sharing
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information with a wide audience [14]. At the turn of the 20th and 21st centuries some
social scientists believed that the Internet weakened intergroup relations, and that the
desire to spend time and communicate in virtual reality would eliminate the need and
desire to spend time together [28]. At the same time, there is an opinion that the
transition to a “virtual society” expands the boundaries for communication from the
local community to the scale of the whole world. Even the Internet emerged, in 1962,
the Canadian philosopher Marshall McLuhan said that with the emergence of modern
communication tools, humanity was becoming a “global village” united by connections
and information around the world [29].

Studies have shown [30] that providing a local community with constant Internet
access and an online discussion platform transforms and strengthens the ties between
neighbors. The Internet not only allows maintaining neighborly relations, but also
facilitates discussions and engages the population into local issues. In addition, the
introduction of ICT specifically designed to facilitate communication and information
exchange in residential areas can reverse the trend of non-interference in the activities
of local communities. Using online networks at the local level can improve information
exchange and help expand local social networks, create a high level of social capital,
reduce costs and increase the speed of attracting people to take part in the community
life [31].

2.4 Summary and the Hypothesis

The widespread use of virtual social media, not only for entertainment but also for
information exchange in local communities, and the growing popularity of sending
applications to the authorities using electronic resources suggest the existence of a
correlation between these phenomena. In this paper, the hypothesis that the number and
concentration of appeals on problems of the urban environment can be directly related
to the existence of an active online community of residents of the corresponding local
urban area is explored.

The study of such mechanisms will help to find ways to increase the effectiveness
of civic participation in certain areas of cities by involving local communities in these
processes through modern technologies.

3 Methodology and Experiment

The subjects of this study are citizens’ appeals on the problems of urban environment
quality and local web communities. The study was conducted on the territory of St.
Petersburg, the second largest city in the Russian Federation, with a population of more
than 5 million people [32].

3.1 Initial Data

At the time of the study, three e-participation platforms on urban quality issues were
most actively used in St. Petersburg. Two of them provide services for sending e-
appeals to the city administration – the Electronic Reception of the Administration of
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St. Petersburg [33] and the web resource of the Beautiful Petersburg public movement
[34]. The third one, Our St. Petersburg portal [35], receives messages on violations in
the urban environment that are not formally located within the legal boundaries of
Federal Law No. 59-FZ, but are considered by the authorities after passing a prelim-
inary moderation.

Access to information from requests sent through the Electronic Reception is
limited. There are no open mechanisms for obtaining the database of Our St. Petersburg
either. For this reason, in the framework of this study we used the data of Beautiful
Petersburg, access to whose database was granted to us.

Resources for sending appeals developed by Beautiful Petersburg are a website and
a mobile application called Beautiful World. The tools work in the following way: the
user needs to indicate the address of the violation in the urban environment on the map
or in a text form and, if possible, upload a picture illustrating the problem. Next, you
need to select the type of violation from the list, after which the text of the message will
be automatically generated, which the user can edit, if necessary, and instantly send
using the service.

To analyze citizens’ complaints on the quality of the urban environment, the
downloaded database was used with the following data fields: ID (unique appeal
identifier), x (x coordinate), y (y coordinate), uID (unique identifier of the user who
generated the appeal), date (appeal creation date). The array of appeals is a csv file.

For studying local web communities, VK was chosen, which is the most popular
social media not only in Russia as a whole [36, 37], but also in St. Petersburg [38].

3.2 Defining the Areas for Research

To test the hypothesis within the framework of this stage of the study, it was decided to
identify two pilot areas that are similar in their town-planning characteristics but differ
in the conditional level of civic activity, which in this case is defined by us as the total
number of sent complaints on the problems of the urban environment over the territory
for a certain period.

As for the period, a sample of applications created within two years from March 22,
2015 to March 21, 2017 was used. The data was uploaded to QGis 3.0.2, resulting in
the formation of a vector layer in which each appeal is represented by a single point on
the map.

Since the service for application sending developed by Beautiful Petersburg also
works in other regions of Russia, the data was additionally filtered by the coordinates
within the administrative boundaries of the city of St. Petersburg, using the Intersection
tool of the fTools QGis plug-in.

Based on the prepared layer with data on appeals, an appeal concentration map was
constructed. To do this, in QGis, a rendering with the Heatmap style was configured for
the appeal layer with the following parameters: gradient from transparent to dark red,
radius of 2000 map units, maximum value chosen automatically, no point weighting.
The result is shown in Fig. 1.

The area of the highest concentration of appeals is evident when the map is ana-
lyzed visually. For further research in this area with increased civic activity, a territory
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was chosen that was limited to several quarters of the same development typology. The
territory is located in the historical district Grazhdanka.

At the next step, it was necessary to select a territorial antipode – a second territory
featuring a low civic activity but similar to the first territory by its area, number of
inhabitants, years and typology of development. For this, territories outside the zones
of increased civic activity having a similar urban planning typology were investigated
by means of expert analysis. A suitable area was discovered in the historic district of
Rzhevka.

The selected areas have similar city planning characteristics, but they differ sig-
nificantly in the level of civic activity measured by the number of applications sent by
residents (Table 1).

Fig. 1. Heatmap of appeal concentration in the territory of St. Petersburg (Color figure online)

Table 1. Comparative features of selected territories.

Feature Territory 1 Territory 2

District Grazhdanka Rzhevka
Number of residents 78,969 people 94,389 people
Area 2.67 km2 2.68 km2

Years of development 1970–1980 1970–1980
Type of development Microdistrict and infill Microdistrict and infill
Number of appeals 2,482 691
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3.3 Selecting Local Communities

Local web communities can be described as self-organized groups of people of dif-
ferent sizes, united by extensive family, work, friendly ties, by interests or by place of
residence, formed for communication, support and management [30].

The analysis of the research methods for local web communities has shown that the
main ways to identify them are automated search for keywords – crawling [39] and
manual search (Center for Applied Urban Studies) [40]. At this stage, due to time limits
and the small area of research represented by two limited territories, a manual search of
local web communities was applied.

To identify local web communities of certain territories, the toponyms of the city
were used as keywords, which can be divided into the following categories: District,
Microdistrict, Municipality (Russian “MO”), Historical name, Street, Colloquial
names, Housing estate. For the territories selected earlier, the following keywords were
highlighted: Krasnogvardeysky and Kalininsky (districts); Grazhdanka, Rzhevka,
Murinsky, Malinovka (historical names); MO Prometey, Porokhovye (municipalities);
Lunacharskogo, Svetlanovsky, Industrialny, Entuziastov (streets), etc.

As a result of the search on VK, web communities were found which can be
considered local on a territorial basis. Search for communities was made by keywords
chosen earlier for the considered territories mentioned in the community name, as well
as by analyzing publications that include links to other online communities, and then
checking if the community found belongs to the selected territory using Open-
StreetMap’s open resource data.

The typology of local web communities was stated as follows:

• By scale: from a point-type community (for example, a residential building) to a
territorial (district) community

• By topics: from communities that unite residents to communities of interest

For the first territory, with a high concentration of appeals, 95 communities were
found; for the second territory, with a lower concentration of appeals, 212 communities
were found. Further, commercial communities and communities in which there were no
publications for the considered time period were excluded from the sample. As a result,
67 communities were left for the first territory and 59 for the second territory (Table 2).

Table 2. Communities of the selected territories.

Community type Territory 1 Territory 2

Point-type community of residents 23 31
Point-type community of interest 8 1
Territorial community of residents 29 23
Territorial community of interest 7 4
Total 67 59
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3.4 Correlation Between Appeals and Local Web Communities

In the course of further research, it was necessary to determine the coverage of local
communities. Sensual perception is one of the biological foundations of human
activity, behavior and communication in urban space, while vision is the most devel-
oped of human senses. In the context of urban planning, where the relationship between
senses, communication and measurement is very important, we can talk about the
social field of vision. According to the studies of the Danish architect Jan Gehl, the
limit of the social field of vision of a person is 100 m, and from this distance the
observer is able to observe what is happening in the territory as a whole [41]. This
value was chosen as the radius of coverage for the point-type community.

For territorial communities, the coverage area is determined by the territory at
which the community operates – for example, for a district community, the coverage
area is the area of the district.

Since the territorial communities of the territories under consideration are fairly
large (district, municipality) and, accordingly, have significant coverage areas, the
correlation between the presence of local web communities and the concentration of
appeals was checked for point-type communities only.

To perform the check, a map of the coverage areas of point-type local web com-
munities was created, and rendering was configured in such a way that the color of the
coverage area was defined as the gradient from transparent to dark red, depending on
the size of the community – the larger the community, the darker its color. To assess
the correlation, data on the messages sent on the territory was added to the map
(Fig. 2).

During the analysis of the received maps for each coverage zone of the web
community, the number of appeals within the zone was counted. In case when the
appeals were located at the intersection of several community coverage areas, they
were assigned to the community with the largest number of people. Appeals were

a b

Fig. 2. Map of overlapping coverage areas of local point-type web communities and appeals for
(a) Territory 1; (b) Territory 2. (Color figure online)
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processed in a similar way in the special case when the coverage areas of several
communities were completely the same. Based on the obtained data, charts illustrating
the obtained correlations between the headcount of local web communities and the
number of appeals belonging in their coverage areas were created for each of the
considered territories (Figs. 3 and 4).

The created charts allow for the conclusion that there is no explicit correlation
between the local web communities headcount and the number of appeals sent by
residents of the territories to which these local communities are related. At the same
time, the hypothesis that the number of appeals on problems of the urban environment
can be directly related to the existence of an active online community of residents on
the local urban area in question is confirmed. Thus, in Territory 1, where there is higher
civic activity, 57.6% of appeals are in the coverage areas of local web communities,
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Fig. 3. The correlation between the community headcount and the number of appeals for
Territory 1.
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Fig. 4. The correlation between the community headcount and the number of appeals for
Territory 2.
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while in Territory 2, where there is a lower level of civic activity, 34.4% are in the
coverage areas of local web communities.

4 Conclusions

In the conducted research, the concentration of appeals for violations in the urban
environment in St. Petersburg, obtained from the Beautiful Petersburg database for the
period from March 22, 2015 to March 21, 2017, was analyzed. A territory with
increased civic activity was identified, and a territory with similar development char-
acteristics but reduced civic activity was found using expert analysis.

For the two territories under consideration, a different number of local web com-
munities were found on VK.com (212 for Territory 1 and 95 for Territory 2), but after
commercial and inactive communities were excluded from the sample, their numbers
became comparable (67 and 59 respectively). Communities were classified by scale
(point-type vs. territorial) and by subject (communities of residents vs. communities of
interest); only point-type communities were studied in detail (31 for Territory 1 and 32
for Territory 2). The coverage area of the point-type communities was defined by a
coverage radius of 100 m.

On the basis of the data obtained, maps of the community coverage area over-
lapping and the coordinates of appeals for violations in the urban environment were
created, and the results obtained were analyzed.

The hypothesis regarding the connection between the existence of local web
communities on a local urban territory and civic activity was confirmed by the pro-
portion of appeals that fell within the coverage of local web communities – for the
territory with increased civic activity, 57.6% of appeals were within the coverage areas
of local web communities, while for the territory with a reduced civic activity, the share
of such appeals was 34.4%.

The revealed absence of a direct connection between the concentration of electronic
appeals on a certain territory and the number and headcount of local web communities
associated with this territory may be due to both the unique features of the territories
chosen for the study, and the existence of unrealized potential of local communities.
Active local communities, whose participants are informed about the ways of mani-
festing their civic activity to solve problems of the urban environment, can encourage
citizens to use the methods of electronic participation. The growth of civic activity can
provide public benefits, initiating a dialog between residents and the city administra-
tion, and improving the ways the authorities address the problems of the urban
environment.

Further work includes comparison of the results obtained against results of similar
research done by other methods. Apart from that, we plan to get access to alternative
sources of data on citizens’ appeals, as well as to analyze other urban territories with an
increased civic activity. To study a large sample of territories, automatic data collection
methods will be used, including automatic search for web communities by a list of key
words describing the territory in question (toponyms, geonyms, etc.) and automatic
filtering of the resulting community list which will help exclude communities of purely
commercial or advertising nature using a special word list (stop list). In addition, we
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plan to automate the processing of data on local web community activities, in partic-
ular, to study how communities inform their members of electronic civic participation
methods, as well as to perform an in-depth analysis of arrays of appeals on urban
environment violations.

Studying appeal data from alternative sources together with data of Beautiful
Petersburg for more territories using automated collection and analysis methods will
help us increase the accuracy of the results, adjust the hypothesis, and state more
detailed conclusions on how much local web communities influence civic activity.
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Abstract. The paper discusses the growing potential of the social networks to
get transparency of the political process which is enhanced through the trans-
formation of one-way broadcasting into the interactive communication and
involvement of the citizens to the policy making, and then assess the practice of
this communication and involvement based on the mapping of the usage of the
social networks for the communication of the deputies of the local authorities of
the sixteen districts of the largest Moscow okrug with the local citizens. The
methodology of the study comprises the assessment of the political communi-
cation of the deputies in social networks based on three factors: coverage,
activeness and involvement. In view of the worldwide practice, theoretical
premises and the up to date Russian legislation we qualify the online profes-
sional behavior of the local authorities representatives as violation of the reg-
ulation and the effective public policy. Finally, recommendations how to deal
with the low level of the online activity of the politicians in view of the effective
public policy making are offered.

Keywords: Social networks � Public policy � Public sphere � Political process �
Information technology � Local self government

1 Introduction

By early 2018, 53% of the world’s population - 4.021 billion people began to use the
internet, 43% use social networks. In North America, users of the World Wide Web are
88%, in Eastern Europe - 90%, in Northern Europe - 94%, in East Asia - 57%, in West
Africa - 39%. The average user spends 6 h a day on the internet [9]. The development
of the information society, the spread of new technologies of mass information and
communication, including social networks and messengers, affect all spheres of human
life: social, economic, political, making changes in the process of socialization of
people and their political and social behavior [2, 8, 23].
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First social networks, which were created as a tool for communication between
students for nearly a decade turned into influential sources of information, a means of
political mobilization, a catalyst for evolutionary transformation within the political
process, a trigger of protest movements, a generator of public opinion, a necessary
component of the implementation of the state policy, as well as of the election cam-
paigns [10, 16, 19, 22, 31, 34].

The use of the political ads for the shaping of the public opinion on the key issues
of the political agenda is not an innovation of the 21st century. At the end of the last
century, political advertising was widely used on television, radio and the printed
media. However, only from the second decade of the new millennium there was a trend
of using social media as a platform.

According to investigators from the Federal Bureau of Investigation and Facebook
specialists, over 3000 advertisements were created on the platform during the 2016 pre-
election period aiming to polarize public opinion on the wide scale of social and
political issues from the problem of openly carrying of firearm to the Black Lives
Matter movement1 [18]. The reports submitted by the company to the U.S. Senate said
about 10 million users who have seen such ads and these ads could significantly affect
this result and the elections.

The opportunities that Facebook and other social media can offer are much superior
to traditional media. They allow interactivity, high speed of information dissemination,
easy communication, targeting people on strictly specified parameters, extraterritori-
ality (the geographical factor has ceased to have any impact on communication
capabilities), which help to get any audience locally and internationally and mobilize
them quickly, unite like-minded people and coordinate their actions [33].

The possibilities for political mobilization online are extremely broad, they are
associated not only with the increase in the appearance for the election or the change in
the number of people intending to vote for a particular candidate, but they allow
activating the participation of citizens in signing petitions, in public events, both
constructive and destabilizing [24].

The internet and social networks form unique models of the organization of the
political space in which horizontal links contribute to the development of civic activity,
function more efficiently than the hierarchy and exert a strong influence on the sig-
nificant political events of recent years: the Moldovan ‘Twitter-revolution’ of 2009, the
Green revolution in Iran same year, the Arab Spring [17], the Russian Winter protests
[26], the Ukrainian events in 2013.

In political science, there are three approaches in research regarding social networks
that can be conditionally designated as ‘cyber-optimistic’, ‘instrumental’, and ‘cyber-

1 Black Lives Matter opposes to the using of violence against African-American communities. The
start of the movement is linked to the #BlackLivesMatter Hashtag, widespread in social networks in
the summer of 2013, after George Zimmermann, the murderer of the African American teenager,
Treyvon Martin, was acquitted. The movement became massive after street demonstrations in 2014,
caused by the death of two more African Americans. At present, there are no specific leaders in the
organization, but they manage to organize mass protests throughout the country and in other
countries. Such a scale of mobilization is the result of the implementation of the hashtag on social
networks, as well as other online advertising tools [11].
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pessimistic’. Within the first approach, social networks are positioned as a factor for the
democratization of political process, since any individual can make a rational choice by
obtaining an extremely broad stream of information free from the control by political
actors [35]. Within the framework of this approach, it is noted that every citizen can
identify his/her civil position and take part in the discussion; politicians get the chance
of direct communication with potential voters without regard to the will of controlling
structures or restricting access to online space. Such a view corresponds to Dahl ideas
of the possibility of total penetration of information [7] and optimistic conviction of
Habermas in the possibility of creating a discourse free from coercion as a direct road
to democracy [13].

According to the instrumental approach, the internet, along with social networks
cannot create a new quality of political processes because the internet is just one
additional communication tool, built on a more advanced technological mechanisms
[28]. The apologists of this approach argue that while the internet become a part of life
of the ordinary people, this not resulted in a deeper involvement of the voters in
politics, neither the growth of civic consciousness, absenteeism decries, getting rid of
irrationalism in reaction to political events, political decisions, etc. [27], or the
increasing popularity of the democratic ideas [15].

The third, pessimistic view, considers that the internet contributes to the spread of
‘post-truth’ in social networks [1], when citizens believe not in the reality, but in what
the majority believes, looking at the constantly updated news, sometimes overwhelmed
with the fake. Personal information about users on the social net-works allows using
Big Data not only to set up advertising mechanisms so that people are forced to take not
rational decisions, but also gives the opportunity to manipulate people offline.

Some researchers appeal to much more stringent examples; this concerns, for
example, the work of the analytical algorithm Cambridge Analytica, which is called the
culprit for the slowdown in the growth of the UK economy and the significant cause of
Brexit [4]. They confirmed the possibilities of using social networks for authoritarian
and totalitarian regimes against their citizens. An example is the so-called ‘digital
dictatorship’ technology in the ‘Social Credit System’, which the Chinese government
uses to determine the rating of a citizen influencing the social and financial possibilities
of a citizen based on the indicators of his activity in social networks [21]. Shneiderman
and Berners-Lee and co-authors rightly drew attention to the ‘digital footprints’ left by
participants in social networks and other internet platforms [3, 32].

Whichever approach scientists choose, they agree that the internet creates a unique
communicative environment that significantly changes the political process. Research
of network communications in public policy provides ample opportunities to choose a
‘framework’ theory for explaining the processes and assessing the quality of partici-
pation of government representatives in networked communities and positioning their
activities on official websites and personal pages in the ‘World Wide Web.’ The most
popular are the theory of the network society, the theory of political mobilization
online, the concept of transition from the internet model Web 1.0 to Web 2.0 and now
to Web 3.0 within the framework of the ‘digital divide’. The network logic of the
interaction of participants in political process (‘networkization’ of civil society) and the
complication of the mechanism of public policy through the expansion of the man-
agement space offer new challenges for politicians.
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Since political communications in the modern world are understood as the form and
the content of politics, as well as political relations, this allows to say that politics is no
longer conceivable without information technology. The evolution of information
technology brings the concept of publicity beyond the limits of current political system.
The architecture of interaction between civil society and the system of state and
municipal government is no longer constrained by the framework of traditional
bureaucratic procedures, and the internet is a simplification of the existing order of
political communication.

The creators of the theories of political systems G. Almond and D. Easton adhered
to such ideas. In their works, they argued that political communication was a technical
function of the political system. Each subsystem is a section of the communication
network in which information flows are coordinated. Through political communica-
tions, information flows are distributed throughout the political system, thereby indi-
rectly developing all elements and the institutions of political power.

Habermas writes about similar characteristics of communication. Expanding his
theory of the «public sphere», he uses as an example the reading rooms and libraries of
the late 18th century, which existed in Germany and were parts of a dense network of
public communication [14: 11]. The emergence of such networks determined the
further development of public communications: readers per capita increased in line
with the emergence of the new publishing houses, bookshops, reading clubs, educa-
tional associations and so on. This evidence allows us to speak about emergence of any
network structure having its own communication channels and tools of communication.

However, then the French Revolution caused a politicizing shift in the public
sphere, which was formed based on the literary discussions. The resulting policy of
censorship in Germany in the middle of the 19th century in relation to published
literature contributed to the politicization of the public sphere. Public opinion, previ-
ously based on rational discussion, on the principles of transparency and sincerity of
the opinions of all its participants, acted as an ‘authoritative guardian’. Nevertheless,
because of democratic changes, the ‘authoritative guardian’ turned into a state guar-
dian, thus consolidating the concept of «public sphere» over the political space.

The philosopher divided power into two main types: power born in the process of
communication and administratively applied power arguing that the use of adminis-
trative power alone sooner or later leads to a crisis of its legitimacy [12: 33–34, 20].
Thus, Habermas emphasizes that the sphere of public policy is vitally necessary as a
permanent condition for the existence of a political system in democratic states.

Based on the belief that communications are the basis of public policy, he develops
the theory of social dialogue through that we can achieve the mutual understanding of
the political decision and to meet the political demands of all subjects of the public
policy. The result of this approach is the conclusion that communication is a mecha-
nism for coordination. Such a mechanism allows solving problems, on which civil
society is focused, and which require a political decision. For effective functioning of
the mechanism, several requirements must be met: all participants in the discussion
have the right to participate; all should have equal rights to make claims; all partici-
pants must be able to accept the claims of others; the socio-political status of the
participants in the discussion does not matter; and any manipulations in order to
achieve hidden goals should be avoided.
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This set of requirements is met in the social networks communication. Participants
in communication are not related to each other and have only one goal - to reach a
consensus solution on the given problem. Some researchers insist that reaching a
solution is not the ultimate goal of discussions on the internet, and self-presentation,
rather than discussion, is the driving motive for the active use of social networks.
However, this conclusion is not relevant to the case of politicized discussions, which
we are discussing here.

The ‘public sphere’, which Habermas described as the structure of secular Euro-
pean society in the middle of the 19th century, in the 21st century transformed in a
transnational space, where the media are a key tool for the formation of public policy.
At the same time, traditional media give their leading positions to the new media,
namely social networks.

For civil society, the existence of a communication channel with the authorities is
of paramount importance. Moreover, the use of this channel should become a priority
in government policy, and explicit evasion of such tools can be regarded as deliberate
abandonment of the democratic path of development and consolidation of authoritarian
practices. Ancient Roman politician Cicero argued, ‘The disruption of political com-
munication, interaction, ultimately leads to the erosion of power or to powerlessness’
[6]. At the present stage, the idea can be interpreted in view of the national interests of
the state, which include the development of civil society institutions, an open electoral
process, and a transparent political process. Any doubts in this regard put the political
system under stress and allow us to talk about the illegitimacy of the existing gov-
ernment. Here comes that the development of political communication and its con-
tributing tools is a task of the state.

This paper proposes to evaluate the practice of implementing this task and the level
of use of the newest technologies of communication with the masses in the form of
social networks by representatives of local authorities.

2 Method

According to VTSIOM2, by the summer of 2017 the internet in Russia has come close
to TV in terms of audience coverage [30]. There is a decline in the number of people
using Central TV as a main source of information – from 78% to 69% in 5 years since
2012 to 2017. Similar statistics is observed with Regional TV, where the analysts
observe a decline from 52% to 44% over the five-year period, even though this cal-
endar period was mainly associated with the regional political agenda, due to the
absence of Federal election till 2016. The internet in general and the social networks
and messengers in particular strengthened their positions: over the past year there has
been an increase of 15% and 11% respectively [29].

The printed media and radio have been left behind, only by joint efforts reaching
the result of 25% and 20% (against 41% for social networks). The only increase for the

2 All-Russian center for public opinion research, VTSIOM (until 1992—all-Union) - the oldest
Russian research organization, regularly conducting sociological and marketing research based on
public opinion polls.
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printed media is currently observed for the foreign magazines, but only in the large
cities with the population of more than one million. However, this is temporary ten-
dency as the printed media has been transformed to the digital format very quickly and
threatens the existence of even the most elite segment of printed media in the form of
well-known magazines.

The level of ‘networkization’ of Russian residents, especially in large industrial
cities, is quite high. Conducted by the Levada Center in September 2016, the survey
‘The internet use in Russia’ [36] showed that 73% of Russians use the internet;
including 47% of respondents do it every day. There are intergenerational differences in
the use of the internet. According to the Omnes of the Gesellschaftfur Konsum-
forschung Group in January 2017 ‘Internet penetration in Russia: the results of 2016’,
the 96% of young people aged 16 to 29 years used the internet. In the age group of 30–
54-year-old Russians, this figure is 82%, but among Russian citizens aged 55 and over
- so far only 29%. However, experts predict the increase in using social networks of
people from the older age groups.

The social networks become increasingly popular among all strata of the Russian
society. Vkontakte is used by 42% of internet users, most of whom are young people
under 34 years, while Odnoklassniki is used by 27% of the internet users with the users
over 60 build the majority. Among other popular Russian social networks are Insta-
gram, Facebook, Moy Mir, Twitter, LiveJournal. According to other source involved in
the social networks traffic monitoring and analysis, the audience of the video hosting
service YouTube in Russia is equal to that of the Odnoklassniki [37]. The only dif-
ference is age, since video blogging and streaming (related to the organization of live
broadcasts on video hosting as Twitch and YouTube) is dominated mainly by the
younger generation of users from 18 to 49 years [38].

Conducted in the St. Petersburg State University (about 70% of students - people
from different regions of Russia) study ‘Factors behind student youth absenteeism in a
Russian megacity (St. Petersburg case)’ [39] showed a different level of students’
interest in social networks and messengers. The most popular networks are: Vkontakte
(88.9%) - the leader; followed by YouTube (66.1%), Instagram (59.7%), WhatsApp
(58.9%), Telegram (55.5%), with a significant margin followed by Skype (43.3%),
Facebook (32.3%), Viber (27.9%), Twitter (24.7%). Mass media outsiders are Tumblr
(7.7%), My World (5.5%), Linkedln (4.4%), Classmates (3.6%), Flickr (1.7%). In the
results obtained, the indicators of the use of Twitter and Facebook were unexpectedly
low. The multidimensional scaling procedure showed a high frequency of sharing of
various internet resources and communication channels by students: Vkontakte is often
used in conjunction with YouTube and Skype, and Facebook with Viber; most com-
monly shared are WhatsApp, Telegram, Instagram.

The arrival of the politicians in these networks is quite expected as they target
young people. Thus, within the framework of our research in view to discuss the online
political communication of the representatives at the level of the local administration
with the citizens, we choose as the material the social networks, broadly understanding
it as a fundamentally new platform for discussion that can influence the qualitative and
quantitative composition of political participation, contribute to the effective political
communication and increase its influence.
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The methodology of the study is centered on the assessment of the political
behaviour of the local administration representatives (deputies) in social networks
based on three factors: coverage, activity and involvement.

Coverage refers to a deputy’s presence in various social networks, which is of
priority importance for our study considering the fact that the audience of social media
differs, as was shown earlier on the example of statistics. Deputies get the maximum
result of 3 points if they use a diversity of social networks, including photo- and video-
hosting.

Activity is counted by how frequently this deputy posts the information, which is
directly related to the professional duties. Deputies get the maximum result of 3 points
if they report on their activities at least once a week.

Involvement is measured by the accuracy of the deputy in addressing the comments
about the local problems, challenges and concerns, which are posted, by the local
citizens, and the quality of the answer and problem solving. Deputies get the maximum
result of 3 points if they do not ignore incoming appeals and show their interest via the
discussion in the comments.

The overall result is an arithmetic mean between the three categories and provides
an overall picture of the use of social media by municipal district members in their
professional activities.

Data analysis is performed on a three-point scale based on the criteria described
above (Table 1).

Table 1. The methodology of assessing the activities of local self-government deputies by
category.

Points Coverage Activity Involvement Common result

O The total absence of
personal accounts in
social networks

Updates less
often than once
a quarter

Limited ability
to leave
comments on
the Deputy’s
page

Extreme form of online
absenteeism

1 The possession of the
only personal account

Information
appears at least
once in three
months

Ignores
incoming user
comments

Low culture of using
social media

2 The possession of at
least two personal
accounts in different
social networks

Highlights the
most important
events during
the month

Responds to
user comments
selectively

Local self-government is
interested in working
with the population in a
new format

3 The usage of a diversity
of social networks,
including photo- and
video ho stings

Weekly report
on its activities

Actively leads
the discussion

Social networks are the
main tool for working
with citizens
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The research sample includes 343 social networks’ and messengers’ accounts of
187 deputies who took the mandates of representative bodies of local self-government
of the sixteen districts of the Southern Administrative Okrug3 of Moscow following the
elections of September 10, 2017. Links to accounts on social networks are taken from
free access in the Internet, search error can be no more than 10 accounts for the entire
sample. The spread on social media in the number of accounts is: Facebook - 142,
Vkontakte - 67, Instagram - 51, Twitter - 37, Odnoklassniki - 29, Moy Mir - 10,
YouTube - 4, LiveJournal - 2, Periscope - 1.

3 Results

The most popular thematic communities in the social networks are groups of a
humorous nature (43% of user views), related to health (41%), and to politics (41%).
Men and older generations are more interested in what is happening in the country and
the world in comparison to women and younger internet users. The various studies
prove that the political figures and famous politicians form key topics of interest of
internet users. This global trend has been already used by representatives of both the
legislative and executive branches of government and many political leaders, GPs,
mayors, deputies, NGOs heads and other top political managers have their personal
accounts in the social networks and messengers. According to ‘Medialogia’, the
company responsible for monitoring and analysing media and social media, in the
period from May to October, Russian politicians such as Moscow mayor Sergei
Sobyanin, Maria Zakharova, Ramzan Kadyrov, Sergey Aksenov every month lead the
ranking of the TOP 15 most-quoted bloggers [40].

The active involvement in the politician’s online communication in form of com-
ments to their posts appears as the very effective and often unique way to get the
attention of the politician to a certain local issue. In comparison with the traditional
media, in this sense social networks have certain advantages.

Firstly, with the help of notifications, a comment or a post which is addressed to a
politician will get to the addressee and will not be lost in bureaucratic schemes.

Secondly, the traditional media imply some special conditions for the information
perception: the printed media require the purchase of a newspaper or a magazine (if the
source does not have an electronic version), TV or radio requires the allocation of the
addressee messages to certain time and place. Internet enabled communication, on the
contrary, allows the user to choose the time and place when and where s/he is ready to
communicate with a politician and set up only requirement - access to the internet.

Thirdly, to adjust Russian administration system to the Open Government doc-
trine requirements, all administrative bodies are obliged to create a special commu-
nication channel with the masses. All of them have enthusiastically or just under the
pressure of the regulations created this channel and reassured local citizens that this

3 Okrug – in Russian means a territorial area which is larger than district but less then region. For
instance, Moscow is divided into 12 okrugs, which further are divided into 125 disctricts.
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channel serves exactly for the communication (that is for a dialogue) rather than just
to convey the information.

How the deputies use the channel? Our research answers this question and the
results are summarized in Table 2.

The result of each category, which was used during the research, is calculated as the
arithmetic mean between the numbers of deputies of each district and the results they
gained during the analysis of their performance. Common result is the arithmetic mean
between three categories of the research.

As for coverage, according to the results of the analysis, the majority of the local
deputies use one-two social networks targeting the youth and business audience.

However, the average activity is one post in three months. Based on the frequency
of the meetings which are mandatory for all deputies in the local administration
(normally, two per calendar month), as well as the frequency of the weekly mandatory
face-to-face meetings with the local audience, the results evidence the lack of deputies’
activities in social media.

The average value for the involvement points that deputies ignore the incoming
appeals.

Considering the obtained data, it is quite natural that the result indicates the low
culture of using social media in professional public and political activity of Deputies of
local government in Moscow.

Table 2. The results of the analysis of the online activity of the deputies of the Southern
administrative Okrug of Moscow.

Rating Area Coverage Activity Involvement Common result

1 Birulevo Zapadnoye 2.6 1.9 1.5 2.00
2 Nagatinskiy Zaton 1.8 2.4 1 1.73
3 Chertanovo Centralnoye 1.8 2 1.3 1.70
4 Donskoy 2.3 1.4 0.9 1.53
5 Birulevo Vostochnoye 1.73 1.4 1.07 1.40
6 Tsaritsyno 1.5 1.4 1.2 1.37
7 Nagornuy 1.9 1.1 0.9 1.30
8 Moscvorechye-Saburovo 1.9 0.9 0.8 1.20
9 Orehovo-Borisovo Yuzhnoye 1 1.6 0.73 1.11
10 Chertanovo Yuzhnoye 1.4 1.2 0.73 1.11
11 Brateevo 1.3 1.1 0.8 1.07
12 Orehovo-Borisovo Severnoye 1.33 1.07 0.8 1.07
13 Nagatino-Sadovniki 1.3 0.9 0.9 1.03
14 Chertanovo Severnoye 1.4 0.7 0.5 0.87
15 Danilovskiy 0.75 0.67 0.83 0.75
16 Zyablikovo 0.87 0.33 0.47 0.56

SAO 1.56 1.25 0.90 1.24
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4 Discussion

The principle of publicity is laid in the foundation of local self-government as the
institution of power which is the closest to the masses [25, 81]. The effectiveness of
such institutions depends directly on the level of openness and transparency. In the age
of information technologies and widespread social media, the presumption of publicity
in Russia alongside with the worldwide practices is established by Law, namely the
Article 6 of the Federal Law of 09.02.2009 №8-FZ (ed. from 09.03.2016) ‘On ensuring
access to information on the activities of state and local self-government bodies’.

The Law determines that the local government must place the information about its
activity on the internet to ensure the open access to the information. According to the
Law, the departments of the local administrations in all municipal districts (okrugs)
must create the official websites and place the information as soon as the new infor-
mation appears. The other regulation ensures the interactivity and force the local
administration to establish online communication with the local citizens. This online
activity including website, its content, the speed of the information flow, the feedback
option and other options for the communication with the masses – is an object of
control and the base for ranking, promotions, elections and other competitions between
the councils and its representatives.

However, the only and purely officialwebsite cannot be considered an effectiveway to
meet the government openness requirements. The lack of the interactivity, abrupt news,
headache for the internet users who try to find some information on the local adminis-
tration websites while the majority of links go nowhere, or point to the error 444 and the
search engines cannot distinguish the links from the official websites from those on the
bogus websites – are characteristic to the official websites of the local administration.

Given such a poor performance on the website, the social networks and personal
online activity of the deputies appear to be an innovative and highly effective way to
communicate with the local citizens and to answer all of their questions and concerns.
But the results of an empirical study of the online activity of municipal deputies at the
level of the local administration on the example of the sixteen districts of the Southern
Administrative Okrug of Moscow confirm the lack of such activity as intentions and
willingness to satisfy the information and communication needs of their constituents.

This evidence of avoiding activity in the social networks as an integral part of the
internet leads to the conclusion that the political behaviour of the deputies can be
qualified as the violation of the Article 6 of the Federal Law of 09.02.2009 №8-FZ. It
can be caused by the lack of the legally fixed deadlines and other regulations about the
consideration of the public appeals incoming via social media. Currently, only regu-
lation is written in the Article 7 of the Federal Law of 02.05.2006 No. 59-FZ (second
edition on 03.11.2015) ‘About the order of consideration of appeals of citizens of the
Russian Federation’. It says that an online appeal should be answered electronically
only by e-mail. Such ambiguous regulation means in practice a brief, automatically
formed response informing the citizen that his/her appeal has been received and the
answer will follow. It is often followed by an even more formal answer, which comes
very late when the citizen has already forgotten, in what occasion and to whom s/he
addressed the appeal.
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5 Conclusion

Social networks can increase the transparency of the political process, transforming the
unilateral broadcasting of ideas and programs by the elites to the masses in public
policy, in the development of which all citizens actively participate. They can develop
at the appropriate level ‘a new culture of relations between government and citizens’, ‘a
new quality of feedback and involvement of citizens and business in the making of the
most important state decisions both at the federal and especially at the regional and
municipal level’, as required by the program of the ‘Open Government’, implemented
in 2012, the results and development prospects of which until 2024 we are discussing
today4. Policymakers who use social networks directly to perform their functions are
much more effective, and their activities are much more citizen-oriented than the
activities of their colleagues who ignore the demands of the information society.

This opportunity appears especially important for representatives of the legislative
power at various levels. Deputies, being representatives of the people, should be guided
in the activity by inquiries and requirements of the citizens who gave them the vote.
Since a significant proportion of citizens’ appeals are related to the local social,
political, economic life concerns and problems, for local legislative assemblies, such
appeals and any feedback from the local citizens, settlements and other local divisions
is the sense-forming element of all political activity.

There is a clear request for a transparent and open political process in the global
political space. The response to this request is information technology, which has
become widespread because of its easy access, speed and interactivity. The new
information and communication technologies change political process, political insti-
tutions, political culture and behaviour. The public sphere has evolved and is now
developing not only vertically, but also horizontally, contributing to the political
mobilization and enable a highly active political participation at all level of the society
internet and social network sites play no longer an instrumental, but the dominant role
in the political process.

Nevertheless, the local and regional politics perform very low level of the under-
standing of the new perspectives of the political landscape of the 21st century avoiding
not only communication with the citizens, who are the voters and whose opinion are
crucial during the elections and in the daily political activity. They also very modestly
inform the public about their activities. The lower the level of the local administration,
the fewer representatives use social media in their professional activities.

To overcome the further regression of political publicity, it is necessary to amend
the legislative framework and to oblige the deputies and other representatives of the
local administrations to fully address the appeals received through personal messages
or comments on social media accounts.

Although internet technologies and online communication of political actors with
the masses and citizens are already a routine of political and, in particular, election
campaigns, the Russian segment of the internet become used for this purpose somewhat

4 The results of the implementation of the Open Government system and perspectives till 2024. http://
report.open.gov.ru.
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later than in Western countries [5], and in Russia the possibility of forming a political
agenda via the internet is still insufficiently estimated.

The academic community needs to continue research of both social science and
technical nature, in the field of transformation of the public policy into the internet
space, in the field of technologies that contribute to the development of political
transparency, as well as on the issues of the online-absenteeism in the political process,
which is evident among the local government and at the level of regional and Federal
authorities. Political actors need to raise the cultural level of the use of information
technologies to increase the efficiency of their professional activities, thereby con-
tributing to the formation of a transparent democratic process and the rejection of the
authoritarian practices of the 21st century.
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Abstract. The article is devoted to the results of the Social Media Analytics
study of dynamic, technological and substantial markers of social media
Russian-writing flows on interethnic and inter-religious relations in Crimea and
Sevastopol. The study assessed the extent of the social media Russian-writing
messages representing the forming of negative interethnic and inter-religious
attitudes among Crimean and Sevastopol inhabitants. The logic of study leads
from the development of social and cultural contexts to shaping of digital pat-
terns of interethnic and inter-religious relations and from accumulating of rel-
evant social media streams to the analysis of metrics of information flows. The
authors consider Russian state policy on inter-ethnic and inter-religious relations
and publication activity of social media leaders of mass opinion the main factors
of changes in the proportion of social media documents concerning on the
interactions between ethnic Russians and Ukrainians, and between ethnic
Russians and Crimean Tatars. The main prospect of the study is the develop-
ment of digital markers for the automatic uploading Ukrainian-writing and
Crimean Tatar-writing streams to compare their characteristics, reflecting the
inter-ethnic and inter-religious relations in Crimea and Sevastopol.

Keywords: Inter-ethnic relations � Inter-religious relations �
Socio-cultural integration of crimean society � Social media �
Internet communication � SMA-study � Digital markers � Discourse analysis

1 Introduction

The processes of social and cultural integration of the Crimean society, determined by
the reunification of Russia, Crimea and Sevastopol, are facing serious challenges
associated with the aggravation of the inter-ethnic issue in the transition period for the
socio-economic, socio-political and socio-cultural spheres of the new subjects of the
Russian Federation. In the process of studying the problems of inter-ethnic and inter-
religious relations in Crimea and Sevastopol, a special role belongs to the methods of
social computing—an interdisciplinary field researches, including the study of social
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behavior and social context by means of computer systems (computational systems)
and the development and use of information technologies, which have important social
or political context. The use of intellectual search of digital markers in the framework
of this study allows to identify markers of intensity and markers of the content of the
discourse of interethnic and inter-religious relations in the Crimea and Sevastopol.
Intensity markers provide statistical and structural analysis of messages, revealing the
scope of discussion of the problem of interethnic and inter-religious relations in the
Crimea and Sevastopol. In turn, substantial markers give an idea of the semantic
content of circulating messages about the analyzed subject.

A body of science studies is in the theoretical foundation of this research: the theory
of discourse (Laclau and Mouffe [17], Van Dijk [8], Fairclough [11], Edwards [10],
etc.), the theory of metaphors (Lakoff and Johnsen [18]), the epistemology method
(Sériot [29], the theory of collective representations (Lebon [19], Marcuse [22], Dur-
kheim [9], Gamson [13], Howard [16]), framing theory (Takeshita [31], Wu [36],
McCombs [24], etc.), the theory of the agenda (Lippman [21], Reynolds [24]), theory
of resource mobilization (McCarthy and Zald [23], etc.), the concept of relative
deprivation (Merton [25], etc.), the concept of factors of socio-political destabilization
(Golstone [14], Howard [17], etc.), theories and concepts of network political partic-
ipation (Jenkins [12], Castells [6], Alexander [1], Smith [30], Tilly [32]), the concept of
creating collective political content (Toffler [34], Noveck [26], etc.), the concept of
communicative determinism of political participation (Livingstone [20], Polat [28],
Weber [35], Bergman [4]), theory of social and political conflicts (Simmel and Koser
[33]), theories and concepts of social, ethnic and interethnic attitudes (Allport [2]),
concepts and theories of identity system and ethnic identity (Lukman and Berger [3]).

2 Methodology and Method

The research methodology is based on the following approaches: historical institu-
tionalism, network and cognitive approaches, Data Mining, Text Mining, Predictor
Mining, Social Computing (Brodovskaya and others [5]), comparative analysis.

Historical institutionalism allows to take into account the historical aspects of the
attitudes of inter-ethnic and inter-religious relations in Crimea (Skocpol [27], etc.). The
network approach makes it possible to investigate the relationship between the mobi-
lization of political action and the network activity of Internet users (Green [15], Howard
[17], etc.). Cognitive approach focuses on the analysis of processes of subjective for-
mation of inter-ethnic and inter-religious peace, the subjective perception and inter-
pretation of messages transmitted in the social media space (Dalton [7], etc.). Data
Mining is used in the study, due to the fact that it is an interdisciplinary field that arose at
the intersection of applied statistics, artificial intelligence, database theory, etc., which
includes a system of methods of detection of previously unknown data and available
interpretation of knowledge necessary for modeling and forecasting of socio-political
processes (Data Mining, Text Mining, Predictor Mining, Social Computing) [5].

The comparative analysis is applied to compare the substantial, dynamic and
technological features of information flows in social media regarding interethnic and
interreligious relations in the Crimea and Sevastopol.
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The strategy of applied research is hybrid, based on a combination of quantitative
and qualitative methods used to analyze the features of perception of inter-ethnic and
inter-religious relations in the virtual environments of the Crimea and Sevastopol.

The empirical model of the study includes: discourse analysis of social media users’
messages; automated cyber-metric analysis (kind of SMA) of information flows rele-
vant to the research topic with the online service of social media monitoring IQBuzz.

The automated accumulation of social media Russian-writing posts was made with
special tool – the service for social networks monitoring “iqbuzz”; the size of uploading
social media massages amounted to 600 000 messages, the accumulated documents
dated from 01.09.2013 to 28.12.2017, the following social media were used: http://
livejournal.com, http://vk.com, http://twitter.com, http://mirtesen.ru, http://www.
odnoklassniki.ru/, http://www.youtube.com, http://instagram.com, http://tut.by, http://
ursa-tm.ru, http://my.mail.ru, http://www.facebook.com, http://fkiev.com, http://www.
kharkovforum.com, http://www.yaplakal.com/forum, http://altyn-orda.kz, http://meta.
ua, http://www.tks.ru/forum, http://cofe.ru, http://kob.su/forum, http://mypage.ru,
http://opolshe.ru/, http://www.doneckforum.com, http://www.e1.ru, http://www.forum-
tvs.ru, http://www.littleone.ru, http://www.pkforum.ru/board/, http://www.prado-club.
su/forum, https://aftershock.news.

The basis for the development of digital markers for automated search is the
contexts of such significant for the forming of inter-ethnic and inter-religious events in
the Crimea and Sevastopol, as the follows:

– Recognition of the Mejlis as an extremist organization;
– Victory of the Ukrainian singer at Eurovision-2016 with a song about the depor-

tation of Crimean Tatars in 1944;
– Protest mass actions in May 2015 and 2016 related to the deportation of Crimean

Tatars in 1944;
– UN resolutions on violation of the rights of Crimean Tatars adopted in 2017;
– pardon the leaders of the Majlis on October 26, 2017.

Preparatory work allowed to set the following keywords (digital markers) to upload
the relevant social media documents: “the Oppression of the Crimean Tatars”|“Invaders
of the Crimea”Resolutie”|“Occupation of Crimea”|“the Deportation of the Crimean
Tatars”|“Eternal suffering of the Crimean Tatars”|“Genocide of the Crimean Tatar-
s”|“Crimean Ukraine|Crimea is not Russia”|“the Crimean Tatars-the owners of the
Crimea”|“Glory to Ukraine”, {(“Crimean Tatar”|“Crimean Tatar people”|“the Crimean
Tatar population”|“Majlis|Cemil|Chubarov)& (“Russia|Russian|occupation|“the Russian
Empire”|occupiers|deportation|genocide”|“mass repression”|“massacre”|Stalin|“So-
viet”|“the Stalinist regime”).

The basic characteristics of the accumulated social media massive are the
following:

– the share of social media massages reflecting the discussion on the problems of
interethnic relations in Crimea and Sevastopol;

– activity of public opinion leaders and blogs containing discussion of the problem of
interethnic relations in Crimea and Sevastopol;
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– semantic core of information flows reflecting discussion of the problem of
interethnic relations in Crimea and Sevastopol;

– discursive practices that form users’ attitudes about inter-ethnic relations in Crimea
and Sevastopol.

The discourse analysis was focused on the markers – elements of discourse prac-
tices: the attitudes of Crimean Tatars towards Russians, the attitudes of Russians
towards Crimean Tatars; the assessment of Crimean Tatars of the living prospects in
Russia, the key problems of Crimean Tatars adaptation in RF. The technique of dis-
course analysis is based on the identifying the way of semantic representation of the
matter markers in relevant social media messages.

3 Research Result

Specific weight and dynamics of information flows.
According to the data of accumulated social media streams, there are two main

information flows in the space of documents on interethnic relations in Crimea: mas-
sages, in which the reunification of Crimea and Russia is presented as a factor of
interethnic discord between ethnic Russians and Ukrainians and messages, which are
focused on the negative perception of Russian policy towards Crimean Tatars.

The ratio of the specific weight of these information flows is 79.6% (streams
concerning on interethnic relations between Ukrainians and Russians); 20.4% (streams
concerning on inter-ethnic relations between Crimean Tatars and Russians) (in total,
600,000 documents are accumulated).

Publication activity of leaders of public opinion and blogs.
20 leaders of public opinion were identified. They are forming inter-ethnic social

attitudes in the Crimea and Sevastopol, having several thousands user audience, and
therefore significant impact on the mass consciousness of the Crimean and Sevastopol
users. A qualitative analysis of the names and nicknames of these public opinion
leaders reproduces a pattern associated with significantly less representation in social
media of the problems of the relationship between the Crimean Tatars and ethnic
Russians in comparison with the representation of contradictions between ethnic
Ukrainian and Russian ethnic communities.

Thus, according to Table 1, all public opinion leaders who construct attitudes
towards interaction between the peoples of the Crimean Peninsula and have an audi-
ence of more than 10,000 users, are focused on discussing the crisis in the South-East
of Ukraine, forming a negative perception of the reunification of Crimea and Russia, as
well as the positioning of the point “Crimea belongs to Ukraine”. The leaders, who
focus on the problems of relations between the Crimean Tatars and ethnic Russians,
have statistically insignificant audiences, and do not have a significant impact on the
public consciousness of social media users. At the same time, we draw attention to the
fact that the present study is focused on the analysis of Russian-writing flows about the
inter-ethnic relations between the Crimean Tatars and ethnic Russians, which can
largely explain the narrow coverage of the user audience by the leaders of public
opinion, forming the attitudes on the interaction between the Crimean Tatars and ethnic
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Russians, and predetermine the prospects for the analysis of Crimean Tatar-writing
social media flows about interethnic relations in Crimea and Sevastopol.

The most numerically represented audience belongs to the news media blogs,
which determines their high potential in developing the agenda related to inter-ethnic
relations and the construction of behavioral attitudes towards the interaction between
ethnic groups. Notice that the three blogs that were among the most impressive
(“Antimaidan”, “Typical Donetsk”, “Reports from the militia of Novorossiya”) are
related to the discussion of the crisis in the South-East of Ukraine and contain dia-
logues about the importance of reunification of Russia, Crimea and Sevastopol in the
development of inter-ethnic relations on the Peninsula. This means that in the infor-
mation space of social media, the most powerful background that stimulates the cir-
culation of messages about attitudes towards inter - ethnic harmony or disagreement is
a topic related to the events in the Donetsk and Luhansk Republics. A notable fact of
the reporting statistics of the service “iqbuzz” is that all these blogs are related to the
blogohosting “Vkontakte”. Thus, it is this social media that retains the status of a leader
in the dissemination of values and meanings about inter-ethnic relations in Crimea and
Sevastopol. Tag cloud analysis. The analysis of the tag cloud showed the dominance of
such words in the texts of the uploaded messages on inter-ethnic relations in Crimea
and Sevastopol, which reflect geographical concepts: “Ukraine”, “Kiev”, “Country”,
“Russia”, “Sevastopol”, “Simferopol”, “Donbass”, etc., as well as the words united by
the meaning associated with the reunification of Russia, Crimea and Sevastopol:
“2014”, “to return”, etc. (see Table 2), as semantically reflecting the militaristic
dimension: “War”, “Front line”, as well as the mention of the historical event of 1944-
the deportation of the Crimean Tatars,

The semantic core of the unloaded social media documents on the problems of
inter-ethnic relations in Crimea and Sevastopol shows that the semantics of dialogues
can be combined by such a logical chain: the accession of Crimea and Sevastopol to
Russia forms the opposition of “Russia, Russian – Ukraine, Ukrainian” and is the
background for the discussion of the crisis in the South-East of Ukraine and the ethnic
Russian state policy towards the Crimean Tatars.

Discourse analysis of online group messages.

Table 1. The activity of the leaders of public opinion, reflecting the discussion of the problem
of interethnic relations in Crimea.

Name and nick Media Size of
audience

Reports from the militia of Novorossia (South – East of
Ukraine) (club57424472)

VKontakte 447834

Information resistance (club70774335) VKontakte 88962
NFORMATION warfare (club4121067) VKontakte 56356
CRIMEA – UKRAINE (club2311758) VKontakte 34770
SaveDonbassPeople | (club43806582) VKontakte 32288
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Analyze the results of discourse analysis of accumulated messages allowed to
analyze the meanings and values of discursive practices of uploaded content (total
analyzed 1,000 documents selected by the method of the target sample according to the
criterion of the highest content). The study identified three basic types of discursive
practices on inter-ethnic and inter-religious relations in Crimea and Sevastopol in the
online communities of the “VKontakte” network. As a rule, these types of online
groups have a strong association with the ethnicity of their participants. The first type
of discursive practices is represented by ideas about the oppression of the Crimean
Tatars in Crimea and Sevastopol, their critical statements about the situation of the
Crimean Tatars in Crimea and Sevastopol, and forms the semantic core of the negative
information flow, reflecting the negative attitude of the Crimean Tatars to the reuni-
fication of Crimea and Russia and the acuteness of problems of inter-ethnic and inter-
religious interactions in the Peninsula. Online groups, united by a name that includes an
indication of the ethnicity of the participants, in this case, the Crimean Tatars, are
deliberately focused on their social distance from other nations, on isolation and dis-
integration. Examples of the names of such groups are: “Crimean Tatars – the only
strength of Crimea. We will always be together!!!” (https://vk.com/club82500334),
“Crimean Tatars are the pride of Crimea” (https://vk.com/club82148811), “Crimean
Tatars in Islam” (https://vk.com/crimean_islam), “Crimean Tatars are the indigenous
people of Crimea” (https://vk.com/public73551522) etc. Many of the online commu-
nities of the Crimean Tatars are closed, examples of the names of these groups:
Crimean Tatars all over the World - UNITE!!! (https://vk.com/club1713475), “Crimean
Tatars of Sevastopol” (https://vk.com/sevas_tatar), “Crimean Tatars of St. Petersburg”
(https://vk.com/crimeantat) and others. The closeness of these groups (the inability to
freely join the number of its participants) together with the stressed national identity
indicates the orientation of these communities to social distance and isolation within
the ethnic community. The thematic palette of the discourse, formed mainly by rep-
resentatives of Crimean Tatar nationality in these online communities, is quite wide:

Table 2. Key words of unloading messages reflecting discussion of the problem of interethnic
relations in Crimea and Sevastopol.

Tegs (key words) Frequencies

Ukrain, Ukrainean 4463
Kiev 3747
Russia, Russian 4284
2014 2643
War 2752
Battle-line 2063
Putin 1483
Sevastopol 1385
Simferopol 1090
Donbass 978
Take (back) 831
1944 1072
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from the victory of the singer Jamala at the international contest “Eurovision” with a
song about the deportation of Crimean Tatars in 1944 to the abolition of the Mejlis and
the recognition of its extremist organization; from the discussion of the activities of M.
Dzhemilev to assess the actions of R. Chubarov as an expert on the problems of
Crimean Tatars in Crimea and Sevastopol, and many others. The rhetoric of dis-
agreement with the reunion of Crimea and the Russian Federation is manifested in the
following statements in online chats:

“…the land of my ancestors and I can’t let those (Russians) to be masters here…..I
will never surrender” (https://vk.com/club82500334), “Crimean Tatars are the only
owners of Crimea” (https://vk.com/public73551522). These fragments contain at least
two connotations: the construction of the idea of “capture” and annexation of Crimea
by Russia, as well as the expression of conviction in the sole right of Crimean Tatars to
own the Peninsula. Most often such statements are accompanied by visualization of the
Ukrainian and Crimean Tatar flags with the emphasized unity of the color scheme,
which along with discursive practices reflects the idea of returning the Crimea to
Ukraine.

The content forming the concepts of negative state identification and negative
historical memory of Crimean Tatars in the negative discourse of inter-ethnic relations
on the Peninsula is quite common in the analyzed online communities. Examples of
posts and reposts of such content: “The eternal pain of the Crimean Tatars: the
deportation of the Crimean Tatars from the Crimea by Catherine II, the deportation of
the Crimean Tatars from Crimea Alexander III, the deportation of the Crimean Tatars
from Crimea by order of the state Committee of defense, 2014 is the intention to
recognize the Mejlis of the Crimean Tatar people the observational organization.
What? Are we waiting for the next deportation?”(https://vk.com/club82500334).
Those messages make Crimean Tatars to develop fear, negative expectations and
anxiety about their future in the Russian Crimea.

A separate semantic block of the discourse under consideration contains statements
expressing a negative attitude towards the Russians, the Russian authorities and the
ethnic Russians. Here are fragments of this kind of posts:

“Tatar, believe, it will rise, captivating star of happiness….. and on the wreckage of
the Russian Empire will write Your names!”(https://vk.com/club82500334).

“Thank God that I am not Russian!” (https://vk.com/club82148811).
“Tatars drive!” (https://vk.com/club82148811).
Summurising the charactaristics of the matter discourse, notice the folowing ones:

– the authorship of discursive practices belongs to the opinion leaders – representa-
tives of the Crimean Tatar people, who have the purpose to form the attitudes of
social distancing;

– the addressees of these types of discourse is the Crimean Tatar community and
primarily the Crimean Tatar youth, socialized in Ukraine and considers Ukraine as
their homeland;

– the speech techniques of discourse - emotional and rational steretipization, the use
of terms - ideologies aimed at the development of interethnic contradictions.

The second type of discursive practices is formed, as a rule, by users who have
Russian nationality. These are the discourses constructed around the idea of the
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Crimean Tatars’ lack of grounds for a negative attitude towards Russia and the Rus-
sians. This discourse has several dimensions. The first aspect is related to the
expression of critical attitude of users, as a rule, belonging to the Russian national
group, towards the Crimean Tatars and their life strategy. Fragments of the discursive
practices are the follows: “They (Crimean Tatars) have no reasons to complain…”
(https://vk.com/krimskybunt). “They (about the Crimean Tatars) are owners of the
Crimea as well as other ethnic groups…” (https://vk.com/public73551522).

In these quotations the attitudes of representatives of the Russian national group on
criticize of behavior of the Crimean Tatars, the attitude towards them as to the pos-
sessors and the passive recipients of the facilitation and aid.

In the next group of statements, the discourse of the need to oppose the information
flows aimed at the formation of protest attitudes towards Russia and ethnic Russians
among the Crimean Tatars is constructed.

An example of this type of message is the materials that call into question the
official statements of Crimean Tatar public figures about the oppression of Crimean
Tatars in Crimea, the disregard of their rights, etc.:

“Chubarov told about the oppressed life of the Crimean Tatars… in a parallel
universe. Every day, throughout life, cold and prudent, purposeful and loyal to per-
sonal interests, Refat Chubarov blatantly lies… to the Crimean Tatar people….”
https://vk.com/club2378378.

The analyzed discourse has the following characteristics:

– the authors of this discourse are Russian bloggers aimed at categorical attitude to the
claims of the Crimean Tatar people;

– the addresses of these type of discourse are the user audience of Russian and
Crimean Tatar nationality;

– the main speech technique of the discourse is discrediting aimed at the development
of interethnic contradictions.

Another facet of the discourse under discussion is reflected in the messages
addressed to the Crimean Tatars considering Russia the best state in which the Crimean
Tatar ethnic group could be well: “Ukraine would have evicted the Crimean Tatars.
The Tatars have only one homeland Kazan, Russia is building a second home for the
Tatars in the Crimea!” (https://vk.com/club2378378).

A significant dimension of the discourse concerning to the need to counter the
information infusions aimed at forming a negative attitude of the Crimean Tatars to
anything ethnic Russian are semantic concepts presented in the following online groups
messages: “The current situation with the Crimean Tatars is somewhat similar to the
“Maidan”. Again a large mass of people set up to fight. Again, the media increasingly
cover their right cause, trying to attract as many like-minded people from around the
world. And again these people are pushed to arms, due to inaction of political
methods” (https://vk.com/club2378378).

This type of messages is aimed at forming a strong belief in the importance of
maintaining social stability, positive inter-ethnic relations in the Crimea and the
importance of awareness of the Crimean Tatars of the possibility of using certain
political power in their interests the difficulties of the transition period associated with
the reunification of Crimea and Russia.
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4 Conclusion

The most intensive formation of public opinion of Russian-speaking users about inter-
ethnic and inter-religious relations in Crimea and Sevastopol is carried out by blogs,
which reflect diametrically opposed positions regarding the discussion about the justice
and injustice of the reunification of Russia, Crimea and Sevastopol. Despite the
absolute dominance and great influence of blogs aimed at designing positive attitudes
towards the Peninsula’s accession to the Russian Federation, a significant user audience
of blogs focused on condemning this event calls for the need to counter these flows,
which strengthen the social and cultural distance between the peoples of Crimea, the
socio-cultural disintegration of the Peninsula’s. In the information space of social
media, the most powerful background that stimulates the circulation of messages about
attitudes towards interethnic consent or disagreement is the topic related to the Russian
state policy towards the Crimean Tatars. Discursive practices in this information flow
contain three main semantic structures: the discourse of the oppression of the Crimean
Tatars; the discourse of the unreasonableness of the claims of the Crimean Tatars;
discourse warning of the Crimean Tatars from the internalization of anti-Russian
rhetoric. The dynamics of the share of social media reports is also largely determined
by the aspects related to the Russian state policy towards the Crimean Tatars.

5 Research Perspectives

1. Creation of markers dictionaries for the implementation of Ukrainian-language and
Crimean Tatar-language unloading to compare the characteristics of the Russian-
language array with markers of social and media flows on interethnic and interre-
ligious relations in Crimea and Sevastopol.

2. Based on the results of scientific research, development of technologies to coun-
teract information flows aimed at aggravating interethnic and interreligious relations
in Crimea and Sevastopol.
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for Basic Research “Ukrainian information flows in the Crimean segment of social media: risks
and technologies to overcome the negative effects of anti-Russian rhetoric in the online envi-
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Abstract. This case study is an example of interdisciplinary research, which
couples the linguistic aspects with the study of public political discourse in
social media. The purpose of the study is to identify how “realism” terms and
national/global agenda are represented in Twitter discourse of leaders of
countries which claim to be global powers today. Obviously, it is impossible to
claim a high status in the modern world without participation in global dis-
cussions (including the level of influence on public opinion in Twitter). We
collect data from official accounts of the U.S. President Donald Trump, France’s
President Emmanuel Macron, Russia’s President Vladimir Putin, and Russia’s
Prime Minister Dmitry Medvedev. Then we propose a research method devel-
oped by us which contains 5 stages. The main method of research is traditional
content analysis, not only selective (under this or that theory), but also “front-
line” one. We are interested in the subject matter (key, most frequent vocabu-
lary) that dominates the considered texts. We separate the same amounts of text
(approximately 33 000 words) in the content of the Twitter pages of Trump,
Macron, Putin and Medvedev. Then we quantify the words and identify the key
concepts which are specific for political realism and political idealism. We
perform a “frontal” general analysis of all the most frequently used concepts.
We make a quantitative assessment of the nature of the use of political leaders’
key concepts (this stage of analysis is divided on several sub-stages). Finally we
compare the frequency of concepts’ use by leaders of the West and Russia.
Putin-Medvedev pair has obvious coincidences with Trump at the external

level, but a significant divergence in the base level, i.e. this is another picture of
the world, another choice of subjects, in contrast to Trump-Macron pair. Russian
leaders are focused on domestic problems of the country. Global agenda is not
sufficiently represented in Twitter accounts of Russian leaders. Trump and
Macron discuss common (global) themes herewith they have different ideo-
logical preferences.
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1 Introduction

Social networks play an increasing role in the modern world. The social network of
Twitter has registered more than 330 million users around the world, and therefore it is
not surprising that its information capabilities are used by such world leading politi-
cians as US President D. Trump, Russian President V. Putin and French President E.
Macron. In conditions of rapid development of information and communication
technologies and the social and political changes that they cause (global informatiza-
tion of the world) it is impossible to achieve their political goals without using these
tools.

If the efficiency of Twitter’s use of D. Trump is sufficiently obvious, then the
effectiveness of the use of Twitter by Russian leaders needs expert interdisciplinary
evaluation. In this study, the content of Russian leaders is not considered in the
evaluation key, but in the quantitative one, i.e. we analyze how much this content on its
subject (terminology) coincides with the content of Western leaders.

The purpose of the study is to identify how “realism” terms and national/global
agenda are represented in Twitter discourse of leaders of countries which claim to be
global powers today. Obviously, it is impossible to claim a high status in the modern
world without participation in global discussions (including the level of influence on
public opinion in Twitter).

2 Discourse and Social Media

We follow to the concept of discourse explicated by van Dijk, which means social
interaction based on linguistic communication. The key aspect of the discourse is not the
fact of “live” communication and not the specific linguistic parameters of the produced
text. The most important component of texts construction and perception is the judg-
ments of social situations behind them and their cognitive representation [7: 122].

The notion of the final understanding of discourse as verbally mediated social
interaction was developed by Habermas, who proposed to consider communication and
discourse not just as the interaction of at least two able to speak and act subjects
entering (through verbal and non-verbal means) in interpersonal relationships [11: 11],
but the interaction that takes place on important public and political issues.

Discourse in social media is a collection of open (accessible for change and
expansion), verbally mediated discussions on certain topics, and conducted by peer-to-
peer actors. However, a full part of the public discourse is only those discussions that
are devoted to important for the whole society problems that have already fallen into
the public sphere. Discourse in social media is a part of the general public discourse,
with the difference that any subject can become its actor in social media [6].

The computer semantic analysis of the discourse of social networks and media
today is one of the most actively developing areas of computer linguistics and, in
particular, computer semantics. A significant contribution to the development of this
direction is made by numerous modern studies of methods of using automatic linguistic
processing of texts to effectively solve such problems as automatic classification of
messages, recognition of named entities, data mining, sentiment analysis, automatic
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referencing and other tasks, the main difficulty of solving them is due to the multi-
valued and multivariant nature of language. As a separate direction, it is worth noting
the analysis of online discourse (not necessarily political) within the framework of
applied linguistics [15], for example, the sentiment analysis in speech communication.

The analysis of political discourse has long included content analysis, operational
coding, cognitive mapping etc. A number of works are devoted to the discourse
analysis, in particular, [5, 6]. It is worth noting in-depth content analysis of political
realism and political idealism [4]. These authors even announced the beginning of a
rhetorical turn in international relations. Also there is a set of works on the discourse of
Donald Trump, for example, [21]. In addition, some researchers analyze the experience
of political leaders in a comparative perspective, in particular [1]. Tregubov makes an
attempt to compare the discourse of V. Putin and D. Medvedev [17].

3 Political Discourse in Twitter

Twitter is designed to publish 140-character texts on the Internet [12]. Twitter has a
default function that displays the number of followers on each user’s page. This feature
allows to evaluate the audience and popularity of Twitter accounts. While Twitter was
created as a platform for the exchange of non-political information [13, 14], today it is
widely used as a platform for online communication on a variety of politically [20] and
socially significant topics [22]. Twitter has become a frequently used channel of
political discourse [18]. Politicians and public persons have their own Twitter accounts,
where they publish their messages [9, 12]. Twitter is used in political discourse to
spread political views and opinions, as well as to maintain online presence [16].

Twitter, as one of the social networks, can be conceptualized as a public online
sphere. Baumer and colleagues [3] indicate that the political microblogging on Twitter
has increasingly become influential and democratizing source of news and information.
Government officials who have their own Twitter accounts have the same publishing
rights with non-public Twitter users. It is noteworthy that politicians in Twitter adhere
to the same ethical principles as all other Twitter users. Twitter triggers an egalitarian
type of online discourse that is democratic, user-friendly and multimodal [10, 23]. The
Twitter discourse has unique characteristics, such as linking messages with users,
hyperlinks to external Internet sources and hashtagging [2]. The style of the discourse
in Twitter includes fluidity of meaning, innovation and creativity [10], along with
consciously controlled and fixed users’ views of the outside world [12]. In addition, the
discourse on Twitter is extremely dynamic due to the speed with which the texts are
published on Twitter [22]. Presumably, such a discursive space includes Twitter-
specific ways of political discourse, in particular, foreign policy discourse.

The choice of Twitter as a social-network platform of discourse is due to its
openness to all participants, the conciseness of messages, as well as the ease of sharing
and tagging information. In addition, participants often repeat information in all social
media to increase the audience reach. Therefore, the analysis of only this platform
seems to be sufficient for analyzing the discourse in social media. In previous studies,
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the authors also preferred Twitter as a platform, in particular, for researching social
movements, protests and election campaigns [8, 19]. So, S. Hong and D. Nadler
studied the technology of using social media by candidates for presidency. In partic-
ular, the authors studied the number of mentions of a candidate in Twitter. The results
of the conducted research showed that with the advent of social media, the number of
channels for broadcasting information to the audience increases. It turned out that the
high level of activity of candidates in social media, as a result, has a minimal impact on
the level of public attention in the online environment.

4 Methods of Research

The main method of research is traditional content analysis, not only selective (under
this or that theory), but also “front-line” one. We do not just single out the terms that
are characteristic of realists/idealists, but we also study all the content. And we do not
build cognitive maps. In this case, we are only interested in the subject matter (key,
most frequent vocabulary) that dominates the texts under consideration. The study can
be divided into the following stages:

1. We separate the same amounts of text (approximately 33 000 words) in the content
of the Twitter pages of Trump, Macron, Putin and Medvedev.

2. We quantify the words and identify the key concepts which are specific for political
realism and political idealism.

3. We perform a “frontal” general analysis of all the most frequently used concepts.
4. The final stage of the content analysis of the texts involves a quantitative assessment

of the nature of the use of political leaders’ key concepts. Following N. Tregubov,
this stage of analysis is divided on several sub-stages: (1) expert quantitative
evaluation of the nature of the use by political leaders of units of analysis; (2) de-
termination of average values of estimates for each case of using units of analysis;
(3) checking the relevance of the obtained average values using the methods of
descriptive statistics and correlation analysis, correcting irrelevant data; (4) chang-
ing the marks of the scale rating to the opposite (inverting) taking into account the
context of the use of certain units of analysis; (5) the construction of a single list of
scale estimates of all cases of using the concepts of realism with a range of values
from 1 (the most negative attitude of the actor to realism) to 9 (maximally positive);
(6) analysis of obtained quantitative results.

5. We compare the frequency of concepts’ use by leaders of the West and Russia.

While conducting a quantitative evaluation of mentioning the units of analysis we
took a survey of 6 experts from St. Petersburg State University. The main task was to
determine in what value (negative, neutral or positive), leaders use these or other key
concepts of realism (see Table 1). As a result, we obtained 6 independent expert
evaluations of all cases of using the units of analysis (see Table 2).
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However, the procedure for checking the reliability of intercoding (calculation of
the linear correlation coefficient (Pearson’s r) of scale scores issued by each two
researchers) allowed talking about the achievement of a significant level of consensus
between experts. Of the 15 correlation coefficients obtained, 12 exceeded 0.6, which
may indicate a satisfactory level of consensus among experts on the evaluation of this
set of cases. Therefore, for these cases of using units of analysis as the final scale score,
it was considered to be the arithmetic mean of the assessments of the consensus experts
(see Table 3). The remaining 3 cases of using the concepts by the actors required
additional processing. In particular, the main error of some experts was revealed,
leading, in our opinion, to the irrelevance of the assessment of these cases. This error is
due to the fact that in a number of cases the experts evaluated not the character, but the
context of the use of this or that concept. For cases of this kind, the final scale score was
taken to be the arithmetic mean of the assessments of experts located in the “right”,
from our point of view, range of values.

Table 1. Expert survey form.

Please determine in which meaning (negative, neutral or positive) the text uses the key concepts of realism. The results of
the evaluation are displayed in the table.

Character
use notions

Maximum
negative
(1)

Empha-
tically
negative
(2)

Negative
(3)

Neutral
negative
(4)

Neutral
(5)

Neutral
positive
(6)

Positive
(7)

Emph-
atically
positive
(8)

Maxi-
mum
positive
(9)

Sequence
number of
approval

Table 2. Results of expert survey

Cases of use Experts Average value Standard deviation
1 2 3 4 5 6

1 5 6 7 6 5 5 5,666,667 0,816496581
…

Table 3. Correlations between expert estimates

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6

Expert 1 1
Expert 2 0.77 1
Expert 3 0.68 0.75 1
Expert 4 0.71 0.82 0.65 1
Expert 5 0.33 0.33 0.65 0.75 1
Expert 6 0.67 0.42 0.72 0.74 0.81 1
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When carrying out the procedure for inverting a series of scores obtained as a result
of an expert survey, we proceeded from the hypothesis that idealistic and realistic
concepts used in tweets of actors can be considered as antonyms and, consequently, a
positive evaluation by the actor of the notion of “interest” (or its individual compo-
nents) means, in this particular case, a negative attitude towards law and morality, and
vice versa. The most general results of the expert evaluation of the nature of actors’ use
of concepts can be described in the form of a set of obtained limiting and average
values of the corresponding scales. Thus, according to the results of the analysis,
Vladimir Putin’s most “idealistic” case of using the concepts received an average score
of 1.6 points (between the most negative and emphatically negative values) and the
most “realistic” - 8.3 points (positive). In this case, the arithmetic mean of all scale
estimates of Putin’s use of concepts are 5.4 points (between neutral and neutral-positive
values), and the standard deviation is 2.3 points. In turn, Dmitry Medvedev’s most
“idealistic” case of the using the units of analysis was estimated by experts at 2.2 points
(emphatically negative value), and the most “realistic” - at 8.3 points (emphatically
positive value). In this case, the average value of all scales of Medvedev’s use of the
units of analysis is 5.0 points (neutral value), and the standard deviation is 1.9 points.

5 Results of Research

5.1 Macron-Trump

At once it is possible to note, that the President of the USA and the President of France
both are active Twitter users. They publish records daily on time and repeatedly.
Unofficial style is specific for their tweets. In addition, there is an active response to
current political information.

For comparative analysis of the pages of Trump and Macron on Twitter, we chose
the parts of the content that were the same in size and allocated in the same time. But
since Macron was somewhat more active than Trump on Twitter, the content of
Trump’s Twitter page was taken from November 1, 2017 by January 24, 2018, and
Macron’s Twitter pages are from November 28, 2017 by January 24, 2018 (approxi-
mately in 33,000 words).

As a result of the traditional analysis of the actors’ using the characteristic concepts
of political idealists and realists, the following results were obtained (Table 4):

Table 4. Key concepts of realism in the tweets of Macron and Trump.

Trump Macron

Nation 43 43
Multilateralism 0 4
Security 24 19
Terrorism 10 18
Military (militaire) 37 15
War (guerre) 3 8
Power (force) 6 13
Interest (interet) 7 0
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We can see the division on the realism/idealism, but it is not always clear. We can
talk about some balance, because common themes are used, which means existence of
general vocabulary. But in the case of Trump, the focus is even on vocabulary for
“interest” and against “versatility.” Thus, Trump is a political realist, Macron is a
political idealist.

Then we conduct a general analysis. We share the content on the domestic,
international and universal (global) subjects (Table 5).

If we extend the database and analyze all the content (“front-line” content analysis
of phrases), it is obvious that these two actors have more common features than
differences with common topics used.

5.2 Medvedev-Putin

At once it can be noted that the President and the Prime Minister of Russia are quite
active users of Twitter, but the content is more official than personal. In fact, this is a
record of meetings and speeches.

For a comparative analysis of the pages of Putin and Medvedev in Twitter, the same
volume (coinciding with the volume of the analyzed material of Trump and Macron)
was singled out parts of the content which are same by number of words and allocated
in the same time. But since Putin was somewhat more active than Medvedev in this
social network, the content of Putin’s Twitter page was taken from December 20, 2016
by January 24, 2018, and Medvedev’s Twitter page from March 21, 2014 to January
24, 2018 (approximately 33 000 words) (Table 6).

Table 5. Domestic, international and global topics in tweets of Macron and Trump.

Trump Macron

USA/America/American (for Trump), France/francais (for Macron) 154 128
World (monde) 21 27
Global 3 3
Human rights (droits d’ hommes) 4 6

Table 6. Key concepts of realism in tweets of Putin and Medvedev.

Putin Medvedev

Nation (national) + people + state 3 + 5 + 19 = 27 3 + 10 + 6 = 19
Multilateral 0 0
Safety (security) 5 5
Terrorism (terrorism) 1 5
Military 8 4
War 1 7
Strength + power 0 + 0 4 + 3
Interest 2 3
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We can note that there are some general topics and often use of the same vocab-
ulary, with exception of cases “Power-strength-war”, since Putin does not actually use
this lexicon. Both actors are realists. Putin is a realist on all other indicators.

Then we conduct a general analysis. Just as for analysis of a pair “Macron-Trump”,
we share content on domestic, international and universal (global) subjects (for
example, taking only four words) (Table 7).

We can make a conclusion that Twitter discourses of Putin and Medvedev (the
second is taken to check the objectivity of the result) are similar in that they do not pay
proper attention to the external “global” agenda.

6 Conclusions

Putin-Medvedev pair has obvious coincidences with Trump at the external level, but a
significant divergence in the base level, i.e. this is another picture of the world, another
choice of subjects, in contrast to Trump-Macron pair. Russian leaders are focused on
domestic problems of the country. In other words, Trump and Putin talk about different
things while Trump and Macron talk about the same thing.

Following on the results of the content analysis we can note that global agenda is
not sufficiently represented in Twitter accounts of Russian leaders despite the claiming
of Russia to be a great power. However, obviously, it is impossible to claim a suffi-
ciently high status in the modern world without participation in global discussions
(including the level of influence on public opinion in social media). The use of new
online platforms is often of a formalistic nature. Moreover the quality of Twitter
content is a subject of many questions (only the official information), although it is
translated into English. Trump and Macron discuss common themes herewith they have
different ideological preferences.
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Abstract. Social media are the source reflecting the linguistic situation and
modern trends that have emerged in the language of a virtual society with
incredible precision. Texts of students’ messages allow us to analyze vocabulary
in the linguistic and cultural aspect, model a linguistic and cultural field and
create a linguacultural commentary on those lexical units that represent the
dominating story of youth culture at the current stage of language and society
development.
The article presents the results of the research of student youth verbal markers

in relation to professional and labor intentions, the methodology of their lin-
guacultural study, comparative analysis and classification of lexical units. Tag
names have been revealed based on expert analysis of the messages of the
“VKontakte” social media in accordance to the frequency of the selected tags
occurrence record. Words-markers are being highlighted in the context of stu-
dents’ professional and labor intentions as well as bigrams/triplets with words-
markers. The article reveals the peculiarities of linguistic and social situation in
the linguacultural and social aspects. It stresses the lexemes that form the core of
the linguacultural field as well as the features of the linguistic and social situ-
ation in the linguacultural and social aspects. In the paper the role of researching
the features of virtual communication in the aspect of language and culture
interaction on the example of labor and professional intentions has also been
stated.
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1 Introduction

The study of virtual communication in the aspect of language culture is currently being
relevant and significant. Social media are the source, reflecting the linguistic situation
and modern trends that have been emerging in the language of a virtual society with
incredible accuracy. They are also a necessary part of the modern social space. The
spread of information technologies is associated with positive results of this process,
namely when active users gain a wide access to useful information that increases their
mobility, competence and competitiveness in educational, professional, employment
and other spheres. However, negative consequences are not excluded. They are related
to the potential threat of undergoing manipulation, assimilating negative behavioral
practices that are detrimental to social adaptation. Consumers of social media content
involuntarily absorb various value and behavioral settings and implement them in
educational and work activities as well as daily interaction. The scale of content
increase in the Internet, the growth of social media popularity, time consumption by
users while taking part in Internet communications - all this leads to the urgent
necessity to search for new approaches of collecting and analyzing data on behavioral
patterns of active social media users. The texts of youth’s messages are the most
relevant reflection. They are open for the analysis of vocabulary in a linguistic and
cultural aspect aimed at modeling a linguistic and cultural field and creating a linguistic
and cultural commentary on those lexical units that represent the basic theme of youth
culture at the present stage of language and society development.

2 Related Works

Contemporary research demonstrates that social media are the source, reflecting the
linguistic situation with incredible accuracy alongside with modern trends that have
arisen in a virtual society language. At the same time social media are the source of
knowledge about alterations not only in the language but culture in general. The
analysis of educational, professional and labor verbal markers of student youth is a
further step in the study of social media, revealing their significance in reflecting
socially significant intentions of an individual and a group.

Researchers are interested in the changes of the national language [1, 2]; the
emergence of a new speech culture [3]; the formation of a new communicative speech
etiquette [4] and even the birth of a new virtual language [5]. Most of the works related
to the analysis of communication focus on social networks both of Russian and global
Internet space. The works of Gavra [6], Pocheptsov [7], Kashkin [8], Nakhimova [9],
Lowery [10], Guo [11] and others [12, 13] constitute the foundation of the social media
research. The description of new media, their properties as well as the features of
network communication is contained in the research of Bykov [14]. While studying
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“social media”, these authors suggest comprehending social media as a kind of online
media where each person can act both as an audience and as an author.

The software being used for this purpose allows anyone to post, comment, move,
edit information and create communities without any special knowledge in the field of
encoding [14]. Thus, the concept of “social media” is used as a single name for all
varieties of Internet entities operating in accordance with the web 2.0 principle. In
addition to performing the functions of exchanging opinions, supporting communica-
tion and receiving information by their participants, social media can become the
objects and means of information management and the platform of information con-
frontation. According to D. A. Gubanov, “social media contributes, firstly, to the
organization of social communication among people and, secondly, to the realization of
their basic social needs.” Gubanov argues that such platforms play a significant role in
spreading opinions that affect the actions of network users [3, 4, 15].

In spite of a rather long period of analyzing the facts that have arisen as a result of
modern technologies, the issue of adapting materials obtained through the analysis of
social media in a scientific discourse still remains urgent in a significant number of
topical studies of linguistic, sociological, political and interdisciplinary nature. The
authors of this paper offer their case as a design for the social media research. So, the
present research focuses on describing the outcomes of the approbation of original
methodology for obtaining scientific knowledge out of massive volume of unstructured
information provided by social media, as an example of evaluating the culture of
communication among students within the RuNet.

3 Research Problem

The article presents verbal markers of student youth in relation to professional and
labor intentions. It also conveys the methodology of verbal markers’ linguacultural
research, comparative analysis and classification of lexical units. Tag names have been
revealed based on expert analysis of the messages of the “VKontakte” social media on
the frequency of the selected tags occurrence. Words-markers are being highlighted
with respect to professional and labor intentions alongside with bigrams/triplets. The
article reveals the triple of the linguistic and social situation in linguacultural and social
aspects, the lexemes that form the core of the linguacultural field. It focuses on the
importance of researching the features of virtual communication in the aspect of lan-
guage and culture interaction on the example of labor and professional pursuits.

The goal of the research is to generalize the features, qualitative and quantitative
characteristics of lexical units that represent the language picture of modern community
world vision.

The main difficulty in analyzing the social media content is the unstructured
information. In this connection, an important stage is the compilation of dictionaries
containing the words-markers characterizing the negative and positive styles of
thinking and behavior of social media users, which can be obtained as a result of
studying the opinions of a wide range of experts including sociologists, psychologists,
teachers, law enforcement officials etc. The next step is the selection of software to
accomplish the research task. Typically, such software tools include programme
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counters that allow you to automatically record the indicators of websites’ content or
the implementation of any actions. Another tool is log analyzers that are internal local
programmes installed on the computer owner of the Internet resource, through which
extensive information about visitors and their actions on a particular website is accu-
mulated. Blog analyzers are one more source which belongs to online analysis services
for social media that monitor the appearance of certain previously set keywords in the
blogosphere [16].

A further crucial step is to solve the problem of data consolidation. It should be
stressed that with an inefficient organization of this stage, the data collection and
analysis may never end. The methods that can be used to analyze the content of social
media, on the one hand, depend on the research tasks, and, on the other hand, on the
data itself, the features of which have been described above. The range of methods by
which processing, and analysis are performed includes preliminary visualization, cal-
culation of standard descriptive statistics, and further modeling of research hypotheses
on this basis that are verified by more sophisticated methods [17].

The final stage is the conceptualization of the results of social media content
analysis aimed at identifying the facts of the formation and distribution of behavioral
patterns that are different in sentiment.

4 Research Methodology

Empirical data for this study from the original research project of the authors based on
the analysis of educational, professional and labor intentions have been taken.

The concept of the linguistic picture of the world goes back to the ideas of Wilhelm
von Humboldt, who was one of the first linguists to notice that “every person has a
subjective image of an object that does not completely coincide with the image of the
same subject of another person.” The word thus carries a burden of subjective repre-
sentations, the differences of which are within certain limits, since their carriers being
members of the same language group, have a certain national character and con-
sciousness [18].

In the thirties of the twentieth century, Weisgerber introduced the term “language
picture of the world” (sprachliches Weltbild) into science, noting that a concrete
community spiritual content and treasure of knowledge live and act in the language,
which is rightly called the picture of the world of a specific language [19].

There are a large number of definitions of the language picture of the world in
modern science. However, the definition that meets the requirements for identifying the
features of subjective images of the virtual world as a means of representation of the
results of linguistic and mental activity most of all may be given as follows: these are
the ideas about reality that form a unified system of views.

So, the language picture of the world is the reality reflected in the language, the
linguistic division of the world, information about the world being transmitted through
the units of language of different levels [20].

VKontakte (vk.com) is one of the most popular social media in Russia. About 380
million users are already registered on the site and the 40% are not elder than 25 years.
The social network users can join groups based on specific interests; for instance, there
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are groups almost in every university that discuss topics connected with the events
related to it. The majority of members of these groups are students or university
entrants.

The source of data has been the “Overheard in…” groups of the VKontakte social
network website encompassing more than one hundred universities throughout the all
Russian Federation federal districts. There has been considered classical, technical,
pedagogical and medical universities. The empirical base is formed using the system of
monitoring and analysis of media Beensaid [21]. The procedure of message filtering
has been carried out. Only the messages, reflecting the educational, professional and
labor intentions of users have been included in the sample. For this purpose, a set of
common tag-markers has been determined on the basis of an expert survey of spe-
cialists in the organization of work with young people, teachers, sociologists and
linguists, which includes 693 words-nouns. In all filtered message tags have been
allocated, i.e. words-nouns. As the messages have not been of a large volume, as a rule,
up to 10 tags have been allocated in each message, on the basis of which the bigrams
and triplets have been modelled further on.

It becomes possible to imagine a language picture of the world in the “VKontakte”
through messages, comments, which highlight the most popular hashtags in the
community today. A hashtag (a symbol is #) is a word or phrase, preceded by this
symbol. Users can be united into a group of posts on a topic using hashtags - words or
phrases starting with # symbol. For example: #exam, #student, #university, #education
etc. This service allows you to trace the urgent words-topics, as well as questions that
concern the representatives of this or that Internet community. Thus, we can distinguish
the nuclear units of the VKontakte user’s worldview, which are of significant value,
both for a separate linguistic personality, and for a given lingua-cultural community as
a whole.

In general, tags form the types of communicative competence of a virtual linguistic
personality, among which there may be distinguished the following three groups:

1. general competence, including the ability to understand and interpret lexical units
that are comprehensible and clear to all speakers of the Russian literary language,
mainly related to stylistically neutral vocabulary;

2. professional competence, combining the ability to understand words which mean-
ings are clear to people who participate in common professional activities;

3. social competence is based on the ability to absorb and interpret lexical material,
comprehendible only to representatives of a particular social group.

So, the vocabulary of educational process analyzed in the virtual communication
(“University education and employment intentions”) contains several lexical groups
such as a session, a diploma, a university (university), and training. Microgroups have
been identified based on the technical process of teaching students. The corresponding
lexical units and their variants have been included into each subfield.

The “session” word group (523) from the number of frequency tags encompasses
such units as “exam” (1491), “question” (1213) etc. Research of bigrams allows to
build the “Exam” microgroup within the “Session” subfield. It has become possible due
to the most frequently found tags. Thus, this microgroup includes lexical units
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representing the basic concepts associated with the process of preparation, organiza-
tion, implementation and examination pass.

Open data from the “VKontakte” social media directly refers to the public ones,
which allows to be handled without restrains. When a person posts his or her data to a
social media, a user accepts the terms of the “VKontakte” site use and, therefore, agrees
that his personal data become publicly available, depending on the selected privacy
modes. In this case, additional user consent to the collection and processing of such
publicly available personal data is not required [22].

It should be noted that some tools to search for the target audience on social media
make the collected data impersonate. Since after selecting the required characteristics:
topic, gender, age, geographic location, etc. a list of id pages is created, excluding any
possible personal data [23].

5 Empirical Material for the Research of Verbal Educational,
Professional and Labor Verbal Markers

Empirical data for this study from the original research project of the authors based on
analysis of educational, professional and labor intentions have been taken. The ana-
lyzed empirical database [24] contains samples of verbal markers most widely spread
among student youth from the Internet sources. Messages (phrases), words-markers,
bigrams/triplets with words-markers, sentiment of messages in relation to events, their
evaluation, forecasts or emotional appeal of youth representatives are considered.

According to the original research design the empirical material was distributed into
4 sections such as “Tags”, “Analysis of messages”, “Bigram”, “Triplets”.

The “Tags” section contains tag names (nouns) that were identified based on expert
analysis as the most important verbal markers about the professional and labor
intentions of academic youth. In total, 693 tags have been allocated, which can be
divided into groups:

1. the process of learning and evaluation of learning outcomes (tags - exam, question,
lecture, semester, assessment, debt, etc.);

2. tags that allow affiliation with the educational institution, training areas (university,
faculty, specialty, profile, etc.);

3. tags that define specific disciplines, areas of knowledge (mathematics, law, biology,
etc.);

4. tags that define the specialty, the profession of students (psychologist, software
developer, sociologist, doctor, etc.);

5. tags - labor markers (work, employment, wages).

As we have already mentioned the data consists of messages posted in the
“Overheard in …” groups, the “Vkontakte” social media, opening the opportunity to
conduct linguacultural analysis (frequency of occurrence, sentiment, common
tags/bigrams/triplets) of basic educational and professional labor markers, i.e. tags.

The analysis of messages allows you to trace the following specific attributes for
online communication:
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1. the period of the topic life is determined by the urgency of the events occurring off-
line;

2. each message remains relevant during the topic life;
3. the messages contain specific symbolic ways of transmitting emotional expression -

smiles, caps lock, underscore, strikethrough etc.;
4. the message contains tags, i.e. the most important verbal markers of its key content;
5. the message has a “creation time”, i.e. the information about the date and time of

message posting on the Internet;
6. there can be identified several tags in the topic, united in bigrams and triplet tags.

Thus, the analyzing elements are the text of the message, the message category, the
sign of the message emotional sentiment, the exact time of its creation, the message
tags, bigrams and triplets.

The “Bigram” section contains all possible pairs of tags, one of which is a tag
identified based on expert analysis as the most important verbal marker about the
professional and labor intentions of academic youth. This table contains 78057
bigrams. The most common bigrams are presented in Table 1.

The “Triplets” table contains phrases with three tags, one of which is a tag,
identified on the basis of expert analysis as the most important verbal marker on
professional and labor intentions of academic youth.

6 Results

All results below present different groups of tags with similar means along with ties
between them. The selection of individual subfields is based on the identification of
dominant tags and can be represented in the following way:

– exam 1491
– question 1213
– course 1203
– job 936
– faculty 804
– student 607

Table 1. Bigrams

Tag 1 Tag 2 Frequency

Job Price 129
Exam Course 120
Exam Question 110
Course Competition 106
Job Course paper 105
Job Payment 105

390 N. E. Shilkina et al.



– session 523
– diploma 503
– document 485
– educational establishment of higher professional education 409
– specialty 382
– major 381
– faculty staff 345
– help 340
– training 319
– mathematics 313
– Master’s studies 302
– university 288
– language 264
– education 253.

6.1 Subgroup “Education”

An “applicant”, using the certificate obtained after secondary school completion, the
results of the Unified State Examinations, including the profile exams scores, selects a
university in order to get higher professional education. If the minimum admissible
enrollment score is exceeded and a “threshold” is reached, the applicant is enrolled into
the training in the chosen “specialty”, thus, the applicant becomes a “student”.

At the end of the “semester”, a “session” starts, during which each student can
receive an “automatic” assessment, i.e. assessment of knowledge, competences and
skills obtained within a discipline without a testing examination procedure. To prepare
for the exam, a student has to learn answers to “questions” in accordance to the training
“course” syllabus, make “notes”, attend a “consultation” before an examination, then,
according to the “schedule”, take an “exam” and get an “assessment” in accordance
with the “requirements”. An exam that will not be passed on time is a “debt” that poses
a big “trouble” and deprives a student of the opportunity to receive a “scholarship”,
then a student is given a sheet of paper, i.e. a “document for admission or non-
admission” to the rest of the exams, and if he or she takes the bottom ranking position,
a student becomes a candidate for “expel”. Thus, extralinguistic information, in par-
ticular, a description of the fragment of reality, confirms the division of vocabulary
based on the identified tags into the subfields and microgroups.

Paradigmatic in this subfield is represented by an antonymic relationship (“expel-
admission”, “student-applicant”, “automatic assessment-debt”, optional relations
(“university-uni”), hyponymic relations (“session-examination”, “consultation”,
“question”).

Observations over systemic links and relationships of all analyzed subfields made it
possible to find out that the paradigmatic is represented by synonymous (in all groups
of words), antonymic (in two groups) and variant relations (in each of the following
subfields: university, diploma, training, session). Hyponymic relationships can also be
identified.
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The following (503) lexical units are included into the “diploma” word-group:
“document” (485), “graduation”, “graduate” (university, faculty), “certificate of
award”, “diploma award ceremony”, “project defense” (diploma paper) and “job”
(936).

Next group entitled “university” (288) encompasses such lexical units as higher
educational “establishment” (409), “faculty” (804), “student” (607), “faculty staff”
(345), “help” (340).

Among the text messages of the academic youth community the “training” group
(319) has become one of the most numerous. It includes the “education” (253) mi-
crogroup – “document”, “stamp”, “faculty”, “specialty”, “signature”, “assessment”,
“job”, “employer”, and “specialty” microgroup (382). The mentioned microgroup
includes a list of some specialties such as “mathematics” (313), “language” (264) as
well as some general notions, e.g. “degree” (381), “master’s studies” (302), “course”
(1203).

6.2 Subgroup “Student”

The composition of the “student” tag group is of interest. The lexeme “medic” is fixed
in the meaning of “a medical university student” while the lexeme “freshman” is
represented in the research text field in the meaning of “a student studying in the first
year”. By contrast, there is a lexeme “chap” with the opposite meaning. There have also
been marked distinctive features of the philology specialty and of the pursuing aca-
demic degree such as a “Bachelor’s” one.

The construction of the “Studenthood” field not only as a semantic but also as a
linguacultural model has become possible because the material collection strategy at
the very initial research stage has been oriented to obtaining exhaustive data on each
group of words in close connection with the virtual culture of this community. This
technique of data processing includes several important steps. First of all, it was
necessary to study a group of dominant (in terms of frequency of use) tags, among
which the most recurring tags have been distinguished (from 1491 - the most common
tag “exam”, to “education” - 253 times) the features of displacement (if such a phe-
nomenon took place in history) units. It was vital to note in connection with what
occurred crucial and culturally significant events in the student and applicant enroll-
ment environment (for example, the introduction of a new threshold value in scores for
passing the enrollment procedure based on the Unified State Examinations results).
Then follows the second stage of the presented vocabulary analysis, aimed at identi-
fying the lingua-cultural component in the meaning of the word, i.e. a detailed study of
the change in the analyzed concept, the development and the current state of the
activity or reality. The third stage is a data comparison of realities and information
about the development of individual subfields for each presented tag group. Thus, the
peculiarities of the language picture of the world formation are revealed in connection
with the marked events (actions, problems) and the sociocultural situation of a single
community (Studenthood/social group of students). For a detailed analysis of lexical
material, interpretation and classification of its results, the following methods of
modern linguistics are comprehensively used in the research paper:
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– descriptive method, which presupposes observation, generalization and classifica-
tion of the material;

– comparative method;
– method of organizing a semantic field as a specific union of lexical units, the basis

for the separation of which is the “semantic unity” of lexical units, and the essential
features of the field can be considered the link of its elements and “the essential
nature of these links [25];

– method of linguacultural interpretation, based on the “integrative approach to the
word” with the mandatory involvement of background information (historical,
cultural) that make up the cultural context [26].

6.3 Linguistic Comparative Analysis of Lexical Units

There have been noted different tag groups in the texts of the analyzed messages, such
as (Table 2):

1. shortened forms: “academ” (the lexeme is come across in the meaning of “academic
leave”), Eng, “basket”, “budget”, “dep.”, “histfac”, “lab”, “philfac” etc.

2. names of courses and disciplines: “ethics”, “ecology”, “economics”, “biology”,
“biochemistry”, “finance”, “regional studies”, “programming”, “neurology”,
“Latin”, “informatics” etc.

3. names of higher educational establishments (e.g., there can be come across the
following abbreviated names: “BSPU”, “BelSU”, “DGPU”, “DonSTU”, “SGMU”).
Other tags are also allocated to semantic categories:
a. names and family names;
b. forms borrowed from the English language;
c. positions in the educational establishment of higher professional education;
d. titles of academic and administrative departments in the university;
e. professions (labor intentions).

The features of student communication culture with the help of social media are
most vividly manifested while conducting comparative analysis of the same student
audience without the media means involvement. Such a comparison becomes possible
while using three parameters that are the most meaningful in the study of the given
material. First, to achieve the ultimate goal of communication a speaker uses stable
phrases such as clichés, aimed at obtaining a concrete expected programmed outcome.

Table 2. The results of a comparative analysis of the lexical units’ data with the meanings of
these words, fixed in the dictionaries of the modern Russian literary language

Tags
(1019)

Borrowings
from the other
languages

Identity
(form + meaning)

Abbreviated forms
(tying, truncation,
abbreviation)

Identity of forms
but differences in
semantics

% 7% 61% 4% 28%
Count 71 621 40 285

Social Media as a Display of Students’ Communication Culture 393



In contrast to the case of direct communication, the construction of speech patterns is
more variable, which is explained by the immediate reaction of the person receiving the
information. Second, the analysis of the material within the framework of this study
made it possible to single out a “fragmentation-integrity” criterion as one of the main
criteria. All in all, communication in a real-time format without the use of information
technology (social media) is an exchange of whole structured constructions in accor-
dance with the purpose of an utterance.

An object, reflecting the author’s position and reasoning are usually being stated. In
most cases communication of users in general and representatives of the student
environment in particular are of fragmentary nature in social media. It can only be
either the statement of the issue, or the given argument, or the conclusions. Third, in the
process of communication through social media there is no greeting or reference to as
an element of communicative culture. More often than not such words as “people”,
“friends” and less often forms associated with the time of day - “night owls”; with a
professional group - “biologists”, “lawyers” etc.; with gender differences - “a young
man”, “a girl” come across. While in direct communication, a greeting as a structural
unit makes a higher percentage in a percentage ratio even without its own syntactic
meaning. Thus, the linguistic methods of arranging a comparative analysis of direct (in
real communication) and mediated (through social media) communication made it
possible to identify significant differences in both the process of the communicative act
and the evaluation of the final output.

7 Conclusions and Research Prospects

Studying the vocabulary of virtual communication of Russian students presents a
significant interest for linguacultural research, as it allows to identify the characteristic
features of language culture in the space of a particular communicative Internet group.

First, there are formal differences in the attributes of online and offline communi-
cations. Online communications are more time-consuming and, as a rule, last at least
24 h. Messages on educational, professional and labor topics remain relevant until the
completion of the discussed event. Each message has the value of a written text,
because it is not deleted from the communication as an oral message and contains
information about the date and time of its appearance. The emotional component of the
message is significantly coarsened and transmitted morphologically, syntactically,
punctuated, but almost never stylistically. Compared to oral offline speech messages
are reduced to the volumes required for the transfer of key content. In general, online
messages are informative, evaluative, analyzing, complicated by ideological, political,
social and ideological predilections [27].

Second, we are talking about the features of meanings attributed to lexical units
used in online communications. At the same time, lexemes, namely educational, pro-
fessional and labor markers can be used without changes or acquire forms that are not
fixed in dictionaries. The identity of lexical units in online messages with the meanings
of these words, fixed in the dictionaries of the contemporary Russian literary language
[28] comprises 61% of cases. These are the lexical units such as “postgraduate studies”,
“archive”, “argument”, “accreditation” etc. Along with the literary Russian expressions
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lexical borrowings from the English language are used, for example, “ask”, “share”,
“use”, “go”, “top”, “jam”, “boys”, however, these words are written in the Russian
language, thus, distorted. The same is attributed to the professional IT-terminology –

“drivers”, “motherboard”, “pixel”, “bug” (7%). These terms are used by the youth
representatives who are connected with the IT sphere as well as by those who use these
lexical units on the level of general competencies. Moreover, these lexemes are
abbreviated in Russian. They sound as slang expressions. Alongside with the men-
tioned lexemes other abbreviated forms of words are used, i.e. contraction, truncation,
abbreviation. All of them are of the Russian origin, e.g. “laba”, meaning laboratory
works; “vyshka”, meaning higher mathematics; “terver”, meaning probability theory;
“abiture”, meaning applicants to educational institutions (4%). Lexemes with numerous
semantic changes with the unchanged form make up 28%, e.g. “transfer along the
chain”, “crack”, etc.

Educational, professional and labor markers are found both among the identical
lexical units of dictionaries, and among borrowed, distorted and abbreviated lexemes.
This allows to assume that the words for which up-to-date convenient simplifying
transcripts have not been found so far are neither shortened nor changed.

Virtual communication is an objective reflection of the linguistic and cultural ori-
entation of socialization in educational and public activities. In this respect, certain
features of the formation of the cultural socialization of young people in modern
education environment, among the speakers of the Russian language, can be formu-
lated. A linguistic component forms the language picture of the world which is an
intertextual basis of mutual understanding and accurate interpretation of the younger
generation texts.

The virtual communication system reflects the language picture of the world of the
contemporary Russian youth, while using the grounding plots of the material and
spiritual culture of modern society, representing the names of objects and phenomena
of real reality, i.e. an extralinguistic component.

Forms of communication in the Internet communities, found in contexts, can be
considered as a linguistic and cultural field where the most frequent and popular tags
form the nuclear part of lexical subgroups - subfields.

The language picture of the world of the nation is fixed in the native language, and
the peculiarities of one’s own vision and analysis of events, objects, phenomena in the
life of the younger generation are reflected by the indicated units in the youth slang.
Considering the youth language of virtual communication as a reflection of the picture
of the world of its speakers, it becomes clear that, despite the changes in values, ideals,
views, interests and needs of the younger generation, the tendency to various types of
abbreviations in speech, a large number of expressively colored vocabulary and direct
translation from other languages is being preserved.

Changes in the world vision of modern youth are reflected in the semantics of slang
units, in the development of paradigmatic relations and in the use of new word-
formation models.

The modern language of the virtual community demonstrates a tendency to expand
the boundaries of the linguacultural field, as it represents the most important fragments
of reality (education process) in the youth language picture of the world. In this regard,
the lexical composition (tags) is a kind of reflection of the modern youth mentality.
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The phenomena of modern youth language culture in the student community are
analyzed through the facts of their reflection at social media communication places, and
also by means of interpretation of linguistic facts through an extralinguistic component
(description of real actions, processes, subjects). As a rule, each language contains
features related to national specifics. Thus, the third element, i.e. “community” appears
in the formula “language and culture”. This phenomenon can be considered as a
development of the thought about the interaction of all the components of the
“language-culture-nation” row, which stimulated the Sapir-Whorf’s linguistic relativity
hypothesis, the main thesis of which is that language determines the type of thinking
of people speaking on it, and, therefore, differs “by the language picture of the
world” [29].

This study proves the idea that the language picture of the world is a scheme of
perception of reality fixed in the language and specific for the given language
community.

The obtained results provide the basis for conceptualizing data on stereotypes,
expectations and requirements of academic youth for professional and labor activities,
identifying diversity of views and value systems, assessing messages in terms of their
cognitive simplicity or complexity, integrity or fragmentation, integrality or differen-
tially, emotional saturation or indifference, positive or negative coloration.

In the research perspective, it is possible to create a classification of virtual lin-
guistic personalities, a description of the language picture of the virtual world and
participants of virtual communication, as well as a deep analysis of linguacultural
concepts existing in the minds of virtual subculture representatives in terms of “distant”
etymology.
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Abstract. In this paper we present a model of spatial development of the
Russian Federation and principles of integrating open data into it. Our study is
interdisciplinary and combines methods of computer modeling, artificial intel-
ligence, demographic, financial and economic analysis. The proposed approach
has significant differences from currently used mathematical and computer
models of the economy, as it allows to reflect the spatial aspect of economic
dynamics, integrate large arrays of accumulated data, take into account struc-
tural interrelationships of economic agents, influence of administrative mecha-
nisms and institutional environment. The model is agent-based and consists of
several modules, representing demographic, economic, financial processes,
employment and consumption, educational and administrative institutions.
Acting subjects in the model are artificial agents capable of interaction with each
other and social environment. For the information support of the model large
amounts of data on economic interrelations and spatial structure of the Russian
economy are formed, including Federal State Statistics Service yearbooks and
official information on the websites of the ministries.

Keywords: Computer model � Open data � Spatial development �
Computational Experiment � Agent-based modeling � Statistics

1 Introduction

Due to the territorial peculiarities of the Russian Federation, ensuring sustainable
growth requires taking into account spatial aspects, including infrastructure, production
capacity, human resources and living standards in different regions. To analyze mul-
tiple factors, it is necessary to use big data, including both open statistical information,
results of sociological surveys, monitoring of federal programs, and private data from
ministries, departments, social networks and search systems. The processing of these
data requires special methods and tools, so integration of methods of computer
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modeling, artificial intelligence, distributed computing and analysis of big data is an
urgent task to create tools for forecasting socio-economic and spatial development of
the Russian Federation and assessing effectiveness of state and regional policy.

Problems of regional economy were investigated by academician A. Granberg on
the basis of systemic modeling of the national economy, interregional and inter-sector
optimization models. Currently, one of the main research directions in this area is a new
economic geography in which uneven spatial development is explained by size of local
markets and availability of external markets, density of economic activity, transport
costs, etc. [12, 18, 28]. The models are based on general equilibrium models and
assume monopolistic competition, increasing returns to scale and transport costs, which
greatly simplifies the actual processes and reduces predictive capabilities of this
approach.

A significant number of works in the new economic geography is devoted to
empirical studies based on statistical data [4, 6, 19]. Structural modeling is based on
econometric estimation of the factors, included in existing theoretical models, and does
not take into account other factors. An alternative approach (modeling in the reduced
form) allows to evaluate a variety of factors and to reveal new connections between
them, but the results are not connected with theoretical models and consequently poorly
interpreted.

We have chosen agent-based modeling as a main method in this study, since it
allows to reflect dynamics of a macro-system as a result of the interaction of micro-
level objects. Agent-based modeling process is inductive. Theoretical premises of
agent-based modeling arise from complex systems, collective behavior and game
theories. Central ideas are agents as objects, emergence and complexity. On the basis
the agents’ interactions higher-order patterns and complex behavior might emerge. In
contradistinction to analytic methods, which assume equilibria of a system, agent-based
models allow the possibility of generating those equilibria. The concept of agent-based
modeling was proposed in the 1990s [7] and since then has been widely disseminated
in the analysis of economic, financial, social and environmental processes [1–3, 5, 8, 9,
14, 22, 26]. The complexity of agent-based models has risen along with advances in
computing power and information resources, resulting in larger models with complex
interactions and whose inputs require sophisticated analytical approaches. Similarly,
the increasing use of data in agent-based models has further enhanced the complexity
of their outputs [13, 17].

The aim of our research is constructing an agent-based computer model of the
Russian Federation spatial development, which reflects age and sex structure and
resettlement of population, composition of households, regional economic structures,
administrative and educational institutions. For information support of the model we
use federal statistical yearbooks and official information on the websites of the min-
istries and propose an algorithm for integrating aggregated open data with detailed
information of regional administration and organizations. At the current research stage,
we present concept of the model, sources and methods of data processing for its
information support.
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2 Research Methodology

Forecasting processes of spatial development of the Russian Federation a is a complex
task and requires an interdisciplinary research that integrates methods of computer
modeling, artificial intelligence, demographic, financial and economic analysis and big
data analysis. The principles and methods used in our study are presented in Fig. 1.

The core of the research is an agent-based computer model of an artificial society,
reflecting sex-age structure, composition of households and spatial distribution of
Russian population; infrastructure, production capacities, educational and administra-
tive institutions in different regions. Application of agent-based approach allows to
analyze influence of macro-level administrative decisions on the behavior of micro-
level objects [16]. In the model there are actors who can make decisions and change
their behavior: agents, households, organizations and public administration. Modeling
of demographic and production processes takes into account spatial location, economic
and personal relationships.

Scenario analysis is used to study simulation results. When performing scenario
calculations, various combinations of environmental parameters are set, which are
uncontrollable and unpredictable. After a series of calculations, consequences of var-
ious control actions in conditions of different scenarios are evaluated (Fig. 1, above).

Methods of demographic and social analysis are used to reproduce dynamics of the
population and migration processes among regions (Fig. 1, on the right). Demo-
graphics is important in forecasting spatial development, since individuals are partic-
ipants in various socio-economic relations, acting as labor, consumers, taxpayers,
students. Interactions between organizations are reflected using methods of accounting
and financial analysis.

Fig. 1. Interdisciplinary scheme of the research.
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The Open Definition defines open data as a piece of data which is open if anyone is
free to use, reuse, and redistribute it [27]. In the context of the presented research we
consider open government data as a main open data source for information support of
the model, including Federal State Statistics Service yearbooks, 2010 All-Russian
Population Census reports and reports of the Economic Development Ministry [20].
Open data is used to create the initial generation of agents, organizations and admin-
istrative institutions; to set their regional location and interrelations between them
(Fig. 1, on the left). Statistical methods are used to collect and present statistics in the
model.

To reflect decision-making procedures of agents, methods of artificial intelligence
and cognitive psychology are used. An important contribution to the study is made by
the concept of bounded rationality: decision-making procedures are based on subjective
preferences and information limitations of agents.

Our methodology for research of spatial development of the Russian Federation
includes the following steps:

1. Reconstructing current territorial and demographic structure of population,
administrative and economic system of the Russian Federation in the agent-based
computer model.

2. Modeling dynamics of the system through decision-making procedures and
behavior of agents and organizations.

3. Setting scenario parameters and alternative control actions for the system.
4. Conducting a series of experiments, statistical processing and analysis of the results.

In the following paragraphs we will consider methods used for the first step in more
detail.

3 Structure and Algorithms of the Model

The developed model includes a number of interconnected modules reflecting various
aspects of an artificial society: Demographics, Education, Employment, Production &
Service, Consumption & Saving, Finance and Administration (see Fig. 2). Each
module corresponds to the spatial structure of the Russian Federation, which means
that each region has its own population, production and educational system corre-
sponding to other regions and state administration.

State administration determines structure of the budget, taxation scale, transfer
payments, the interest rate and other parameters. Regional administrations implement
their functions through educational, medical, social security and defense budgetary
organizations.

The module “Demography” reflects maturation, birth and death of agents in each
region. New households are formed after marriages and divorces. Population of the
regions also changes due to migration processes. We consider interregional migration
in the model, connected with differences in educational opportunities, employment and
living standards. Agents might decide to migrate after comparing these parameters in
different regions on the basis of available information. These issues are discussed in
more detail in [15, 21].
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Agents act as labor, taxpayers, consumers, creditors and students, thus interacting
with the environment and with each other. To reproduce behavior of agents as acting
subjects of socio-economic processes in the model we use methods of artificial intel-
ligence and cognitive psychology. Environment in the model is complex and diverse,
so agents need a special architecture to interact with it [10, 11, 24]. Direct use of
artificial agents’ architectures in agent-based models is difficult due to several reasons.
First, artificial agents’ architectures are focused on solving technical problems, rather
than reproducing social behavior. Secondly, use of complex multi-level architectures
limits the number of active agents [23, 25]. The cognitive model TOTE, proposed in
the 1960s by Miller, Galanter and Pribram, is the basis of the agent architecture used in
the model. TOTE (Test – Operate - Test- Exit) model describes the cycle of achieving a
goal in interaction with the environment. The application of this architecture makes it
possible to realize the concept of bounded rationality by using fuzzy logic functions
and reflecting information constraints of agents. These issues are discussed in more
detail in [15].

Acting subjects of the model, along with individual agents, are organizations. The
model includes three types of organizations: commercial organizations, financial (re-
gional banks and the Central bank) and budgetary (organizations of the public sector).
Organizations conducting production and service are considered commercial, except
from educational and medical organizations that are at most budgetary in the Russian
Federation. Public sector also includes administrative, military and defense organiza-
tions. Since most of state-run enterprises have been privatized after 1990s, we do not
consider them as a separate type; instead commercial organizations with the state
participation allocate a part of their income to the state budget. Each type of organi-
zation has its own accounting system, which is a simplified version of the system
adopted in the Russian Federation. Economic transactions and mutual settlements of
organizations are reflected in their accounting; financial results for a year are calculated
in a balance sheet; for commercial organizations, a profit and loss statement is also

Fig. 2. Interrelation between modules of simulation model of the Russian Federation spatial
development.
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constructed. Workplaces are linked with organizations; each agents-employee is
assigned to a workplace.

Organizations permanently interact with each other. Figure 3 illustrates interactions
of a commercial organization with counterparties during manufacturing process, which
includes the following operations: wage and taxes payment; payment for materials and
equipment; calculation of amortization; sale of the product; loans refund; calculating
financial result for the period. After analysis of financial results organizations decide
whether they need to change volume of production, hire or fire of employees, launch
investment programs or take a credit.

Consumption and saving is connected with production. On the one hand, agents get
wages (is they are employees) and profits (if they are businessmen); on the other – they
spend their incomes on goods and services. The surpluses are invested to the regional
bank; lack of cash might be compensated by a credit. The consumer in the model is not
an individual agent, but a household. Members of a household have a common budget
and property; they share their incomes (wages, profits, pensions and other transfers).
Income, expenditure and property of households is accounted, which makes it possible
to assess financial state of a household during a simulation (e.g. when a household
applies for a credit) and calculate statistics on structure of income and consumption of
households after the simulation.

Fig. 3. Interactions of a commercial organization with counterparties.
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Financial system in the model includes the Central Bank and regional financial
organizations that accept deposits and credit organizations and households (module
“Finance”).

Educational system turns students into qualified graduates. This function is realized
through the recruitment of students, transferring them to the following courses and
assigning them a specialty at the end of the educational institution (module “Educa-
tion”). Graduates are assigned to the employment center, which selects vacant jobs,
corresponding to their qualifications (module “Employment”). In the module
“Employment” graduates are assigned to the employment center, which selects vacant
jobs, corresponding to their qualifications.

The model is based at a certain number of limits and assumptions in demographics,
economics, finance and other related spheres. There are several reasons for setting these
assumptions. Firstly, dealing with real-world complexity requires aggregating of
objects and processes. Production, for example, is a technologically complicated pro-
cess, but in the model it is simplified to converting supplies into products within one
operation; another examples are unifying different types of credits between financial
organizations and omitting operations on the stock exchange. Secondly, we lack
detailed information about financial and economic processes, which results in strict
aggregation of organizations (discussed in part 4). Thirdly, there are limits of com-
puting power, due to which we aggregate agents in order to reduce their number (100 to
1 at the current stage). And finally, forecasting social dynamics requires reproduction
of decision making processes of millions of people in different spheres, from structure
of daily expenses to marriages and divorces. Each decision is an issue for a separate
research, that’s why we concentrate on three types of decisions, connected with eco-
nomic reasons: where to live, study and work, while prognosis of other decisions is
based on statistics.

We collect statistics in the model using accounting methods. Modeling results after
a simulation include the gross national and regional product, structure of import and
export, dynamics of regional human resources and standards of living of the popula-
tion. The model of the Russian Federation spatial development is realized as a com-
puter program. We enter arrays of initial modeling data on the input interface; the
output interface presents modeling results in the form of statistical tables, maps and
graphs.

4 Information Support of the Model

Information support of the model of the Russian Federation spatial development is a
database; structure and relationships between the objects are presented in Fig. 4.
Objects of the model refer to regions, which are assigned to the map of the Russian
Federation through the coordinates. Agents live in regions and belong to households;
they are linked with workplaces and educational places. Workplaces are connected with
organizations; educational places are assigned to educational institutions.

For the information content of the model it is necessary to download and process
initial data on demographic structure of the population, spatial distribution of pro-
duction and infrastructure, economic links, financial state of organizations and
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households. This information is presented in a large array of data sources: official
statistical collections, results of sociological surveys, monitoring the implementation of
federal targeted programs etc. Above all, there is private data of ministries, departments
and commercial organizations, social networks and search systems, access to which is
impossible without special permission.

Due to the disparity of the initial data, a method of step-by-step specification is
proposed for their integration into information support of the model.

1. Aggregated objects of the model are formed on the basis of official statistical tables.
2. Information about the regions, whose administration would provide access to

selective resources, is detailed.
3. Information about the organizations that provided relevant information and resi-

dents, who participated in special surveys, is detailed.

The initial modeling data is presented in the form of tables exported from Excel
files to the model through the input data interface. For the current research stage, we
use open data of Federal State Statistics Service 2010 All-Russian Population Census
and reports of the Economic Development Ministry [20]. There are tables of initial
modeling data for each module.

Interface tables for the module “Demography” contain information on the demo-
graphic structure of the population, including number of population by age groups in
each region and their affiliation to households. For the module “Production” we enter
gross regional product and its sector structure, input-output tables, export and import
structure. Module “Finance” requires information about credits and deposits of
households and organizations. For the module “Employment” interface tables are
Labor force size and composition, Unemployment by age groups and educational
attainment, Average monthly nominal wages of employees of organizations by eco-
nomic activity [20].

Fig. 4. Structure of information support of the model.
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Further we consider a specification algorithm that refines spatial and sector struc-
ture of production based on the available data at each stage (Table 1). Basic infor-
mation on the sector structure of the economy, cross-sector interrelations, export and
import is presented in the input-output tables formed by the Federal State Statistics
Service and available on the official website [20]. These tables, however, do not reflect
the spatial aspect of production. Regional production structure is presented in the table
“Gross added value of the regions by sectors of the economy” in the statistical year-
book, but direct comparison of data of these two tables is impossible for two reasons.
First, calculation of the gross regional product differs from calculation of the gross
domestic product, as a result of which the total gross regional product is less than the
gross domestic product. Secondly, information on regional production is presented in
the form of economic activity types, which implies less detail in comparison with the
sector structure (for example, 37 sectors are classified as one economic activity type
“manufacturing activities”).

Thus, spatial representation of production in the model requires matching initial
statistical information and its detailing by additional sources. Necessary calculations
are presented in stages:

Stage 1. Harmonization of statistical data from different sources.
1:1. Calculation of share of each sector in the corresponding type of economic

activity on the basis of the input-output table.

dsa ¼ Vs=Va ð1Þ

Table 1. Data sources for the module “Production”.

Stage Table Data Source

1 Input-output
table

xij - cross-sectoral deliveries
Vs - added value in sector s
Exps - export in sector s
Imps - import in sector s

Federal State Statistics
Service website

GDP structure Va - added value of economic
activity a in Russia

Federal State Statistics
Service yearbooks

Regional
product
structure

vra - added value of economic
activity a in region r

2 Regional
production
sectoral
structure

vsr - added value of sector s in
region r

Data sources of regional
administration

3 Production of
organizations

vorg-sr - added value of
organization org, belonging to
sector s in region r

Public accounting
documents; private data
sources of organizations
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dsa – share of sector s in economic activity type a, Vs – gross product of
sector s, calculated by method of added value, Va – gross product of
economic activity type a, calculated by method of added value; sector
s belongs to economic activity type a.

1:2. Correction of the table of output of economic activities in regions, taking
into account the difference in the domestic product and total amount of
regional products in separate economic activities:

ka ¼ Va=
X90

r¼1
vra ð2Þ

vkra ¼ vra � ka ð3Þ

ka – correction coefficient of economic activity type a; Va – gross product
of economic activity type a; vra – product of economic activity type a in
region r, presented in statistical tables; vkra – corrected product of eco-
nomic activity type a in region r.

1:3. Completion of the table of output of sectors in regions:

vsr ¼ vkra � dsa ð4Þ

vsr – product of sector s in region r; sector s belongs to economic activity
type a.

Stage 2. Specification of data on sector structure of regional production.
2:1. Calculation of gross product of sectors in regions that provided detailed

information about sector structure of regional production:

Vdet
s ¼

Xu

r¼1
v�sr ð5Þ

Vdet
s – gross product of sectors in regions that provided detailed infor-

mation about sector structure of regional production; u – number of
regions that provided detailed information about sector structure of
regional production; v�sr - product of sector s in region r that provided
detailed information.

2:2. Calculation of gross product of sectors in regions that did not provide
detailed information about sector structure of regional production:

Vost
s ¼ Vs � Vdet

s ð6Þ

Vost
s – gross product of sectors in regions that did not provide detailed

information about sector structure of regional production.
2:3. Correction of share of each sector in corresponding economic activity

type:
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cdsa ¼ Vost
s =

X90

r¼uþ 1
vra ð7Þ

cdsa – corrected share of sector s in economic activity type a in regions that
did not provide detailed information about sector structure of regional
production; sector s belongs to economic activity type a.

2:4. Completion of the table of corrected output of sectors in regions:

cvsr ¼
v�sr; r 2 1; . . .u½ �

vkra � cdsa ; r 2 uþ 1; . . .90½ �
�

ð8Þ

cvsr – corrected product of sector s in region r; u – number of regions that
provided detailed information about sector structure of regional
production.

Stage 3. Specification of data on organizations.
3:1. Creation of agents-organizations that provided detailed information on

their production.
3:2. Calculation of gross product of organizations in the regions that did not

provide information about their production:

vostsr ¼ cvsr �
Xc

org¼1
v�org�sr ð9Þ

vostsr – gross product of organizations in sector s in region r, that did not
provide information about their production; c – number of organizations
that provided information about their production; v�org�sr – product of
organization org in sector s in region r, that provided information about
their production.

3:3. Creation of an agent-organization aggregating information about organi-
zations in the regions that did not provide detailed information on their
production.

Information objects of the model are created on the basis of initial data and are
being changed in accordance with program algorithms and individual decisions of
agents. Reconstruction of the modeled society is carried out in the base year of
modeling. The first step is to set the geographical structure of the object; in this case it
is regional structure of the Russian Federation. After that the original generation of
agents is created, distributed among households and resettled by regions; after that, the
financial state of households is initialized. For generating organizations, we set their
type - commercial, financial or budgetary, and initialize values of their accounts.
Agents are distributed to workplaces in accordance with their qualifications and
employment structure in each economic sector of the region. Educational institutions
are associated with sets of educational places for various groups of specialties and
levels of education: school, secondary professional education; bachelor’s, master’s or
postgraduate courses. For educational places, agents of the appropriate age are
assigned. The generated society is stored in a database (Fig. 4) for later use in a series
of scenario calculations.
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5 Perspectives of the Study

In the presented research methodology, we integrate open data into the simulation
model of the Russian Federation spatial development, which would allow to obtain
detailed predictions based on the results of computational modeling. As controlled
parameters of the model we set alternative spatial development programs, while
unmanageable scenario parameters are exchange rates, volumes and prices of exported
goods and services and significant factors of the international economic and political
situation. After loading initial data sets, the model would provide assessments of
management decisions consequences and their influence on the economic system in a
spatial context, taking into account existing production capacities, infrastructure and
human resources of the regions.

The proposed approach can be applied to a wide range of studies at the level of
regions, the country and the global economic system as a whole. The modular structure
of the model allows, on the one hand, to detail considered processes and institutions,
and on the other - to expand the range of studied phenomena, including social stability
in the Russian Federation, involvement of population in political processes and long-
term economic dynamics connected with structural and technological changes. An
important direction is also further development of decision-making procedures of
artificial agents that present population of the Russian Federation in the model by
increasing their ability to receive and analyze information and take into account irra-
tional aspects of behavior.

Acknowledgement. The reported study was funded by RFBR according to the research project
№ 18-29-03049.
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Abstract. Situational centers are becoming a key element of digital economy,
facilitating decision-making for managers of different levels (country, con-
stituent region, municipality, etc.). In order to accelerate decision-making,
improve their quality, and also to communicate the decisions made to executors,
it is necessary to unite separate situational centers into a single system – a
system of distributed situational centers. Since each particular situational center
is built on the basis of the model of its subject area, and, accordingly, its
database structure, there arises a problem of information interaction of situa-
tional centers among themselves. The purpose of the work is to create a uni-
versal model of the subject area and to implement it in a relational database,
independent of the scope of activity, level and complexity of the organization.
The model has been tested when creating software products line “Open Budget”
situational center, “Electronic Budget” situational center, “Municipality” uni-
versal virtual situation center, etc. and has showed significant acceleration of
database design and resource saving.

Keywords: Situational center � Data model � Subject area �
Management levels in economic systems �
Quality control of management processes

1 Introduction

At present, creation of situational centers (SCs) capable of providing additional flexible
methods of monitoring and management is an urgent problem of digitalization of both
the economy and management [1]. Integration of SCs of different levels (country,
constituent region, municipality, etc.) into a single system – a system of distributed SCs
– will allow managers to accelerate decision making, improve decision quality, and
speed up communication of decisions made to performers.

Mainstreaming of SCs is hampered by the unique character of the product and, as a
result, high time expenditures, development efforts and, as a consequence, high cost.

The unique character is determined by the scope of the organization, its level,
complexity, etc. However, in each specific case a unique model of the subject area and,
accordingly, database (DB) structure and user interface are created.
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To facilitate the design of the DB structure, developers most often use CASE-tools
[2] or ORM-tools [3]. CASE-tools substitute writing scripts with “drawing” in the
designer [2]. ORM-tools create DB objects from an object-oriented application code
(the so-called “Code First” method) [4]. Generated by these tools, databases contain
hundreds of tables, have low performance, and are extremely difficult to maintain.

At the same time, integration of separate SCs into a distributed SCs system is
becoming an intractable challenge: ensuring information interaction of one unique SC,
having its unique DB structure, with another unique SC, similarly having its unique DB
structure, is also a unique problem. When developing software, the need to take into
account the application orientation of each individual SC excludes the possibility of
using standard solutions or simple replication of software products, which significantly
increases the cost of the project. The following problems associated with the devel-
opment of SC are identified [5]:

• the situational centers market is limited;
• SCs of municipal government have regional-sectoral specifics;
• it is necessary to modify the SC.

All this complicates the development of the SC, increases its cost, requires a wide
range of specialists. One way to solve this problem may be to use unified models that
are customizable for a particular application [6].

Creation a separate SC based on the universal model of a subject area, and,
accordingly, having a standard DB structure and a unified configurable user interface,
will allow replicating SC in organizations of different level, complexity and scope of
activity. The typical DB structure of a separate SC will, in this case, make it possible to
unify information interaction between individual SCs and unite them into a distributed
SC system. This will allow a breakthrough in electronic control.

This paper considers a universal model of the subject area for situational centers
and its implementation in a relational DB.

2 The Model of a Subject Area for Situational Centers

Most often when developing a database for the SC, a relational data model [7, 8], an
object-relational data model [9], a universal data model [10] and a matrix universal
object-relational database [11] are used. The use of a relational model and object-
relational model will require developers to completely redesign it [12] when moving to
another subject area. Two other data models have the following disadvantages [10].

• complex queries;
• low speed;
• absence of declarative integrity constraints.

A different approach is proposed, which was developed in the course of many years
of experience in creating SCs in various subject areas. It consists in the fact that the
model of an abstract subject area is described in a relational database. This model was
called the “Categories of Operations, Entities and Links” (COEL) [13]. Its basic
concepts are Categories, Operations, Entities and Links. Entities are units of
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information, Links define relationships between two or three Entities, Operations are
any procedures that change the Links between Entities, the Entities themselves or their
properties.

Entities, Operations and Links are divided into categories.
The categories of Entities in the subject area include: Subjects, Objects, Territories,

Reasons, Actions. These concepts are universal for all subject areas. Depending on the
specific character of the subject area, the number of categories can be increased as
required. Each category of Entities, in turn, is divided into types, for example, Subjects
are divided into Individuals, Juridical persons, etc.

Operations and Links also is divided into categories defined by the categories of the
entities being merged, and have their own type, for example, an Invoice, a Waybill, a
Provider, a Student, to Include. A Student is a Link between an Individual (for example
Ivanov Ivan) and a Juridical person (for example Kaliningrad State Technical
University).

When implementing the COEL model in the relational DB, all Entities of the
subject area (Subjects, Objects, Territories, Reasons, Actions, etc.) are stored in one
table Entities with their common fields (ID, Category, Type, Code, Alias, Name, From,
UpTo). The clustered key of this table is the field set Category, Type, ID. This allows
you to quickly select all Entities of the given Category and Type (for example all
Entities that have the Subject category and the Individual type). Other category-specific
fields are stored in expansion tables corresponding to categories.

3 Elements of the COEL Model Database

We will consider only the main tables and their interrelations in the COEL model
database within the framework of this paper.

The main tables of the COEL model database are:

1. Categories
2. EntityTypes
3. Entities
4. LinkTypes
5. Links
6. DocumentTypes
7. Documents
8. UoMs
9. Operations.

The records of the first five tables (Categories/EntityTypes/Entities and LinkTypes/
Links) are the entities of the subject area and the relationships between them.

The last four tables (DocumentTypes, Documents, UoMs and Operations) represent
operations of the subject area. For any operation it is necessary to issue a document
(each document has its own type, for example, a waybill, an act of issuing finished
products, etc.). Each document combines several operations.

The diagram of the relationship of the main tables (with their approximate struc-
ture) of the implementation of the COEL model in the relational DB is shown in Fig. 1.
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In this figure, the key symbols opposite the names of the columns mean that in this
column a unique numeric value is stored for each row. Logical relation between the
tables is shown by a broken line that has the key symbols at one end and infinity (∞) at
the other, and means “one-to-many” or “1:N” relationship.

The Links table entries have three references to the Entities table entries – the
master, the slave and the reason. The master and slave entities are mandatory, the
reason is optional.

The Documents table entries and the Operations table entries also have references
to the Entities table entries (the Documents table entry has two ones, the Operations
table entry has one). The Entities table entries referenced by the Documents table
entries are the subjects of the operation, and the entries in the Operations table are its
object.

Fig. 1. Interrelations of the main tables of the implementation of the COEL model in the
relational database.
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The provider (creditor) and the recipient (debtor) are the subjects of the operation.
If they are the same (i.e., the provider is equal to the recipient), then this means that the
operation is performed by one subject.

Each subject of the operation (both the provider and the recipient) has its own
quantity and unit of measure for each operation object (CreditQuantity/CreditUoM and
DebitQuantity/DebitUoM, respectively). If the subjects of the operation are different,
then, usually, the quantities and measurement units of the operation object are the
same. If the subject of the operation is certain, then, usually, the quantities and units of
measurement of the operation object are different. The first case, as a rule, is the
operation of changing the owner of the object (changing the Links), the second is the
operation of changing the object of the operation itself (changing the properties of the
object), and, usually, the document groups several operations.

The presence of operations in the COEL model makes it possible to take into
account the dynamics of interaction between the entities of the subject area, which is
significant for many information systems and especially for situational centers.

Thus, the EntityTypes table will contain the names of the object types of the subject
area, the Entities table will contain the objects of the subject area and the Links table
will contain the relations between the objects of the subject area.

For example, in the Education subject area the EntityTypes table will contain
records: Educational organization, Faculty, Department, etc. The Entities table will
contain the educational organizations themselves, faculties, departments, etc. When the
subject area is changed, the structure of the database remains unchanged, and only the
contents of its tables change.

Since in the relational database implementing the COEL model information is
stored about the objects of the subject area, the objects of the subject area themselves
and the links between them, it allows us to use clustered indices, declarative integrity
constraints of data. This ensures the reliability of data storage and the database high
speed.

Let us introduce the following notation for a formal description of the COEL
model:

pij – the j-th property of the i-th entity/link;
Pi ¼ fpi1; pi2; . . .; ping – set of properties of the i-th entity/link;
ei – i-th entity;
Ei ¼ \ei;Pi[ ¼ \ei; fpi1; pi2; . . .; ping[ – i-th entity with n properties;
ri – i-th link;
Ri ¼ \ri;Pi[ ¼ \ri; fpi1; pi2; . . .; pimg[ – i-th link with m properties;
EiRlEj – l-th link, establishing the interrelationship between the two entities – i-th и
j-th;
EiRlEjRlEk – l-th link, establishing the interrelationship between the three entities –
i-th, j-th и k-th.

Then the t-th operation Ot is a transformation from a set of n-entities (and their
properties) and m-links (and their properties) into a set of k-entities (and their prop-
erties) и l-links (and their properties):
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4 Implementation of the COEL Model in the “Open Budget
of the Kaliningrad Region” Situational Center

The proposed approach had implemented in the development of SC in state authorities
of the Kaliningrad region of the Russian Federation. Let us consider the result of using
the COEL model when creating the “Open Budget of the Kaliningrad Region” situa-
tional center (available on the Internet at https://sc.gov39.ru).

The Subjects of the regional budget process are:

• the high-ranking officials (of the constituent region and of the municipalities);
• legislative and representative authorities (of the state authority and of the local self-

government);
• executive authorities (of the state authority and of the local self-government);
• the Central Bank of the Russian Federation;
• the state and municipality fiscal control bodies;
• the management bodies of state extra-budgetary funds;
• the chief administrators and the administrators of budgetary funds;
• the chief administrators and the administrators of budget revenues;
• the chief administrators and the administrators of budget deficit financing sources;
• the recipients of budget funds.

etc.
The following entities are Objects of the regional budget process:

• the tax revenues (the land tax, the property tax, the personal income tax, etc.);
• the gratuitous income (the grants, the subsidies, the subventions, etc.);
• the income from the use of property;
• the fines (for violations of the law);
• the budgetary allocations (for rendering state or municipal services, for social

security of the population, for servicing state or municipal debt, etc.);
• the budget loans (to the constituent region, to the municipality, etc.);
• the objects of capital construction (the buildings, the structures, etc.);
• the infrastructure facilities (industrial, social, transport, engineering, etc.).

etc.
The Reasons of the regional budget process are:

• the normative legal acts (laws, codes, regulations, etc.);
• the contracts;
• the obligations (of the state and local government bodies).

etc.
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The Operations are:

• the amendments to normative-legal acts;
• the documents confirming the occurrence of monetary obligations (the acts of work

performed, the acts of acceptance, etc.);
• the documents of purchase and sale (the invoices, the cash orders, etc.).

etc.
In the COEL model, all entities are entries of the Entities table of the Subject

category and following types: Governor, Head of the Municipality, Ministry, Agency
and others listed above. Each Subject of the budget process can have its own set of
properties and states, for example, Municipalities have the following properties:
Population size, Area of territory. All Objects are also entries of the Entities table, but
the Object category and following types: Land tax, Grant, Subsidy, and other. Similarly
to the Subjects, each Object of the budgetary process can have its own set of properties
and states, for example, Buildings and Structures have the following properties: Area,
Cost. All Reasons are also entries of the Entities table, but the Reason category and
following types: Law, Code, Decree and others. Similarly to Subjects and Objects, each
Reason can have its own set of properties and states, for example, Law has the Entry
into force effective date property.

Subjects, Objects, and Reasons can form hierarchies. In the COEL model, these
hierarchies are represented the entries of the Links table and have type which is named
Include. In these entries, the Master entity is a whole, and the Slave entity is a part (see
Fig. 1).

When implementing COEL model in a relational database we will consider the
Operations using the example of such notion of a subject area as Applications for
Amendments to the Budget Law. The entries in the Documents table of the Application
type represent this notion. In the case when the Application comes from the recipient of
budget funds, the Creditor field indicates Ministry of Finance, and the Debtor field
indicates the recipient of budget funds. The budget allocations indicated in the appli-
cation in question are an entry in the Operations table, in which the Object field
contains a reference to the Entity of the Object category, such as the Recipients of
budget funds. The CreditQuantity, DebitQuantity, CreditUoM and DebitUoM fields
contain the number and unit of the budget allocations (see Fig. 1).

It is not necessary to make significant changes to the structure of the database of the
COEL model, comparing the notions of the “Open Budget of the Kaliningrad Region”
subject area with the concepts of the COEL model in this way. It is enough just to fill
some tables (Categories, EntityTypes, LinkTypes, DocumentTypes and others) with the
entries required for the given subject area.

As a database management system for the implementation used Microsoft SQL
Server 2014. The number of main tables is 20, the volume of database now is 2.5 GB,
the number of entries in the Entities table is 130 thousand, the number of entries in the
Links table is 250 thousand, the number of entries in the Documents table is 145
thousand, and the number of entries in the Operations is 3.6 million. Time of sub-
mission of the requested output information for OLAP-cubes containing up to 10
thousand entries does not exceed 5 s.
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5 Summary

The proposed universal model of the subject area (COEL) and its implementation in the
relational DB allow us to unify the structure of the database of a separate SC. This will
make it possible to replicate SCs, mainly changing only the contents of the database
tables, as well as to unify the information interaction between separate SCs and inte-
grate them into a system of distributed SCs.

The use of the COEL model in the design of the DB of the “Open Budget of the
Kaliningrad Region” SC allowed us to improve the system performance due to the
simplicity of the database architecture. The main labor input in the development of this
SC was the organization of data import from other information systems used in the
budget process. Changes in the functioning of the SC are to adjust the content of the
database tables, with changes in its structure is not required, which greatly simplifies
the modification.

6 Conclusion

The COEL model has been tested when creating a software products line for gov-
ernmental management:

• the “Open budget” configuration for the VSM Cenose WEB situational center [14];
• the “Electronic budget” situational center [15];
• the “Municipality” universal virtual situational center [16].

As a result, the design of the database has been significantly accelerated.
According to the Federal State Statistics Service in the Russian Federation at the

beginning of 2017, there were 22,327 municipal entities of various levels, more than
270 thousand small enterprises (the number of employees – 16–100 people), 20.6
thousand – medium enterprises (101–250 people), and almost 52 thousand medium and
large enterprises and organizations. First of all, medium and large enterprises and
organizations and 2,600 top-level municipal entities will require situational centers as a
first step towards the creation of Smart City, Smart Municipality, Smart Enterprise.
Thus, there is a growing need for situational centers for state structures. At the same
time, acceleration of design and saving of resources are the main requirements for
public procurement.

Acknowledgments. The work was carried out within the framework of the grant “Development
of NTI-II”, contract number: 151GRNTIS5/35877 dated July 21, 2017, the topic Distributed
intellectual system for management of coastal infrastructure facilities and territories on the basis
of situational center technologies.
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Abstract. In this paper we present a model of dynamics of political preferences
considering current economic situation and expected changes. The model is
agent-based and represents demographic structure and economy of the Russian
Federation. Political system in the model is democratic, consisting of Legislative
and Executive. Legislative is multiparty; each party proposes a pre-election
program to attract voters. Agents are grouped into clusters that are homogeneous
in political preferences. Belonging to the cluster determines issues of pre-
election programs that are important for the agent. Agents implement concept of
retrospective economic voting, for this they keep a record of their subjective
estimates of living standards in previous periods. After elections Legislative and
Executive are formed. Legislative proposes laws and approves structure of the
state budget. Executive implements measures of state social, monetary and
economic policy that affect organizations and population.

Keywords: Economic policy � Retrospective voting � Agent-based modeling �
Political activity � Social tension

1 Introduction

Development of methods and models for prediction of social dynamics is an urgent
task in modern economic and political studies. Problem of integration of knowledge
about economic and social processes is of great importance since both economic results
and social consequences of taken measures need to be considered when developing
state economic policy. Underestimation of these consequences leads to increasing
social tension and reinforcement of discontent with the current authorities. Application
of populist measures aimed at attraction of voters in economic policy could lead to
negative economic effects, e.g. budget shortage, inflation increase, which in its turn
could lead to aggravation of social situation in a long term.
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Integration of studies of economic and political processes is substantiated in the
institutional theory in works by North [18, 19], Stiglitz [23, 24], Mau [17] and others.
However, models, methods and tools for analysis and prediction in these fields develop
independently.

In economics, both on the level of regions and countries and during analysis of
world economy at a whole large-scale econometric models (LEM) are used. The main
disadvantage of LEMs is the fact that these models do not reflect the structure of
economy and connections among economic subjects; prediction in this case is based on
extrapolation of past observations. So, LEMs show good results only given relatively
stable conditions of economic functioning; in case of a global crisis such predictions
are unreliable.

Computable general equilibrium (CGE) models are widely used to study macroe-
conomic processes. There are static and dynamic CGE models: static models descript
economic structure in more detail, however, make only short-term predictions; dynamic
models, on the contrary, are used for long-term predictions, however, describe econ-
omy in a simpler form which limits their applicability to estimate measures of state
economic policy [14].

Simulation models are alternative to LEM and CGE models as prediction tools for
macroeconomic processes. Agent-based computational economy models (ACE) are a
modern tendency in simulation modeling used for analysis of macroeconomic pro-
cesses [25]. Methodology of ACE matches the evolutionary economics theory by
Richard R. Nelson and Sidney G. Winter and is based on John Holland’s paradigm of
interacting adaptive agents. Economic complexity is a field closed to ACE and con-
nected with investigation of institutional effects’ and bounded rationality of partici-
pants’ influence on dynamics of complex social and economic processes.

Field of application of models of political processes is relatively wide, they are used
for election program planning, prediction of political situation, estimation of social
consequences of administration’s decisions. Models-concepts, mathematical and sim-
ulation models are in this case tools of analysis. Models-concepts are logical models
represented as cognitive schemes and describe interaction between some factors that
affect historic process.

Mathematical models are based on the game theory approach and describe a class
of social processes without details about economic and social conditions in every
specific case. Downs’s democracy model, in particular, is based on two premises: every
government tries to maximize political support and every resident tries to rationally
maximize usefulness of the result of their action [7]. Further research of political
processes based on tools of game theory include consideration of interest of voters in
participation in voting, candidates’ support of specific ideology and a number of other
parameters, however, influence of change in the economic state on electorate’s choice
is not considered [6].

Computational models take into account the dynamic character of political pro-
cesses, large number of significant parameters and carry multivariate calculations.
Among other methods of simulation modeling agent-based modeling appears the most
appropriate to study social and economic processes with many participants [15, 16].
Agent-based modeling provides possibility of computational prediction of dynamics of
political activity of the population. There are several models of elections based on agent
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approach. Kollman, Miller and Page studied the relationship between voters’ prefer-
ences and the responsiveness of adaptive parties [10]. In the model of electoral com-
petition by Makarov and Dankov [13] the parties search for a political platform that
would be acceptable for the major of the voters. While the voters have certain pref-
erences in economic policy, the models lack economic environment, so the agents can’t
evaluate consequences of their decisions. In the model by Kollman, Miller and Page, as
well as in the model of electoral competition, agents are perfectly rational, they use the
same behavioral models and don’t have any informational constraints. The review
showed that, despite its advantages, agent approach has yet not been applied to real
data in political studies [10, 13, 15].

In this paper we propose methodology and tools for complex analysis and pre-
diction of political preferences of population considering current economic situation
and implemented measures of state economic policy. Agent-based modeling has been
chosen as the main method of the present study, as it is capable of exploring dynamics
of a complex system as a result of decisions and interactions of micro level agents. To
determine the procedures of decision-making we use method of cluster analysis, which
allows to identify groups that are homogeneous in terms of political interests and
preferences. Agent’s choice is based on the concept of retrospective economic voting.
Integration of these methods is aimed at predicting behavior of various electoral groups
in different social and economic conditions.

2 Structure of the Model

The model is designed as an artificial society, which is a computer program that
reproduces demographic structure of the population and its geographic distribution
among the regions of Russia. Agents in the model correspond to the population of the
Russian Federation; their main characteristics are living standard and political prefer-
ences. Apart from agents and parties, who are usually considered as acting subjects of
election models, we also include organizations, which embody economy of the Russian
Federation. This allows to present wages, profits, taxes and employment in different
sectors and regions. These factors influence living standard of the agents directly, along
with budgetary transfers. Political parties present programs with proposals of different
measures; agents evaluate programs and candidates depending on their current eco-
nomic state and expectations. After the elections, Legislative and Executive are formed;
they determine new state policy. Thus elections provide a feedback function, as a result
of them socio-economic policy might be adjusted.

The developed model includes a number of interconnected modules reflecting
various aspects of social dynamics: ‘Population’, ‘Economy’, ‘Education’, ‘Voting’,
‘Legislative’ and ‘Executive’ (see Fig. 1).

In the module “Population” social and demographic structure of the population and
its geographic distribution among the regions of Russia is reproduced; maturation, birth
and death of agents in each region is reflected. These issues are discussed in more detail
in [22]. Agents act as labor, consumers, students and voters, thus interacting with other
modules.
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For an adequate estimation of the economic policy, social and economic envi-
ronment of the model has to reflect implementation of these measures. Economy in the
model is considered in the context of sectors and regions, as both these factors are
significant in assessing living standards of the population, implementation of invest-
ment projects and government support programs. The model reproduces industries in
the form of enlarged regional enterprises, jobs and products, associated with them.
Population is connected with the economy through employment on the one hand, and
consumption on the other. The quantitative and qualitative composition of the labor
force affects productive capacities of the economy; development of the economy, in
turn, influences on living standards of the population.

Political system in the model is democratic and multiparty. We assume that it is
simplified and consists of two institutions: Executive and Legislative. Based on the
accepted assumption, we omit possible contradictions between the President and the
Government, treating them as a united institution of executive power. Executive
determines structure of the budget, taxation scale, transfer payments, the interest rate
and subsidies to different sectors of the economy. These functions are implemented
through educational, medical, social security and defense budgetary organizations.
Taxation scale is regulated by Legislative; it also approves structure of the budget.
Since the aim of this research is to study influence of economic policy on the political
preferences of the population, other aspects of foreign and domestic policy are not
considered in the framework of the model.

3 Elections in the Model

Elections in the model reproduce adopted in the Russian Federation procedures in a
simplified form. Elections of Legislative are carried out once in 5 years, Executive
elections - once in 6 years. Candidates submit their electoral programs; population

Fig. 1. Structure of the agent model of political preferences dynamics.
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evaluates them and votes for the selected candidates. According to the election results,
distribution of mandates in Legislative is determined or the Executive is appointed.

3.1 Political Programs

In the model both Legislative and Executive are elective. The Legislative is multi-
party; parties in the model correlate with leading parties in Russia. At the moment, the
number of officially registered parties in Russia is about 75 (this number is constantly
changing), but composition of the State Duma remains stable. According to the election
results, four parties occupied their place in the State Duma of 4-7 convocations: United
Russia (UR) [26]; Communist Party of the Russian Federation (CPRF) [5]; Liberal
Democratic Party of Russia (LDPR) [12]; A Just Russia Party (JR) [1]. Since 1999,
United Russia has taken the role of the ruling party, obtaining an absolute majority of
votes in the elections.

To attract the voters, parties present programs that reflect interests of certain
electoral groups. Ideologies of political parties are right, left or center oriented; some
parties take an intermediate position: right-centrism or left-centrism [11]. Programs of
political parties are grouped into issues in which parties consider it necessary to make
changes. The most important issues in political pre-election programs are: improving
the living standards of the population; development of the economy, including agri-
culture and industry; support of business, construction and housing services; financing
of health care and education. Table 1 compares political programs of parties belonging
to the State Duma of 4-7 convocations, as well as the Civic Platform [4], Rodina [21]
and Yabloko party [27]. The position of the party for each item is marked:

L - if the proposed concept refers to the left position in the traditional sense (social
equality achieved through active income redistribution);
R - if the proposed concept refers to the right position in the traditional sense
(market freedom and inequality);
N - if the concept for this issue is not indicated in the program.

Table 1. Comparison of pre-election programs of political parties in Russia.

Issue UR CPRF LDPR JR CP Rodina Jabloko

Social transfers L L L L L L L
Medicine L L L L L L L
Education L L L L L L L
Industry support L L L L L L L
Housing construction support R N L L L N R
Housing services support R L L L L N L
Business R R R R R R R
Tax system R L L L R N R
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Comparative analysis of pre-election programs of the parties shows that, despite
their official left or right position, their proposals on certain issues are very similar. For
example, all parties, including CPRF, support business, which traditionally refers to the
right ideology. Public funding for education and health is also observed in all pro-
grams, including the right party Yabloko. Thus, a fairly general concept in political
programs of different parties is a market economy with powerful elements of a social
state, which is close to the Keynesian model of state economic policy.

Similarity is also observed in socio-economic issues in political programs of the
presidential candidates. In the presidential elections, however, the personal authority of
the candidates and the general assessment of the current administration by the voters
are of greater importance.

The model includes 7 parties: United Russia, CPRF, LDPR, A Just Russia,
Yabloko, Civic Platform and Rodina. The parties Yabloko Party, Civic Platform and
Rodina, although not included in the State Duma of 4-7 convocations, have differences
in political programs from other parties, and therefore may attract some voters in the
long term. Party programs in the model include the main issues of socio-economic
policy presented in Table 1.

3.2 Voting

We use method of cluster analysis for identification of groups that are homogeneous in
political preferences and have similar electoral behavior. The main criteria for clus-
tering are sphere (budgetary or commercial organizations, military and defense sector),
type of employment (employees, businessmen, self-employed) and level of income.
Students, pensioners, unemployed people and person on maternity leave are distin-
guished as separate clusters.

An agent can belong to several clusters, for example, be a working pensioner or a
self-employed student, in this case its political preferences are combined. For each
cluster, it is possible to select issues of pre-election programs that are of special interest
to them (Table 3). Thus, pensions and benefits are critical for pensioners and persons
on maternity leave; tariffs for housing and communal services - for persons with low
incomes (pensioners and employees with minimal wage); tax policy - for businessmen
and self-employed.

Ownership to a certain cluster determines political preferences of the Agent.
Businessmen and self-employed would gravitate toward candidates with a right attitude
to tax policy and business (market freedom and low taxes), while low-income indi-
viduals would choose candidates with a left attitude in social policy.

Analysis of party programs (Table 1) shows that most parties in the Russian
Federation combine both these positions in election campaigns, so in this situation,
evaluation of real results of the ruling party and the President becomes very important.
In the model agents implement concept of retrospective economic voting [2, 20] and
for evaluation of the authorities they keep a record of their subjective estimates of
living standards in previous periods.

When making an electoral decision, agents compare political programs of parties
and choose the one that represents interests of their cluster. If the candidate was in
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power in previous periods, and the agent’s living standard remained low, he will make
a protest vote, even if the candidate’s program formally promotes his interests (Fig. 2).

Protest voting can be expressed both in the choice of opposition parties and in
refusal to participate in elections. Increase of protest voting is a sign of social stability
disruption and threatens to cause acts of protest targeted by destructive political
influence.

3.3 Formation of the Authorities

After the election procedure its results are summed up. In the Executive election, the
winner is determined by a majority of votes; the policy fixed in the pre-election
program becomes the current state policy. The composition of the Legislative is
determined in proportion to the number of votes for each party that has overcome the
5% barrier.

Table 3. Political preferences of electorate clusters.

Political program parameter 1 2 3 4 5 6 7 8 9 10

Social transfers L L L L L
Medicine L L L L
Education L L L L
Industry support L L
Housing construction support L L L
Housing services support L L L
Business R R
Tax system L R R

Table 2. Clusters of electorate.

№ Cluster

1 Students
2 Pensioners
3 Unemployed
4 Person on maternity leave
5 Employees, minimal wage
6 Employees, budgetary org., military & defense
7 Employees, budgetary org., other sectors
8 Employees, commercial org.
9 Self-employed
10 Businessmen
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4 State Administration

4.1 Legislative

Legislative power in the model is represented by one elected body. The legislative
process is an algorithm of actions from the legislative initiative to its endorsement in
the form of law (Fig. 3).

The right of legislative initiative in the Russian Federation is enjoyed by the
President, the Federation Council, the State Duma, the Government of the Russian
Federation, legislative bodies of the constituent entities; in the model this function is
assigned to the parties that join the Legislative. The legislative proposal is submitted to
the State Duma for consideration. Normally, the legislative proposal passes three
readings. In the first reading, the general provisions of the legislative proposal, the need
for its adoption, the important details should be discussed and analyzed. As a result, the
legislative proposal may be rejected, adopted finally or adopted with corrections. The
main work in the second reading falls on the discussion of the amendments. At the end
of the second reading, the legislative proposal may be adopted or rejected. In the third

Fig. 2. Algorithm of voting in the model.
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reading, it is decided to accept or reject the legislative proposal. The legislative pro-
posal is adopted if the majority of the deputies of the State Duma voted for it. In the
model, this process is simplified to two readings, and before the second reading the
legislative proposal is finalized taking into account comments of all parties included in
Legislative.

The process of approving the legislative proposal in the model is also simplistic.
The legislative proposal is approved by the Executive if its content corresponds to the
current state policy, otherwise it is vetoed. The approved law comes into force ten days
after its approval.

4.2 Executive

The program of Executive is implemented through a set of measures of tax, social,
investment and monetary policy. The main tool for implementing social and investment
policies is the state budget. In the model, the state budget is presented in aggregate
form (Table 4). The expenditure part determines social transfers, investment in
developing sectors (agriculture and industry), science, military and defense. The
amount and structure of military and defense spending is classified, so in our study
these issues are not addressed in detail; employees in this sector are grouped to a

Fig. 3. Algorithm of Legislative in the model.
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separate cluster of political activity (Table 2). Budget filling is made by tax proceeds,
revenues from the state property and financial assets. Structure of the budget is
approved by Legislative, this process in the model is also simplified to two readings.

Monetary policy is implemented through the discount rate of interest and lending to
financial organizations by the Central Bank of the Russian Federation.

The model makes reflects the influence of economic policy measures on the
standard of living of various categories of population. The influence of social policy is
direct, it changes incomes of pensioners, unemployed and persons on maternity leave.
Investment and financial policies affect the standard of living indirectly, through
development of business and production in different sectors, which in turn leads to
increased employment and higher incomes in the long run.

Tax policy is often a matter of debate, because increasing taxes can hamper
business development, and their reduction - lead to budget deficits, cuts in social and
investment spending. In recent years, high prices for products of the fuel and energy
complex have made it possible to avoid increasing taxes in other industries. However,
in case situation on foreign markets changes, this issue may become relevant, then
computational experiments on the model would help to assess the impact of alternative
changes in tax policy on different groups of population and the economy as a whole.

4.3 Perspectives of the Study

Upon completion of the program realization and procedures of informational filling of
the model, a series of computational experiments aimed at forecasting political activity
of the population in various scenarios is planned. Scenarios are formed from a number

Table 4. Structure of the state budget in the model.

Revenues Expenditure

Taxes
Individual income tax
Unified social tax
Corporate income tax
Other taxes

Revenues from the state property
Revenues from financial assets
Other revenues

Financing of budgetary organizations
Medicine
Education & Science
Administration
Culture
Military & Defense

Social transfers
Pensions
Maternity leave transfers
Unemployment benefits
Other transfers

Investments in economy sectors
Science
Agriculture
Industry
Other
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of uncontrollable factors that could have significant influence on social and political
situation in Russia: currency rate, oil prices and international sanctions. Results of the
statistical analysis of the numerical data would help to predict vote distribution
depending on dynamics of life standard indicators, employment, inflation, that are
expected during implementation of state economic policy, and estimate efficiency of
measures taken in order to support social and political stability. Analysis of results of
retrospective and prognostic modeling identifies existing patterns between the rate of
economic inequality and electoral support for different parties; completeness and
diversity of pre-election programs and political activity of the population; fulfillment of
electoral promises and future electoral support. The developed model could also be
used for prediction of a long term dynamics of economic inequality and its political
consequences and for development of social institutes providing effective public dis-
tribution system.
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Abstract. The leaders of digitalization are developing digital government as a
platform that stimulates public-private partnerships in the creation of innovative
applications and services. The primary and permanent core of this platform is
data, and it is the data ready for the information sharing and the provision of
seamless public services. Growing digital world has formed the culture of
interaction between government and society based on Open Data. The great
importance has the ability of consumers to understand the meaning (semantics)
determined by the provider, which is essential for the publication of Linked
Open Data. The application and dissemination of data models serve for adequate
semantic interpretation during information sharing and aim to achieve semantic
interoperability. Both data-centric and model-oriented approaches are funda-
mental for the digital transformation of public administration. In this paper, we
give a brief review of the leading countries digitalization experience and use it to
outline the criteria characterizing the implementation of a data-centric paradigm.
We have conducted the study showing if Russian e-government is ready for the
digitalization in terms of the following areas: (1) the practice of information
sharing; (2) the preconditions for the shift to a data-centric and model-oriented
paradigm; (3) the regulatory barriers of digital transformation. We believe that
the lack of data-centricity can become a serious obstacle to fulfill the plans of the
“Digital Economy of Russian Federation” program. Therefore, we give some
recommendations to introduce the data-centric approach that would enable the
use of disruptive digital technologies and support the development of digital
government in Russia.

Keywords: Digital government � E-government � Digitalization �
Interoperability � Semantic interoperability � Data-centricity �
Model-oriented approach � Information sharing

1 Introduction

Digital transformation of public sector, which characterizes Digital Government as a
new stage of e-Government (e-Gov) development, has the following distinctive fea-
tures [1]:
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1. Changing the priorities: in order to meet the expectations of the new “digital
generation”, which is accustomed to the convenience, mobility and speed that have
become traditional for the services offered by business sector. The provision of
shared and seamless services by public administrations, various business entities
and the non-profit organizations.

2. Expanding the scope of innovative social technologies: to increase citizens’
involvement and participation by using social media, specialized resources for civic
initiatives, online voting, legislative and policy-making activities etc.

3. Introducing new digital technologies such as Data Mining, Big Data, Deep
Learning, Decision Making and others.

Over the last 10 years, in the modern digital world, the use of Open Data
(OD) ready for information sharing has formed the culture of interaction between the
government and society. It is not sufficient just to open the data, but there is also the
need to provide them with an adequate interpretation on the consumer side, the
movement towards Linked Open Data (LOD) has become one of the priorities for the
digital government development in many countries.

Digital Government (DG) is developing as a platform (Fig. 1). According to
O’Reilly, government as a platform provides a common set of core systems that enable
government departments to share digital services, technology and processes [30]. The
basis of this platform is data. The documents, in their turn, are secondary, derived from
data, and the applications and services built on the latest digital technologies rely on

Fig. 1. Digital government as a platform: data-centric view
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data as well. Unlike the document- or application-centric [15] paradigms, data-cen-
tricity contributes to the growth of innovations, the creation of new services and
applications, destroys barriers that public-private partnership meets.

Digital government systems are heterogeneous. They have a variety of stake-
holders; their development is going synchronously in the frames of life cycles. The
interaction of these systems occurs in dynamically expanding heterogeneous envi-
ronment. Therefore, the interoperability and the priority of information sharing, which
eliminate the duplication of information and fix responsibility areas, are crucial for the
effective interaction of DG systems. The use of data models [42] holding the domain
knowledge, which is essential for the model-oriented approach, is the basic tool to
achieve semantic interoperability. The application of model-oriented approaches in the
socio-technical system of systems (and Digital Government in particular) [4] is
becoming one of the important tasks in cross-agency, cross-border and international
interaction.

The roadmap of the “Digital Economy of the Russian Federation” program,
adopted in July 2017, focuses on the development of innovations and the use of
disruptive digital technologies, although it has not fully defined the ways of their
implementation and dissemination. At the same time, it underlines the need to create
“the conditions for the development of digital economy in Russia, in which the data in
digital form is a key factor of production” [39]. However, Russian strategic papers do
not adequately reflect the data-centricity and model-oriented approach, which are
dominant in digitalization all over the world. This can become an obstacle to the public
sector digitalization, the modernization of administrative procedures and the large-scale
use of disruptive digital technologies. To implement these tasks successfully in such a
short term (up to 2025), we need to lay a significant groundwork and prepare the data
and models for sharing, describing knowledge about the data as well as the subject area
of their use.

Digital transformation has a short, but already established and successful practice in
many countries. Based on the review of this practice we have identified the criteria
characterizing the application of data-centricity in digitalization and carried out a
comparative analysis of the scientific and technological level achieved in order to
answer the question put in the title: is Russia ready for digital transformation of public
sector.

2 Methods

When reviewing academic resources and the strategic documents of the leading
countries in the development of digital government, we pursue two goals: (1) to study
and represent the existing experience in public sector digitalization; (2) to identify the
criteria that characterize the application of data-centric and model-oriented approach.
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Based on these criteria, we have conducted the study in the following areas:

1. The practice of information sharing. We used the 5-star model suggested by Tim
Berners-Lee [6] to determine the level of Open Data published on Russian Open
Data Portal1.

2. Preconditions for the shift to the data-centric and model-oriented paradigm in
digital government. Guided by the fact that such prerequisites are usually reflected
either in scientific research (at the initial stage) or in the practical application of
innovations:
a. We have searched for scientific research papers published over the past two

years and related to innovations in the field of digital transformation of public
administration in Russia and abroad, using the keywords chosen in accordance
with the selected criteria.

b. We have surveyed the systems of Russian e-government in order to understand
if they are ready for the information sharing and cross-agency interaction in a
heterogeneous environment with a variable number of participants. We used
materials published in open access, including descriptions of information sys-
tems, methodological and regulatory documents, as well as the systems them-
selves via the Internet.

3. Regulatory barriers. We have considered the practice of open data standards and
models applying for information interaction in Russia and in the world.

Section 3 of this paper represents the review of academic sources and strategic doc-
uments. Section 4 describes the results of the conducted study and Sect. 5 gives the
conclusion and authors’ recommendations.

3 Review

Digital transformation of the government goes far beyond automation of administrative
procedures and the creation of various applications (web sites, portals, mobile apps
etc.) for the provision of public services. The basis for this transition is a new, data-
centric paradigm in which applications become the same data consumers as other
interested participants [10]. The possibility of unimpeded and open use of data (taking
into account the semantics) leads to a rapid growth of digital channels of interaction
(primarily mobile), provides the realization of big data and decision-making systems
using artificial intelligence.

Digitization all over the world is developing fast due to advanced analysis, powered
by intensive computing systems, which provides unprecedented opportunity to unleash
the value of interconnected data [5]. At the same time, the openness of data, which
enables their transparency, simultaneously affects the growth of innovations, as devel-
opers create such applications that reuse government data in unexpected ways [30].

Back in 2010, the idea of implementing the Government as a platform (GaaP)
appeared [30]. It had the aim of encouraging the private sector to build applications that

1 https://data.gov.ru/.
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government did not consider or did not have the resources to create. Open Data became
a powerful tool for the realization of this objective. According to O’Reilly, platforms
that generate the highest economic activity are the ones that are the most open, where
decentralization and low entry barriers for participation make it easy for users and
developers to add value to the existing platform, while open standards encourage
innovation. Open standards allow interoperability between different services and
products which in turn consolidates openness of each service and product [30].

The United Kingdom is pursuing the GaaP vision [25] principally through the
Government Digital Service [18], a central agency that since 2015 has specific
responsibility and resources for its realization [17]. The principles of open standards the
UK recognizes as one of the powerful tools that unlocks the transformative power of
open source software to open up government and gives the possibility for the smallest
supplier to compete with the largest [32]. The Government Transformation Strategy
(2017) highlights data as a priority. It proposes the appointment of a new Chief Data
Officer, and the creation of 44 potential new registers [20].

The United States has shown the capability to create digital government in a very
short time. In 2012, this country adopted the Strategy of Digital Government [12] and
managed to implement it within 12 months [12]. This became possible, because of ten
years of enormous work spent to reorganize state information resources, to form and
disseminate architectural models and exchange models of interaction, to introduce (not
without problems and errors) an architectural approach at all stages of the creation and
modernization of e-Government, to ensure interoperability at all levels of information
systems interaction.

The basis for digital transformation was laid down in 2007 as part of the US
National Strategy for information sharing [29] which then continued in 2012 under the
motto “information is a national asset” [28] and in general led to the active develop-
ment and dissemination of National Information Exchange Model2.

The US Digital Government Strategy [12] committed to progress from managing
documents to managing discrete pieces of open data and promoted shared platform
approach, which was devoted to collaboration both within and across agencies, to
reduce costs, streamline development and apply consistent standards. Customer-centric
approach as one of the fundamental principles influenced the methods of data creation,
managing, and providing by anyway (through websites, mobile applications, raw data
sets, and other modes of delivery), that allowed customers to shape, share and consume
information, whenever and however they want it [12]. OMB3 Memorandum
“Managing Information as an Asset” [26] established the priority of open standards that
ensured the possibility of widespread use of government data, products and services;
stimulated the growth of innovations and supported the implementation of open data
principles4.

European “eGovernment Action Plan 2016–2020. Accelerating the digital trans-
formation of government” is now in the phase of active implementation [9]. Digital

2 National Information Exchange Model, https://www.niem.gov/.
3 Office of Management and Budget.
4 https://project-open-data.cio.gov/open-standards/.
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transformation in EU is based on the promotion of interoperability within the ISA2

program, [11] as well as the share and reuse of interoperability solutions in accordance
with the recommendations presented in the European Interoperability Framework
(EIF) [8]. EIF has the objective to enable seamless interaction of public administrations
of different countries for the provision of pan-European services to citizens and busi-
nesses, to minimize digital fragmentation of services and data, and to support the EU’s
digital single market to work smoothly.

The creation, sharing and reuse of semantic models such as Core Vocabularies5

plays a significant role in the development of European interoperability solutions. Core
Vocabularies are simplified, re-usable and extensible data models that capture the
fundamental characteristics of an entity in a context-neutral fashion. Public adminis-
trations can use and extend the Core Vocabularies in the following contexts:
(1) Development of new systems; (2) Information exchange between systems; (3) Data
integration; (4) Open data publishing [13]. The creation of an open data ecosystem is
maintained with the use of open standards built around the DCAT-AP specification,
which has currently become a de facto open data standard in Europe with a number of
countries and portals adopting or extending it [7].

The application of data models in e-government systems [33] is the subject of
numerous studies. For example, an extensive literature review [36] describes how the
generic data models support the interoperability of public administration in sub-
domain, national and global level. The “Comparative analysis of metadata models on e-
government open data platforms” [27] stresses that they contribute to the formation of
an adequate environment, for the consumption of data released on these platforms.

A very important initiative for digital transformation of e-government is the tran-
sition from open government data to Linked Open Data (LOD)6. In 2011 W3C has set
up a Government Linked Data working group [19], at the same time Tim Berners Lee
suggested the 5 star model, which not only rates datasets, but also provides a roadmap
for moving from open to linked data [6].

The implementation of LOD to publish structured and interlinked data in open
formats and combine content from various sources is one of the key indicators on some
of e-government maturity models [24].

Consulting companies reflect the priority of data-centricity in their recent publi-
cations. In 2017, Gartner [16] suggested identifying data-centricity as a new e-
government maturity stage. Its key performance indicators are the degree of data
openness and the number of applications built on open data [16].

However, the openness of the data itself is not sufficient for the digital transfor-
mation of government. Transition to a data-centric paradigm changes the approach to
the organization of information systems: it is not the application that becomes the
source of open data (upload-publish-use), it’s the data, accessible and prepared for
sharing, that stimulates the creation of new innovative applications.

The effective use of disruptive digital technologies important for digital government
such as Data Mining, Big Data, Deep Learning and Decision Making, depends on

5 https://ec.europa.eu/isa2/solutions/core-vocabularies_en.
6 EU Linked Open Data Project, https://okfn.org/projects/lod2/.
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processing of large volumes of raw data. That requires changing the approach to
creating and maintaining government information resources.

Government data should be provided for processing “as is” with the help of new
digital technologies, but not after their preliminary processing via the applications of
data provider, which is typical for document-centric state systems. Formation of the
output document (interface) on the supplier’s side helps public administration to
transfer the zone of its responsibility from the data itself to the output forms. That is, of
course, simpler. The problem is that this archaic procedure takes a lot of time, causes an
implicit interpretation of data by provider’s applications, and possibly its employees.

In fact, for the application of digital technologies in the public sector, it is necessary
to move from document-centric to data-centric systems, in which public administration
is responsible for primary data, and documents are formed from retrieved data
according to clearly defined rules. Besides, the supplier must also provide data models
(standards) for correct machine processing of data (Fig. 2).

This approach together with the use of object-oriented models is essential for OD
initiatives and SDMX-datahubs [37], and with the use of semantic models for more
precise interpretation of data in domain context is basic for LOD initiative7. These
international projects are the drivers of a data-centric paradigm, allowing public
administrations to acquire the experience of digital transformation and creating the
basis for the application of new digital technologies.

The experience of digitalization leaders shows that the achievement of success in
digital transformation requires many years of dedicated work to form the necessary
basis – government data prepared for sharing in public administration exchange and
open data for unlimited use. This data groundwork, as well as the development and

Fig. 2. Transition to data-centricity and model-orientation

7 http://lod-cloud.net/.
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implementation of data-centric strategies and processes is the key enabler for the
realization of digital government potential in the shortest possible time.

Studying academic sources and conceptual/strategic documents allows us to offer
the following key criteria that characterize the implementation of the data-centric and
model-oriented approaches in the course of digital transformation:

1. Linked open government data publication (use of semantic models).
2. Application of information exchange models to achieve semantic interoperability.
3. Use of open data model standards.

4 Results and Discussion

4.1 Practice of Information Sharing in Russia

Information sharing demands data to be accessible, open and presented in such a format
that the maximum number of consumers could use it without losing the meaning laid
by the provider. Berners-Lee, the inventor of the Web and Linked Data initiator,
proposed a 5-star deployment scheme for Open Data [6]. We use his model to assess
the possibility of sharing for the datasets published on the Open Data Portal of Russian
Federation (See footnote 1).

Table 1 represents the statistics of Open Data publication (criterion 1) collected
from the Open Data Portals of Russia, USA8 and EU9. The comparison shows that the
total number of datasets published in Russia is next smaller than the quantity of
datasets published by the other countries. Open Data in Russia is catastrophically not
“available on the web (whatever format)”. From this point of view, Russian e-
government is not open enough and can hardly get the first star (see Fig. 3).

Table 1. Open data portals statistics (Russia, USA, EU)

Format Russia USA EU
Number of
data sets

% of
data sets

Number of
data sets

% of
data sets

Number of
data sets

% of
data sets

Total 20 309 280 593 866 207
PDF n/a n/a 92 335 32.91 45 427 5.24
CSV 12 187 60.01 18 128 6.46 104 201 12.03
XML 6 397 31.50 31 601 11.26 15 122 1.75
JSON 973 4.79 13 612 4.85 46 364 5.35
ZIP 71 0.35 40 706 14.51 56 340 6.50
XLS 55 0.27 2 136 0.76 25 542 2.95
XLSX 32 0.16 1 564 0.56 11 062 1.28
GZ 31 0.15 n/a n/a n/a 0.00
RDF 5 0.02 9 379 3.34 3 559 0.41

8 https://www.data.gov/.
9 https://www.europeandataportal.eu/en/homepage.
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On the other hand, 60% of Russian datasets are in CSV format, but only few
hundredths of a percent use RDF. Accordingly, we can say that OD is mostly published
in non-proprietary formats and this is correspondent to the third stage of the 5-star
model.

In addition, during the study, we have found that many of datasets published on
data.gov.ru are in fact not available or were updated 2–3 years ago. Among the ten
models recommended under the “Government” tag, only two were updated at the end
of 2017, the update of the rest took place in 2016. At the same time, data structure is
filled just for a few datasets and does not provide a description of the data contained,
but gives only a formal description of field types (string, date, number, etc.).

Even a cursory analysis confirms the doubt that such Open Data can be accessible,
machine readable and “linked”. Nevertheless, The Government Commission for the
Coordination of the Open Government in Russia considers the transition to LOD as one
of the important objectives [31]. Item 3.4 of the “Open Data of the Russian Federation”
Action Plan required the implementation of pilot projects for the publication of linked
open datasets with the possibility of visualization in June 2016 [38]. However, in May
2018, we have not found any of them.

It is obvious that moving from OD to LOD causes considerable difficulties. At first,
this is due to the lack of an information sharing culture. Data provider is concerned
with the task to publish Open Data and does not care how consumers can interpret it.
Moreover, LOD is a rare topic in Russian research papers, there is no practice of
Linked Open Data creation, and it is difficult to find qualified specialists. Domestic

Fig. 3. 5* open data
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tools for linking do not exist, and foreign ones are not implemented. Public sector does
not show the intention to develop, maintain and use Catalogues of domain data models,
which can provide LOD with the semantic description.

4.2 Preconditions for the Shift to the Data-Centric and Model-Oriented
Paradigm in Digital Government

Academic studies and research precede the development and implementation of
innovations. We use the criteria (1–3) selected in our review to define the keywords
and detailed search phrases to clarify queries and to avoid irrelevant results. We prefer
to use Google Scholar (GS) for the search due to the following assumptions: (1) Rus-
sian Scientific Electronic Library10 does not contain references to foreign materials and
produces fewer sources for the same requests in Russian. For example, the query
“semantic interoperability in e-government” in Russian gives 1–3 papers and the same
query on GS returns 26–28 links; (2) Scopus mainly contains English-written resour-
ces, so it is not practical to use it for searching papers in Russian on a rather narrow
topic such as public administration.

The peak of research papers published in foreign resources and relevant to selected
search phrases came in 2010–2014, when these issues were more significant to the
subject of academic research abroad. We have limited the search period to 2017–2018
in order to capture both Russian studies that did not exist earlier and actual foreign
works reflecting not only theoretical approaches but also the practice of their imple-
mentation. Column 3 of Table 2 shows GS search results.

Search engines display all the publications that contain words from the search
query. Expert evaluation of first 30 links in the search results let us determine the
proportion of papers that accurately matched the topic of discussion and selected
criteria. Column 4 of Table 2 presents the results of evaluation.

As we can see from Table 2, there are very few Russian studies related to data-
centricity and model-oriented approach in the field of digital transformation in public
sector. Academic research papers, confirming the prerequisites for the application,
implementation or actual use of LOD, data models and open data standards in the
Russian e-government, are not published yet or probably not available at all.

We have also studied the practice of LOD (criterion 1), data models (criterion 2)
and open data standards (criterion 3) implementation in the current information sys-
tems of the e-government in Russia (e-Gov IS). We used information (descriptions,
project documentation, and presentations) retrieved from the Internet and published on
the websites of the responsible authorities, because the systems themselves have
external access. Conducted analysis shows that the surveyed e-Gov IS have no focus on
information sharing. We have found no trace of data models publication as well as the
distribution for further reuse. We can point to only one mention of a unified data model
noted in the draft of the System Project of the Russian Federation e-government
modernization until 2020 [35] but this document did not pass the agreement and was
sent to revision in 2017.

10 https://elibrary.ru/elibrary_about.asp.
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Among Russian e-Gov IS there is no federal or regional system responsible for
ensuring interoperability at all levels and stimulating the community of experts to
create, disseminate and reuse domain data models and open data standards.

4.3 Open Data Standards for Breaking Regulatory Barriers

We can confidently assert that the use of data exchange standards has already become a
global practice at the international and national levels as well as in the exchange of
information between enterprises.

Data standards, as a rule, belong to the category of open standards, especially in the
systemswhere the number of participants is dynamically changing during the lifecycle. In
this case, they can be de jure standards, such as the “Electronic health record commu-
nication” [21] and “Product data representation and exchange” [34], or de facto standards
that are developed and maintained by sustainable groups of companies or organizations.
Most of the applied data models belong to the second category, although some of them
can obtain official status after completion of development such as SDMX [22].

The use of “de facto” data standards developed and supported with the direct
participation and maintenance of the government is rather usual for the organization of
cross-agency interaction in variety of countries.

Our own research (e.g. [3]), as well as many years of practice and expert work in
the public sector give us the basis to analyze the use of data standards and models11 for

Table 2. Google Scholar search results and relevance evaluation

Search query Total since
2017

% relevant
from first 30

en ru en ru

Open standards Open standards in digital
government

17900 1100 100% 83%

Open standards in e-
government experience

5100 2040 100% 16%

Data models,
semantics, ontologies

Domain ontology in digital
government

7680 82 70% 50%

Domain data models in e-
government

4870 2030 73% 16%

Semantic interoperability in
e-government

5120 26 70% 50%

Linked open data Linked open data in e-
government

4700 415 90% 13%

LOD e-government 77 27 100% 10%

11 A detailed review of models and standards, as well as examples of their application, we wil
represent in the future monograph “Digital Transformation of the Government. Data-centricity and
Semantic Interoperability”.
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interaction at the domain, national or international levels. Here we have to state that the
practice of data models’ application in Russia has an episodic nature.

The implementation of an early version of Statistical Data and Metadata eXchange
[22] in the Unified Interdepartmental Information and Statistical System [40] is one of
such examples. Another example of the system based on international standards is the
Unified State Information System on the Environment in the World Ocean [41]. It
applies ISO/TC 211 group “Geographic Information/Geomatics” [23]. The data model
of this system is open and available to the participants of information exchange.
Another well-known data standard is the “Aeronautical Information Exchange Model”
[2], which is used in Russian aviation.

As a rule, the deployment of data standards in Russia takes long time, brings many
difficulties and is often performed with a great delay. For example, the plan of the
Central Bank of the Russian Federation to implement eXtensible Business Reporting
Language [14] is designed for 8 years (2016–2022)12. However, the practical adoption
of this standard started in 2008 (USA), and now it has already covered about 50
countries.

Russia does not have its own open standards. Programmers and scientists develop
data models, but the state level does not apply them. This situation is a systemic
problem for digitalization of economics and public sector in particular within such
short timeframes, as standardization process takes extremely long time. The develop-
ment and application of open standards, supported by the expert community, ensures
the reduction of regulatory barriers based on the application of national standards.

5 Conclusion and Recommendations

This paper presents the results of the study of Russia’s readiness for digital transfor-
mation of public sector. We have conducted a brief analysis of the academic sources
and strategic documents issued by the leaders in digital government development (UK,
USA, EU). The given review proves that both data-centricity and model-oriented
approach are essential for the current international practice of digitalization. In order to
determine whether there are prerequisites for the transformation in Russia, we identified
three main criteria: (1) publication of linked open government data (use of semantic
models) (2) application of information exchange models to achieve semantic interop-
erability and (3) use of open standards and data models.

Based on these criteria and Berners-Lee’s 5-star deployment scheme we have made
an insight into information sharing practice via Open Data and have determined that
OD in Russia is at the initial levels of development (1–3).

The study of Russian and foreign academic resources along with the practice data
models and open standards application and dissemination, have shown that

12 https://www.cbr.ru/finmarket/projects_xbrl1/.

450 Y. Akatkin and E. Yasinovskaya

https://www.cbr.ru/finmarket/projects_xbrl1/


prerequisites for the moving towards the data-centric and model-orientated paradigm in
Russia have not yet been created. That minimal list of published papers shows that the
work this direction is unsolicited. The ideas presented in them have little chance to
break through the bureaucratic barriers and become a driver for future changes. Data
models of information systems are not available for cross-agency information exchange
participants, and the data is not available for sharing and reuse. OD is published “as is”
(e.g. European DCAT is not used for the description of datasets) and consumers
interpret OD “as they can”.

International standards and models are used in e-Gove IS only when cross-border
cooperation is required. Russia does not have its own open standards. IT specialists and
domain researchers develop data models autonomously, but at the state level, there is
no common practice of application.

Therefore, we conclude that Russia now makes no effort to move towards data-
centric paradigm. Moreover, we cannot trace the intention to lay this groundwork from
the government as well as from responsible ministries and committees. This can be a
serious obstacle to the implementation of Digital Economy program, at least in the
public sector. One of the important reasons for that is the absence of background that
allows the promotion of disruptive digital technologies and the transition to a digital
government.

We believe that for a successful digital transformation of the public sector in
Russia, it is necessary to develop the following areas:

• Cross-agency interaction based on information sharing and the construction of a
single digital environment certainly is a significant result for the validity and quality
of government decisions, which we expected from the digital transformation of e-
government. However, this result itself is also important for the development of
seamless public services, shared by state departments, various business entities and
non-profit foundations such as volunteer, charitable and other organizations.

• Building Digital Government as an ecosystem of shared public services, i.e. open
platform that provides the conditions for the provision, innovative development and
the dissemination of integrated services. This will allow achieving socially signif-
icant goals and reveal the potential of Linked Open Government Data to stimulate
innovation and transformation of public services.

• Developing the culture of information sharing and the arrangement of seamless
interagency cooperation determine the responsibility of the Provider (agency) for
the data provided as well as the possibility of unambiguous reading and under-
standing, by both people and machines.

To implement these directions, the road map for digital transformation of e-
government on Russia’s should include actions that ensure the transfer to data-centric
and model-orientated paradigm and provide interoperability at all levels: legal, orga-
nizational, semantic and technical.
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Micro-level Assessment of Health
of e-Governance Projects Using Kite Model

Ajay Adala
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Abstract. The success/failure of e-governance projects is normally assessed by
their outcome and impact on efficiency of government working. The e-
governance project which is successful is known to have a significant impact in
government working, transformation of its processes and improving its relia-
bility, accountability and transparency. Several models exist today for assessing
e-governance projects. The methodologies adopted in these models vary
depending on the objective of assessment and likely availability of quantitative
and qualitative data. It has been observed that the general objective of e-
governance assessment studies is to assess the impact of the project and real-
ization of project objectives viz., cost-saving, process cycle time etc. While the
existing models of assessment provide insights on project outcome, it may be
necessary to adopt models which can assess the inherent strength of the entire
eco-system of e-governance project. The Kite Model is one such model which
considers various intrinsic and extrinsic factors for diagnosing the health of e-
governance projects. The assessment of various components assigned to each
factor provides a basis for a macro-level analysis. In order to carry out micro-
level assessment of e-governance projects, an attempt has been made to derive
various sub-components within each component and evaluate them based on
assessment points applicable for each component. This paper provides insights
on micro-level assessment of each component and proactively identify areas
which can be prioritized for ensuring the health of e-governance projects.

Keywords: Kite Model � Micro-analysis � Assessment

1 Introduction

The general objective while evaluating e-governance projects has largely been to
measure its impact on reliability, accountability and transparency on comparison with
traditional model of governance. The objectives defined while conceptualizing e-
governance projects are often considered as a basis of assessment. Most of such studies
tend to be survey-based recording the perception of various stakeholders with regard to
realization of intended benefits. The studies also gather information on the various
issues which are likely to influence efficient usage of the system. The conclusions
derived from such additional data, which may be treated as bye-products of the main
study, are also considered important inputs for ensuring proper alignment of the system
to its goals.
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On the other side, some assessment studies focus on savings achieved post
implementation of e-governance projects [6]. These savings may be quantified in terms
of monetary, approval turn-around time, time and effort, ease and convenience,
physical storage spaces, data retrieval etc. The conclusions resulting from such studies
are often considered as critical inputs for scaling/replication/continued operation of
projects.

It may be worthwhile to assess the inherent strength of the entire eco-system of e-
governance project in an effort to diagnose the health of the project. Such an exercise
focuses on internal state of affairs, techno-operational aspects and other administrative
provisions which can ascertain whether the necessary level of preparedness and
readiness is achieved for successful implementation of e-governance projects [1]. This
requires collection of data which is related to the project, implementation agency,
service provider and other stakeholders. Such data can be used to appropriately assess
whether the e-governance project would be capable of successfully deploying and
sustaining its activities in technical, operational, administrative, financial, legal, and
institutions (toefil) aspects.

2 Why Kite Model?

As per literature review, several assessment frameworks related to e-government
implementation exist today. The methodologies adopted vary depending on the
objective of assessment and likely availability of quantitative and qualitative data. The
key findings of literature review as follows.

• The e-government assessment framework designed by Indian Institute of Man-
agement, Ahmedabad (India) focused on two core ideas emphasized by each of the
frameworks reviewed earlier—measuring the total value delivered by a project to
different types of stakeholders and identifying multiple components of the value that
would need to be measured in different ways, reflecting a variety of outcomes
experienced by each type of stakeholder [4].

• As per Fitsilis, Anthopoulos and Gerogiannis, an “ideal” e-government assessment
framework should combine five different and concrete perspectives namely: project
organization perspective, project processes perspective, project results perspective,
social and economics perspective, citizen satisfaction perspective. Most of the e-
governance assessment frameworks focus on multiple e-Government stakeholders
and on their different points of view for project quality. They recognize strategic
goals as important parameters for project evaluations [6].

• The DeLone and McLean Information System Model has just three components: the
creation of a system, the use of the system, and the consequences of this system use.
Each of these steps is a necessary, but not sufficient, condition for the resultant
outcome(s) [5].

• Five Elements of Successful E-Government Transformation are process reform,
leadership, strategic investment, collaboration, civic engagement. Further, strong
leadership can ensure the long-term commitment of resources and expertise and the
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cooperation of disparate factions. Leadership can also articulate a unifying theme
that can propel the e-government initiative through all the necessary steps [7].

• It is important to note that effective institutional coordination through e-government
and integration in service delivery at the policymaking level requires a profound
shift that is generally difficult in practice. This represents a paradigm shift towards a
connected and people-centred government, where agencies and levels of govern-
ment share objectives, data, processes and infrastructures across organizational
boundaries [9].

• e-Government involves interplay between various e-Government actors viz.,
political organizations, administrative bodies/public sector, business organizations/
associations, training & research organizations and citizens/civil societies [1].

• The 6-i framework (Institutional Framework, Internal Process Re-engineering,
Internal Capacity Building, Innovations, Investment Model (Business Model),
Infrastructure (Core)) was used to assess whether e-Governance projects have an
overall balance of all critical factors in order to achieve a progressive state [8].

• The feasibility of having a successful e-government is directly depended on the
governments’ overall ability and readiness to spend on the necessary information
technology and related costs [3].

In order to address the deficiencies on existing assessment frameworks and ensure
use of a single framework to assess e-governance projects at any stage of implemen-
tation, the author has designed a framework and named it as Kite Model. It primarily
focusses on various factors which can assess the inherent capability of e-governance
projects to successfully deploy, operate or sustain.

The Kite Model is an attempt to easily understand the factors responsible for
successful implementation of e-governance projects and conveniently diagnose them to
indicate their health [2]. The factors resemble the essentials required to fly a Kite and
maintain its flight. The “Infrastructure Readiness” provides major support and con-
sidered as the backbone. The “Sustainability Sureness” gives shape and considered as
an arc which is always in stressed condition. The “e-Governance Champion” ensures
appropriate propelling and guidance, particularly in turbulent condition. The “Political
Will” ensures enough breeze which can gently lift the Kite and keep it flying [2]
(Fig. 1).

The model assesses the following factors and assigns index to each of them.

(i) Infrastructure Readiness
(ii) Sustainability Sureness
(iii) e-Governance Champion Capability
(iv) Political Will.

The intrinsic factors viz., “infrastructure readiness” and “sustainability sureness”
are assessed based on how well they are addressed on procedure (P), documentation
(D), compliance (C) and audit (A). The grading of P, D, C and A is based on 6-point
scale as mentioned in Table 1. The points corresponding to the grade are then multi-
plied with the assigned weight mentioned in Table 2. The index for each component
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(on a scale of 5) is obtained by adding the weighted points. The factor-level index is the
simple average of indices calculated for each component.

The weights for P-D-C-A are mentioned in Table 2.
In case of extrinsic factors viz., the “e-Governance champion capability” and

“political will”, the components are graded as per Table 3. Thereafter, the points are
multiplied with the weights assigned for each component. The factor-level index is
arrived by adding the weighted points calculated for each component.

The list of various components under each of the intrinsic factors and extrinsic
factors, as defined by the Kite Model [2] are mentioned in Table 3.

The weightage of components under extrinsic factors are mentioned in Tables 4
and 5.

The indices arrived for the various factors of Kite Model indicate their health as per
health rating mentioned in Table 6. The higher the index, the healthier the factor.

Fig. 1. Kite Model

Table 1. Grading table

Grading Points

Poor 0
Fair 1
Average 2
Good 3
Very Good 4
Excellent 5
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Table 2. Weights assigned to PDCA

Parameter Weightage

Procedure (P) 1
Documentation (D) 3
Compliance (C) 4
Audit (A) 2
Total 10

Table 3. Factors and their components

Intrinsic factors Extrinsic factors
Infrastructure
readiness

Sustainable sureness e-Governance
champion

Political will

Physical infrastructure Financial sustainability
(Govt.)

Technology
orientation

Legal backing

Hardware
infrastructure

Financial sustainability
(Vendor)

Acceptance in
government

Government
agenda

Network infrastructure Application support eGov leaders Dashboard
services

Software
infrastructure

Incident handling Decision-making
powers

Security infrastructure Reforms management Collaborative
mindset

Manpower
infrastructure

Change management

Institutional
infrastructure

Real-time monitoring

Training infrastructure
SLA monitoring
infrastructure

Table 4. Component weights for e-Gov champion capability

Components of e-Gov champion capability Weightage

Technology orientation 1
Acceptance in government 3
eGov leaders 1
Decision-making powers 3
Collaborative mindset 2
Total 10
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3 Micro Level Analysis Using Kite Model

The component-level assessment for intrinsic and extrinsic factors results in diagnosing
e-governance projects at a macro level. It may be essential that each component be
assessed in detail. In order to ensure such micro-level assessment, each component is
further divided into sub-components. This means that the sub-components are assessed
first which are then consolidated to indicate the health of the component and subse-
quently the consolidation of components to arrive at factor-level index.

In case of intrinsic factors, these sub-components are assessed on how well they are
addressed on procedure (P), documentation (D), compliance (C) and audit (A). In case
of extrinsic factors, these sub-components are assessed on weighted grading. An equal
weightage to all sub-components has been considered to arrive at component-based
grading.

Based on the ground-level experiences shared by several experts on implementing
e-governance projects, the likely sub-components within each component have been
arrived. These are elaborated in following sub-sections.

3.1 Infrastructure Readiness

The various sub-components under each component of “Infrastructure Readiness” have
been derived based on field-level experience and audit exercises. These are listed in
Table 7.

3.2 Sustainability Sureness

The various sub-components under each component of “Sustainability Sureness”,
which have been derived based on practical experience and feasibility exercises, are
listed in Table 8.

Table 5. Component weights for political will

Components of political will Weightage

Legal backing (L) 4
Government agenda (G) 4
Dashboard services (D) 2
Total 10

Table 6. Assessment table

Index Status

>4 Healthy
3–4 Caution
2–3 Risky
<2 Dangerous
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Table 7. Sub-components for infrastructure readiness

Components Sub-components (Micro-level parameters)

Physical infrastructure 1. Data centre
2. Disaster recovery centre
3. Work premises
4. Office equipment and stationery

Hardware infrastructure 1. Servers (Web Application, database, content etc.)
2. Data storage
3. Backup media
4. Desktops
5. Peripherals (Printers, Scanners, reading devices etc.)

Network infrastructure 1. Routers, Switches, Hubs
2. Internet bandwidth
3. Internal LAN
4. External WAN

Software application 1. Software design
2. software code
3. Software deployment
4. Application versioning
5. Technologies

Security infrastructure 1. Firewall
2. Anti-Virus solutions
3. Threat detection
4. Access to Hardware, Network and Software application
5. Physical security
6. Access to user-credentials, keys, documents, files
7. Application vulnerability

Manpower resources 1. Ground staff (on-site)
2. Operational staff
3. Technical, functional and legal consultants
4. Government staff
5. System administrators

Institutional infrastructure 1. Nodal implementing agency
2. Committees, Advisory groups and Discussion forums
3. Technical, functional, legal and operational teams
4. Communication channels
5. Information repository

Training infrastructure 1. Well-equipped training facility
2. Training programs
3. Training manuals
4. Training teams
5. On-screen training facility
6. Helpdesk facility

SLA monitoring infrastructure 1. Tools to measure service levels
2. Generation of SLA reports
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3.3 e-Governance Champion Capability

The various sub-components under each component connected with “e-Governance
Champion Capability” have been derived based on survey and interviews. These are
listed in Table 9.

3.4 Political Will

The various sub-components under each component of “Political Will” are listed in
Table 10. These sub components have been derived based on interview questionnaires
and field study.

Table 8. Sub-components for sustainability sureness

Components Sub-components (Micro-level parameters)

Financial sustainability (Government) 1. Budgetary allocation, Grant, Loan
2. Transactional revenue
3. Fees by user entities
4. Interest on deposits
5. Penalties on vendor
6. Advertisement revenue

Financial sustainability (Vendor) 1. Timely vendor payments
2. Quantum and periodicity of payments
3. Financial strength of the vendor

Application support 1. Handholding to users
2. Helpdesk activities
3. Deployment of patches
4. Execution of scripts

Incident detection and handling 1. Tools to detect issues
2. Incident reporting process
3. Root cause analysis
4. Mitigation of risks

Reforms management 1. Process reforms
2. Support from vendor to implement reforms
3. Readiness of government to compensate vendor

Change management 1. Review of change management strategies
2. Constitution of expert committee
3. Initiatives to change mindset and attitude of users
4. Engagement of external consultants

Real-time monitoring 1. Automated tools/application to monitor SLAs
2. Real-time reporting of issues and breaches
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3.5 Points of Assessment

The most important aspect while assessing each sub-component is to arrive at the
various points of assessment for each component that are used as a basis to carry out
the assessment studies. Based on the literature review and work group discussion, the
likely points of assessment are listed in Table 11.

Table 9. Sub-components for e-Governance champion capability

Components Sub-components (Micro-level parameters)

Technology orientation 1. Able to embrace and understand technologies
2. Awareness on various hardware, software and network
aspects
3. Appreciate the role of technology, its dependencies and its
limitations
4. Attempt to understand the issues and suggest solutions

Acceptance in
government

1. Professional relations with political executives and
government officials
2. Convincing ability within and outside government
3. Capability to present and justify proposals

Availability of e-
Governance leaders

1. Motivated and tech-savvy government officials at project
operation level
2. Training of government officials
3. Building a team of techno-managerial professionals

Decision-making powers 1. Financial and Administrative powers
2. Capability to revise powers based on necessity
3. Powers to reform workflows and approval process
4. Independence in decision-making and handling day-to-day
activities

Collaborative mindset 1. Exhibit team-work
2. Facilitating joint decisions on critical issues
3. Ensure harmonious working between various stakeholders,
including government teams

Table 10. Sub-components for e-Governance champion capability

Components Sub-components (Micro-level parameters)

Legal backing 1. Acts specific to e-governance projects
2. Rules, Regulations, bye-laws etc. supporting e-governance projects
3. Orders/notifications/circulars guiding e-governance activities

Government agenda 1. Mandatory review of e-governance projects within departments
2. Involvement of political executives in discussion forums
3. Project evaluation activities by government agencies

Dashboard services 1. Customized MIS dashboard for political executives
2. Alert services in case of major achievements and benefits
3. Real-time information in case of major disruptions in services
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Table 11. Points of assessment for each component

Components Points of assessment

Infrastructure readiness
Physical infrastructure Finalisation of requirements and setting up of physical infrastructure
Hardware infrastructure Methodology adopted in finalising requirements, procurement and

installation of hardware infrastructure
Network infrastructure Estimation of network and bandwidth requirements and their

provisioning
Software application Adherence to standard policies and practices during software design

and development and adoption of technologies
Security infrastructure Framing and adoption of appropriate policies and strategies to ensure

security of application, data, hardware, content, resources and
equipment

Manpower resources Estimation and deployment of skilled manpower
Institutional infrastructure Sufficiency of institutional structures for ensuring implementation and

continuity of projects
Training infrastructure Provision to conduct various types of training programs including their

justification and extent of coverage
SLA monitoring
infrastructure

Methodology and tools to capture SLA data, measure service levels and
generate SLA reports

Sustainability sureness
Financial sustainability
(Government)

Strategies and available funds to meet financial expenditure during
implementation and maintenance phases of the project

Financial sustainability
(vendor)

Financial capability of the vendor to implement and sustain the project

Application support Quality of providing support for effective use of the application
Incident detection and
handling

Mechanism to handle incidents and ensure non-recurrence

Reforms management Readiness of the system to incorporate process reforms and
re-engineering

Change management Handling change management issues and requests
Real-time monitoring Deployment of a system for efficient monitoring and reporting
e-Governance champion
Technology orientation Capability to understand and visualise theoretical and practical aspects

of technologies
Acceptance in
Government

Comfort level in handling administrative activities in a manner which
helps projects

Availability of e-
Governance Leaders

Capability to build and nurture a team of e-governance skilled resources

Decision-making powers Institutional structure and policies favouring smooth functioning of e-
Gov champions

Collaborative mindset Attitude to encourage participative working environment with
collective responsibility

Political will
Legal backing Readiness of political machinery to give legal backing to e-governance

projects
Government agenda Inclusion of e-governance projects as common agenda of government
Dashboard services Willingness of political executives to view critical project information
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4 Case Study: e-Procurement Project, Govt. of Karnataka,
India

The author has undertaken a study of the unified end-to-end e-Procurement project
implemented in the State of Karnataka (India) and assessed the health of the project at a
micro-level using the Kite Model. The details are as follows.

4.1 Brief Details

The State of Karnataka (India) has implemented unified end-to-end e-Procurement
system for automating the entire cycle of procurement from Indent/Estimate creation
stage till final payment to the supplier/contractor. This Government-to-Business (G2B)
project was conceptualized in the year 2005 and commenced its operations in the year
2007. The software application is developed, deployed and maintained by a Service
Provider. The engagement with Service Provider is on Public Private Partnership model
with transaction-based revenue model. The payment to Service Provider is based on
SLAs. The project is operational till date. The system kept evolving by incorporating
new features commonly used by several procuring entities. Currently, more than 300
procuring entities are using the platform which publish around 100,000 tenders every
year.

4.2 Micro-level Assessment

The various sub-components under each component of intrinsic and extrinsic factors
have been assessed. The basis of assessment was on available documents, surveys and
interviews. The results are tabulated in Tables 12, 13, 14 and 15 below.

Table 12. Micro-level assessment of infrastructure readiness

Infrastructure readiness 1 2 3 4 5 6 7 Average

Physical 4.8 0.4 3.2 3.5 3.0
Hardware 3.9 2.9 2.7 3.9 3.9 3.5
Network 4.5 5.0 3.5 3.5 4.1
Software 3.6 3.2 3.9 4.2 2.3 3.4
Security 4.8 4.8 4.2 3.8 4.5 3.5 3.0 4.1
Manpower 4.4 4.4 4.1 4.1 3.8 4.2
Institutional 3.9 4.2 3.4 4.2 2.6 3.7
Training 3.8 4.1 3.8 3.5 0.4 3.2 3.1
SLA monitoring 4.3 4.5 4.4

Index 3.70
Health status: Caution
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4.3 Results

The indices derived for each of the major factors indicates that the e-Procurement
project is in the right direction except for the “political will” which has been observed
to be in “risky” area. However, the level of risk is not high as the index is near to 3.0
(“caution” level). On analyzing the micro-level indicators, it has been observed that
several sub-components fall in “danger” zone. These are listed below, along with the
respective component.

Table 13. Micro-level assessment of sustainability sureness

Sustainability Sureness 1 2 3 4 5 6 Average

Financial sustainability (Govt.) 5.0 5.0 5.0 4.3 5.0 NA 4.9
Financial sustainability (Vendor) 3.4 3.8 4.9 4.0
Application support 3.9 3.4 3.5 3.1 3.5
Incident handling 2.4 2.3 2.3 2.3 2.3
Reforms management 3.4 2.6 2.7 2.9
Change management 2.2 3.4 2.3 3.1 2.8
Real-time monitoring 4.2 0.4 2.3

Index 3.20
Health status: Caution

Table 14. Micro-level assessment of e-Gov champion capability

e-Gov champion capability 1 2 3 4 Average Weighted points

Technology orientation 5.0 4.0 4.0 5.0 4.5 0.45
Acceptance in government 2.0 3.0 4.0 3.0 0.90
e-Gov leaders 1.0 3.0 4.0 2.7 0.27
Decision-making powers 2.0 2.0 4.0 3.0 2.8 0.83
Collaborative mindset 4.0 4.0 4.0 4.0 0.80

Total 3.20
Health status: Caution

Table 15. Micro-level assessment of political will

Political will 1 2 3 Average Weighted points

Legal backing 5.0 4.0 4.0 4.3 1.73
Government agenda 2.0 2.0 3.0 2.3 0.93
Dashboard services 1.0 1.0 0.0 0.7 0.13

Total 2.80
Health status: Risky
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(i) Disaster Recovery (Physical Infrastructure)
(ii) On-screen training facility (Training Infrastructure)
(iii) Real-time reporting of issues and breaches (Real time monitoring)
(iv) Motivated and tech-savvy government officials at project operation level

(Availability of e-governance leaders)
(v) Customized MIS dashboard for political executives (Dashboard Services)
(vi) Real-time information to political executives in case of major disruptions in

services (Dashboard Services).

The analysis also brings into focus those sub-components which fall in “risky”
zone. Some of these are as follows.

(i) Application of Technologies (Software Application)
(ii) Information repository (Institutional Infrastructure)
(iii) Incident reporting process (Incident Detection and Handling)
(iv) Review of Change Management Strategies (Change Management)
(v) Financial and Administrative Powers (Decision-making Powers)
(vi) Mandatory review of e-governance projects within departments (Government

Agenda).

5 Conclusion

The assessment of various components constituting the intrinsic factors (“infrastructure
readiness” and “sustainability sureness”) and extrinsic factors (“e-governance cham-
pion” and “political will”) of the Kite Model is considered an exercise at a macro level.
It is likely that some aspects may not outcrop during such assessment, which may be
critical and require careful attention. To avoid such situations, the components need to
be subjected to micro-level assessment. The paper has been successful in listing an
elaborate list of sub-components for each component, which when assessed, will bring
into light the unhealthy areas of implementation. This will also help in preparation of a
detailed health-chart indicating the status of various health check-points (sub-
components) at any point of time. Such information becomes very useful in mitigat-
ing the unseen risks and improve the overall health of the project.

The micro-level assessment need to be a continuous exercise as the indices vary
with changes in work practices/policies/regulations. The components and its sub-
components substantiating the factors of Kite Model can be further enhanced and
expanded to improve the comprehensiveness. Such an attempt will further strengthen
the micro-level assessment, which can aid decision makers to initiate preventive and
corrective measures for ensuring good health of e-governance projects.
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Abstract. The article analyzes the extent of conformity of actual Russian
regulation in public service and federal education standards in public adminis-
tration to the goals of the development of digital economy. For this purpose the
authors analyze the following topics. First - the actual strategic documents in the
field of the digital economy, including the main risks of the development of
information technologies on the public service. Second, the present situation
with higher and postgraduate education of public servants, regulation of public
service and requirements for some positions connected with the information
technologies. Third, the digital competences of the graduates of the public
administration education programs from the federal education standards of
bachelor and master level. The authors come to the conclusion that education
standards in public administration pay little attention to the skills in information
technologies, as well as the actual regulation of public service and public
administration education needs in the digital economy. As possible ways of
adaptation the authors suggest integration of competences for digital economy in
education standards and creation of courses and education programs of bachelor,
master and postgraduate levels corresponding to the goals of the development of
digital economy.

Keywords: Digital technologies � Public administration education �
Public service

1 Introduction

The digital economy, its perspectives, its risks, and problems are widely discussed not
only as an independent sphere but also how it impacts other areas of the public sphere.
E-government research indicates that its development depends on three elements:
technologies, management, and governmental institutions [2]. Digital technologies
(including e-government) change the organization of work of public administration,
public policy making, and the communications between government and business,
government and noncommercial organizations, government and citizens.

Digital technologies in public administration consist of a number of directions
including e-government, the development of information infrastructure, Smart city,
information security, digital health care and education [5]. All of them form and change
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public administration. For example, the following four aspects of e-government
influence public administration: One, citizen-centered service, information as a public
resource, new skills and relations, and accountability and management models [2].
Two, basic changes take place in the functioning of state bodies and in the interaction
among political actors [4]. Three, digital technologies simplify the communications
between the citizens and the government [8]. Four, the development of e-government
governments can serve citizens more quickly and with much lower costs (from public
information to renewal of the documents) [3]. All the changes demand adaptation of the
principles of public service, the principles of communication between the citizens and
the government, and changes in the public policy making. Big Data has special role in
the digital discourse in the way of working with information as a public resource. Big
Data can be used for public policy making to create the Smart city. Some authors
mention that Big Data demands special skills of collecting relevant information, using
the technology, and analyzing and interpretation of data and visualization of the results
[6, 7, 9]. New directions in digital technology demand the adaptation of work of the
civil service, because they are responsible for the projects of the implementation of the
digital technologies in the practice of public administration. This also means that public
administration education programs must change to provide the appropriate skills and
competencies to public servants. We suppose that current public administration edu-
cation does not adequately prepare students for working in digital economy because it
does not pay much attention on IT skills for future public servants. The present reg-
ulation of public administration education does not demand training IT skills for
working in digital economy. Changes in the list of competences for bachelor and
master students and elaboration of postgraduate programs in digital technologies could
improve the situation.

The main goal of the article is to identify whether the existing regulation of civil
service and the regulation of education in public administration meets the needs of the
development of digital economy in Russia. We study the congruence of education of
public servants for the development of digital economy. Our research questions are:

• Is it possible to prepare public servants for the development of digital economy with
the actual regulation of public administration education?

• How to influence the development of digital economy by the improvement of
education of public servants?

Methodically our research includes the following steps.
1 Step. The analysis of the basic strategic documents that identifies the main

directions of the development of digital economy, the main competences that the public
servants should have and the main risks and difficulties in the implementation of the
digital technologies in public administration.

2 Step. We analyze to see if the actual regulation of civil service corresponds to the
directions of the development of digital economy and if the public servants are ready
for such changes. We think that readiness for changes can be measured by the analysis
of their preparation for work with digital technologies. To understand the situation with
education of public servants in digital technologies we analyze the Federal State
Statistics Service’s data on the civil servants’ basic higher education and on post-
graduate education in information technologies. We use the data on basic higher
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education for 2009, 2011, 2013 and 2016 and the data on postgraduate education in
information technologies for the period from 2009 to 2017 (except 2015, because the
data for this year is not published). Such time intervals permit us to identify the trends
and give more complete picture of the situation in the studied spheres.

3 Step. We analyze bachelor and master federal educational standards in public
administration to understand if the actual official requirements in the education pro-
grams correspond to the main directions of the development of digital economy. We
ask if they give students skills of working with digital technologies.

The main research technique is the analysis of the correspondence of regulation of
public service and of regulation in public administration education with the goals of the
development of digital economy. We juxtapose strategic regulation of the development
of digital economy with the actual Federal Law “About public service”, the Qualifi-
cation requirements handbook compiled by the Ministry of Labor and Social Protection
of the Russian Federation and bachelor and master federal educational standards in
public administration.

2 The Main Directions of the Development of the Digital
Economy in Russia

Three strategic documents regulate the development of digital economy in Russia.
The first is the Decree of the President of the Russian Federation “About the

strategy of the development of the information society in the Russian Federation in
2017–2030” [19]. The strategy declares the main priorities of the development of
digital economy:

• development of information space;
• information and communication infrastructure;
• creation of domestic software;
• creation of new technological basis for the development of the economy and social

sphere;
• information security.

The program “Digital Economy of the Russian Federation” emerged to facilitate
this strategy. [16] The program declares the main areas of the development of digital
economy: regulation, education and human resources, research, infrastructure and
security. Each direction is at the same time the special branch of public regulation. The
program in fact intends projects in each area of regulation. The program will have the
three-level system of management – strategic, tactical, and operative levels with the
division of functions. The functions of the system of management are determined by
the projects including adjustment of the system of management, resources provision,
project portfolio management, the main directions and the organization of research and
development, and project management. The representatives of governmental institu-
tions, business, civil society and research and education community are expected to be
involved in the management of the program. The program also requires the support of
small and medium-sized enterprises working in the sphere of digital technologies
(support includes business training, investment acceleration, and financial support).
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The development of the digital economy is named among the main goals in the
Decree of the President of the Russian Federation “About the national goals and
objectives of strategic development of the Russian Federation until 2024” [18]. It aims
for the creation of information and communication infrastructure, the rise of costs of
the projects of the development of digital economy, and using mainly domestic soft-
ware for governmental, municipal and other organizations. It demands civil servants to
know how to work with digital technologies, but more often it requires combination of
competencies in digital technologies with the project management. Regulation of
digital economy and transformation of the economy and social sphere with digital
technologies requires knowledge of actual regulation, including basic technologies and
their influence on social and economic processes. Some objectives need mainly tech-
nical competences – for example:

• creation of the infrastructure for data transmission;
• processing and storage of information;
• information security on the base of the domestic software;
• implementation of information technology in public services.

Objectives connected with the financial management and development of projects
of implementation of digital technologies and coordination among the members of the
Eurasian economic Union demand organizational and managerial skills and knowledge
of the main trends of the development of digital technologies.

Public administration has already changed and continues to change in the direction
of increasing of use of information technologies. According to the strategic documents
changes in everyday activities of civil servants will also continue: they will need to
solve problems in the regulation of use of digital technologies and they will need to
explore technologies to use them in everyday professional activities.

The implementation of digital technologies in public administration is connected
with some risks and difficulties. Risks and problems could be classified into technical,
regulative and personnel.

Technical risks are often connected with problems of security. For public admin-
istration the most important technical risks are connected with data security. Some risks
are connected with the lack of regulation of the use and development of digital tech-
nologies or their regulation needs some improvement. These risks demand special
research. Considering the main goal of our article we have to pay more attention to
personnel risks. They are the following:

• absence of competences of working with information technologies of civil servants;
• lack of specialists in information technologies in public administration;
• administrative culture.

Overall, all this suggests that governmental institutions need specialists qualified in
digital technologies. Though the need for IT-specialists is always discussed, the
strategic documents indicate that the public administration schools should prepare
specialists who will be able to combine competences in digital technologies with the
competences of project work, such as communications and industrial management.
Now this direction seems to be new for public administration and there are no special
recommendations. We think that competences could be determined by the technologies
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that will be used. For example the program “Digital economy” names the following
basic technologies that need to be used and developed: big data, neurotechnology and
artificial intelligence, distributed registry systems, quantum technologies, new pro-
duction technologies, industrial Internet, robotics and sensor technology, wireless
communication, virtual and augmented reality [16].

Administrative culture means the change in communications with the citizens and
business to use all the advantages of e-government and other digital technologies. For
example digital technologies help to involve local community in the solution of local
problems [1].

3 Digital Economy and Public Service

Civil servants are the main executors of the goals declared in the strategic documents
that regulate the development of the digital economy. The quality of personnel and the
skills of civil service determine the degree of the realization of the strategic goals. The
overall statistics of the education of civil servants give some ideas about main trends
regarding the connection between human resources policy and the development of
digital economy (see Table 1).

The same is true regarding public service in specific fields. Specialists in the
Humanities and Social sciences, Economics and Management dominate. There are very
few specialists in information technologies: in 2009–2013 there were few specialists
with the education in the field of information security and specialists in computer
sciences and engineering even could not be identified as a special group. At the same
time we cannot say that there were no such specialists in the civil service in that time.
The appearance of this group (even if specialists in Informational security were counted
in this group) can indicate the changes in the human resources policy – some kind of
“turn” of the policy to the technical specialists, caused by the development and dis-
tribution of digital technologies. We can mention another detail - growth of the number
of specialists in the field Social Sciences and Humanities in 2016. Among the 40.1% of
humanitarians in the civil service 35.8% are lawyers. These statistic suggest not only
the popularity of legal education among the humanitarians in Russia but also that the
increase of the number of lawyers could be caused by the need of improvement of the

Table 1. Civil servants’ basic higher education (state bodies of the Russian Federation, federal
level, total) [10]

Period Social
sciences
and
humani-
ties, %

Economics
and
manage-
ment, %

Physical,
mathe-
matical
and
natural
sciences,
%

Education
and
pedagogy,
%

Health
care, %

Culture
and
arts, %

Informa-
tion
security,
%

Service,
%

Agriculture
& fisheries,
%

Computer
science
and
engineer-
ing, %

Others,
%

2009 32.8 36.5 3.5 5.1 2.1 0.3 0.3 0.2 3.4 0 15.8

2011 35.1 35.9 3.2 4.8 2 0.3 0.4 0.4 2.9 0 15.3

2013 38 34.3 2.9 4.5 1.9 0.3 0.4 0.3 2.6 0 14.7

2016 40.1 35.6 2.4 3.7 1.7 0.3 0 0 2.1 1.5 12.5
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actual regulation. From 2013 we can see some changes of the educational priority of
civil service: from economics and management to law.

At the same time the majority of civil servants have postgraduate education.
According to the statistical data not many civil servants had postgraduate education in
information technologies from 2009 to 2017. The general trend of the change of the
percentage of public servants with education in information technologies is presented
on the Fig. 1.

It is easy to notice that during the last two years there are fewer public servants
prepared in postgraduate programs on information technologies then it was in 2011–
2013. This situation does not correspond to the trends of development of digital
economy – according to the strategic documents the percentage of civil servants with
education in the sphere of informational technologies should increase. The first
strategic document about the development of digital economy appeared in 2017, so we
suppose that when the number of government projects in digital sphere increase digital
skills for civil servants will become more important, and then the situation will change
– we will see more civil servants with digital skills.

At present Federal Law “About public service” [21] does not mention the changes
connected with digital economy and e-government though it has strong influence on the
civil service that should change qualification requirements. These requirements on the
education and professional skills are different in each state body. At the same time there
is the Qualification requirements handbook compiled by the Ministry of Labor and
Social Protection of Russia [17]. The handbook specifies requirements for positions
connected with information security – including technical aspects. Requirements for
some positions contain work with databases.

Regulation in the area of digital technologies as the special type of activity in public
administration and civil service contain the following requirements: knowledge of the
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Fig. 1. Civil servants with postgraduate education in information technologies (state bodies of
the Russian Federation, federal level, total) [11]
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regulation and methodological base; of the basic directions of development of infor-
mation security; of basic information resources; of the exchange and transmission of
information. Civil servants in this sphere should know how to use information and
communication networks, electronic workflow, as well as use search engines, legal
databases, participate in the preparation of documents for procurement. Related area of
activity is the information and network security and the development of information
and communication infrastructure. Regulation of the Internet demands knowledge of
the main principles of addressing in a data network. This type of activity demands the
same skills and knowledge as the described kinds of activity. Implementation of the
digital technologies for the public service demand knowledge of regulation and the
procedure for registration of technical requirements for the development of automated
information systems, the structure of the information and communication technology
(ICT) market, actual trends of the development of ICT, processes of creation, imple-
mentation and development of software and technical information and communication
environment, the main principles of the financial management and project work in ICT.

There are requirements for the subspecies of regulation in the field of information
technology: regulation of the development of the digital technologies (innovative
development, import substitution) and creation and development of technoparks. The
listed knowledge and skills are relevant for these subspecies of professional activity
and some kinds of activity can be added: project management, organization of inter-
action with public authorities on providing support for the creation of technoparks.

Another change touches the digitalization of public service – in 2018 public service
should introduce electronic workflow on the federal level and automatic check of the
information about the candidates for the position of public servant. By 2019 they
should start to use a unified information system for the human resources management
of the public service. As a result, it is planned to create information and communication
environment in the public service [20].

4 Digital Economy and Public Administration Education

According to the Decree of the President one of the objectives of the development of
digital economy is preparation of cadres for digitalization. It is very important for public
administration education because the work of public servants becomes closely connected
with digital technologies and they are themain executors of the goals of the digitalization.
That’s why it is important to find out whether the federal educational standards in public
administration contain competences for working with digital technologies.

Information and methodological activities are mentioned in bachelor and master
federal education standards. Bachelor federal education standards contain the compe-
tence of working with databases and the competences of participation in the imple-
mentation of the information technologies in the organization as well as the collection
and processing the information. Graduates of a bachelor’s degree should not only apply
information and communication technologies in their work, but also know the main
trends of their development [12].

Master’s federal education standard is less oriented on digital economy. Consulting
and information and analytical work means that master graduate should know how to
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work with databases: form, evaluate their completeness and quality, use data for the
expertise and analytical work and also know how to use information technologies for
solution of the research and administrative questions [13]. Work with databases is one
of the most important requirements in public administration. Federal education stan-
dard gives rather uncertain formulation for master competences in information tech-
nologies: “to use information technologies to solve research problems” [13]. This
formulation can mean different technologies. This requirement does not mean that the
masters graduates will be able to orient themselves in digital technologies and main
trends of its development, as it is required in the requirements of the Ministry of Labor
and Social Protection. To fulfill this requirement it is enough to work in the basic
Microsoft Office programs.

The existing federal education standards mention digital technologies very little and
indefinably. Some universities have their own education standards in public adminis-
tration that give them the opportunity to introduce new competences (for example,
Russian Academy of National Economy and Public Administration, Higher School of
Economics). In this case graduates of the programs of public administration from
different universities and future public servants will have different competences.
Subsequently they could be required to have competences that they have not obtained
at the university. In our opinion such differences and little attention to the digital
technologies in public administration federal education standards hampers the devel-
opment of digital economy. This problem demands a system-wide national solution
because the development of digital economy is one of the strategic goals of the state.

We think that federal education standards in public administration need to be
improved in the strategic documents. Competences of working with digital technologies
should appear in the standards. In particular, it should apply to practice-oriented master
programs. Programs should teach how to use technologies and work in the projects of
their implementation. Some competences could replicate the competences of specialists
in information technologies. For example the digital competences for introduction in
federal education standards in public administration could be the following.

At the bachelor level [14]:

• to identify information needs of users in the organization;
• to formulate requirements for the information system;
• to take part in management of the creation of information systems at stages of the

life cycle.

At the master level [15]:

• to manage projects of informatization of applied tasks and creation of information
systems of organizations;

• to organize negotiations and negotiate with customer representatives of IT-solutions
in organizations;

• apply modern methods and tools of applied informatics for informatization of
solution of applied problems.

These competences could help public servants better understand modern tech-
nologies and more professionally perform the goals of their projects, connect with
digital technologies, and find common language with IT-specialists.
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Also in bachelor and master studies it could be useful to give students more courses
on different aspects of working with information technologies: work in Microsoft
office, databases, visualization, big data analysis, and Internet searches, for example.
Courses on digital technologies should be taught in all public administration programs.
Master programs for preparing specialists in digital technologies in public adminis-
tration need to be elaborated. These programs should combine several blocks of dis-
ciplines: disciplines connected with digital technologies, regulation of the use of digital
technologies, and project management.

5 Conclusion

The analysis shows that the existing regulation of civil service and federal education
standards needs to adapt to the changes in the digital economy. The current training of
civil service does not fully meet the requirements of the digital economy. Federal law
does not mention work with digital technologies though all strategic documents declare
there needs to be an active role of the governmental institutions in the implementation
of the digital technologies in different areas of economic and social activities and the
usage of the technologies in everyday life of the public servants. The actual situation
with IT knowledge of public servants gives reasons for the following changes.

• Introduce digital competences in the bachelor and master federal education
standards.

• Elaborate methodical support for IT disciplines in public administration education
programs with the help of professionals in digital technologies. This methodical
support should become obligatory for all institutions teaching public administration.

• Elaborate postgraduate programs in digital technologies for the public servants,
containing two or three levels of IT knowledge.

• Add digital competences as obligatory competences in the article of the Federal
Law “About public service” about the qualification of public servants (art. 12). It
could make IT certificates and the development of IT knowledge obligatory for
public servants.

The need of coordination with strategic documents in the development of digital
economy concerns also the Qualification requirements. Requirements for public ser-
vants who work with digital technologies now contain knowledge of trends of
development of information and communication technologies and other special
requirements. We think that the existing requirements should correspond with the
actual strategic documents.

Summarizing the analysis we would like to mention that the adaptation of public
administration education programs of all levels with the strategic regulation of the
development of digital economy could be very beneficial. But it demands the
improvement of the federal education standards with the competences of working with
digital technologies, simplification of the creation of the master programs, and teaching
more courses on the digital technologies on these programs. For courses on the digital
technologies it is necessary to have modern equipment, software and access to the
Internet in educational organizations, and to train information technology teachers to
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organize and teach such courses. Of course such programs will be more expensive at
the start and throughout, but in the context of the actual goals of the strategic devel-
opment of digital economy they seem to be necessary.
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Abstract. Relations between government and various social entities often
present serious challenges in many respects, among which communication is
one of the most widespread and frequently neglected, especially when it comes
to the sphere of government-to-business (G2B) communication. This paper
addresses the issues in G2B interaction that pertain to the sphere of language and
appear to be most vulnerable and fraught with possible communication failures.
Though business and government discourse domains are regarded as separate,
often unparalleled manifestations of language registers with their own estab-
lished and long-standing traditions of specific usage of syntax, vocabulary, style
etc, we argue that it is governmental communicators who are responsible for
alleviating communication problems and taking additional language effort to
adjust their messages to the rules of clear, concise and coherent business
communication. Building on responses of surveyed employees from several
firms, we devise a technique which shows in which cases governmental agents
should abandon rigidity of communication behavior and succumb to changes in
various language aspects. In particular, we propose to identify the so-called
perception consistency which works as a benchmark in detecting which genre
or/and which language aspect (style, grammar, vocabulary etc.) of governmental
messages needs reformulation and readjustment. The paper contributes to a
better understanding of multifaceted governmental transformations, an integral
part of which is represented by a necessity of change in communication styles in
the process of adaptation to constantly changing needs of society.

Keywords: G2B communication � Government transformations �
Language perspective � Communication disruptions � Perception consistency

1 Introduction

It is a common knowledge that efficiency of any subject of social interactions (e.g.,
government, businesses, or individuals) can be measured by various indicators, among
which communication is in the forefront. Polls conducted among business executives
have confirmed that notion; take for instance the result of survey conducted in [1]
which ranked communication skills as “very important” for business leadership by top
managers.
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However, one should bear in mind that government and corporate sector are
essentially different with respect to their primary functions and goals they pursue to
achieve. Therefore, this determines their choice of communication mode, channels, and
strategies. For example, one of the crucial differences in communication between
governments and businesses is that due to a lack of formalized communication struc-
ture, the former practice a decentralized approach to communication, whereas the latter
practice more formal and centralized communication. Language, being an integral part
of both discourse domains, exacerbates this divide even further. Government-to-
business (G2B) interaction, while striving to benefit both entities, can often be inad-
vertently disrupted by the default communication settings of the party which initiates
the communication but neglects or forgets to adjust its preferred interaction mode to
that one of the counterpart.

Consequently, it is vital here for us to have a clear understanding of who and how
initiates the communication process. Given that, in this paper we distinguish between
two kinds of interaction: government-to-business (G2B) and business-to-government
(B2G), each with their particularities and their own vector of communication direc-
tionality. In the current research we exclusively address the language perspective of
G2B communication looking to the problem from the vantage point of the driving force
of social development in contemporary society that is corporate sector. We claim that
governmental discourse domain is traditionally more rigid as compared to the one of
business which is profit-driven and thus more likely to change according to up-to-date
trends. That is why in this paper we are going to demonstrate that it is the government
that should alter, revise and adjust its communication policy and communication
patterns in their willingness to transform.

It is often presumed that government bodies have to establish positive relationships
and build rapport with various entities in society including businesses to function
efficiently [2]. However, in reality it turns out that due to a number of factors companies
in Russia are often faced with unexpected barriers which hinder their communication
with government, leading to resentment and frustration [3, 4]. On the other hand,
government communicators worldwide are bound by the inflexibility of their language
register, while also encountering certain constraints from various spheres [5], law and
politics among many others.

Our research aims to spot G2B communication problems and suggest relevant
hands-on techniques and recommendations leading to bring the two discourse domains
to a more or less common denominator which would allow government and business to
better their communication processes. The current situation in Russian G2B commu-
nication is viewed from the perspective of business people for whom interaction with
government appears to be most valuable and challenging at the same time.

In order to perceive and define potential communication pitfalls we specify the
elements which constitute the act of communication. We talk about communication
context, i.e. frequency, manner, forms, and channels of communication. Furthermore,
provided that there is a limited set of tools for describing G2B communication in
scholarly studies, we introduce and explore the following domains of G2B commu-
nication with regard to message transmission: the entities involved (sender vs receiver),
perception consistency (sphere, genre, and the subjective vs objective nature of the
message), discursive value of the message (complex vs simple). We come up with
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factors which in future studies should underscore the comprehensive algorithm of
mending communication disruptions. Finally, based on our theoretical assumptions, we
discuss an example of how perception consistency can be employed in real
communication.

2 G2B Communication Context

2.1 Frequency

To avoid and fix any possible problems in G2B communication, governments should
systematically assess the communication needs of various businesses.

It has been argued by Gelders and Ihlen [6] that governments need to stipulate the
relevant criteria for good communication specifically and discuss them with all relevant
businesses; however, we believe that the opposite is more urgent at the moment.
Government seems to be in great need to revive its communication policies through
business feedback because old communication strategies no longer appear to be
effective in the fast-moving and digital world [7].

Once these communication methods have been designed and implemented, they
need to be used on a daily basis. Evidence from Russian firms [8] suggests that there is
a clear correlation between frequency and communication success. Nevertheless, high
frequency of G2B interaction does not safeguard businesses from experiencing com-
munication failures which seem to be evoked by purely linguistic issues and appear to
be part of a more elaborate picture.

2.2 Types of Communication

There are two types of communication in every organization: internal and external.
Internal communication is between members of the same organization. It can be both
informal and formal, with smaller ventures tending to have more informal interactions
than bigger ones [9, 10].

Effective internal communication for business means you can keep good employees
longer and increase productivity, with communication being the ultimate tool of
resolving conflicts and managing fruitful atmosphere in a company. Moreover, it
ensures cooperation, efficiency and decision-making. Top executive managers are
known to believe that it was communication skills that effected their career advance-
ment [11].

External communication involves members of different organization and in our
context government entities and other mediators. Ideally, both corporate sector and
government will start their communication process based on the same premises and
patterns. It has been established that in the spirit of mutual benefit, governmental
organizations should be transparent, accessible and responsive [12]. This requires that
government communicators should have the following core competencies: consistently
confronting government organizations with the perspective of the outside world; and
rendering significant information because information often needs to be adapted in
order to be useful to the outside world [13].
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2.3 Agents of Communication

However, it turns out that in companies various agents can be in charge of external
communication, to a certain degree. It is more likely that a small team or a single
person is responsible for the majority of contacts with government agencies and the
search for public information. Addressing obligatory public matters is often a sec-
ondary task outside of the core business of organizations [14].

In Russian businesses communication with government traditionally can be dele-
gated to economic departments, PR specialists, legal department, accounting depart-
ment or even be supervised by representatives of the executive level. Given that, one
may assume that it is thus possible to build a seamless communication flow. But in
reality, despite their professional training and expertise, these communication agents
tend to experience communication problems because the message they receive is often
poorly tailored, from both language and communication perspective [15]. Even a
simple, in terms of genre or register, message can be inadequately decoded by the
receiver [8].

2.4 Channels of Communication

Communication channel is “the means by which a message is sent by a source or
obtained by a receiver” [16, p. 13]. There are various channels employed by business in
their operations. In Russia, the following channels seem to dominate: personal contact,
telephone, Internet, e-mail, and mail [7]. The choice of channel usually depends on the
communication style and pattern of an agent in charge. For example, in [17] it was
found that there is a clear preference to face-to-face communication with personal
sources, compared to the more formal ones.

The problem here is that since businesses have abundant potential channels to
choose from, this increases the chance that they will choose inappropriate channels to
fulfill their tasks. On the other hand, governments are not error-free in their choices of
communication channels, preferring to use written types of interaction where other
channels would fit in and yield better results [7]. Thus the wrong choice of commu-
nication channels on both sides potentially can do huge damage to communication.
Overall, it is in the written form of communication that governments resort to the
elaborate, complex, clichéd language which eventually impedes successful business
procedure.

Analyzing G2B communication in this paper we focus exceptionally on the written
communication because it has been widely accepted that written speech does not allow
immediate restructuring, concomitant clarifications and is overall secondary to spoken
speech. Therefore, it is in the written speech we can observe conspicuous obscurity
which leads to communication breakdown. We distinguish between the so-called
online (via the Internet) and offline communication. The former includes primarily
emails and specific documents posted on certain websites of governmental and
municipal agencies. The latter can be reduced to official letters.
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2.5 Message Transmission

Sender-Receiver. There are two communicative roles in every interaction – a sender
(encoder/speaker) and a receiver (decoder/listener). Some business studies have
claimed that top managers regard sending messages as more important than receiving
them [18], however, decoding skills are considered one of the six major dimensions of
corporate effectiveness [19].

It has already been suggested that in order to provide efficient external communi-
cation and avoid raising unnecessary criticism or hostility, corporations should tailor
their messages to different recipients [20]. We claim that the same is relevant for
governments.

The B2G context is far more complex and networked than that faced by citizens, and
there is a lack of substantial insights into this group [17]. Aspects indicating a complex
and networked context include the following: (1) businesses have more contact
moments with governments than citizens do because the former are subject to a greater
number of rules and regulations; (2) some contact moments between governments and
businesses are indirect – via intermediaries – whereas others are direct, which facilitates
a network character [21].

One of the most crucial aspects indicating a complex context is characterized by the
notion that businesses can take many forms, from self-employed to businesses with
numerous employees. A business is a network of individuals, a network that can be
partially influenced by and depend on the environment [22]. This argument suggests
that different employees use government communication channels in a variety of ways.
This characteristic makes it rather difficult to determine the unique contact point of a
business and, therefore, hinders a government’s ability to realize a straightforward
service delivery strategy. This lack of clarity hinders the development of valuable
insight into businesses’ needs, expectations and search behaviors based on easy-to-
obtain characteristics (e.g., an organization’s size and form). Furthermore, e.g., Davis
[23] argues that (1) individuals within a business differ in background, perceptions, and
experiences, and (2) individuals react differently to situations.

As a result, we can distinguish some characteristics of government as a sender of
communicative message. It is depersonalized. It operates with default messages. The
social and ideological domain it represents demands constant reproduction of language
messages vested in similar linguistic garments. In other words, a huge significance for
government communication agents is ascribed to genre and register. Every individual
sender is overshadowed by the specifics of domain itself. Although business as a
domain also has specific features to abide with, it is, first and foremost, less generic and
more independent. As receivers, business communicators can be discouraged by
cumbersome clichéd language of official governmental style.

Perception Consistency. With regard to sender-receiver domain, it becomes clear that
the relationship between government and business is fraught with subjective reactions
in the course of communication. What we mean is that in modern Russian there is a
definite stylistic and pragmatic gap between the administrative and business functional
styles. Each language style represents a system of selected language means which can
be chosen depending on a social situation. Since business and official language styles
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serve different social communicative acts, they should be operating different language
means. Therefore, when a business communicator accustomed to their communicative
style and patterns encounters a message built on a more convoluted government
communication model, they can often be baffled and, as a result, fail to understand the
message.

A question is bound to arise – how to reduce this level of subjectivity and avoid
possible communication disruptions?

We claim that one of the most crucial components which contributes much to the
efficiency of communication is what we call perception consistency. Under perception
consistency we understand a psychological attitude, aptness and eagerness to decode a
communicative message. In case of certain genres, no matter how strict and clichéd the
language might be, it is the perception of the genre that triggers a subjective evaluation of
the text as highly difficult and barely readable. This subjective perception can be exac-
erbated further by language flaws of the text, making it practically incomprehensible.

Certainly, this stressed feeling of confusion and communication bewilderment is
exceptionally true when non-trained business agents get involved in communication
with government bodies. Naturally enough, this problem could be overcome by hiring
highly trained communication agents or investing in personnel communicative training,
but one can find it a costly procedure which not every business can afford.

It is in perception consistency theory that we see a less cost-consuming and more
ubiquitous method to mend G2B communicative problems. As we are going to show in
the paper there virtually exist various situations when the culprit of the communication
breakdown can be found on either side of communication. Thus one needs to find an
effective way to identify who and how causes communication disruptions, i.e. the party
who makes a major contribution to failures in a certain G2B interaction and the way
how they do it. The main focus of the paper is elaboration of our theory and how it
works, if applied to G2B communication needs.

Based on this, we formulate the following research questions:

(1) What key factors constitute perception consistency?
(2) How can we use perception consistency in mending G2B communication

disruptions?

3 Research Method

This study is a part of an ongoing research into G2B communication in Russia. It is at
the initial level and so far bears speculative nature. While analyzing the data presented
in [8], we came up with a series of theoretical assumptions which are to be tested at
consecutive stages of investigation. The abovementioned data was collected in St
Petersburg in the period of 2016–2017. In total, 90 firms and SMEs took part in a
survey. The questionnaire comprised 12 questions which aimed to obtain data about
frequency, channels, and purposes of communication as well as issues related to lan-
guage use in various interactions with governmental bodies.
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The main aim of the survey was to identify certain communication barriers in B2G
interaction with respondents’ companies. The expressed concerns helped us to spot
apprehension of business agents, in a variety in business communication perspectives,
including the language one. To devise the foundation of perception consistency, we
used the 2-step correlation analysis method: firstly, we assessed the statistical data for
each rubric presented in [8] and afterwards we juxtaposed rubrics with the relevant
statistical data.

4 Results and Discussion

4.1 Key Factors Constituting Perception Consistency

We presume that perception consistency is a combination of several subjective and
objective factors.

Personal Assessment. By the subjective factor we mean personal assessment of the
difficulty of the message by the receiver. If the level of difficulty is only defined by
personal experience, frequency of interaction of the similar kind, familiarity with the
genre or sphere the message belongs to, it certainly is subjective. Therefore, should the
government want to improve its communication via solely training the recipients, it will
be time-, effort- and cost-consuming because they would have to train each recipient
individually in every separate component of communication.

As for the sphere and/or genre of the message, we believe that they can be
ambivalent and regarded as either subjective or objective depending on the situation.
For example, if a text belongs to the sphere of legal documents, it is, in a way, designed
to be difficult for interpretation [24], while memos aspire to be concise and understood
by a variety of people without any particular expertise [25]. This holds true until we
take the receiver as the point of departure: any external communication agent, unless
highly qualified, will be likely to abstain from dealing with intricate texts on account of
anticipating language barriers. A vivid example of this kind can be drawn from a very
common experience of signing certain legal documents of minor importance (such as
terms and conditions of certain public services like entertainment ones and loyalty
cards) without even reading them. Therefore text and genre become a subjective
category.

To troublesome spheres one may refer such issues as taxation, licensing, health
control, fire and explosion safety, etc. [8]. When potentially complex sphere occurs
with inherently sophisticated theme, it amplifies the challenge of decoding in the
subjective perception of the decoder.

Talking about the evaluation of the message complexity, we have to underscore
another key issue affecting the success of the decoding process. We would call it the
extralinguistic factor which includes emotional state of the individual, the circum-
stances and ambience of communication. It goes without saying that it is next to
impossible to identify and measure all components of the extralinguistic factor. This is
another argument to support the sender-driven model of evolution of communication
process between the government and society. It is simply more productive to try to fix
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the template so that it would be more transparent to a receiver in any state of mind, any
pressing circumstances etc.

Moreover, building the model of perception consistency we disregard such factor as
the receiver’s expertise, education and experience in decoding government’s messages.
This omission is justified by the fact that, although we consider these factors clearly
important for successful communication, the target audience of our model is the so-
called inexperienced users who in our case constitute the majority of communication
agents. Thus, this model can be of use to those who strive to improve communication
but lack specially trained personnel.

The objective criteria often lie within the linguistic domain and are shared by two
categories, i.e. by personal assessment and text value. There is no doubt that employing
linguistic factors helps the receiver spot troublesome communication areas which are
identified as either too complicated vocabulary, extremely complex syntax or convo-
luted style. It is the objective nature of linguistic factors which underlie the category of
text value that allows us to draw parallels between indicators of personal assessment
and text value and further proceed with the overall perception consistency in the
receiver’s judgment of government’s message.

Text Value. The Russian language is characterized by standardization which develops
primarily in two directions: first, a wide use of ready-made formulas, language tem-
plates and clichés; second, frequent repetition of the same words and syntactic con-
structions, as well as avoidance of expressive language means and figures of speech.
All of the above to a large extent simplifies and makes it easier for the officials to draw
up typical documentation. Yet again, it is here that we encounter the same pitfall of
lurking communication failure when the addressee of the message, who is at the
receiving end, goes through a wrenching process of decoding the message without
having enough expertise of doing it professionally.

In general, we can distinguish the following aspects of text value which play a sig-
nificant role in the overall text perception: vocabulary, syntax, style, coherence and
cohesion. As it has been shown in [8] the most distressing area of linguistic concern
appears to be vocabulary issues which include abundance of irrelevant vocabulary,
verbosity and words with vague and/or ambiguous meaning. Coupled with the com-
plexity of the sphere or genre it decreases the readability level of the text and reduces the
chances of clear perception of the message. No less annoying for the respondents was
profuse usage of terms, words belonging to the formal register and foreignisms or
loanwords. The sphere of syntax boils down to prevalence of complex sentence and
obscure phrase structures that also obstruct understanding of the whole text. Another
level where miscomprehension occurs is pragmatics, style and vague meaning alongside
with poor text organization and lack of usage of signposting and relevant linking devices.

4.2 Using Perception Consistency in Mending G2B Communication
Disruptions

Generally, we can think of various scenarios in which the perception consistency
criteria can come into play and lead to different communication outcomes. Thus, if we
assume that such text value indicators as genre, style and syntax in the government
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communicator’s message are simple, easy to understand and, overall, are flawless but
the business agent seems to feel difficulties in decoding the message, then we have to
state that the problem lies within the scope of the business communicator. The reasons
for this communication failure can be manifold and are not subject to analysis in this
paper. On the contrary, if the personal assessment and text value criteria show a high
level of complication, there is no doubt that it is the task of the government commu-
nicator to revise and adjust the message to the needs of the business communicator.

Figure 1 summarizes the criteria described above and gives an example of their
application. There are two white boxes signaling for criteria beyond the score of our
suggested algorithm of communication mending. This figure is rather sketchy, how-
ever, it reflects the basic theory we are proposing in our paper.

The figure demonstrates the most salient example of application of our theoretical
assumptions. The inexperienced receiver, in his overall personal assessment, views the
message as simple (marked as “+”), while the text value of the same message is
estimated as too obscure (marked as “−”) . As a result, there is a clear distortion in the
receiver’s perception consistency which is an indicator that the sender is culpable of
tailoring a poor message. Hence it is the task of the sender to reshape the language
dimension of the message so as to make it more comprehensible.

The above mechanism of the perception consistency method can find a wider
application, particularly, in the eGovernment sphere in Russia. In the process when all
communication shifts to written offline form and excludes all possible ways of
immediate repair of communication flaws, one should feel a drastic need to be armed
with the method which will help to identify weaknesses in messages and convert them
into communicative strengths. Perception consistency, thus, allows both parties,
especially government communicators, to be flexible and tailor more reader-friendly
and easy-to-decode messages.

Fig. 1. Correlation of perception consistency with personal assessment and text value

Mending G2B Communication Disruptions in Russia: Language Perspective 489



5 Conclusion

Nowadays every government is striving for positive transformations. In the age of
constant information flow it is important to ensure unimpeded communication, to mend
barriers between different communication agents. In Russia, however reluctant it may
traditionally seem in embracing changes, the government is currently undergoing
transformations. Its communication patterns have shifted from strictly imposing to
welcoming potential solutions of improving its modus operandi.

In our paper we suggested a tentative theory that, if applied to practice, eventually
can substantially enhance communication between government and business, for both
parties. Having analyzed some specific features of G2B communication, based on
evidence from Russian firms, we got a clear vision of undeniable communication
failures which are to be addressed urgently. In the course of our investigation we
singled out key elements of G2B communication which led us to narrowing down a
variety of objective and subjective criteria to two major categories that is personal
assessment and text value. These categories and their correlation allowed us to come up
with an indicator of communication efficiency which we called perception consistency.
With the help of a simple but informative case we showed how this technique could be
used in real life communicative situations.

However, more research on this matter is needed before a well-balanced and
effective scheme can be designed and implemented. Our current study is likely to
elucidate the importance of the altering communicative behavior on the part of gov-
ernment in the G2B context. We believe that the language perspective, and namely our
concept of perception consistency, would ultimately benefit both parties of commu-
nication in question.
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