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Introduction: Research Challenges in the
Design Automation of Cyber-Physical
Systems

Mohammad Abdullah Al Faruque and Arquimedes Canedo

Cyber-physical systems (CPS) are all around us – from smart watches and home
automation devices to traffic infrastructure, power grid, and transportation systems.
The penetration of CPS into the world is accelerating thanks to better Internet
connectivity, power-efficient computation, higher-capacity memory, and software
functions. In the past, CPS development was mainly driven by companies. Today,
all kinds of people from different backgrounds are proactively creating new CPS
thanks to the Internet, crowdfunding, crowdsourcing, availability of inexpensive
electronics, software tools, and access to additive manufacturing and other forms
of flexible manufacturing. As the complexity of products increases and the time-
to-market cycles shrink, CPS design automation tools and methodologies become a
necessity. In this book, design automation tools refer to software tools for designing
cyber-physical systems. Design automation methodologies refer to workflows
where these tools are used by engineers to analyze the CPS along one or more
phases of their life cycle.

CPS is a well-established discipline. There are several journals and confer-
ences specialized in specific aspects including the theory of CPS (ACM TCPS,
ICCPS), hybrid computation and control (HSCC), sensing (Sensys, IPSN), real-
time computation and communication (RTAS), and embedded systems (ESWEEK).
Unfortunately, the design automation aspect is not the primary focus of any of these
venues. On the other hand, design automation conferences (DAC, DATE, ICCAD)
have been mainly focused on electronic design automation. In recent years, these
conferences have expanded their reach, and currently, they have dedicated tracks
and special sessions on cyber-physical systems.
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Fig. 1 Organization of this book in terms of the CPS design automation lifecycle phases

This book aims at covering the gap between cyber-physical systems and design
automation communities and focuses on the most important research questions in
this intersection. This book is organized in three parts corresponding to the CPS
lifecycle phases as shown in Fig. 1. Part I consists of Design and Engineering, Part
II consists of Testing and Operation, and Part III consists of Application-Specific
Design Automation Methodologies and Tools. Each chapter is written by leading
researchers in the field and provides a focused discussion on the latest design
automation tools and methodologies. All the contributing authors of this book have
provided examples and use cases that illustrate how the presented design automation
tools and methodologies are used in practice.

Part I: Design and Engineering

The first two phases of the CPS design automation life cycle are design and
engineering. The design automation of the design phase consists of tools that
allow system experts to specify the purpose, or functionality, of the system and
its subcomponents. During design, one of the main research challenges is managing
the complexity that arises when requirements are associated to functions, and these
functions are decomposed into lower-level functions. Traditionally, the concept
design of CPS was done “on paper,” and unfortunately, there is very little computer
support. A recent trend in CPS design automation is the use of computational
concept design tools. These tools formalize the allocation of requirements to
functions and provide traceability. Chapter 1 presents such an approach that relies
on synthesis algorithms to automate the allocation of requirements to functions.

During the engineering phase, functions are allocated to specific implementa-
tions. In the engineering phase, the complexity increases further as functions can
be allocated to more than one implementation. For example, a communication
channel can be implemented through electrical, optical, or electromagnetic means.
The heterogeneity of components, technologies, protocols, materials, algorithms,
and communication presents a challenge to design automation tools. To manage this

http://dx.doi.org/10.1007/978-3-030-13050-3_1
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challenge, Chapter 2 presents a platform-based approach to deal with alternative
system architectures. The third research challenge is the interoperability among
CPS. Inspired by the hourglass-shaped architecture of the Internet, Chapter 3
presents a model-based approach for the engineering of networked CPS.

Part II: Testing and Operation

The testing phase is extremely challenging for design automation because the
combination of cyber and physical components in a CPS makes the state space
extremely large. While formal methods can be applied to cyber components, these
are not suitable for physics-based components. Similarly, simulation is useful to
explore the physics but does not address all the cyber concerns and the interactions
between the two domains. Further complicating matters, the use of artificial
intelligence and autonomy in CPS is pushing the limits of validation and verification
of CPS. Addressing this problem, Chapter 4 presents an approach using formal
methods to reason about the correctness of CPS applications using a combination
of bounded time reachability analysis, simulation-guided reachability analysis, and
deductive techniques.

During the operation phase, the CPS is deployed and interacting with its
environment. A major challenge to design automation is to establish a baseline on
the safe and correct behavior of the CPS. An important characteristic of this phase
is the generation of large amounts of data that can be leveraged for correctness
and safety. Chapter 5 addresses this research question with a data-driven safety
verification approach of CPS. The third research challenge is cybersecurity. The
interaction of the CPS with the environment creates exposures to known and
unknown attack vectors both cyber and physical. This represents an important
research question that Chapter 6 addresses with a model-based system assurance
approach for the design of cyber-resilient CPS.

Part III: Application-Specific Design Automation
Methodologies and Tools

Every CPS application domain such as manufacturing, healthcare, smart grid, and
energy storage has unique requirements that design automation must take into
account to be the most effective. For example, smart grids are very large CPS that
are distributed in large geographical areas, and their main function is to control
the energy demand response. Therefore, design automation tools for smart grids
have specialized in control. Chapter 7 presents the latest developments in optimal
design of distributed controllers for large-scale power grids. Similarly, healthcare
systems due to their safety-critical nature have very strict requirements on their
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http://dx.doi.org/10.1007/978-3-030-13050-3_3
http://dx.doi.org/10.1007/978-3-030-13050-3_4
http://dx.doi.org/10.1007/978-3-030-13050-3_5
http://dx.doi.org/10.1007/978-3-030-13050-3_6
http://dx.doi.org/10.1007/978-3-030-13050-3_7


viii Introduction: Research Challenges in the Design Automation. . .

software and hardware. Chapter 8 presents model-based approaches to software
design of rehabilitation systems. The design automation of manufacturing parts has
been dominated by computer-aided design tools. Chapter 9 presents a deep learning
approach to reason about manufacturing parts. Many CPS are battery-operated, and
this presents unique challenges to the design automation tools. Chapter 10 presents
the latest developments in design automation tools for energy storage systems.
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Design and Engineering



Chapter 1
Concept Design: Modeling and Synthesis
from Requirements to Functional Models
and Simulation

Jiang Wan, Nafiul Rashid, Arquimedes Canedo,
and Mohammad Abdullah Al Faruque

1.1 Introduction

Cyber-physical systems (CPS) are the new generation of automated systems that
come with the tight coupling of the cyber and physical world. Examples include
automotive systems, smart grids, healthcare monitoring, robotics, etc. Unlike
embedded systems, which are generally standalone devices, a complete CPS is a
combination of interacting physical components with physical inputs and outputs,
forming a network using cyber components [27]. The main advantage of CPS is
that it allows different physical components from disparate domains to interact.
This flexibility brings new challenges for the design of CPS as it requires the
collaboration of multiple domain experts/engineers from different fields. On the
other hand, the competition among market peers and time-to-market of the products
requires faster design, simulation, development, and deployment of CPS. The
only way to meet these requirements is by developing integrated and automated
engineering tools. The purpose of these tools is to bring the design requirements of
CPS from different domains under one umbrella at the very early design stage.
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1.1.1 Motivation

One of the most technologically advanced and complex cyber-physical systems
currently being produced is Automotive CPS. The traditional method of developing
automobiles with completely mechanically driven systems is obsolete nowadays.
Modern automobiles are now developed with the marriage of cyber and physically
driven systems. The cyber components consist of the networked systems [5] and the
software (electronic control units [ECUs]) that controls the physical components.
For example, hundreds of cooperating cyber components interacting with the multi-
physics physical processes in an automobile contribute to the rapid advances in
various areas such as safety, fuel consumption, efficiency, etc. Multiple domain
experts from various organizations collaborate to design a modern automobile,
which can consist of hundreds of ECUs [1, 13]. It is a challenging task for companies
to collaborate to improve the automotive design process. Therefore, it is important
to create design automation tools to facilitate multi-disciplinary collaboration [15].

The objective of developing state-of-the-art automotive design tools is to reduce
the critical path [45]. The detailed design phase [7, 22, 41] that includes precise
engineering specifications created by the domain experts is called the critical path.
Engineers from every domain have their preferred design tools to work with. For
example, control engineering is done using LabView [25], LMS [28], Model-
ica [31], and Matlab/Simulink [39]; electrical engineers use Electronic Design
Automation (EDA) design tools; mechanical engineering is supported by Computer-
Aided Design (CAD) and Engineering (CAE) tools; and software engineers use
UML [30] and in-house software development environments [9]. However, the
incompatibility between different domains has made it difficult to combine these
tools to perform system-level analysis and simulations [17]. Therefore, model-based
systems engineering (MBSE) methodologies and tools [19] have become more
popular as they allow high-fidelity multi-disciplinary system-level simulations.

1.1.2 Functional Modeling

A functional model decouples the design specifications (functions) of the systems
from the behavior and/or architecture and reflects what each system does. Detailed
domain-specific knowledge is discouraged in a functional model. Thus, it facilitates
collaboration among different disciplines, bringing the domain experts’ minds to the
same level of abstraction [45]. The high abstraction level in the functional models
makes them a suitable formalism for CPS design. Functional models abstract the
details of the continuous and discrete dynamics of CPS and allow cross-domain
collaboration [22, 41, 44]. Moreover, functional modeling is a systems engineering
activity [18] that allows systems and their subsystems to be described in terms of
their respective functionalities. Although functional models are very useful, they
may have additional security issues which are not within the scope of this chapter.
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Various researchers have addressed the inherent security issues in CPS design as a
whole [2] and at the functional level [43].

To adopt the use of functional models as a system engineering practice, the
formalization of a functional model [21, 35] is very important. To facilitate that,
the Functional Basis language [21, 40] has been successfully implemented for
function decomposition in the early design stage [10, 24, 36, 46]. The use of
a constrained vocabulary as well as well-defined functions and flow semantics
may help establish the functional modeling practice among different designers.
Thus, it allows them to rely on the same language to design and analyze systems.
As a result, Functional Basis language has become the de-facto standard for
functional modeling [34]. Functional Basis defines three flow categories (material,
energy, and signal) that expand into a total of 18 flow types, and 8 function
categories with a total of 32 primitive functions as presented and discussed in
[45]. Although Functional Basis language has been successfully used to provide
a common platform of communication among different domain experts, the current
major research challenge is making it executable for performing extensive design
space exploration. Therefore, generating an executable system-level model from the
functional model to perform design space exploration is essential for the adoption
of this methodology in industry [45]. The functional model has already been used to
synthesize architecture for automotive design [20]. However, this synthesis process
is not automatic and does not utilize the functional model to help the design
space exploration at the architecture level. Notably, an earlier work [12] has also
demonstrated the possibility of using Functional Basis language to enable the early
stage design automation for CPS.

1.1.3 Simulation in CPS

To design, validate, and test complex systems like CPS, simulation is widely used
during the early design stage across industries. Simulations allow the engineers to
analyze systems virtually in the cyber domain instead of implementing an actual
prototype of these systems in the physical domain. Thus, simulations are quite cost-
effective and efficient for the early design stage evaluation of the systems.

There are many state-of-the-art design automation tools [4, 28] that use various
system simulation languages. For example, VHDL-AMS [14], Simscape [38], and
Modelica [31] are some of the system simulation languages that allow modeling and
simulation of multi-disciplinary systems. However, the lack of early stage design
tools causes the simulation models to be generated manually by the domain experts.
This manual process is very time consuming and less effective for multi-disciplinary
systems as each of the disciplines has their own domain-specific tools and language.
Although, SysML [33] is proposed as a domain-independent system-level modeling
language [3, 23, 46], it has limitations in terms of expressing and executing those
models [6].
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This chapter discusses a novel approach mentioned in [45] for the creation
of CPS design tools. Throughout the chapter, we will use automotive CPS and
its related terms as an example of CPS. The rest of the chapter is organized as
follows: Section 1.2 presents the detailed implementation of a functional model
synthesis tool [45] that enables directly selecting architectures and generating high-
fidelity multi-disciplinary simulation models from a functional model. Furthermore,
Sect. 1.2.1 discusses the feedback function to facilitate the generation of closed loop
system-level simulation models, an essential concept for control, software, sensors,
and actuators of a CPS. Sections 1.2.2.4 and 1.2.3 present the detailed implemen-
tation of the synthesis tool in two separate steps. Section 1.2.2.4 discusses the
contextualization-based mapping technique that translates functions to architecture
components based on the contextualization of the components and (feedback) flows.
Section 1.2.3 discusses the technique to generate the corresponding simulation
models from the selected architectures. Section 1.2.4 presents the refinement process
used to generate the high-fidelity simulation models. An example evaluation of a
CPS use case is presented in Sect. 1.3 to demonstrate the usability of the discussed
functional model synthesis tool. Finally, Sect. 1.4 concludes the chapter.

1.2 Functional Model Synthesis Tool

The main objective of the functional model synthesis tool is to support the automatic
generation of CPS simulation models from the functional models. A functional
model is a labeled directed multigraph, where each node is a function in the model
and each edge represents the flow from source to target node. On the other hand,
a simulation model is a strongly typed component with well-defined CPS ports
and connectors that obey the energy conservation principles in various domains and
allow components to exchange physical energy and data. The generated simulation
models are comparable to the manual selection as done by the experts.

This chapter capitalizes on the method [45] that exploits the key insights of
the two approaches mentioned in [11, 12]. In [11], researchers have developed
a context-sensitive mapping technique to synthesize general purpose low-fidelity
simulation models without leveraging any domain-specific knowledge. In [12], they
have developed a high-level synthesis technique that utilizes the domain-specific
knowledge in automotive architectures to generate medium fidelity simulation mod-
els. Combining the strength of these two approaches, researchers in [45] developed
a novel functional model synthesis tool for synthesizing high-fidelity multi-domain
CPS simulation models. The overall design flow of the tool is presented in Fig. 1.1.
The feedback function and architecture templates used in the tool provide the
basis for an architecture-driven mapping of functions to components. This mapping
is further contextualized by the context-sensitive synthesis technique to generate
simulations.
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Fig. 1.1 The design flow of the functional model synthesis tool [45]

1.2.1 Feedback Function

In principle [35], a function is a process applied to an input flow to produce an
output flow. That is why most functional models lack feedback information. With
the approach mentioned in this chapter, when the functional model is transformed
into a system-level simulation model, the synthesis technique applies design rules
to create feedback of flows and components with the help of a feedback function as
a complementary to the Functional Basis language. Figure 1.2 shows the syntax
and semantics of the proposed feedback function. The feedback function has 2
properties: (1) The syntax feeds back a flow produced by a successor function to
a predecessor function (a function executed earlier in time relative to a successor);
(2) The semantics define the reuse or returning of material, energy, or signal flow to
a predecessor function.

1.2.2 Synthesizing Architecture Models

As shown in Fig. 1.1, once the functional model is ready, the next step is to
synthesize it into architecture models. The researchers from electronic design
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Fig. 1.2 Feedback function can be visualized as a flow from a successor to a predecessor function
[45]

automation refer the architecture-based design also as platform-based design [42]. It
allows the collaborative development of complex systems across different organiza-
tions [8]. The reusability of components offered by these architectures/platforms
saves billions of dollars for the companies annually [16]. The method uses the
existing knowledge of architectures to develop the architecture synthesis technique
of the functional model synthesis tool. The architecture synthesis method supports
the early design stage by synthesizing all the system-level potential architectural
solutions that satisfy the design intent depicted by the designer in the functional
model.

An architecture component is a pair of functional model, and a list of
constraints that specify relevant architectural parameters and properties such as the
number of cylinders in an engine and data path width in an ECU. An architecture
template is a multigraph, where each node is an architecture component, and each
edge is the connector connecting the source component and target component.
Each of the architecture components is associated with a list of constraints that
this architecture must meet. An architecture library consists of two sub-libraries,
where one sub-library is a collection of architecture components and another is
a collection of architecture templates. And user given requirements is a set of
requirements expressed in temporal logic that determine the expected system’s
characteristics.

The architecture synthesis technique uses the architecture library, composed
by architecture components and templates, to allocate functions to candidate
architectures. The functional model created using the Functional Basis language
allows the functional model synthesis tool to validate the design contracts [37]
because the interfaces are strongly typed and can be mapped to CPS contexts (i.e.,
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electrical, mechanical, signals, etc.) [11]. As a result, the contextualization-based
mapping technique is used for mapping functional models to candidate architectures
in the following subsections.

1.2.2.1 Contextualization Based on Input/Output Flows

In order to reliably generate high-quality simulation models, finding the correct
function-to-component mapping for a given functional model is very important.
Therefore, every function within the functional model of a CPS must be contex-
tualized by its input and output flows. Two types of flows are defined for every
function: primary and secondary. Primary flows are the flows that are inherent to a
given function. The primary flows are fixed for every function, and they add no new
information to the system. Therefore, for flow-contextualization, secondary flows
are necessary. Secondary flows are the non-essential inputs/outputs of a function.
Secondary flows reduce the many-to-many function-to-component relation down to
a one-to-one mapping.

1.2.2.2 Contextualization Based on Components

The system-level components provided by academic and commercial libraries [26,
31, 32] are reusable but are not sufficient for automatic synthesis (which is explained
in detail in Sect. 1.2.4.2). Therefore, to automatically generate the correct simulation
models, it is very important to define the level of component granularity required
by the synthesis techniques. For example, each simulation component (such as
Modelica) defines both the structure (i.e., a capacitor) and its dynamic behavior
using differential equations. Additionally, a component’s connectors (or ports)
specify the equations to honor energy conservation principles. Finally, components
have an annotation field that can be used to store information about the component
such as its documentation or icon.

The name-space of the component in a library is used to classify its domain
(e.g., Modelica.Electrical.Analog.Basic and Modelica.Mechanics.Components) and
to locate the component (e.g., resistor and damper). Since the technique works at
the component level, the equations and behaviors associated with the component
are never modified. The type of connectors in a component is used to determine
the correct physical interface and generate compliant simulation models. Connector
types are also useful to generate the energy conservation laws when a feedback
function relates various components. A component’s annotation field can be used as
the means to associate and store the mappings of components-to-functions. Given
the required level of component granularity, this technique imports the functions
of a functional model and builds an abstract syntax tree to access a component’s
connectors, equations, techniques, and annotations during the mapping process.
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Fig. 1.3 A context tree for the “Convert” function of the automotive system

1.2.2.3 Context-Sensitive Mapping of Functions to Components

Context-sensitive mapping enables the mapping from functions to components. The
mapping requires a specific function, a functional model, and a set of potential com-
ponents to be mapped as input. First, it parses the input components into an abstract
syntax tree (AST), where equations, techniques, connectors, and annotations are
accessible for the technique. One context tree may be built for each function while
mapping the input function to the component (an example of the context tree is
shown in Fig. 1.3). Based on the context given by the function’s signature (root
node) and the secondary input/output flows (inner nodes), the realization mechanism
may be deduced from basic engineering principles and added as the leaf nodes. The
context tree may then be traversed (starting at the root) to create a path according
to the existing secondary flows and the appropriate realization mechanism. This
path may represent the flow-based contextualized function and all the functions and
flows in the path may be mapped to the input components, thus may create a set of
appropriate mapping. The details of the context-sensitive mapping may be found in
[45] along with the pseudo code of the mapping technique.

1.2.2.4 Function to Architecture Synthesis

With the help of the context-sensitive mapping technique, the high-level synthesis
technique may be developed for synthesizing functional model to architectural
models. Given a functional model and the user-defined requirements as inputs,
the objective of the function to architecture synthesis technique is to find the set
of architecture templates in architecture library that fully or partially map to the
functional model.

The function to architecture synthesis technique will generate both full and
partial mappings from a functional model into a set of architecture templates based
on the knowledge contained in the architecture library. The synthesis technique
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may also provide top-down and bottom-up refinements as design suggestions for
functional model and architecture templates. The synthesis technique may perform
a branch and bound synthesis [29] as follows: First, it can prune the selection of
architecture templates whose constraints do not meet the requirements. Based on
the selected architecture templates, it will aggregate the maximum possible mapping
from functional model to architecture templates using the context-sensitive mapping
technique.

After the architecture template design space has been expanded, the synthesis
technique will perform a multi-step pruning process on each architecture template.
Once the pruning is done, the synthesis technique will refine all partial mappings
in a top-down manner. And the bottom-up refinement can be done on the functions
that exist on the selected architecture templates but not in the functional model.
The details of the refinement process are presented in Sect. 1.2.4. The refinement
suggestions can help the designers to increase the fidelity of the original functional
model. The details of the function to architecture synthesis technique can be found
in [45] along with the pseudo code.

1.2.3 Architecture to Simulation Model Synthesis

Once the candidate architectures have been identified from the functional models
using the function to architecture synthesis technique, the next step is to generate
the corresponding simulation models.

The architecture to simulation model synthesis technique will generate simu-
lation models for all the architecture-mapped functional models identified by the
function to architecture synthesis technique. First, it will broaden the simulation
design space for each of the architecture templates generated in Sect. 1.2.2.4.
Whenever an architecture-mapped function cannot be mapped to any simulation
component, a top-down refinement of simulation models may be constructed (see
details of the refinement process in Sect. 1.2.4). Then, it will expand the simulation
design space by creating individual simulation models for all possible combinations
of simulation components that match an architecture-mapped functional model.
Finally, it will add connections to every model according to the topology in their
corresponding architecture component. Interested readers may refer to [45] for the
details of the synthesis technique.

1.2.4 Process of Refinement

Designing CPS is a complex process that involves multiple iterations. For example,
in automotive CPS one design is refined multiple times by multiple personnel
from various organizations. The synthesis technique presented in this chapter
supports the refinement of the low-fidelity functional models to achieve high fidelity.
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For example, after the initial candidate architectures have been identified, the
architecture models may contain a set of functions that are not modeled in the
original functional model. Thus, a refined functional model can be created by back-
propagating this architecture information to the functional model. This refinement
is referred to as bottom-up refinement as information is being propagated from a
lower level of abstraction (architecture) to a higher level of abstraction (functions)
to achieve high fidelity. The level of fidelity is the amount of qualitative and
quantitative information that can be obtained from a model. On the other hand,
incompleteness of a model is the lack of fidelity necessary to answer a specific
engineering question. And, refinement is the process by which the level of fidelity
of a model is increased to make it less incomplete, and thus the ability to answer
more detailed engineering questions.

1.2.4.1 Top-down Refinement Process

As the name implies, a top-down refinement increases the level of fidelity by
propagating the information from a higher level of abstraction (functions) to a
lower level of abstraction (architecture). For example, sometimes a functional model
contains a set of functions that are not fulfilled by any of the components in
the architecture library. To satisfy those functional requirements of that particular
functional model, a new architecture component with the relative complement of the
functions is created by the new architecture component in the architecture library.

1.2.4.2 Bottom-up Refinement Process

The bottom-up refinement analyzes the ports and interface of a simulation compo-
nent to determine the functions automatically. In addition to that, the flow (energy,
material, and signals) transformations occurring within the component’s internal
structure is also determined. Using the functions performed by the simulation
components, the bottom-up step classifies the components in a library. Thus, it
helps to achieve a correlation between functions, architectures, and simulation
components that design tools may use to synthesize simulation models for candidate
system architectures.

The type of energy, material, or signals that one component exchanges with
another through its ports can be obtained using the components’ interface analysis.
The interface analysis infers the functions achieved by a given simulation compo-
nent as shown in Fig. 1.4. For example, the Electric Motor component has three
ports: thermal, electrical, and rotational mechanical energy. Typically, conjugate
variables that represent effort/flow are used to exchange energy between the sim-
ulation components. Electrical energy, rotational mechanical energy, and thermal
energy are represented by the conjugate variables’ voltage/current, torque/angular
velocity, and temperature/heat flow, respectively. As the relationship between the
functional level and simulation component level energy is known, the technique
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Fig. 1.4 Extraction of functions from simulation components [45]

Fig. 1.5 Structural analysis on simulation components reveals additional domains and the energy,
material, and signal transformations between them [45]

determines that the Electric Motor is able to perform the function of “Convert”
energy from any port to the other ports. This leads to six inferred functions.

Sometimes, this technique also performs a structural analysis—a hierarchical
traversal and flattening—of the internal simulation component structure to expose
all the domains (e.g., electrical, mechanical, thermal, signals, etc.) that are not
visible through the interface of the simulation components. Figure 1.5 shows how
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structural analysis helps to expose all the domains revealing the invisible functions.
Interested readers can refer to [45] to know the details about the structural analysis.

1.3 Evaluation of Functional Model Synthesis Tool

This section presents a real-world automotive case study as introduced in [45].
The case study demonstrates the effectiveness of functional model synthesis tool to
synthesize the multi-domain simulation model using the cyber-physical aspects of a
functional model. The tool generates the simulation models automatically using the
existing architecture knowledge after evaluating different candidate architectures of
designing an engine system. It also demonstrates how the feedback function and
the refinement process help to generate the high-fidelity multi-domain simulation
models.

1.3.1 Architecture Model Synthesis

Figure 1.6 represents the functional model of the engine system. Using the
architectural templates shown in Fig. 1.7, the functions (blocks) and flows (arrows)
can be naturally mapped to the main subsystems of an automotive system . For
example, the function “convert chem. energy to rot. mech. energy” can be mapped
to an Engine ICE, Series Hybrid, and Parallel Hybrid architectures.

Table 1.1 shows the user-defined requirements and Table 1.2 shows the con-
straints for five automotive architecture templates. The function to architecture
synthesis technique in Sect. 1.2.2.4 eliminates the third constraint of minimum price
(Electric Fuel Cell) from the architectural design space as it violates user-defined
requirements maximum price. Furthermore, the synthesis technique also eliminates

Fig. 1.6 An example functional model of an automotive power-train, associated requirements, and
architectural constraints [45]
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Fig. 1.7 Architecture templates for the engine block [45]

Table 1.1 User-defined
requirements

Description Value

Minimum energy efficiency 35%

Maximum weight 2000 kg

Maximum price $40,000

Table 1.2 Constrain list of architecture templates

Description ICE Series hybrid Parallel hybrid Electric EFCa

Max. energy efficiency 20% 37% 37% 60% 50%

Min. total weight 2000 kg 2000 kg 2000 kg 2000 kg 2000 kg

Min. price $20,000 $30,000 $30,000 $30,000 $50,000

Input energy Chem. Chem., Elec. Chem., Elec. Elec. Elec.

Output energy Mech. Mech. Mech. Mech. Mech.

Energy price $3/gallon $0.23/kWh $0.23/kWh $0.23/kWh $0.15/kWh
aEFC electric fuel cell

the Electric architecture template because neither “Store EE” nor “Convert EE to
RME” functions exist in the functional model. It is to note that the ICE architecture
template fully matches the functional model, whereas the Series Hybrid and Parallel
Hybrid templates partially match the functional model.
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1.3.2 Simulation Model Synthesis

Functional models support the technology-independent design requirements. More-
over, the functional model synthesis tool uses the design requirements to facilitate
the automatic generation of simulation models for different architectures that
satisfy those design requirements. For example, a software engineer may create
a functional model to design the engine control system (ECU and its control
software) represented by the “Sense” and the “Control” functions as shown in
Fig. 1.6. However, the software engineer might be able to do so with a very minimal
knowledge of mechanical engineering.

1.3.3 Feedback Function’s Usability

The two feedback functions shown in Fig. 1.6 are used as an additional support to
the Functional Basis language [45]. Researchers in [45] designed a functional model
of an engine system using only Functional Basis language and without the feedback
function. The intention is to demonstrate the usability of the feedback functions.
Then that functional model is synthesized using the functional model synthesis
tool to generate the simulation models for the ICE architecture. Simulation models
are synthesized from both functional models (with feedback and without feedback
function) and their performances are compared. The fuel consumption is much less
with feedback functions compared to the one without feedback functions as shown
in Fig. 1.8. Furthermore, Fig. 1.9 demonstrates that engine models synthesized with
feedback functions generate much less emissions (CO, NOx, and HC) as compared
to the ones without the feedback functions. The reason is, the feedback functions
are mapped to additional control units which cause more efficient use of the engine.

Fig. 1.8 Comparison of the fuel consumption between the synthesized simulation models
with/without “Feedback” [45]
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Fig. 1.9 Comparison of emissions between the simulation models with/without “Feedback” [45]

Fig. 1.10 Bottom-up refinement of a functional model [45]

1.3.4 Refinement Process Analysis

The usefulness of the bottom-up refinement of the discussed methodology is
illustrated in Fig. 1.10. As shown in Fig. 1.6, original functional model does not
have the functions “Convert RME to EE,” “Convert EE to RME,” and “Store
EE.” However, the function to architecture synthesis technique in Sect. 1.2.2.4
generates the partial mappings to architectures (ICE, Hybrid, and Electric) and
system engineers get the refined functional models suggestions. For example, new
functions such as “Convert RME to EE,” “Store EE,” and “Convert EE to RME”
are created using the Hybrid architecture mapping. The number of functions in the
refined functional models generated from three different mappings is presented in
Fig. 1.11.
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Fig. 1.11 Number of functions in the refined functional models [45]

1.4 Conclusion

This chapter discusses the role of functional models in the design and development
of CPS. It starts by creating the functional model from design requirements.
Moreover, the chapter emphasizes the design automation techniques that automat-
ically generate high-fidelity multi-domain simulation models from the functional
model. The functional model synthesis tool [45] as discussed in this chapter takes
the advantage of existing architectures’ knowledge to develop other candidate,
architecture-specific simulation models for complex CPS and facilitates early design
space exploration. For the detailed implementation of the tool, the concept of
a “Feedback” function [45] is also discussed to capture feedback flows that are
essential for complex systems using control, software, sensors, and actuators. A
context-sensitive mapping technique is also discussed to construct an appropriate
engineering context that facilitates the selection of function-to-component mappings
by considering the surrounding flows of a function. Moreover, a refinement process
is also discussed that backpropagates the results as design suggestions to the system-
level designers. Finally, the usability of the discussed functional model synthesis
tool is presented using an automotive engine system.
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2.1 Platform-Based Design Methodology for Connected
Vehicles

Automotive design has become more complex than ever due to the rapid devel-
opment of connected and autonomous technology. This trend affects not only the
design of individual vehicles but also the operation of entire vehicular transportation
system, through connected vehicle applications such as intelligent traffic signals,
collaborative adaptive cruise control (CACC), and vehicle platooning. The safety-
critical nature of these systems makes it essential to rigorously ensure functional
correctness and to quantitatively evaluate system metrics throughout the design pro-
cess and across all system layers. In this chapter, we will introduce the application of
the platform-based design (PBD) paradigm in connected vehicles. We will present
how the principles of the PBD paradigm, in particular the definition of platforms
and the mapping between functional and architectural platforms, may be carried out
across the system layers, from connected vehicle applications to individual vehicle
functionality, and then to in-vehicle software, hardware, and physical layers.

2.1.1 Design Challenges for Connected Vehicles

In the following, we will first introduce some of the major challenges for connected
vehicles, and then outline how the PBD paradigm may be applied to their design.

• Addressing high-volume and dynamic input data: The size of a signal in
conventional control systems is usually not very large. It can be only a binary
to indicate “on” or “off” of a component, or several bytes to represent the value
of a measurement. However, for advanced driver assistance systems (ADAS)
and autonomous functions in modern vehicles, the inputs from lidars, radars,
cameras, and other sensors could induce much larger data at a high input data
rate. For example, an advanced lidar can have input data rate that is up to
100 Mbps, which far exceeds the capacity of currently prevalent in-vehicle bus
protocol, the controller area network (CAN), and the processing capability of
current electronic control units (ECUs). Moreover, such input data rate may
significantly vary under different road conditions, moving speed, and light
intensity, which presents further challenges to the system design, as detailed
below.

• Computation architecture design: High-volume and dynamic input data has
a significant impact on the design of the computation platform. Should system
designers add more ECUs or upgrade existing ECUs to more powerful ones for
handling the data? What types of new computation elements such as GPUs,
FPGAs, or ASIC accelerators are needed? Can the computation architecture
be dynamically adapted to handle the changing data rate? Answering these
questions requires the development of new design methodologies.
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• Communication architecture design: To address the high-volume and dynamic
input data, original equipment manufacturers (OEMs) have been exploring new
in-vehicle communication architectures such as those based on the Ethernet
protocol. However, systematic methodologies are still greatly needed to meet the
data processing requirements. Furthermore, the new communication protocols,
including both in-vehicle protocols and inter-vehicle protocols for vehicle-to-
everything (V2X) communication, should be carefully designed and integrated
with the conventional protocols that are still important for conventional/legacy
components. The integration of different protocols also relies on the design and
analysis of gateways, which further increase the design complexity.

• Topology design: As there are different protocols and multiple network devices
in an automotive system, it is not trivial to decide the connection of sensors,
actuators, and ECUs to network devices. The decisions are constrained by design
requirements and affected by the trade-offs between performance, cost, and even
wiring weight. Furthermore, the topology should follow the harness and routing
graph in an automotive system and is often challenging to design.

• Safety: Automotive systems are safety-critical systems, and there are many
constraints that have to be met for ensuring system safety. For instance, the end-
to-end latency from detecting sensor input to applying control often has to meet
a strict deadline, which requires rigorous worst-case analysis based on formal
mathematical models. However, with the increase of functional and architectural
complexity, accurately building those models and conducting worst-case analysis
has become increasingly challenging.

• Reliability: The reliability of automotive systems relies on many factors, such as
the fault-tolerant and redundant architectures for single-point-of-failures. Several
protocols such as the time-sensitive networking (TSN) support replications and
eliminations (if redundant at destinations) of frames. As shown in Fig. 2.1, these
operations can increase the reliability of communication, but they also induce
higher costs and more communication traffic. Furthermore, they require mul-
tiple routing paths, which makes topology design more challenging. Similarly,
redundant ECUs may increase the reliability of computation, but they also lead
to higher costs and design complexity.

lower cost
lower reliability

higher switch load

higher cost
lower reliability

lower switch load

higher cost
higher reliability

higher switch load

Fig. 2.1 The trade-off between cost, reliability, and switch performance in automotive design
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• Security: System security is a rising issue for automotive systems. It requires a
cross-layer solution that includes security mechanisms compatible with existing
V2X communication protocols, lightweight security mechanisms within individ-
ual vehicles, and component-level security mechanisms. Due to tight resource
constraints and stringent design requirements, security should be considered
from the beginning of the design process; otherwise, it is often too late or
impossible to add security at late stages.

2.1.2 Mapping Problems for Connected Vehicles

We propose the PDB methodology to address these growing design challenges of
connected vehicles. The key idea of PBD is to capture the system with a number
of abstraction layers called platforms, and divide the complex design process into
a series of mappings from higher-layer to lower-layer platforms. The mapping
between two platform layers is, in fact, a design space exploration process, where
different options (abstracted as design variables) for implementing the high-layer
platform model (i.e., “functionality”) on the lower-layer platform components
(i.e., “architecture”) are explored with respect to a set of design objectives and
constraints.

Figure 2.2 shows how the design of connected vehicles can be addressed with the
PBD paradigm as a series of mapping problems across platform layers, including
mapping connected vehicle applications to vehicle functionality, mapping vehicle
functionality to software tasks, mapping software tasks to hardware components,
and mapping hardware components to physical layout.

2.2 Mapping Connected Vehicle Applications to Vehicle
Functionality

In the following sections, we will go through some representative problems for
each of these mapping problems. At the top layer, the PBD paradigm is applied
to the mapping from connected vehicle applications, such as cooperative adaptive
cruise control (CACC), lane merging, and autonomous intersection, to functionality
of individual vehicles. The mapping problem can be formulated as follows:

• Platforms: (1) The higher-layer platform is captured by the models of connected
vehicle applications, such as CACC and autonomous intersections; and (2) the
lower-layer platform includes the models of individual vehicles in both the cyber
domain (computation and communication models) and the physical domain
(vehicle dynamics).
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Fig. 2.2 Platform-based design for connected vehicles through mapping across multiple platform
layers: (1) mapping connected vehicle applications to vehicle functionality, (2) mapping vehicle
functionality to software tasks, (3) mapping software tasks to hardware components, and (4)
mapping hardware components to physical layout

• Design Space: The design variables to be explored include the setting of con-
tracts (constraints) on individual vehicle behavior/functionality—in the physical
domain, this means constraints on vehicle’s path planning and motion control;
in cyber domain, this means constraints on computation latency, communication
latency, reliability, etc.
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• Design Objectives and Constraints: These could include safety, liveness,
deadlock-free, fairness, traffic efficiency (e.g., for CACC and autonomous
intersections), fuel consumption and emission (e.g., for eco-driving applications).

We have been developing a system-level modeling, synthesis and validation
framework for connected vehicle applications [22, 27] and applying it to the
above mapping (design space exploration) problem. In particular, we apply the
methodology to a CACC application [9, 22] and an autonomous intersection
management application [21, 23].

In the CACC application, vehicles inform each other about their speeds and
accelerations via vehicle-to-vehicle (V2V) messages to maintain safe distances
between them. We study the impact of communication delays and losses on the
system safety and performance based on simulations, and then, in turn, derive
the constraints for individual vehicle planning and control (i.e., constraints in the
physical domain) [22].

In the autonomous intersection application, autonomous vehicles approaching
an intersection will communicate with an intersection manager via vehicle-to-
infrastructure (V2I) messages to request the right to enter and pass the intersection.
The manager will then decide/schedule the entering order for the vehicles. We again
study this application with consideration of communication delays and losses, and
observe the significant impact of communication on system safety, liveness, and
deadlock-free properties.

We then develop and analyze a delay-tolerant protocol for autonomous inter-
section management [21], as shown in Fig. 2.3. The protocol assures that as long

Protocol Design and Modeling

Timed
Automata

UPPAAL
Verification

Protocol
Simulator

SUMO
TraCI API

Simulation

State Machines

Fig. 2.3 Design and validation of delay-tolerant autonomous intersections [21]
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as the communication delays are bounded, every vehicle will eventually cross the
intersection (i.e., liveness property) and vehicles with conflicting routes will never
enter the intersection at the same time (i.e., safety property). We verify the safety
and liveness properties of our protocol by building more abstract timed automata
models and leveraging the UPPAAL verification tool [19]. Finally, we implement
our protocol in the SUMO traffic simulation suite [18], with the extension of
modeling communication delays, to study the system performance. Such analysis
allows us to derive the delay constraints on V2I communication in the cyber domain,
which includes the delays of in-vehicle processing and the delays of V2I message
transmissions, for ensuring system safety, liveness, deadlock-free, and performance.

2.3 Mapping Vehicle Functionality to Software Tasks

Once we have the specifications and constraints of individual vehicle functionality,
the PBD paradigm can be applied to conduct the mapping from vehicle functionality
to software tasks. This mapping problem can be formulated as follows:

• Platforms: (1) The higher-layer platform is captured by the models of vehicle
functionality (e.g., Simulink models, timed automata), including in-vehicle sens-
ing, computation and communication models, as well as V2X communication
models; and (2) the lower-layer platform includes the models of software tasks
and communication protocols.

• Design Space: The design variables to be explored include the generation of
software tasks from functional models (i.e., mapping from functional blocks
to tasks) and the design of communication protocols (including signals) from
functional models.

• Design Objectives and Constraints: These may include a variety of constraints
and optimization objectives on system performance, safety, security, cost, relia-
bility, extensibility, memory size, reusability, modularity, etc.

For the mapping across these two layers, we have developed algorithms for
exploring software task generation, allocation, and scheduling from functional
models of finite state machines [25] and synchronous block diagrams [4, 6],
two main models of computation in synchronous models that are widely used in
capturing embedded sensing, control, and computation applications.

In [25], we developed a general partitioned model for multi-task implementations
of synchronous finite state machines, and defined two metrics for measuring the
quality of task implementations: the breakdown factor and the action extensibility.
We then developed a heuristic algorithm to explore robust and extensible task
generation and scheduling based on the two metrics. The experimental results
demonstrated significant improvement on the two metrics from our algorithm, and
showed the importance of exploring task generation options for synchronous finite
state machines.



28 C.-W. Lin et al.

In [6], we developed an algorithm for direct generation of software tasks on
single-core platforms from synchronous block diagrams, with respect to modularity,
reusability, code size, and latency. This work showed the promise of exploring task
generation for synchronous block diagrams.

In [4], we developed a complete model-based synthesis flow for automotive
software systems that follow the AUTOSAR standard [1]. The synthesis flow opti-
mizes the generation of AUTOSAR runnables from synchronous block diagrams,
the mapping of runnables onto software tasks, and the allocation and scheduling
of tasks onto multi-core ECU platforms. A key idea of this flow is to develop a
uniformed formalism of firing and execution timing automata (FETA) to capture
the periodic timing behavior of functional blocks, runnables, and tasks. Leveraging
FETA, the flow can more accurately model and reason about system timing behavior
across different layers during the entire mapping process. Finally, the synthesis
flow addresses constraints and objectives on a variety of metrics when solving
the mapping problems, including software engineering objectives such as runnable
modularity, reusability, and code size as well as timing and resource objectives such
as system schedulability and memory cost. In particular, the flow focuses on trading
off modularity with schedulability during the mapping from functional blocks to
runnables, and on minimizing memory cost under schedulability constraints during
the mapping from runnables to tasks and from tasks to ECU cores. Similarly
as [6, 25], this work showed the importance of exploring task generation options
when mapping vehicle functionality to software tasks. Furthermore, it demonstrated
the benefits of explicitly considering timing during task generation and having a
uniformed formalism such as FETA to capture timing behavior across system layers.

2.4 Mapping Software Tasks to Hardware Components

Once we have a model of software tasks and their communication signals, the PBD
paradigm can be further applied to explore the mapping of tasks onto hardware
components. We have briefly discussed this above in [4] and will elaborate it more
in this section. The mapping formulation for task to hardware platform mapping can
be captured as follows:

• Platforms: (1) The higher-layer platform is typically modeled as task graphs with
communication signals; and (2) the lower-layer platform includes architectural
models of hardware components.

• Design Space: The design variables include task allocation, task scheduling,
signal mapping to memory transactions or bus/wireless messages, message
scheduling, etc.

• Design Objectives and Constraints: The constraints and objectives address
metrics such as latency, schedulability, cost, energy consumption, extensibility,
fault tolerance, and security.
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In the following, we will demonstrate a few different mapping platforms across
these two layers.

2.4.1 Conventional CAN-Bus Systems

The controller area network (CAN) protocol is still the most common in-vehicle
network. The mapping problem from a task graph to a CAN-based system can be
solved by the PBD paradigm. As shown in Fig. 2.4, the functional model is a task
graph that consists of a set of tasks, denoted by T = {τ1, τ2, . . . , τ|T|}, and a set
of signals, denoted by S = {σ1, σ2, . . . , σ|S|}. Each signal σi is between a source
task and a destination task. Each task is activated periodically and communicate
with each other through signals. The architecture model is a distributed CAN-
based platform that consists of a set of ECUs, denoted by E = {ε1, ε2, . . . , εnE},
and a CAN bus that connects all the ECUs. Each ECU εk can send a set of
messages, denoted by Mk = {μk,1, μk,2, . . . , μk,|Mk |}. ECUs are assumed to run
AUTOSAR/OSEK-compliant operation systems that support preemptive priority-
based task scheduling. The bus uses the standard CAN bus arbitration model that
features non-preemptive priority-based message scheduling [2].

A path π is an ordered interleaving sequence of tasks and signals, defined
as π = (τr1 , σr1 , τr2 , σr2 , . . . , σrk−1 , τrk ). src(π) = τr1 is the path’s source and
snk(π) = τrk is its sink. Sources are activated by external events, while sinks
activate actuators. Multiple paths may exist between each source–sink pair. We
assume all tasks in a path perform computations that contribute to a distributed
function, from the collection of sensor data to the remote actuation. The worst-
case end-to-end latency incurred when traveling a path π is denoted as lπ , which
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Fig. 2.4 The task mapping problem in a CAN-based system
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represents the largest possible time interval that is required for the change of the
input (or sensed) value at the source to be propagated and cause a value change (or
an actuation response) at the sink.

During mapping, the functional model is mapped onto the architecture platform,
as shown in Fig. 2.4. Specifically, the tasks are allocated to ECUs, and the signals
are packed into messages and transmitted on the CAN bus in a broadcast fashion.
Messages are triggered periodically and each message contains the latest values of
the signals that mapped to it. Static priorities are assigned to tasks and messages
for priority-based scheduling. The design space of task allocation, signal packing,
and priority assignment is explored with respect to a set of design objectives and
constraints.

For detailed problem formulations and their corresponding algorithms, please
refer to our previous publications on task mapping for the CAN-based platform, with
the consideration of end-to-end latency [3, 5, 24, 30], extensibility [10, 26, 28, 29],
fault tolerance [20], and security [13, 15].

In the following, we will introduce task mapping onto two different architectural
platforms—one replaces the CAN bus by a time division multiple access (TDMA)
switch, and the other one utilizes an OS hypervisor to support multiple operating
systems running on a hardware component.

2.4.2 Advanced Architecture: TDMA-Based Systems

The TDMA-based protocol is a very representative synchronous protocol and
an abstraction of many existing protocols, such as the FlexRay [7], the Time-
Triggered Protocol [17], the Time-Triggered Ethernet [16], and the Time-Sensitive
Networking [8]. These protocols are likely to be adopted in future intelligent
vehicles to support high and dynamic data rate. Compared with Ethernet, they also
have more deterministic and predictable timing behavior. Compared with priority-
based networks such as the CAN protocol, TDMA-based systems have fundamental
differences in system modeling (in particular for latency modeling), on security
mechanism selection (a global time is available for security reasons), on design
space (network scheduling is the focus of this work but not a factor for CAN-
based systems), and on algorithm design. Therefore, the approaches for CAN-based
systems in the previous section do not apply to TDMA-based systems.

As shown in Fig. 2.5, similar to the system model in the previous section,
the functional model is a task graph that consists of a set of tasks, denoted by
T = {τ1, τ2, . . . , τ|T|}, and a set of signals, denoted by S = {σ1, σ2, . . . , σ|S|}.
Each signal σi is between a source task and a destination task, and each task
is activated periodically and communicates with each other through signals. The
architecture model is a distributed platform that consists of a set of ECUs, denoted
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Fig. 2.5 The mapping problem of a TDMA-based system

by E = {ε1, ε2, . . . , εnE}, and ECUs are assumed to support preemptive priority-
based task scheduling. The nodes are connected through a TDMA-based switch (we
focus on the single-switch case in this chapter, and our formulation can be extended
to multi-switches cases). A set of messages is communicated among nodes through
the switch, denoted by M = {μ1, μ2, . . . , μ|M|}. The switch uses a TDMA-based
model for scheduling, in which each time slot in the schedule can be assigned to one
message. Several time slots form a cycle, and the network switch repeats the same
scheduling sequence after each cycle. It is possible that a time slot is empty (not
assigned to any message) in a schedule, and it is also possible that there are more
than one time slots assigned to the same message in a cycle.

During mapping, the functional model is mapped onto the architecture platform,
as shown in Fig. 2.5. Specifically, the tasks are allocated to ECUs, and the signals
are one-to-one mapped onto messages and transmitted on the network. Messages are
triggered periodically and each message contains the latest values of the signals that
are mapped to the message. Static priorities are assigned to tasks for priority-based
scheduling, and the time slots in the schedule are assigned to messages. The design
space of task allocation, priority assignment, and switch scheduling is explored with
respect to a set of design objectives and constraints.

For detailed problem formulation and its corresponding algorithm, please refer
to our previous publications [12, 14] that address security in the mapping process.
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Fig. 2.6 (a) A traditional architecture, and (b) an architecture supported by an OS hypervisor

Fig. 2.7 The tasks are allocated to the operating systems, and the operating systems are scheduled
on the OS hypervisor

2.4.3 Advanced Architecture: OS-Hypervisor-Based Systems

In this section, we consider mapping onto platforms with OS hypervisor. In
Fig. 2.6a, there is a traditional architecture where the tasks are allocated directly
on the ECUs. In Fig. 2.6b, an OS hypervisor runs between hardware and operating
systems and virtualizes hardware. As a result, tasks and operating systems can
be executed in a hardware-independent way. The OS hypervisor in Fig. 2.6b is
categorized as a type-1 OS hypervisor which runs directly on hardware, while
a type-2 OS hypervisor runs on a host operating system and supports other
guest operating systems. In the market, there have been several OS hypervisors
available. Although they have different features and specific applications (not only
for automotive systems), the fundamental goal is still to virtualize hardware and
provide high flexibility and isolation.

As shown in Fig. 2.7, the system model consists of a set of tasks, a set of operating
systems, and an OS hypervisor. Each task τi is triggered periodically. We assume
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that all operating systems are identical, and each operating system ωi supports
the preemptive fixed-priority scheduling. The OS hypervisor supports the TDMA
scheduling and maintains a schedule in which each partition ρi is assigned to one
operating system,1 and the OS hypervisor repeats the schedule after each cycle. It is
possible that there is more than one partition assigned to the same operating system
in a cycle.

The research on developing the mapping algorithm for this model is still ongoing.

2.4.4 Heterogeneous Communication Architectures

There are still some limitations with those approaches above. First, there is usually
only one protocol to be considered, so the design methods cannot be applied to
heterogeneous communication architectures. Next, the designs are for conventional
functions which do not have very high data rates, and thus they cannot support
ADAS and autonomous functions. Lastly, the architectures are usually fixed so
that system designers have no flexibility to select appropriate hardware devices
and design a topology for them. To address these problems and the challenges
in Sect. 2.1, in this section, we propose a design methodology based on the PBD
paradigm for heterogeneous communication architectures in automotive systems.

The design methodology is based on the mapping from functional models to
architectural models. The notations which will be used in the methodology are listed
in Table 2.1. We first define a device and an architectural model as follows:

Definition 2.1 A device δ is either a sensor, an actuator, an ECU, or a network
device.

The location of a device is usually fixed according to the floor planning of
an automotive system. A network device can be a CAN bus, a TSN switch, or a
gateway.

Definition 2.2 An architectural model Δ is a set of devices.

An architectural model can be given by system designers directly or extracted
from standardized languages. Each device in an architectural model is only a
candidate, which means that it is possibly not selected during the mapping.

Definition 2.3 For each device δ, it is associated with a parameter Cδ as the device
cost of δ. For each pair of devices δ and δ′, it is with a parameter Dδ,δ′ as the
connection cost of δ and δ′ and another parameter Eδ,δ′ as the compatibility of δ

and δ′.

1Some existing OS hypervisors allow one partition to be assigned to more than one operating
system, and those operating systems are scheduled by their priorities. This can be generalized to
the system model by defining task priority as a 2-tuple.
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Table 2.1 Notations in the design methodology for heterogeneous communication architectures

δ A device

Cδ The device cost of δ

Dδ,δ′ The connection cost of δ and δ′

Eδ,δ′ The compatibility of δ and δ′

ι An implementation

Sι The set of devices of ι

Tι The set of logical connections between devices of ι

Uι The set of reliability and safety constraints on logical paths between devices of Uι

Δ An architectural model or a set of devices

I A functional model or a set of implementations

n The number of functional models

σ A sensor

π An actuator

θ An ECU

φ A network device

Σ The set of sensors

Π The set of actuators

Θ The set of ECUs

Φ The set of network devices

The parameter Dδ,δ′ can be pre-computed based on the harness and routing graph
in an automotive system, and it can be set as the distance or the wiring weight
between δ and δ′ which are physically connected. If Dδ,δ′ = ∞, it means that there
is no physical connection between δ and δ′. On the other hand, Eδ,δ′ = 1 if and only
if δ and δ′ can be selected at the same time. The existence of the parameter Eδ,δ′ is
to address the challenge of device selection mentioned in Sect. 2.1, e.g., if both of
a regular ECU and an upgraded ECU are the candidates at the same location, only
one of them can be selected.

As shown in Fig. 2.8a, the architectural model Δ has five devices including one
sensor, one actuator, two ECUs, and one CAN bus. If δ2 is a regular ECU, δ3 is
an upgraded ECU, and both of them are the candidates at the same location, then
only one of them can be selected. Therefore, Eδ2,δ3 = 0, while Eδi,δj

= 1 for
any other pair of devices. On the other hand, all devices except the CAN bus are
only connected to the CAN bus, so Dδi,δj

= ∞ for any pair of devices where
i, j ∈ {1, 2, 3, 4}.
Definition 2.4 Given Δ, Σ is the set of sensors, Π is the set of actuators, Θ is the
set of ECUs, Φ is the set of network devices, and thus Δ = Σ ∪ Π ∪ Θ ∪ Φ.
Throughout the section, σ is a sensor, π is an actuator, θ is an ECU, φ is a network
device,
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Then, we define an implementation and a functional model as follows:

Definition 2.5 An implementation ι is associated with Sι as the set of devices, Tι

as the set of logical connections between devices, and Uι as the set of reliability and
safety constraints on logical paths between devices.

Note that Tι can be represented by a set of subsets in Sι, and Uι can be represented
by a set of reliability and safety constraints on tuples of elements in Sι.

Definition 2.6 A functional model I is a set of implementations, and it can be
implemented by any ι ∈ I .

We define a functional model by its possible implementations on devices because
we can translate system designers’ experience into candidate implementations
and significantly reduce the complexity and search space during design space
exploration (e.g., we can keep the scenario that both ECUs need to be upgraded
at the same time).

It should be mentioned that, in most cases, a functional model has the same
sensors and actuators in all of its implementations, e.g., the sensors and actuators
that the functions of a blind spot monitor use are fixed. On the other hand, there
is usually some flexibility selecting ECUs to execute corresponding functions, no
matter they are at the same location or at different locations, so a functional model
usually has different sets of ECUs in its implementations. Lastly, there is usually no
network device in an implementation, although it may be implied by the harness and
routing graph or objective optimization and constraint satisfaction during mapping.

As shown in Fig. 2.8b, the functional model is {ι1, ι2}. For ι1, Sι1 = {δ1, δ2, δ4},
Tι1 = {{δ1, δ2}, {δ2, δ4}}, and Uι1 consists of the constraints on path (δ1, δ2, δ4), e.g.,
its end-to-end latency of the functional path of ι1 must be smaller than its deadline.
Similarly, for ι2, Sι2 = {δ1, δ3, δ4}, Tι2 = {{δ1, δ3}, {δ3, δ4}}, and Uι2 consists of the
constraints on path (δ1, δ3, δ4).
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With the definitions of an architectural model and a functional model, the design
problem can be defined as follows:

• Given an architectural model Δ and n function model {I1, I2, . . . , In}, select
an implementation for each functional model such that all devices of selected
implementations are compatible, all reliability and safety constraints of selected
implementations are satisfied, and the objective is optimized.

As mentioned in Sect. 2.1, a reliability constraint can be the requirement of
multiple routing paths. A safety constraint can be the utilization bound of each
device or the requirement that the end-to-end latency of a functional path must be
smaller than its deadline. The most typical objective is to minimize total cost which
includes all device costs and all connection costs. Some other possible objectives
are weight minimization, latency minimization, and performance maximization.
As shown in Fig. 2.8, one implementation in Fig. 2.8b should be selected to
implement the functional model, depending on objective optimization and constraint
satisfaction during mapping.

Here is the summary of how the methodology addresses the design challenges
mentioned in Sect. 2.1.

• Addressing high-volume and dynamic input data. By objective optimization
and constraint satisfaction during mapping, a functional model with high data
rate will be served by faster network devices (protocols) after mapping. If nearby
ECUs are not powerful enough for dynamic data rate, a functional model will
connect its sensors or actuators to further ECUs, and related objectives (e.g.,
connection cost) and constraints (e.g., end-to-end latency) will also be considered
during mapping.

• Computation architecture design. In the methodology, different types of ECUs
at the same location are all included in an architectural model and marked by
the compatibility (Eδ,δ′). As mentioned above, this allows us to translate system
designers’ experience into candidate implementations and keep the scenario that
both ECUs need to be upgraded at the same time. Then, the challenges in Sect. 2.1
can be addressed by objective optimization and constraint satisfaction during
mapping. If a device has no load after mapping, it means that it is not selected.

• Communication architecture design. Similar to device selection, a network
device may have no load on it, which means that it is not selected. On the
other hand, gateways are considered in the methodology to composite different
protocols.

• Topology design. In an architectural model, all possible connections and their
costs (Dδ,δ′) are pre-computed. During mapping, those connections are candi-
dates, and their costs can be considered.

• Safety. The end-to-end latency of a path can be defined with Uι in a functional
model and its implementations. Note that a frame is a special case of a path
between two devices. The methodology leaves flexibility for system designers to
apply different timing models. If those models are not available or their results
are over-pessimistic so that simple bounds on the utilization of network devices
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are adopted as safety constraints, the utilization of a device, which is a special
case of a path with only one device, can also be defined with Uι.

• Reliability. Similarly, all possible connections are candidates so that a function
model can construct multiple routing paths from them.

• Security. Although security is not the focus of the methodology, other protocols
and gateways in heterogeneous communication architecture can provide opportu-
nities for adding security protections. The methodology is a platform for further
security considerations during design stages.

• Optimization objective. The methodology leaves flexibility for system design-
ers to set total cost, wiring weight, reliability, or performance as their objectives.
To deal with different objectives, generalized optimization approaches should be
applied.

Heterogeneous communication architectures are expected to be deployed to sup-
port ADAS and autonomous functions. In this section, we propose a methodology
to address those challenges on heterogeneous communication architectures. Based
on the methodology, we can formulate a problem and its corresponding algorithm to
solve mapping problems at this level. The corresponding research is still ongoing.

2.5 Mapping Hardware Components to Physical Layouts

Finally, we can apply the PBD paradigm to map hardware components to physical
layouts. Hardware components typically have pre-defined places for them. For
example, radars should be placed at the front or rear side of a vehicle, not inside
the vehicle. These components are connected by wires, which need to go through
harnesses as shown in Fig. 2.9. The mapping problem from hardware to physical
layouts can be captured as follows and illustrated in Fig. 2.10.

• Platforms: (1) The higher-layer platform includes a set of logical connections
between hardware components; and (2) the lower-layer platform includes a
physical routing graph that consists of wiring harnesses, connections between
harnesses, locations (where a wire gets in or out of a harness) of wire harnesses,
and hardware components.

• Design Space: The design variables to be explored include placement of splices,
physical routing paths, and wire sizes.

• Design Objectives and Constraints: The metrics to be considered include total
wiring length, total wiring weight, fuel efficiency, resistance, signal quality,
space, and capacities of locations.

One problem formulation and its corresponding algorithm have been proposed
in [11]. The features of the problem are:

• A logical connection can be defined as a hypergraph, i.e., a connection (hyper-
edge) can connect more than two components (vertices). To physically connect
those components, we need to add splices physically (Steiner vertices logically),
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Fig. 2.9 A harness model with its locations [11]. Two components are connected by a wire, and
the wire goes through the harness
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Fig. 2.10 (a) The logical connection between three hardware components is mapped to (b) the
physical routing graph including a splice

which are similar to switches in network routing. A Steiner-tree problem for wire
routing is also common in electronic design automation.

• The placement of harnesses is fixed. As a result, the problem is to select routing
paths upon the given harnesses, and thus the number of potential routing paths
is limited. From this perspective, the problem is closer to network routing rather
than wire routing in electronic design automation.

• Similarly, a splice can only be placed at a location of a harness, so the number of
potential locations is also limited.

• Considering resistance, the total wiring length and the total wiring weight have
a quadratic relation because to maintain the same resistance for a wire, its length
and the area of its cross section need to increase or decrease linearly. The total
wiring weight is relevant to fuel efficiency as it is up to 30 kg in modern vehicles.

Please refer to [11] for detailed problem formulation and its corresponding
algorithm.

2.6 Summary

In this chapter, we introduced the platform-based design (PBD) paradigm for
automotive and transportation systems, and the application of PBD to map the
high-level specification of connected vehicle applications to individual vehicle
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functionality, and then to software and hardware implementations, and finally to
physical layouts. We believe that the PBD paradigm is a promising methodology to
address the rapidly growing complexity of automotive design and improve design
quality and productivity.
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Chapter 3
An Hourglass-Shaped Architecture
for Model-Based Development
of Networked Cyber-Physical Systems

Muhammad Umer Tariq and Marilyn Wolf

3.1 Introduction

Many technological achievements have been enabled by the field of feedback
control systems, which deals with the process of controlling a physical system
through a feedback controller. If the feedback controller is implemented as a real-
time computer system, the resulting configuration of the feedback control system
is referred to as embedded control system. Some prime examples of embedded
control systems are automotive systems, avionics systems, and smart grid. The
typical development process of an embedded control system can be partitioned
into two distinct stages: controller design and controller implementation. During
the controller design stage, a control systems engineer models the physical plant,
derives the feedback control law, and validates the controller design through
mathematical analysis and simulation. During the controller implementation stage,
a computer systems engineer implements the feedback controller as a real-time
computer system.

The field of embedded control systems brings together the fields of control
theory and real-time computer systems. However, as noted in [15], the fields of
control theory and real-time computer systems typically employ two completely
different types of models: analytical models and computational models. As a
result, two vastly different design processes are currently popular for the two
stages of embedded control system development process: feedback controller
design and feedback controller implementation as real-time computer system. Due
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to the inherent differences between the abovementioned two stages, currently
popular development methodologies for embedded control systems support very
few correct-by-construction properties and depend heavily on testing the final
implementation for creating confidence in the correct operation of an embedded
control system under various runtime operating conditions. Therefore, current
development techniques for embedded control systems are not capable of efficiently
handling the ever-increasing complexity of these systems.

These limitations of the traditional embedded control system development
techniques have created interest in taking a fresh look at the abstractions used
in the traditional embedded control systems development process, resulting in a
new field, cyber-physical systems (CPS) [39, 40]. The aim of CPS research is
to develop an integrated theory as well as an integrated development toolset for
controller design and controller implementation phases of the embedded control
system development process. The hope is that this CPS research will enable the
cost-effective development and maintenance of more complex versions of embedded
control systems.

Recent CPS research efforts can be divided into two major categories: platform-
imperfection-aware feedback controller design and CPS-friendly computing plat-
form design. Under the category of platform-imperfection-aware feedback con-
troller design, theoretical developments from the fields of hybrid systems [3],
switched systems [21], time-delay systems [7], networked control systems [41],
multi-agent networked systems [29], and game theory [16] are leveraged to develop
a feedback controller design that takes into account the imperfections of the
runtime computing platform (such as communication delays or failures caused
by communication network congestion or cyber security attacks) at the design
time [37]. The resulting “platform-imperfection-aware” feedback controller is either
robust against the imperfections of runtime computing platform or possesses the
capability to switch between different control modes to overcome the imperfections
of runtime computing platform. Under the category of CPS-friendly computing
platform design, CPS research has focused on specialized runtime computing
platforms that have more predictable timing performance or provide correct-by-
construction composition of software components. Some examples of this approach
are provided in [17, 19, 22].

Model-based development (or model-driven development) of cyber-physical
systems has the potential to bind the abovementioned CPS research efforts into
an integrated, cross-layer CPS development methodology. In model-based develop-
ment paradigm, high-level or platform-independent models (PIM) are transformed
into lower-level or platform-specific models (PSM) through the process of model
transformation. Both high-level and lower-level models are described using their
own domain-specific modeling languages (DSMLs) [32]. In this chapter, we propose
an approach to model-based development of networked cyber-physical systems
(CPS) that is centered on the notion of a standardized design specification language.
The proposed design specification language can be used to build a CPS design
specification model that can serve as a CPS-aware interface between control systems
engineer and embedded systems engineer.
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Fig. 3.1 Illustration of hourglass-shaped architecture of Internet; adapted from [2]

The proposed approach is inspired by the hourglass-shaped architecture of
Internet, illustrated in Fig. 3.1. The narrow waist of hourglass-shaped architecture
suggests that there is less diversity of protocols at this layer of Internet [2]. Any
application that can operate based on the services of IP layer can be deployed on the
Internet, and any underlying technology that can transport bytes from one point to
another according to IP services can be used in the Internet. Similarly, according
to the proposed approach to the model-based development of networked CPS
(Fig. 3.2), a wide range of DSMLs (and associated analysis tools) can be utilized
to develop a platform-imperfection-aware feedback controller design, which is then
specified using a standardized CPS design specification language. The proposed
feedback controller design can then be analyzed for mapping on to wide range of
runtime CPS computing platforms by utilizing their corresponding DSMLs (and
associated analysis tools). This approach can support the goals of an integrated CPS
theory and development methodology while still taking into account the differences
between the domain-specific skillset that control systems engineers and embedded
system engineers typically possess.

The rest of the chapter is organized as follows. In Sect. 3.2, we present some
related work. In Sect. 3.3, we present the details of the proposed hourglass-shaped
architecture for model-based development of networked cyber-physical systems.
In Sect. 3.4, we document a number of requirements that any standardized CPS
design specification language must satisfy. In Sect. 3.5, we present the overview
of a proposed CPS design specification language. In Sects. 3.6–3.8, we discuss
the concrete syntax, abstract syntax, and semantics of the proposed CPS design
specification language, respectively. In Sect. 3.9, we present the conclusion.
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Fig. 3.2 Illustration of
hourglass-shaped model of
CPS design and analysis
process

3.2 Related Work

Figure 3.3 presents a summary of specification languages and analysis tools
used in the different stages of a typical embedded control system development
process. Simulink [27] (combined with auxiliary tools such as Stateflow [28] and
Simscape [26]) has become a de facto standard in the field of embedded control
systems for specification and refinement (through simulation) of the feedback
controller design, developed by a control engineer through the application of
various analytical controller design strategies available in the literature for the field
of control theory [5]. Once a feedback controller design has shown acceptable
performance in the Simulink-based simulation environment, a computer system
engineer takes on the task of implementing this feedback controller design as
a real-time computer system. Various tools have been developed over the years
to help a computer systems engineer in this process of converting a feedback
controller design from a Simulink-based specification to a real-time computer
system implementation. Specialized modeling languages, such as UML (combined
with MARTE profile) [30], SysML [10], and AADL [8], help in the process of
designing the system and software architecture of the required real-time computer
system. Specialized programming languages, such as Lustre [12], Esterel [4],
Signal [20], and Giotto [14], help in the development of real-time computer system
whose timing performance can be formally guaranteed.
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Fig. 3.3 Embedded control systems: development steps, specification languages, and analysis
tools; adapted from [36]

Model-based development (MBD) paradigm has also been successfully
employed in the domain of embedded control system in order to improve the
productivity of a computer systems engineer during the process of conversion of a
feedback controller design into a real-time computer system. In MBD paradigm,
high-level or platform-independent models (PIM) are transformed into lower-level
or platform-specific models (PSM) through the process of model transformation.
Both high-level and lower-level models are described using their own domain-
specific modeling languages (DSMLs) [32]. A DSML is first defined through a
meta-modeling step. A meta-model of a DSML defines the basic constructs (along
with their relationships and constraints) that can be used in a DSML. Model
transformation step of MBD paradigm uses the meta-models of DSMLs to define
transformation rules from higher-level (platform-independent) models to lower-
level (platform-specific) models. Model-driven architecture (MDA) [9], model
integrated computing (MIC) [18], and eclipse modeling framework (EMF) [11, 33]
initiatives represent three popular MBD efforts.

In the domain of embedded control systems, various model transformation
(code generation) tools have been developed to automatically generate executable
code from Simulink models for various real-time computing platforms. Embedded
Coder [25], from Mathworks, Inc., is a commercially available example of such a
code generation tool. Another example of a Simulink-based MBD toolset for a more
specialized real-time computing platform has been reported in [6].

Building on the MBD paradigm, Sztipanovits et al. [35] describe a methodology
for cyber-physical system integration and illustrate their methods on the design of a
network of quadrotor UAVs. They identify three design layers: physical, platform,
and computation/communication. Their methodology emphasizes component-based
design and its associated requirement, compositionality. They identify passivity
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as a key characteristic that enables composition of control systems. They identify
network characteristics required to compositionally analyze the UAV network.

In a later paper, Sztipanovits et al. [34] describe a CPS methodology and tool
suite used for vehicle design. Their tool suite embodies two design platforms: the
model integration platform describes the semantic relationships between the models
used in design; the tool integration platform describes translations between tools
in the flow. Their framework allows them to construct design spaces and analyze
the characteristics of those design spaces. Their modeling language CyPhyML
includes sublanguages to describe components, system architectures, architectural
parameters, analysis models, and testbenches.

However, the CPS model-based development community has not been as suc-
cessful as some other communities in identifying a design flow which promotes the
reuse of tools and can support a range of application domains and implementation
targets. For instance, the classic text on compilers [1] identifies several steps in the
classical compilation process which are common to a broad class of programming
languages: lexical analysis, syntactic analysis, semantic analysis, intermediate code
generation, code optimization, and code generation. In this classical compilation
process, the intermediate code (developed in an intermediate language such as three-
address code) plays a pivotal role by providing an independent narrow interface
between a set of source code languages and a set of target machines. Similarly,
as illustrated in Fig. 3.1 and detailed in [2], the IP layer can be considered the
narrow waist of an hourglass-shaped architecture of Internet. Any application that
can operate based on the services of IP layer can be deployed on the Internet, and any
underlying technology that can transport bytes from one point to another according
to IP services can be used in the Internet.

While model-based development of networked cyber-physical systems is a chal-
lenging problem, we believe that abovementioned observations from the domains
of software compilation and Internet architecture can be leveraged to improve the
model-based development process for networked cyber-physical systems. There-
fore, in this chapter, we propose an approach to model-based development of
networked cyber-physical systems (CPS) that is centered on the notion of a
standardized CPS design specification language, capable of playing an analogous
role to the intermediate language and the IP layer from the domains of software
compilation and Internet architecture.

3.3 Hourglass-Shaped Architecture for Model-Based CPS
Development

Two major categories of CPS research are platform-imperfection-aware feedback
controller design and CPS-friendly computing platform design. Model-based devel-
opment of cyber-physical systems has the potential to bind the abovementioned
CPS research efforts into an integrated, cross-layer CPS development methodology.
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This section presents an approach to model-based development of networked cyber-
physical systems (CPS) that is centered on the notion of a standardized design
specification language. The proposed design specification language can be used to
build a CPS design specification model that can serve as a CPS-aware interface
between control systems engineer and embedded systems engineer. The proposed
approach is inspired by the hourglass-shaped architecture of Internet, illustrated in
Fig. 3.1. The narrow waist of hourglass-shaped architecture suggests that there is
less diversity of protocols at this middle layer of Internet [2], while many different
protocols can be employed at top and bottom layers of Internet.

According to the proposed hourglass-shaped architecture for model-based net-
worked CPS development, illustrated in Fig. 3.2, a wide range of DSMLs (and
associated analysis tools) can be utilized to develop a platform-imperfection-aware
feedback controller design, which is then specified using a standardized DSML
for CPS design specification. Furthermore, according to the proposed hourglass-
shaped architecture, the platform-imperfection-aware feedback controller design
(specified using the standardized DSML) can then be analyzed for mapping on to
various runtime CPS computing platforms by utilizing corresponding DSMLs (and
associated analysis tools).

The proposed hourglass-shaped architecture can enable effective coordination
between control systems engineer and embedded systems engineer during model-
based development of networked cyber-physical system, while still allowing them to
concentrate and specialize in the CPS-aware, model-based tools developed in their
respective domains. This approach can support the goals of an integrated CPS theory
and development methodology while taking into account the differences between
the domain-specific skillset that control systems engineer and embedded system
engineer must acquire during their respective academic training.

The proposed hourglass-shaped architecture for model-based development of
networked CPS consists of three explicit phases: (1) platform-imperfection-aware
feedback controller design, (2) CPS design specification, and (3) constraints-aware
platform mapping.

3.3.1 Platform-Imperfection-Aware Feedback Controller
Design

In this phase, control systems engineer designs a feedback controller that takes into
account the imperfections of the runtime computing platform (such as communica-
tion delays or failures caused by communication network congestion) at the design
time. The resulting “platform-imperfection-aware" feedback controller is either
robust against the imperfections of runtime computing platform or possesses the
capability to switch between different control modes to overcome the imperfections
of runtime computing platform. In this phase, control systems engineer utilizes
various results from CPS research [37] that have been achieved over the recent
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years by leveraging the theoretical advances from the fields of hybrid systems [3],
switched systems [21], time-delay systems [7], networked control systems [41],
multi-agent networked systems [29], and game theory [16].

During this phase, a control systems engineer can utilize any model-based tool
from the following three categories: (a) various DSMLs (and associated analysis
tools) that were used in the traditional control system design process [26–28], (b)
recently proposed DSMLs (and associated analysis tools) that are employed by
the numerous cyber-physical co-design CPS research efforts [13, 31], and (c) any
DSMLs (and associated analysis tools) that are proposed by any future CPS research
into integrated cyber-physical design.

3.3.2 CPS Design Specification

In this phase, the results of the platform-imperfection-aware feedback controller
design process are captured using a standardized DSML for CPS design specifi-
cation. This CPS design specification must capture the sensed and actuated-upon
physical plant parameters as well as the networked controller aspects of a CPS
design. However, the networked controller aspects of CPS design should not be
described by specifying the runtime computing infrastructure, instead networked
controller aspects of CPS design should be described at an abstract level by
specifying various control nodes and sensor ports, actuator ports, input message
ports, and output message ports associated with these control nodes.

This CPS design specification must also capture the feedback control adaptation
strategy to handle the imperfect performance of runtime computing and communi-
cation platform. This element of CPS design can also be captured at an abstract level
by specifying various controller modes of a control node and a mode switching logic
based on QoS violations associated with sensor ports, actuator ports, input message
ports, and output message ports of the control node. A CPS design specification can
also declare some QoS constraints of sensor ports, actuator ports, input message
ports, and output message ports to be hard. This will indicate that these QoS
properties must be satisfied by runtime computing platform, because there is no
safe backup mode of operation in case of violation of these QoS properties.

3.3.3 Constraints-Aware Platform Mapping

In this phase, the mapping of the CPS design specification (described using
standardized DSML) onto various runtime computing platform is analyzed to either
choose the most appropriate mapping or figure out the appropriate parameter
settings for a runtime computing platform so that the platform can meet the QoS
constraints of CPS design (and minimize the time that the system has to spend in a
backup mode of operation). During this process, various model transformations can
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also be applied to translate the CPS design specification model into appropriate
models that can be used as input for corresponding analysis tools (simulation
or formal verification) associated with each of the candidate runtime computing
platform technologies. Some specialized examples of these runtime computing
platforms are Lustre [12], Esterel [4], Signal [20], and Giotto [14] with their own
formal computing semantics. More traditional RTOS-based computing platforms
can be captured and analyzed through UML (MARTE Profile) or AADL-based
models and analysis tools [8, 30].

3.4 Requirements for Standardized CPS Design Specification
Language

Following are some of the major requirements that a CPS design specification
language (CPS-DSL) must meet:

3.4.1 Physical Plant Parameter Specification

A CPS-DSL must clearly identify the physical plant parameters that are sensed or
actuated upon by the feedback controller.

3.4.2 Networked Controller Specification

An appropriate CPS-DSL must also describe the various elements of a networked
controller design. These elements include topology of sensors, actuators, and control
nodes, local control law for each control node, and information exchanged between
different control nodes.

3.4.3 Specification of Controller Adaptation Strategies

For the emerging wide-area CPS application domains, such as smart grid, the
performance of communication subsystem cannot be guaranteed. Therefore, CPS-
DSL must also define the timing constraints on the information exchange among
different control nodes and the control adaptation strategies in case of violation of
these timing constraints.
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3.4.4 Interface Between Control Systems Engineer and
Real-Time Computer Systems Engineer

A CPS design specification captures the output of platform-imperfection-aware
feedback controller design process, and it also serves as input to the process of
developing a functionally equivalent embedded implementation of the feedback
controller design. Therefore, the CPS-DSL should be designed in such a way that it
can serve as an effective communication interface between control systems engineer
and real-time computer systems engineer.

3.4.5 Formal Semantics

A CPS design specification language must support formal semantics. The existence
of formal semantics of a CPS design specification language (CPS-DSL) opens up
the possibility to prove formal equivalence properties between a CPS-DSL-based
CPS design specification and the corresponding CPS deployment on a computing
platform.

3.5 A Proposed CPS Design Specification Language:
Overview

This section presents the summary of a proposed CPS-DSL that can meet the
requirements identified in Sect. 3.4. Various aspects (such as concrete syntax,
abstract syntax, and semantics) of the definition of proposed CPS-DSL are described
in detail in Sects. 3.6–3.8.

The individual language elements of the proposed CPS-DSL can be divided
into three categories: physical system elements, cyber system elements, and cyber-
physical interface elements. Table 3.1 provides a list of the language elements in
each of the abovementioned three categories.

Table 3.1 Language elements of the proposed CPS-DSL

Category Language elements

Physical system elements CompoundPhysicalPlant, PhysicalSystemParameter

Cyber-physical interface elements Sensor, Actuator

Cyber system elements ComputingNode, CommunicationNetwork, ControlApp,
SensorPort, ActuatorPort, InputMsgPort, OutputMsgPort,
Mode, ModeSwitchLogic, ControllerFunction,
ControllerFunctionMemory, PeriodicControllerInput,
PeriodicControllerOutput
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3.5.1 Physical System Elements

CompoundPhysicalPlant and PhysicalSystemParameter elements belong to the
category of physical system elements. CompoundPhysicalPlant element is used to
represent the physical plant of a CPS. A CompoundPhysicalPlant element contains
a set of PhysicalSystemParameter elements. PhysicalSystemParameter elements of
the proposed CPS-DSL are used to identify the parameters of a physical plant that
are to be sensed and actuated upon by the cyber subsystem of a CPS.

3.5.2 Cyber-Physical Interface Elements

Sensor and Actuator elements make up the category of cyber-physical interface
elements. Cyber-physical interface of a CPS design is captured by a set of Sensor
and Actuator elements. Each Sensor and Actuator element is associated with a
corresponding PhysicalSystemParameter element.

3.5.3 Cyber System Elements

ComputingNode, CommunicationNetwork, ControlApp, SensorPort, ActuatorPort,
InputMsgPort, OutputMsgPort, Mode, ModeSwitchLogic, ControllerFunction,
ControllerFunctionMemory, PeriodicControllerInput, and PeriodicController-
Output make up the category of cyber system elements. Cyber aspects of a
CPS design include the topology of computing nodes, the controller application
executing on each computing node, and the message exchange among computing
nodes. The topology of controller computing nodes is captured by connecting
a set of ComputingNode elements to a CommunicationNetwork element.
Each ComputingNode element includes a ControlApp element and a set of
SensorPort, ActuatorPort, InputMsgPort, and OutputMsgPort elements. SensorPort,
ActuatorPort, and ControlApp elements combine to capture the local control
application executing on a computing node.

InputMsgPort and OutputMsgPort elements of proposed CPS-DSL are intended
to capture the message exchange among computing nodes of a CPS. However,
in a generic cyber-physical system, perfect behavior of communication subsystem
cannot be guaranteed. As a result, a CPS design must specify the timing constraints
on information exchange among computing nodes and different modes of operation
for local feedback control law that are used in case of violation of these timing
constraints. In the proposed CPS-DSL, InputMsgPort and OutputMsgPort elements
capture the timing constraints on the information exchange among computing node.

Each ControlApp element includes a ModeSwitchLogic element and a set of
Mode elements to capture the different modes of operation of feedback control
law for handling QoS fault scenarios. Each Mode element specifies the control
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action taken by the feedback controller in that mode of operation through a
set of ControllerFunction, PeriodicControllerInput, and PeriodicControllerOutput
elements.

3.6 Proposed CPS Design Specification Language: Concrete
Syntax

Since Simulink [27] (combined with auxiliary Stateflow [28] and Simscape [26]
blocks) has become a de facto standard in the domain of embedded control systems,
concrete syntax of the proposed CPS-DSL has been implemented as an extension to
standard blocks available in Simulink. In particular, a new Simulink library [36] has
been developed that provides a Simulink block for each element of the proposed
CPS-DSL, described in Sect. 3.5. Moreover, Simulink’s mask interface capability
has been used to provide each new Simulink block with a custom look, and a
dialog box for entering element-specific parameters, such as the timing constraints
associated with an InputMsgPort element.

Figure 3.4 shows a Simulink model that specifies a CPS design using the
Simulink-based concrete syntax of the proposed CPS-DSL. Figure 3.5 shows the
internal details of a ComputingNode block, which contains a ControlApp block
and a set of SensorPort, ActuatorPort, InputMsgPort, and OutputMsgPort blocks.
Figure 3.6 shows the internal details of ControlApp block, which consists of a set of
Mode blocks and a ModeSwitchLogic block. Figure 3.7 shows the internal details of
Mode block, which contains a set of ControllerFunction, PeriodicControllerInput,
and PeriodicControllerOutput blocks. Figure 3.8 shows the internal details of
ControllerFuncton block, which contains a description of feedback control law
using standard Simulink computation blocks.

Fig. 3.4 A CPS design, specified as Simulink model with the proposed CPS-DSL
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Fig. 3.9 Ecore-based meta-model of proposed CPS-DSL

3.7 Proposed CPS Design Specification Language: Abstract
Syntax

Abstract syntax of the proposed CPS-DSL has been implemented as an Ecore-based
meta-model [11], combined with a set of object constraint language (OCL)-based
constraints. Ecore meta-modeling language was originally developed as a part of
Eclipse Modeling Framework (EMF) project [33], while OCL was developed as a
part of the UML standardization effort [38]. Figure 3.9 shows a simplified version of
the Ecore-based meta-model for the proposed CPS-DSL. Table 3.2 provides some
examples of OCL-based constraints that are part of the abstract syntax definition of
the proposed CPS-DSL.

3.8 Proposed CPS Design Specification Language: Semantics

According to the semantics of the proposed CPS-DSL, at a given time, only one
Mode element inside a ControlApp is active. ModeSwitchLogic element is evaluated
at specific time instants, defined by the following two properties of the currently-
active mode: mode period and switch frequency from active mode to mode j (the
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Table 3.2 Abstract syntax definition of proposed CPS-DSL: examples of OCL-based constraints

context ControlApp

inv numOfSimultanoeousActiveModes:

modes− >select( active = true )− >size() = 1

context ControllerFunction

inv equalityOfSamplingPeriods:

inputs− >any( true ).samplingPeriod = outputs− >any( true ).samplingPeriod

context ControllerFunction

inv limitOnComputationDelay:

self.computationDelay < outputs− >any( true ).samplingPeriod

context CPSDesignSpecificationModel

inv noUnusedSensor:

cyPhyInterface.sensors− >asSet() = cyberSystem.compNodes.sPorts.sensor− >asSet()

context CPSDesignSpecificationModel

inv noUnusedActuator:

cyPhyInterface.actuators− >asSet() = cyberSystem.compNodes.aPorts.actuator− >asSet()

number of equally-distant time instants in a single mode period at which the mode
switch condition from active mode to mode j is evaluated).

As long as a certain Mode element is active, its constituent PeriodicControl-
lerInput and PeriodicControllerOutput elements periodically sample the values at
their inputs and store them at the output until the next sampling time instant. A
ControllerFunction element contains the specification of feedback control law com-
putation and is always sandwiched between a pair of PeriodicControllerInput and
PeriodicControllerOutput elements with same sampling period T and synchronized
sampling instants. The sampling period T , associated with a ControllerFunction,
is defined in terms of the following two properties: mode period and controller
function frequency (the number of equally-distant time instants in a single mode
period at which the controller function is evaluated). Moreover, a ControllerFunc-
tion element takes time �t to transfer any change in its input to its output where
0 < �t < T . A ControllerFunction element may also contain one or more
ControllerFunctionMemory elements.

By design, the proposed CPS-DSL leaves its exact semantics dependent on the
language used to define the control law computation inside a ControllerFunction
element. This capability makes the proposed CPS-DSL more flexible. However, for
the rest of this chapter, it will be assumed that Simulink computation blocks are
used to define the control law computation inside a ControllerFunction element.

As outlined in Sect. 3.4.5, semantics of the proposed CPS-DSL should ideally
be formally defined. In their seminal work on the application of linear temporal
logic (LTL) for formal verification of reactive computer systems, Manna and
Pnueli [23, 24] presented a generic model of a reactive computer system in the form
of a transition system. (This transition system will be referred to as Manna–Pnueli
Transition System in the rest of this chapter.) They showed that various existing
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programming languages and specification formalisms for reactive computer systems
can be mapped into this generic model. They also observed that their generic
model of reactive computer systems is designed to be capable of capturing any
programming language or specification formalism for reactive computer system,
proposed in the future. In Sect. 3.8.1, we summarize the abovementioned Manna–
Pnueli Transition System. In Sect. 3.8.2, we describe the semantics of the proposed
CPS-DSL in terms of Manna–Pnueli Transition System.

3.8.1 Manna-Pnueli Transition System

Manna–Pnueli Transition System < Π,Σ, T ,Θ >, intended to serve as a generic
model for reactive computer systems, consists of the following components:

• Π = {u1, . . . , un}—A finite set of state variables.
Each state variable is a typed variable, whose type indicates the domain from

which the values of that variable can be assigned. Some of these state variables
are data variables, which represent the data elements that are declared and
manipulated by the program of a reactive computer system. Other state variables
are control variables, which keep track of the progress in the execution of a
reactive computer system’s program.

• Σ—A set of states.
Each state s in Σ is an interpretation of Π . An interpretation of a set of

typed variables is a mapping that assigns to each variable a value in its domain.
Therefore, each state s in Σ assigns each variable u in Π a value over its domain,
which is denoted by s[u].

• T —A finite set of transitions.
Each transition τ in T represents a state-changing action of the reactive

computer system and is defined as a function τ : Σ → 2Σ that maps a state s in
Σ into the (possibly empty) set of states τ(s) that can be obtained by applying
action τ to state s. Each state s′ in τ(s) is defined to be a τ -successor of s. A
transition τ is said to be enabled on s if τ(s) �= φ, that is, s has a τ -successor. It
is required that one of the transitions, τI , called the idling transition, is an identity
transition, i.e., τI (s) = {s} for every state s. The transitions other than the idling
transition are called diligent transitions.

• Θ—An initial condition.
Initial condition is an assertion (Boolean expression) that characterizes the

states at which the execution of reactive computer system’s program can begin.
A state s satisfying Θ is called an initial state.

Each transition τ can be characterized by an assertion ρτ (Π,Π ′), called the
transition relation, of the following form:

ρτ (Π,Π ′) : Cτ (Π) ∧ (y′1 = e1) ∧ · · · ∧ (y′k = ek)
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This transition relation consists of the following elements:

• An enabling condition Cτ (Π), which is an assertion, describing the condition
under which the state s may have a τ -successor.

• A conjunction of modification statements

(y′1 = e1) ∧ · · · ∧ (y′k = ek),

which relate the values of the state variables in a state s to their values in a
successor state s′ obtained by applying τ to s. Each modification statement yi =
ei describes the value of a state variable in state s′ as an expression consisting of
the state variable values in state s.

As an example, for a transition system with Π = {x, y, z},

ρτ : (x > 0) ∧ (z′ = x − y)

describes a transition τ that is enabled only when x is positive and this transition
assigns the value of z in state s′ equal to the value of x − y in state s.

3.8.1.1 Computations

A computation of Manna–Pnueli Transition System < Π,Σ, T ,Θ > is defined to
be an infinite sequence of states

σ : s0, s1, s2, . . .

satisfying the following requirements:

• Initiation: The first state s0 is an initial state, i.e., it satisfies the initial condition
of the transition system.

• Consecution: For each pair of consecutive states si, si+1 in σ , si+1 ∈ τ(si) for
some transition τ in T . The pair si, si+1 is referred to as a τ -step. It is possible
for a given pair to be both a τ -step and a τ ′-step for τ �= τ ′.

• Diligence: Either the sequence contains infinitely many diligent steps or it
contains a terminal state (defined as a state to which only idling transitions can be
applied). This requirement excludes the sequences in which, even though some
diligent transition is enabled, only idling steps are taken beyond some point. A
computation that contains a terminal state is called a terminating computation.

Indices i of states in a computation σ are referred to as positions. If τ(si) �= φ (τ
enabled on si), it is said that the transition τ is enabled at position i of computation
σ . If si+1 ∈ τ(si), it is said that transition τ is taken at position i. Several transitions
may be enabled at a single position. Moreover, one or more transitions may be
considered to be taken at the same position. A state s is called reachable in a
transition system if it appears in some computation of the system.
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3.8.2 Manna–Pnueli Transition System-Based Representation
of CPS-DSL

According to the proposed CPS design specification language (CPS-DSL), a
ComputingNode block contains a ConrolApp block and a set of SensorPort, Actu-
atorPort, InputMsgPort, and OutputMsgPort blocks. Furthermore, the ControlApp
block contains a set of Mode blocks and a ModeSwitchLogic block. Based on these
constituent blocks, a ComputingNode block, CompNode1, of CPS-DSL can be
represented as the Manna–Pnueli Transition System, PCompNode < ΠPCompNode

,
ΣPCompNode

, TPCompNode
, ΘPCompNode

>, outlined below, where:

• ΠPCompNode
—A finite set of state variables.

ΠPCompNode1 = {t, t switch
CompNode1,modeCompNode1, t

next
CompNode1,

sensePort1
CompNode1, sensePort2

CompNode1,

. . . , sensePort
p

CompNode1,

inMsgPort1
CompNode1, inMsgPort2

CompNode1,

. . . , inMsgPortrCompNode1,

actP ort1
CompNode1, actP ort2

CompNode1, . . . , actP ort
q

CompNode1,

outMsgPort1
CompNode1, outMsgPort2

CompNode1,

. . . , outMsgPort lCompNode1,

periodicControllerIn1
CompNode1,

periodicControllerIn2
CompNode1,

. . . , periodicControllerIna
CompNode1,

periodicControllerOut1
CompNode1,

periodicControllerOut2
CompNode1,

. . . , periodicControllerOutbCompNode1,

controllerFunctionMemory1
CompNode1,

controllerFunctionMemory2
CompNode1,

. . . , controllerFunctionMemoryc
CompNode1}
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where

t = time,
t switch
CompNode1 = latest mode switch time of ControlApp block, associated with

ComputingNode block CompNode1,
modeCompNode1 = current mode of ControlApp block, associated with Com-

putingNode block CompNode1,
tnext
CompNode1 = next relevant time instant (actuator update, output message

update) during the current mode of operation of ControlApp block, associated
with ComputingNode block CompNode1,

sensePort iCompNode1 = A SensorPort block, contained in the ComputingNode
block CompNode1,

inMsgPortiCompNode1 = An InputMsgPort block, contained in the Comput-
ingNode block CompNode1,

actPort iCompNode1 = An ActuatorPort block, contained in the ComputingNode
block CompNode1„

outMsgPortiCompNode1 = An OutputMsgPort block, contained in the Comput-
ingNode block CompNode1,

peridoicControllerIni
CompNode1 = A PeriodicControllerInput block that is

contained in a mode of the ControlApp block, associated with ComputingNode
block CompNode1,

peridoicControllerOutiCompNode1 = A PeriodicControllerOutput block that
is contained in a mode of the ControlApp block, associated with ComputingN-
ode block CompNode1,

controllerFunctionMemoryi
CompNode1 = A ControllerFunctionMemory

block that is contained in the ControllerFuction block of a mode of the
ControlApp block, associated with ComputingNode block CompNode1,

• ΣPCompNode
—A set of states.

Each state s in Σ is an interpretation of Π . An interpretation of a set
of typed variables is a mapping that assigns to each variable a value in its
domain. The domain of state variables t , t switch

CompNode1, and tnext
CompNode1 is R≥0. The

domain of state variable modeCompNode1 is ModesCompNode1 = {Set of modes of
ControlApp block, contained in the ComputingNode block CompNode1}. Given
the following definitions of Πα and D, all the state variables in Πα have the
domain D:

Πα = {sensePort iCompNode1, actP ort iCompNode1, outMsgPortiCompNode1,

periodicControllerIni
CompNode1, periodicControllerOutiCompNode1,

controllerFunctionMemoryi
CompNode1}

D = {x | (x ∈ R)

∧ (x can be represented by type double of computer system)}
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The state variable inMsgPortiCompNode1 has the following domain:

P = {(x, y) | (x ∈ R) ∧ (y ∈ D)}

• TPCompNode
—A finite set of transitions.

TPCompNode1 = τI ∪ T ModeSwitches
CompNode1 ∪ T T imeIncrement

CompNode1

where

τI = Idling Transition

T ModeSwitches
CompNode1 = {τmodeimodej

CompNode1 | ∃ a mode switch from modei to modej in the
ModeSwitchLogic block of ControlApp block, associated with ComputingN-
ode block CompNode1}

T T imeIncrement
CompNode1 = {τmode1

CompNode1, τ
mode2
CompNode1, . . . , τ

modeM

CompNode1}
As outlined in the summary of Manna–Pnueli Transition System approach,

presented in Sect. 3.8.1, each transition τ can be characterized by an enabling
condition and a set of modification statements. Based on the abovementioned
set of transitions TPCompNode1 of PCompNode1, all the diligent transitions of
PCompNode1 can be completely described through the enabling conditions and

modification statements of the following generic transitions: τ
modeimodej

CompNode1 and

τ
modei

CompNode1.

(a) τ
modeimodej

CompNode1 : Enabling Condition

C
τ

modeimodej
CompNode1

= (modeCompNode1 == modei)

∧ModeSwitchConditionCompNode1(t,modei,modej )

∧ModeSwitchCheckT imeCompNode1

(t, t switch
CompNode1,modei,modej )

where

ModeSwitchConditionCompNode1(t,modei,modej ) = An assertion that
returns true if the mode switch condition associated with mode switch
from modei to modej in the ModeSwitchLogic block, contained in the
ComputingNode block CompNode1, is true at time t .

ModeSwitchCheckT imeCompNode1(t, t
switch
CompNode1,modei,modej ) = An

assertion that returns true if t − t switch
CompNode1 = a{ Periodmodei

SwitchFreqmodeimodej
}, for

some a ∈ {1, 2, . . . , SwitchFreqmodeimodej
}.

(b) τ
modeimodej

CompNode1 : Modification Statements
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1. modeCompNode1
′ = modej

2. t switch
CompNode1

′ = t

3. tnext
CompNode1

′ = t + tjump

where

tjump = min
{
tj | (tj > 0) ∧ (t + tj = t switch

CompNode1
′

+ a{ Periodmodej

ControllerFunctionFreqcontrollerFucntiond

}),

for some

a ∈ {1, 2, . . . , ControllerFunctionFreqcontrollerFunctiond
}

and for some

controllerFunctiond ∈ ControllerFunctions
modej

CompNode1

}

4.

periodicControllerOuts
modej

CompNode1

′ = ModeSwitchFunction
modeimodej

CompNode1

(periodicControllerOuts
modei

CompNode1)

where
ModeSwitchFunction

modeimodej

CompNode1 = A function that produces the values to

which periodicControllerOuts
modej

CompNode1 are initialized after the mode
switch from modei to modej of ControlApp, associated with CompNode1

5.

actPorts
modej

CompNode1

′ = ControllerOutsT oActs
modej

CompNode1

(periodicControllerOuts
modej

CompNode1

′
)

where
ControllerOutsT oActs

modej

CompNode1 = A function that captures the input–
output relationship (produced by the combined effect) of all the connec-
tions between PeriodicControllerOutput blocks and ActuatorPort blocks
in modej of CompNode1.

6.

outMsgPorts
modej

CompNode1

′ = ControllerOutsT oOutMsgs
modej

CompNode1

(periodicControllerOuts
modej

CompNode1

′
)
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where
ControllerOutsT oOutMsgs

modej

CompNode1 = A function that captures the
input–output relationship (produced by the combined effect) of all the
connections between PeriodicControllerOutput blocks and OutputMsgPort
blocks in modej of CompNode1.

7.

periodicControllerInscontrollerFucntionb

′

= LoadControllerInputs
modej

controllerFunctionb
(sensePorts

modej

CompNode1

′
,

inMsgPorts
modej

CompNode1

′
, periodicControllerOuts

modej

CompNode1

′
)

for every controllerFunctionb ∈ ControllerFunctions
modej

CompNode1

where
LoadControllerInputs

modej

controllerFunctionb
= A function that captures

the input–output relationship (produced by the combined effect) of
all the connections between PeriodicControllerInput blocks, associated
with ControllerFunction block controllerFunctionb in modej , and
SensorPorts, InputMsgPorts, and PeriodicControllerOutput blocks in
modej of CompNode1.

(c) τ
modei

CompNode1: Enabling Condition

C
τ

modei
CompNode1

= (modeCompNode1 == modei)

∧ ¬(ModeSwitchConditionCompNode1(t,modei ,modec)

∧ModeSwitchCheckT imeCompNode1(t, tswitch
CompNode1, modei , modec))

∀modec ∈ {modec | ∃ a mode switch f rom modei to modec of ControlApp

associated with ComputingNode block CompNode1}

(d) τ
modei

CompNode1: Modification Statements

1. t ′ = tnext
CompNode1

2. tnext
CompNode1

′ = t ′ + tjump

where

tjump = min
{
tj | (tj > 0) ∧ (t ′ + tj = t switch

CompNode1

+ a{ Periodmodei

ControllerFucntionFreqcontrollerFunctiond

})
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for some a ∈ {1, 2, . . . , ControllerFunctionFreqcontrollerFunctiond
}

and
for some controllerFunctiond ∈ ControllerFunctions

modei

CompNode1

}

3.

(periodicControllerOutscontrollerFunctione

′,

controllerFunctionMemorycontrollerFunctione

′) =
f controllerFunctione (periodicControllerInscontrollerFunctione ,

controllerFuctionMemorycontrollerFunctione )

∀controllerFunctione ∈
{
controllerFunctione |

(controllerFunctione ∈ ControllerFunctions
modei

CompNode1)

∧ (t ′ = t switch
CompNode1 + a{ Periodmodei

ControllerFunctionFreqcontrollerFunctione

})

for some a ∈ {1, 2, . . . , ControllerFunctionFreqcontrollerFunctione }
}

where
f controllerFunctione = The function implemented by the internal com-

ponents (Simulink blocks) of ControllerFunction block controller

Fucntione.
4.

periodicControllerInscontrollerFunctionf

′ =
LoadControllerInputs

modei

controllerFunctionf
(sensePorts

modei

CompNode1
′
,

inMsgPorts
modei

CompNode1
′
, periodicControllerOuts

modei

CompNode1
′
)

∀controllerFunctionf ∈
{
controllerFunctionf |

(controllerFunctionf ∈ ControllerFunctions
modei

CompNode1)

∧ (t ′ = t switch
CompNode1 + a{ Periodmodei

ControllerFunctionFreqcontrollerFunctionf

})

for some a ∈ {1, 2, . . . , ControllerFunctionFreqcontrollerFunctionf
}
}
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5.

actPorts
modei

CompNode1
′ =

ControllerOutsT oActs
modei

CompNode1(periodicControllerOuts
modei

CompNode1
′
)

6.

outMsgPorts
modei

CompNode1
′ =

ControllerOutsT oOutMsgs
modei

CompNode1

(periodicControllerOuts
modei

CompNode1
′
)

• ΘPCompNode
—An initial condition. Any initial state s of transition system

PCompNode must satisfy the following initial conditions:

t = 0
t switch
CompNode1 = 0
modeCompNode1 = mode1

tnext
CompNode1= min

{
tj | (tj > 0)∧(tj = a{ Periodmode1

ControllerFunctionFreqcontrollerFunctiond
})

for some a ∈ {1, 2, . . . , ControllerFunctionFreqcontrollerFunctiond
} and for

some controllerFunctiond ∈ ControllerFunctions
mode1
CompNode1

}

3.9 Conclusion

Taking inspiration from the hourglass-shaped architecture of the Internet, this chap-
ter has proposed an hourglass-shaped architecture for model-based development of
networked cyber-physical systems. Similar to the central role played by TCP/IP
protocols in the Internet architecture, the proposed architecture for model-based
networked CPS development is centered on the notion of a standardized CPS design
specification language.

The proposed hourglass-shaped architecture can enable effective coordination
between control systems engineers and embedded systems engineers during a
model-based CPS development process, while still acknowledging the differences
between the domain-specific skillset that control systems engineer and embedded
system engineer typically possess. The chapter has also proposed a version of
the abovementioned CPS design specification language and discussed its various
aspects such as concrete syntax, abstract syntax, and semantics.
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Chapter 4
Formal Techniques for Verification
and Testing of Cyber-Physical Systems

Jyotirmoy V. Deshmukh and Sriram Sankaranarayanan

4.1 Introduction

Cyber-physical systems (CPS) involve the tight coupling of physical components
such as electrical, mechanical, hydraulic, and biological with software systems
that are primarily involved in tasks such as sensing, communication, control, and
interfacing with human operators. Software components in CPS are often designed
using the model-based development (MBD) paradigm [113]. The MBD process
proceeds in many steps: (1) First, the designer specifies the plant model, i.e., the
dynamical characteristics of the physical parts of the system using differential,
logical, and algebraic equations. Examples of plant models include the rotational
dynamics model of the camshaft in an automobile engine, the thermodynamic model
of an internal combustion engine, kinematic and dynamic models for ground and
air vehicles, and pharmacokinetic models of human physiology. (2) The next step
is to design control software to regulate the behavior of the physical system. This
step often involves the use of techniques from control theory to design embedded
controllers, techniques from distributed systems to achieve communication and
coordination, and more recently, techniques from artificial intelligence to allow
learning and adaptation. (3) The final step is to define an environment model
which encapsulates physical assumptions on the exogenous quantities that affect
the system (such as atmospheric turbulence, driver behavior, or meal intake by
a patient). The composition of these three types of models (plant, software, and
environment) constitutes the overall closed-loop system.
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Typically, plant models in an MBD process are deterministic. Any uncertainty
is encoded in the environment model as either a nondeterministic choice on inputs
to the plant model (subject to an appropriate set of constraints) or a random choice
on the inputs subject to an appropriate probability distribution. Though it is also
possible to model certain phenomena such as manufacturing variations, uncer-
tainties in physics-based modeling, and sensor/actuator noise using a stochastic
dynamical plant model, industrial MBD frameworks rarely use stochastic models
during the control design process. The controller models are typically deterministic,
as they represent a software implementation. In this chapter, we focus on plant
and controller models that are deterministic, and environment models that are
nondeterministic (not stochastic1).

Mathematical models for CPS applications help us analyze the system in multiple
ways: (1) models are simulated under various input conditions to predict how the
system as a whole would behave. Often these input conditions may be hard and
expensive to recreate in the physical world. For systems involving human operators,
models serve as an important alternative to real physical tests that may be dangerous
or even unethical; and (2) models can expose latent/hidden system variables that
are hard to measure, and thus allow us to examine their presumed behavior. In
Sect. 4.2, we summarize various kinds of mathematical models that are used in the
CPS domain, and typical applications for each model type.

Next, we describe behavioral specifications. Note that many industrial settings
use the term requirements to mean behavioral specifications. The term specification
is instead used to designate a specification model—a high-level programmatic
description of the embedded software code. Behavioral specifications go hand-in-
hand with models and describe desirable properties of the system as a whole. The
specifications can be high level (“end-to-end”), describing a desired property of the
system as a whole (e.g., the car will not be physically damaged by the action of the
adaptive cruise control subsystem) or at the modular level, focusing on an individual
module of the system (e.g., when the input to the controller is within [−2, 2], the
output must be within [−1, 1]). In Sect. 4.2, we also discuss a formalism used for
behavioral specifications of CPS models.

Given a mathematical model of the system M , and a behavioral specification ϕ,
there are two main kinds of analysis problems that focus on ensuring correctness
of the CPS design: formal verification and falsification. The main purpose of
verification is to prove the absence of failures in a given CPS model, where a
failure is defined as the violation of a given formal specification. Many verification
procedures perform a best-effort search for a proof of system correctness, wherein
a failure to find one may lead to an inconclusive result. On the other hand, test
generation or falsification focuses on providing evidence of the presence of failures

1Allowing stochasticity in the plant or environment model necessitates treating the closed-loop
CPS model as a stochastic dynamical system. The techniques for verification and testing of such
systems are quite different. As we wish to focus on techniques that are closer to industrial use of
MBD for CPS applications, we refer the reader to [36, 71] for excellent surveys.
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in the form of counterexamples. Falsification procedures perform a best effort
search for a counterexample to the property of interest, with a failure to find a
counterexample leading to an inconclusive result.

We now formalize these problems. A typical abstraction for a mathematical
model of a CPS, M , is as a stateful system that maps timed input behaviors (i.e.,
input signals) to output signals. A signal is defined as a function mapping a time
domain—a finite or infinite subset of positive real numbers—to some value in a
signal domain. For simplicity, we consider signal domains that are compact subsets
of the real numbers. For ease of exposition, we assume that the time domain for the
input and output signals is the same set T, and the input and output signal domains
are respectively U and Y . Let the initial set of states for M be the set X0. Let
u ∈ T

U be an input signal and let y ∈ T
Y be an output signal. Thus, M defines

a function that maps a state x0 ∈ X0, and an input signal u to an output signal y,
i.e., y = M(x0, u). Finally, assume that we are given a specification ϕ, which maps
every pair (u, y) to true or false.

Definition 4.1 (Verification) Given a model M , with initial states X0, a time
domain T, input domain U and output domain Y , and a specification ϕ, the formal
verification problem provides a proof that for all x0 ∈ X0, and for all u ∈ T

U , if
y = M(x0, u), then ϕ(u, y) is true.

There are several techniques that have been proposed to solve the verification
problem for CPS models. The most popular among these are reachability analysis
techniques that are based on computing the set of states reachable (usually within a
given finite-time horizon) from a given set of initial conditions and for a given set
of input signals. In such techniques, a common assumption is that the system state
is fully observable (i.e., the output signals are simply the state trajectories of the
system). Further, the specification is typically provided as a set of unsafe states that
should not be reached by the system. We discuss these techniques in Sect. 4.3.

The advantage of techniques based on reachability is that they are highly
automatic; however, for systems with nonlinearities and switching behaviors, these
techniques may suffer from imprecision. An alternative approach is to use manual
insight to propose an invariant for the given CPS model. An invariant is a set that is
guaranteed to contain the system behaviors for all time. The computational effort is
then to automate the invariant generation process (as much as possible) and verify
the validity of the system invariant. We discuss such techniques in Sect. 4.4.

In Sect. 4.5, we discuss various specification-driven falsification techniques for
CPS models. A falsification problem attempts to provide a refutation to a verification
question for a system. Formally, we define falsification as follows.

Definition 4.2 (Falsification) Given a model M , with initial states X0, a time
domain T, input domain U and output domain Y , and a specification ϕ, the
falsification problem provides a proof that there is some x0 ∈ X0, and some
u ∈ T

U , such that y = M(x0, u), and ϕ(u, y) is false.

Falsification approaches are based on systematically searching for a counterex-
ample to a specification. In Sect. 4.5, we present robustness-guided falsification
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approaches that use a robustness metric to map properties ϕ(u, y) that provide
true/false interpretation to signals to real-valued interpretations that measure how
close a trace comes to satisfying or violating a property.

Finally, in Sect. 4.6, we highlight a significant challenge on the horizon for CPS
applications that aspire to become autonomous or semi-autonomous. Developers for
such applications are increasingly using AI-based software such as artificial (and
deep) neural networks for various aspects such as perception, planning/decision-
making, and control. We review some of the key challenges in this domain and
summarize some of the recent work seeking to address these challenges.

4.1.1 Motivating Examples

In this section, we describe two motivating examples that illustrate the need for
model-based design supported by formal design verification tools.

4.1.1.1 Autonomous Driving

There has been significant recent interest in the ability of vehicles to drive
autonomously, i.e., without any intervention by a human driver [28, 77, 100]. The
typical software stack for an autonomous vehicle consists of several components: (1)
a perception component that processes data about the environment coming through
sensors such as a Radar, forward-facing cameras, and LiDAR (light detection and
ranging), (2) a decision/planning component that uses the environment models
created by the perception component to plan the motion of the vehicle, and (3) a low-
level control component that interfaces with the actuators of the vehicle to physically
realize the motion plan determined by the planning component. There is ample
scope for model-based design of the interfaces between each of these components.
In particular, we consider one of the simplest problems for an autonomous vehicle,
which is that of regulating its speed. This is based either on a desired speed
determined by the high-level motion planner in accordance with the current weather
conditions and speed-limit regulations, or based on the speed of the vehicle in front
(whichever is lesser). The objective is twofold, if there is a lead car, then the ego
car should always maintain a safe following distance from the lead car; otherwise,
it should maintain a speed close to that suggested by the high-level motion plan.

An adaptive cruise controller (ACC) is a control scheme that seeks to automate
the task of choosing the right acceleration for the ego vehicle so as to main-
tain its safety and performance objectives. Radar-based ACC systems have been
implemented in several commercial cars, but continue to be of relevance in the
autonomous-driving space, where the sensor inputs are not restricted to Radar.
Furthermore, a typical autonomous vehicle has several subsystems that may try to
control the longitudinal acceleration of the car (e.g., a controller that attempts to
execute a lane-change maneuver, or a controller to execute an emergency stopping
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Fig. 4.1 Schematic diagram for an adaptive cruise control system

maneuver). In such cases, it is important that the ACC system is not designed in
isolation, but is cognizant of other systems around it.

A schematic model of a typical ACC system is shown in Fig. 4.1. The typical
model of the environment is to construct a kinematic model of the lead car (based
on Newton’s laws of motion), while assuming that the lead car can dynamically
change its acceleration (denoted by alead(t)). The sensor model then captures the
quantities in the lead car’s motion that can be measured by the ego car. For example,
for a Radar-based sensor, this would be the relative distance between the cars and
the velocity of the lead car. The kinematic model of the ego car models the effect
of the controller and environment inputs on the ego car’s motion. We assume that
the adaptive cruise controller estimates the ego car’s motion through speed sensors
(possibly coupled with an odometry-based position computation model). These
sensors could have an associated measurement noise (modeled by n(t)). Finally,
the ACC outputs a control signal (typically the ego car’s acceleration, shown as
aego(t)).

Recent work has focused on formal verification and correct-by-construction
synthesis of ACC systems. In [102], the authors use quantified dynamic logic
to verify the local lane control problem which uses an invariant-based theorem-
proving approach. In [104], the authors use reachability analysis for proving safety
of ACC systems. On the other hand, in [17, 114], the authors use correct-by-
construction approaches using Lyapunov theory and control barrier certificates to
automatically obtain safe implementations of ACC systems. While these studies
have demonstrated the power of formal verification, more work can be done in
formalizing behavioral specifications for an ACC system, and then applying the
different techniques considered in this chapter to prove correctness of such a system.

4.1.1.2 Artificial Pancreas

Type-1 diabetes is characterized by the inability to regulate the blood glucose
(BG) levels within an euglycemic range [70, 180]mg/dl in the human body due
to the absence of insulin, a hormone that is responsible for reducing BG levels.
The treatment is to externally replace the lost insulin. However, this insulin must
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Fig. 4.2 Overview of the key components of an artificial pancreas control system. b(t): external
insulin, u(t): insulin infused, G(t): BG level, n(t): measurement error, Gs(t): sensed glucose level,
uc(t): insulin infusion commanded

be delivered to compensate increases in blood glucose levels due to meals or
endogenous glucose production by the liver. Too much insulin can expose the patient
to the risk of hypoglycemia wherein the blood glucose levels fall below 70 mg/dl,
whereas too little insulin causes high BG levels due to hyperglycemia wherein BG
levels rise above 180 mg/dl leading to long-term damage to kidneys, eyes, heart,
and the peripheral nerves. In order for insulin to be delivered, it is often infused
subcutaneously through an insulin pump—a device that is programmed to deliver a
constant low rate of insulin, known as basal insulin, or a larger bolus of insulin in
advance of a meal or to treat high BG values [38, 138].

The artificial pancreas project seeks to partially or fully automate the delivery
of insulin by combining a continuous glucose sensor which periodically senses
BG levels subcutaneously, an insulin pump that delivers insulin, and a closed-loop
control algorithm that uses inputs from the CGM and the user to control BG levels
to a target value [48, 86, 143]. A schematic diagram is shown in Fig. 4.2.

Because of the severe risks posed by hypo- and hyperglycemia, AP devices are
safety critical. They need to be used by patients 24/7/365 without expert supervision,
though they are capable of serious harm to the patient. As a result, their design
and implementation require careful consideration and thus form an ideal target for
formal methods/automated reasoning approaches.

Notable attempts to verify medical devices include work on pacemakers and
implantable cardiac defibrillators (ICDs). This started with physiological models
of excitable cells in the heart [119], leading to approaches that employ these models
to test closed-loop systems [88, 117].

Lee and collaborators studied a PID-based closed-loop system meant for intra-
operative use in patients [39], using the dReal SMT solver [76] to prove safety
for a range of parameters and controller gains. Other approaches to verifying
artificial pancreas systems have relied on falsification, using temporal logic robust-
ness [56, 68], and incorporated in tools such as S-TaLiRo [1, 111] and Breach [55].
Sankaranarayanan et al. have studied the use of falsification techniques for verifying
closed-loop control systems for the AP [34]. Their initial work investigated a PID
controller proposed by Steil et al. [140, 141] based on published descriptions of
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the control system available. Another recent study by Sankaranarayanan et al. [135]
was performed to test a predictive pump shutoff controller designed by Cameron
et al. [35] that has undergone outpatient clinical trials, recently [103]. Recently,
Kushner et al. studied a personalized approach to analyzing controller parameters
using data-driven models [96]. These studies have demonstrated the ability of
formal approaches to verification and falsification to provide important behavioral
specifications, combine a variety of models for every aspect of the artificial
pancreas, and prove/falsify important properties.

4.2 Mathematical Models and Specifications

“All models are wrong but some are useful”–George E. Box [32].

Verifying properties of a system requires mathematical models and formal specifi-
cations. In this section, we briefly describe the varieties of mathematical models
and specification formalisms that are used in cyber-physical systems (CPS). As
mentioned earlier, CPS combine a variety of heterogeneous components, including
physical (mechanical, electrical, chemical, and biological) systems, electronic (ana-
log and digital circuits), and software components. Furthermore, they are subject to a
wide variety of input stimuli from the environment that can range from disturbances
such as wind to inputs from human operators. As a result, mathematical modeling is
a key first step in order to provide a framework wherein we can define key properties
of the system in a formal manner. A variety of mathematical models are employed
in CPS, including ordinary and partial differential equation models for physical and
biological components, automata-based models for digital electronic components,
and software. Finally, stochastic models capture the behavior of disturbances such
as the wind, noise, measurement errors, component failures, or mistakes made by
human operators.

4.2.1 Mathematical Models

Table 4.1 lists some commonly employed mathematical models and the type of
components that they are used to model. These models range from continuous-time
models such as ODEs and SDEs to discrete time models such as finite and extended
state machines. Each of these models have been well studied by communities of
mathematicians, physicists, and engineers.

However, the challenge of CPS applications arises in the combination of multiple
modeling paradigms within the same system. Due to this combination, the modeling
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Table 4.1 Commonly employed mathematical models for various aspects of a CPS

Model type Component type Examples

Ordinary differential equation
(ODE) [107]

Physical/analog Vehicle body, engine speed, drug
pharmacokinetics

Partial differential equation
(PDE)

Physical continuum Fluid flow, electromagnetic field,
fabric, paper

Finite state automata [137] Software/electronics Switching logic, relays, digital
circuits, software

Extended state automata Software Software controllers

Timed automata [12] Real-time software Schedulers, watchdog timers

Markov chains [115] Disturbances/failures Component failures, job arrivals

Stochastic differential equation
(SDE) [116]

Disturbances Wind disturbances, measurement
noise

of CPS has focused on the combination of discrete-time models such as automata
and continuous models such as ODEs to yield hybrid dynamical systems that are
capable of continuous-time evolution in conjunction with discrete mode transitions.

4.2.1.1 Hybrid Systems

Hybrid systems model processes that combine the continuous evolution of state
over time with discrete jumps that can instantaneously change the state as well as
the future course of the dynamics. Such systems arise from a variety of sources:
physical systems involving contact forces, biological systems, controlled systems
with switched or periodically updated control action, and in general, software-
driven control systems. The field of hybrid systems evolved historically from two
complementary sources that included computer scientists studying languages and
formalisms defined by the interaction of automata with physical process [9, 83];
control theorists extending previously well studied continuous models to include
discrete switching actions [33, 139]. Labinaz et al. present an early survey that
touches upon the historical development of hybrid systems [97].

The hybrid automaton model was proposed to provide a conceptual model for
expressing hybrid systems [10]. Figure 4.3 shows an example of a hybrid automaton
model expressing a temperature controller for a house that is heated by turning
on/off a source of heated/cooled air. The automaton has two modes ON: representing
the dynamics of the room temperature when the heater is turned on and OFF:
representing the dynamics when the heat is turned off.

Definition 4.3 (Hybrid Automaton) Given a vector of system variables x ∈ X,
control inputs u ∈ U , and disturbances w ∈ W , a hybrid automaton H :
〈L,E, I, F,G,R〉 consists of the following components:

1. A finite set of modes L : {�1, . . . , �n} and transitions that form edges between
locations E ⊆ L× L,
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Fig. 4.3 Hybrid automaton model for the house heating demo example. The state variables include
Q, the heat flowing in to the room, QL, the heat lost to the outside, Tr , the room temperature, and
W , the total heating cost. The parameters are shown in blue and include Ma the mass of air inside
the house, Req the “thermal resistance” equivalent of the house, Md , the air flow rate through the
heater, c the heat capacity of air at constant pressure, W0 is cost per unit heat, and Tref the desired
reference temperature. The disturbance input is To the outside air temperature, shown in red

2. A map I that associates each location � ∈ L, a location invariant I� ⊆ X,
3. A map F that associates each mode �i ∈ L with a vector field Fl : X×U×W �→

(T X) that forms the RHS of the ODE: dx
dt
= F�i

(x, u, w). The function F� is
assumed to be Lipschitz continuous over x and continuous over the remaining
inputs for all � ∈ L.

4. A guard map G that associates with a guard set G(�1,�2) with each transition, and
5. A reset map R that associates each transition with an update function R(�1,�2) :

I�1 �→ I�2 .

The initial condition of a hybrid automaton is given by a location �0 ∈ L and an
initial state x0 ∈ I�0 . Let u : [0, T ] �→ U be a control input signal and w : [0, T ] �→
W be a disturbance input. The state of a hybrid automaton is given by a pair (�, x)

where � ∈ L and x is a state belonging to the invariant set I� associated with the
mode �. The execution of a hybrid automaton over a time horizon T (can be finite
or infinite T = ∞) is given by a sequence of flows and jumps:

• A flow (�, x, τ ) � (�, x′, τ + δ) for δ ≥ 0 is a solution to the ODE dx
dt
=

F�(x, u, w) starting from the initial condition t0 = τ, x(τ ) = x with u(·) as
the signal u(t) with t ∈ [τ, τ + δ) and likewise, w as the signal w(t) over t ∈
[τ, τ + δ). This trajectory is uniquely defined since F� is Lipschitz. Finally, x′ is
the state x(τ + δ).

• A jump (�, x, τ ) → (�′, x′, τ ) is an instantaneous transition from mode � to �′
wherein (�, �′) ∈ E, and x ∈ G(�,�′) must belong to the guard set of the transition.
The state x′ = R(�,�′)(x) is obtained by applying the reset map corresponding to
the transition (�, �′) to the state x.

An execution trace of the hybrid automaton yields a hybrid time trajectory
comprised of flows and jumps starting from the initial state (�0, x0) at time 0.

(�0, x0, 0) � (�1, x1, t1)→ (�′1, x′1, t1) � (�2, x2, t2)→ · · ·
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4.2.2 Specifications

In the formal methods literature, the term specifications is often used to describe
the expected behavior of the overall system. Specifications can express properties
defined over several behaviors of the system (e.g., the average energy consumption,
mean time to failure, etc.), and can also express properties over individual system
executions (e.g., the value of the overshoot is less than 10% of the reference
value, the response time is at most 5 s, etc.). The first class of properties (that are
defined over several system behaviors) are called hyperproperties [47]. The second
class of properties are trace properties, i.e., given a (discrete or continuous) trace
representing a system behavior, we can check the satisfaction or violation of such a
property on this trace.

Types of Properties In hyperproperties, we can further make a distinction between
statistical hyperproperties, i.e., properties that reason about statistical aspects of
the system (such as average energy consumption, mean time to failure, etc.), and
relational hyperproperties. There has been limited work on estimating statistical
properties of CPS models [2], but not much work has been done to verify or
falsify statistical hyperproperties. Relational hyperproperties are gaining popularity
for expressing security and privacy properties such as information leakage, robust
I/O behavior, noninterference, noninference, etc. [47, 112]. For example, consider
a potential side-channel power attack: there exists a system behavior where for
the input u the signal representing the magnitude of power (say y) that exceeds
the value c for τ seconds, but for all other inputs u′ near u, the corresponding
y′ is always below some value d s.t. d < c. There has not been much work
on verification of relational hyperproperties for CPS models. Thus, as verification
or testing for hyperproperties is a nascent field with limited results for narrow
subproblems [29, 30, 53, 70]. Hence, we do not discuss this aspect in detail in this
chapter, but instead focus on verification and falsification for trace properties.

4.2.2.1 Temporal Logics for Trace Properties

There are several possible ways in which trace-level properties can be expressed
and checked. Many industrial practitioners often write custom programs in their
preferred programming language to check a trace-level property. These programs
are also known as property monitors. An offline monitor checks the satisfaction
of a finite-time trace-level property by a given finite-time system execution after
the execution has terminated. On the other hand, an online monitor continuously
checks the satisfaction or violation of the property as the system runs. In an MBD
framework, the same terminology applies to simulations of system behavior: offline
monitoring requires the simulation to have terminated.

Having customized programs for property monitors can pose challenges in terms
of interpretability and maintainability, and is prone to manual programming errors.
An elegant alternative is to use a suitable logical formalism to describe the desired
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trace-level property. One such formalism is that of linear temporal logic (LTL). LTL
was introduced in the late 1970s [123] to reason about the temporal behaviors of
reactive systems, i.e., input-output systems with Boolean, discrete-time signals. CPS
rarely have discrete-valued, discrete-time behaviors, as the physical components
in a CPS have real-valued behaviors that evolve continuously in time. To reason
about such systems, later, temporal logics such as timed propositional temporal
logic (TPTL) [14], the duration calculus [37], and metric temporal logic (MTL) [94]
were introduced to deal with dense-time system executions. These logics required
first creating a set of atomic Boolean predicates over signals, and then introduced
formulas that contained temporal operators that could be interpreted over dense
time.

Signal Temporal Logic (STL) STL [106] was proposed in the context of analog
and mixed-signal circuits as a specification language for expressing constraints on
real-valued signals directly in the formula expressing the property of interest. Let
x be an n-dimensional signal representing the system execution over some finite
time, and for simplicity, let the codomain of this variable be R

n. Without loss of
generality, these predicates can be reduced to the form μ = f (x) ∼ c, where f is a
scalar-valued function from R

n to R.
Temporal formulas are formed using temporal operators, “always” (denoted as

G), “eventually” (denoted as F) and “until” (denoted as U). Each temporal operator
is indexed by intervals of the form (a, b), (a, b], [a, b), [a, b], (a,∞) or [a,∞)

where each of a, b is a nonnegative real-valued constant. If I is an interval, then an
STL formula is written using the following grammar:

ϕ := true
| μ atomicproposition
| ¬ϕ negation
| ϕ1 ∧ ϕ2 conjunction
| ϕ1 UI ϕ2 untiloperator

The always and eventually operators are defined as special cases of the until
operator as follows: GI ϕ � ¬FI¬ϕ, FI ϕ � true UI ϕ. When the interval I is
omitted for the until operator, we take it as the default interval of [0,+∞). The
semantics of STL formulas are defined informally through examples as follows.

Example 4.1 The signal x satisfies an atomic predicate f (x) > 10 at time t (where
t ≥ 0) if the value of f (x(t)) at time t is greater than 10.

The signal x satisfies ϕ = G[0,2) (x > −1) if for all time 0 ≤ t < 2, x(t) > −1.
The signal x1 satisfies ϕ = F[1,2) x1 > 0.4 iff there exists time t such that 1 ≤

t < 2 and x1(t) > 0.4.
The signal x = (x1, x2) over two-dimensional space satisfies the formula ϕ =

(x1 > 10) U[2.3,4.5] (x2 < 1) iff there is some time u where 2.3 ≤ u ≤ 4.5 and
x2(u) < 1, and for all time v in [2.3, u), x1(u) is greater than 10.
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We formally define the semantics of STL as follows:

Definition 4.4 (STL Semantics) STL semantics are defined in terms of the satis-
faction operator |�, for a given signal x at each time t as follows:

(x, t) |� μ ⇐⇒ x(t) |� μ

(x, t) |� ¬ϕ ⇐⇒ (x, t) �|� ϕ

(x, t) |� ϕ1 ∧ ϕ2 ⇐⇒ (x, t) |� ϕ1 and (x, t) |� ϕ2

(x, t) |� G[a,b]ϕ ⇐⇒ ∀t ′ ∈ [t + a, t + b](x, t ′) |� ϕ

(x, t) |� F[a,b]ϕ ⇐⇒ ∃t ′ ∈ [t + a, t + b](x, t ′) |� ϕ

(x, t) |� ϕ1 U[a,b] ϕ2 ⇐⇒ ∃t ′ ∈ [t + a, t + b] s.t.
(x, t ′) |� ϕ2 and
∀t ′′ ∈ (t, t ′), (x, t ′′) |� ϕ1

Beyond STL Recently, there have been several efforts to consider alternatives to
STL to address specific properties that may be cumbersome to express in STL, or
inexpressible in STL. Timed regular expressions (TRE) first introduced in 2002
[21] allow expressing localized patterns in CPS behaviors. An efficient monitoring
procedure has been proposed for TREs in [150], and an implementation of this
procedure is available in the Montre tool [149]. Quantitative regular expressions
(QREs) [13, 16] is yet another modeling and programming abstraction for spec-
ifying complex numerical queries over data streams. These have been used for
analyzing complex behaviors such as arrhythmia in cardiac signals [4].

Finally, differential dynamic logic [120] is a logic for specifying and verifying
correctness of hybrid systems. The language allows specifying hybrid systems
operationally as hybrid programs and uses automated deduction-based theorem
proving tools (such as KeyMaera and its extensions [74, 122]) to verifying program
correctness. A key difference between deductive techniques and those that we con-
sider in this chapter is that deductive techniques often require manual intervention in
the form of lemmas and proof strategy selection when the automated theorem prover
fails to prove program correctness. We omit such techniques from this chapter, and
the interested reader can find an extensive treatment in [121].

4.3 Reachability Analysis

Reachability analysis asks whether a hybrid system starting from a set of initial
states X0 can reach any state in a given target set U . The problem is of fundamental
importance to hybrid systems since the target set U often describes dangerous states
which we wish to avoid reaching during an execution of the system.

Example 4.2 Consider the house heating system shown in Fig. 4.3. It is considered
dangerous if the temperature of the house falls below 10 centigrade, while the sys-
tem continues to be operational and the outside temperature behaves “reasonably”:
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that is, it must be in the range [−20, 50] ◦C and cannot increase/decrease more than
5 ◦C/h. Let us assume an initial state with Tr = 27. Is there a scenario in which the
value of Tr ≤ 10 is possibly under the constraints on the behavior of the outside
temperature? Here, the target unsafe set is U : {(�,Q,QL, Tr ,W) | Tr ≤ 10}.

Another safety property asks whether it is possible for T ≤ Tref − 5 and
simultaneously, the heater is in the “OFF” state. Here, the unsafe set is V :
{(�,Q,QL, Tr ,W) | T ≤ Tref − 5 ∧ � = OFF}.

Reachability analysis has been studied using a variety of approaches, and for
various restrictions on the hybrid automaton model.

4.3.1 Decidability of Reachability

First, it is well known that the reachability problem is undecidable even for simple
cases. For instance, in the absence of hybrid dynamics, reachability is undecidable
for polynomial ODEs involving 3 or more state variables [82]. Furthermore, for
linear dynamical systems, it is known that reachability of a single target state y
from a single given initial state x0 is decidable. However, the reachability problem
of a hyperplane target from a single state initial set (known as the Skolem–Pisot
problem) is open. Recent result by Chonev connects the undecidability of this
problem to a well-known and open number theoretic conjecture called the Schaunel
conjecture [44]. Alur and Dill showed that the reachability problem is decidable for
timed automata that can be seen as hybrid automata whose continuous variables are
all clocks with dynamics dT

dt
= 1. Furthermore, the guard conditions are restricted

to comparing clocks with fixed constants, and resets are limited to setting clocks
to fixed constant values. The result relies on an untiming construction through
the region abstraction that produces a finite state automaton which is bisimulation
equivalent to the original infinite state timed automaton [12]. However, Henzinger
et al. show that if we allow “stopwatches,” i.e., clocks that can be stopped by setting
dT
dt
= 0 in certain modes, even the presence of a single stopwatch in a timed

automaton model renders the reachability problem undecidable [84]. The timed
automaton model can be generalized to rectangular hybrid dynamics that allows
the derivative of each variable xi to lie within an interval dxi

dt
∈ [l(m)

i , u
(m)
i ] in each

mode m. Henzinger et al. [84] show that the reachability problem is decidable for
initialized rectangular hybrid automata that adds the following constraint: for every
transition τ from mode m to m̂, if the dynamics for dxi

dt
changes going from m to

m̂, then the variable xi must be reset to constant value by τ . However, failing this
condition, the problem is undecidable, in general. Asarin et al. consider polyhedral
hybrid systems that are defined by partitioning the state space into polyhedral
regions defining modes and associating each polyhedral region with a mode m and
a corresponding constant differential equation dxi

dt
= c

(m)
i [23]. Transitions happen

when the system moves from one polyhedral region to another in this model. While
the reachability problem is decidable for 2D (planar) systems, it is undecidable for
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Table 4.2 Summary of a few results establishing decidability/undecidability of reachability for
hybrid systems

System Outcome Description

Timed automata [12] Decidable dxi

dt
= 1 for all xi and all modes, guards

xi{≤,≥,=}c and resets xi := c

Stopwatch automata [84] Undecidable Timed automata + at least one stopwatch with
dxi

dt
= 0 allowed in some modes

Initialized rectangular
automata [83, 84]

Decidable Rectangular dynamics dxi

dt
∈ [li , ui ] for each xi

and mode, guards + resets as in timed
automata. Transition between different
dynamics should reinitialize a variable

Polyhedral hybrid
automata [23]

Undecidable Decidable for 2 or fewer state variables

O-minimal hybrid automata
[98]

Decidable Automata whose guards, reset maps, and flows
can be defined in an O-minimal logical theory

systems involving 3 or more variables. Table 4.2 summarizes some of the significant
results on decidability/undecidability of reachability for various classes of hybrid
systems.

Understanding the boundary between decidable and undecidable subclasses has
been an active area of investigation with some open problems. However, early
results showed that seemingly simple hybrid automata models can exhibit a high
degree of complexity in terms of their behaviors. As a result, the focus has gradually
shifted from finding new decidable classes to finding practical algorithms that can
be useful to analyze models of interest to practitioners, even if the overall problem
is known to be undecidable.

4.3.2 Reachability Using Over-Approximations

As discussed previously, the problem of deciding questions of reachability is
undecidable. However, for many practical systems, the problem of reachability
analysis can be resolved by computing over-approximations of the reachable set
of states starting from the initial set X0, or alternatively, by computing over-
approximations of the backward reachable set starting from the unsafe/target set
U . This is pictorially illustrated in Fig. 4.4. Over-approximations can be obtained
for a finite time horizon if the value of T is finite, or an infinite time horizon if
T = ∞. Naturally, infinite-time horizon approximations are more complicated and
approached using deductive methods discussed in subsequent sections. The rest of
this section focuses, for the most part, on finite-time horizon reachability analysis.

Let S ⊆ X be a subset of states of a system and X0 be the initial set. We say
that S is a (forward) over-approximation for a time interval [0, T ) iff for any initial
state x(0) ∈ X0, any state x(t) reachable from x(0) at time t ∈ [0, T ) belongs to S.
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X0

S
P U

V

Fig. 4.4 S: Over-approximation of reachable set of states includes the initial condition X0 and
all states reached by trajectories starting from X0. P : Backward-over approximation containing
all states that can reach U . The set of states U is proven unreachable since U ∩ S is empty, or
alternatively, However, the set of states V may or may not be reachable since V ∩ S is not empty

Using the forward over-approximation S, we may conclude that U is unreachable if
U ∩ S = ∅.

Alternatively, we can prove unreachability by computing a set of backward
reachable states P ⊆ X such that U ⊆ P for the target set and every trajectory
of the system x(·) such that x(t) ∈ U at time t ∈ [0, T ) must satisfy x(0) ∈ P .
If P ∩ X0 = ∅, we may now conclude that no run of the system starting from X0
may reach U within the given time horizon. Figure 4.4 illustrates how a backward
reachable set can be used to prove unreachability, as well.

4.3.2.1 Approximate Reachability: Overview

We will now discuss how reachability analysis works at the high level, focusing
first on computing over-approximations of forward reachable states starting from
the initial state X0 and an initial mode �0 of the hybrid system. The approach is
based on symbolic model checking, wherein a set of reachable states is iteratively
computed by repeatedly applying the post-condition operator to the initial set of
states. The post-condition operator applied to a set of states S captures all the states
reachable from S in a single “computational” step. Let post(S) denote the post-
condition of S. Thus, we would normally compute

X0 ∪ post(X0) ∪ post2(X0) ∪ · · · .

However, there are three core problems with this approach:

1. Hybrid systems combine the continuous evolution of state variables with discrete
transitions. There is no natural notion of a single discrete computational step.

2. The sets postk(X0) become increasingly complicated to represent in a computer,
making the process prohibitively expensive.
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3. The iteration does not terminate in finitely many steps for most systems, and
therefore, the approach may not terminate.

The other alternative is to perform a backward iteration, starting from the unsafe
set of states and iterating the weakest pre-condition operator. The precondition
operator applied to a set of states S captures all those states that will reach S in one
computational step. Let pre(S) denote the weakest precondition operator applied to
a set S. Thus, we would normally compute

U ∪ pre(U) ∪ pre2(U) ∪ · · · .

Once again, the same three problems we encountered for post-conditions arise for
preconditions as well.

Reachability algorithms overcome the three key problems mentioned above
through two important and closely intertwined ideas: (1) abstraction of the hybrid
system by a simpler model; and (2) abstract (over-approximate) representation
of sets of states by geometric primitives such as rectangles, polyhedra, ellipsoids,
zonotopes, and Taylor models.

4.3.2.2 Abstractions

A system abstraction seeks to replace a given hybrid automaton S by another finite
or infinite state system T over the same state space and set of modes as S , such
that every trajectory of S is also a trajectory of T . In this case, we will write
S � T . Note, however, that T may have more trajectories that are not trajectories
of S . It is easy to show that any reachable state of S starting from a given state X0
is also reachable in T (starting from a suitable superset of X0).

Early approaches considered finite state abstractions that transform a given
hybrid automaton into a finite state machine which simulates the original system, or
in special cases, such as timed automata or initialized rectangular automata, exhibits
a stronger connection through bisimulation relations [15, 24]. However, most
systems of interest have been observed not to have finite bisimulation quotients.
To circumvent this, Girard and Pappas consider the notion of an approximate
bisimulation relation that is defined by means of a comparison metric between
states of the two systems so that as the systems evolve in time starting from
related initial states, the distance decays over time [79]. The notion of approximate
bisimulation relations expands the class of systems for which we may find suitable
finite state abstractions with some property preservation guarantees. Nevertheless,
it remains the case that finding finite (approximate) bisimulation quotients is rare
and seldom feasible for practical systems. Other approaches for finding finite
abstractions have employed the use of predicate abstractions with counterexample
guided refinements [11]. While the approach can perform well if the right set of
predicates were to be provided, the problem of deriving such a set of predicates is
often hard in practice. Furthermore, the refinement loop may often generate a large
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number of predicates making the finite state abstraction prohibitively expensive.
More recently, hybridization approaches have investigated the abstraction of more
complex dynamics such as nonlinear ODEs, linear hybrid systems by simpler
dynamics such as rectangular automata [22, 50, 125, 132]. On one hand, these
approaches can provide tradeoffs between the accuracy of the abstraction and
its size. On the other hand, these approaches can also suffer from the curse of
dimensionality since they rely on decomposing the state space into small compact
regions in order to bound the error between the original system and the abstraction.

A related class of abstractions seeks to eliminate continuous dynamics by
replacing the ODEs by relational models that relate a state x and a future reachable
state x′. Building such relational models can then allow off-the-shelf tools for
model checking infinite state discrete systems to tackle the verification problem.
The idea of relationalization, though implicit in earlier works such as Podelski
and Wagner [124], was first formalized by Tiwari and Sankaranarayanan under
the notion of relations that abstracted time away as well as relations that captured
change in state over a fixed time step [136, 154]. Subsequent work studied various
ways of constructing these relations that tracked time explicitly as “time-aware”
relations [109]. Recently, Chen et al. explored the construction of these relations
for nonlinear systems [42]. One of the key drawbacks for existing methods lies in
the lack of approaches to refine these relations once they are constructed. A related
issue lies in the tradeoff between constructing a coarse but simple relation versus a
more complex and less conservative approximation. Approaches that can construct
“multi-scale” relations that selectively refine interesting parts of the relation remain
unexplored at the time of writing.

4.3.2.3 Flowpipe Computation

Flowpipe computation approaches rely primarily on computing reachable sets by
approximating the time trajectories of the system rather than abstracting the system
itself. A large variety of flowpipe computation approaches have been proposed in
the literature, and many proposed techniques are supported by tools for experimental
validation. Some of these tools are specialized to linear hybrid systems, while others
tackle a larger class of nonlinear systems. Most flowpipe construction methods are
instances of the forward reachability computation using the post-condition operator
presented previously. However, in order to extend this scheme to hybrid systems, it
is important to consider four important aspects (illustrated in Fig. 4.5).

1. A systematic way to represent sets of continuous states. Since not all sets
are representable inside a computer, common representations include intervals,
convex polyhedra, ellipsoids, zonotopes, support vectors, and Taylor models.

2. Once a representation is chosen, we need to compute sets of reachable states
for given nonlinear dynamics inside a mode. This operation has been variously
termed “time elapse,” “continuous post-condition,” or “continuous image com-
putation” in the literature.
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Fig. 4.5 Illustration of basic primitives for flowpipe computation. Starting from initial set in mode
1, we perform a continuous image computation for a given time horizon. Next, we compute states
from which a transition to a different mode (mode 2) is possible. From these states, we compute
the reachable states for mode 2 shown in orange

3. The effect of a discrete transition must be computed. This operation is called
“discrete post” or “discrete image” computation.

4. Finally, the primitives mentioned above must be integrated into a model checking
scheme that employs them in order to compute the reachable set estimation for
the system as a whole. To this end, operations such as subsumption checks,
aggregation, simplification, and extrapolation are often used.

The fundamental scheme of performing forward reachability using a combination
of continuous and discrete image computation with specialized operators has been
carried out through a variety of approaches, which are summarized in Table 4.3.

Table 4.3 presents an overview of selected approaches-based classified in terms
of the representations used for sets, and the type of models handled by the approach.
As we note in the table, there has been significant recent work in scaling up the
reachability analysis of linear ODEs to millions of variables [25], linear hybrid
systems to many hundreds of variables [73], and nonlinear systems up to a few
tens of variables (assuming nonchaotic and nonstiff ODEs) [7, 41]. Furthermore,
a variety of recent tricks including decomposition of a monolithic model into
smaller submodels that can be exploited by the reachability analysis [43]. However,
significant variability in performance is seen across models. Furthermore, many of
the approaches have numerous tunable parameters that need to be carefully adjusted
for each model to obtain optimal performance. Another important drawback lies in
the lack of support for richer models of hybrid systems that can incorporate features
such as lookup tables, gain scheduling, predictive models, and learning-enabled
loops involving neural networks. Supporting these features remains the subject of
ongoing research at the time of writing this survey.
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Table 4.3 Reachability analysis approaches using flowpipe construction at a glance

Reference, Representation, and Dynamics Remarks

Krogh et al. [45, 46], Polyhedra, NLHybrid Precise flowpipes for linear systems. Uses
numerical optimization for nonlinear systems.
Builds abstract finite state model for checking

Dang et al. [31, 49], Orthogonal
Polyhedra, LHybrid

Introduced face lifting algorithm for computing
reachable sets

Kurzhanski and Varaiya [95], Ellipsoids,
LODE

Uses ellipsoidal calculus and introduced the idea
of support vectors. Handling of discrete
transitions requires approximations due to
ellipsoid–hyperplane intersections

Mitchell and Tomlin [108], Level Sets,
NLHybrid

Uses Hamilton–Jacobi PDEs solved using
state-space discretization. Solves viability
problems (computation of control and
reachability)

Girard [78], Zonotopes, LHybrid Efficient image computation for continuous
dynamics. Handling of discrete transitions
remains problematic similar to ellipsoids.
Available as part of Spaceex tool

Frehse et al. [73], Support Functions,
LHybrid

Efficient image computation and handling of
discrete transitions. Implemented in tool SpaceEx

Berz and Makino [27, 105], Taylor Models,
NLODE

No handling of discrete transitions. Introduced
higher-order interval methods for guaranteed
ODE integration

Chen et al. [40, 41], Taylor Models,
NLHybrid

Extends techniques from Berz et al. with handling
of discrete transitions

Althoff et al. [7, 8], Multiple, NLHybrid Combination of multiple set valued
representations including nonlinear zonotopes,
matrix zonotopes, and Taylor models for
nonlinear hybrid systems reachability analysis

Bak and Duggirala [25], Polyhedron,
LODE

Using simulations to implicitly compute reachable
sets and resolve safety properties. Shown to scale
beyond hundreds of thousands of state variables

NLHybrid: Nonlinear hybrid, NLODE: Nonlinear ODEs with continuous RHS, LODE: Linear
ODEs, LHybrid: Linear hybrid

4.3.2.4 Constraint Solvers and Reachability

Another approach relies on using constraint solvers for estimating reachable sets
that can be used to prove properties of interest. This approach essentially integrates
many of the ideas summarized thus far naturally into a constraint-solving frame-
work. The approach has been termed the SAT-modulo ODE approach, originated in
the work by Ratschan and She [129, 130], Ratschan et al. [72], incorporated into
tools such as HySAT [85]. More recently, the approach was formalized by Gao
et al. into delta-decision procedures for proving properties of hybrid systems [76].
The key idea is to provide procedures that can either conclude that a system does
not satisfy a property or that the system under a bounded perturbation violates
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a perturbed property, under a well-defined perturbation model. A similar idea
is presented independently by Ratschan wherein termination of the reachability
analysis is guaranteed under the condition of robust safety wherein a bounded
perturbation of the system continues to satisfy the safety property in question [130].

4.3.2.5 Simulation-Guided Reachability Analysis

A significantly different approach for estimating reachable states relies on using
simulations coupled with user-provided annotations. The main idea is to obtain
a simulation trajectory and to bloat the trajectory in such a way that for each
initial state included in the bloated trajectory, the trajectory beginning at this initial
state is also included in the bloated trajectory. Such a bloated trajectory is also
known as a reach tube. The first idea to compute reach tubes was by exploiting
the sensitivity of the numerical solutions of an ODE to perturbations in its initial
conditions [57]. A similar idea was also explored in [91] for continuous dynamical
systems with inputs. Recent advances in simulation-based reachability have shown
promise in being able to handle models with industrial-scale complexity [62, 63, 69].
These techniques rely on a user-provided annotation in the form of a discrepancy
function. Essentially, a discrepancy function provides a mechanism of bounding
the distance between adjacent trajectories as a function of the distance between the
initial states for the trajectories. Thus, with a reasonably tight discrepancy function,
an over-approximation of the reachable state space can be obtained by performing a
(potentially) small number of simulations.

4.4 Techniques Based on Safety Invariants

Techniques based on reachability are highly automated and have shown remarkable
progress. However, when faced with highly nonlinear plant models, and especially
in the presence of discrete switching, these techniques can suffer from loss of
precision.

A different approach is offered by semi-automated techniques based on invari-
ants. The simplest definition of an invariant is that it is a set such that starting
from an element of this set, the time evolution of the system trajectories remains
within this set at all times. Typically, we consider the forward time evolution of
the system trajectories (i.e., time increases along a trajectory), and thus focus on
forward invariants. Given a set of safe states S, an invariant set I is called a safety
invariant, if I ∩ S = ∅. Various kinds of invariants have been proposed in the
literature to help automate proofs of safety. The prime challenge in invariant-based
verification is that it is typically very difficult to find invariants in an automated
fashion, and may require human insight.

A key body of work in invariant-based verification is with the use of the
KeyMaera and KeyMaeraX theorem proving tools [74, 122]. These tools allow a
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user to systematically construct the proof of safety of a hybrid system (modeled
as a hybrid program). The user has the choice of introducing various kinds of
invariants to automate safety proofs. An important class considered is that of
differential invariants [120]. These are invariants that allow proving the properties
of a differential equation without having to solve the equation itself. See [120]
for a comprehensive survey. There are certain specializations of invariant-based
reasoning that we discuss now.

Control Envelopes. Arechiga et al. [20] present the problem of safety verification
for embedded control systems. Here, given a model of the continuous dynamics of
a plant, the technique postulates the computation of an envelope-invariant pair. The
technique assumes that the plant dynamics are given by an ODE of the form:

ẋ = f (x, u),

where x is the state of the plant, and u is the control input from some set U . We
assume that we are given an invariant set N (a subset of the plant state space X).
We then compute a control envelope E that is a function from X to P(U).2 The
pair (N,E) satisfy the property that for all times t , for any given state x(t) ∈ N ,
if the input provided by the controller u(t) is in the set E(x), then for all t ′ > t ,
x(t ′) ∈ N . Further, if the intersection of N and the set of unsafe states is empty,
this gives us a proof of the safety of the closed-loop control system. They also
provide specific examples of control envelope-invariant pairs, but does not provide
a procedure to compute such pairs for general systems. Computing such control
envelopes remains an interesting problem that has attracted recent interest due to
applications to runtime monitoring.

Barrier Certificates. A barrier certificate is a type of a safety certificate. Let X be
the state space of a system specified by the ODE ẋ = f (x), let I be the set of
initial states for the system, and let S be the set of safe states for the system. Then, a
barrier certificate is defined as a differentiable function B, which has the following
properties:

1. ∀x ∈ I : B(x) ≤ 0,
2. ∀x ∈ S : B(x) > 0,
3. ∀x ∈ X : (B(x) = 0) �⇒ ∂B

∂x · f (x) < 0

The intuitive idea is that the set B(x) = 0 serves as a barrier preventing the
trajectories of the system that originate in the set I from reaching the set S. As
B is a continuous and differentiable function, every trajectory that starts at a point
where B is negative must pass a point where B is zero before reaching a point where
B is positive. However, because the Lie derivative of B along the manifold where
B(x) = 0 is negative, at each point, the system dynamics forces the B function from
not increasing. Barrier certificates were first proposed in [126, 127], and a procedure

2For a set X, let P(X) denote its power set.
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based on Sum-of-Squares programming was proposed for finding barrier certificates
for systems with polynomial dynamics. These techniques were extended for systems
with certain nonpolynomial dynamics [81, 118]. However, the problem of finding
barrier certificates for general nonlinear systems remains open.

Simulation-Guided Search for Invariants. Though invariant-based techniques show
a lot of promise to prove safety of systems with highly nonlinear and hybrid
dynamics, finding the required invariants remains a hard problem. In [145, 146], the
authors suggested a simulation-guided technique to estimate the region-of-attraction
(ROA) for a given dynamical system. The main idea in this work was to convert
a set of bilinear matrix inequalities encountered in estimating the ROA (which
are computationally expensive to solve) into linear matrix inequalities, which are
computationally less expensive.

In [90], the authors propose a technique to iteratively compute an invariant using
simulations, based on the idea of estimating Lyapunov functions. Given a system of
the form ẋ = f (x), where f (0) = 0, a Lyapunov function V (x) is a function that is
positive everywhere except when x = 0, its Lie derivative ∂V

∂x is negative everywhere
except at 0, and at x = 0, both the value of V and its Lie derivative is 0. A Lyapunov
function is a tool that can be used to prove stability of a system to the point x = 0.
Furthermore, any level set of the Lyapunov function, i.e., L(x) = {x|V (x) = �}
is an invariant for the system. The iterative procedure in the technique proposed in
[90] is as follows: (1) the technique fixes the form of a candidate Lyapunov function
as some polynomial P(c, x), where c is a vector of coefficients of the polynomial
function, (2) it uses a set of discrete-time trajectories of the system from a given
set of initial states, and uses these to impose constraints on c, (3) it solves the
constraints using an appropriate solver to obtain a candidate Lyapunov function,
(4) it searches for counterexample for the candidate using an SMT solver, and (5)
if a counterexample exists, it is added to the set of initial conditions used in step 2,
and the method repeats; else, it terminates with an answer.

The key step is in the formulation of constraints in step 2. For a fixed polynomial
form with unknown coefficients, imposing positivity of V at each point in a system
trajectory results in a linear constraint. Suppose we are given two points in a
discrete-time trajectory of the system (say xn = x(tn), and xn+1 = x(tn+1)), where
tn+1 > tn. Then, a sufficient condition for the negativity of the Lie derivative is to
impose that V (xn)− V (xn+1) > 0. Note that this is again a linear constraint in the
coefficients of V as xn and xn+1 are known. Thus, solving the constraints in step 3
can be done using a standard linear-programming solver.

Step 4 also merits a remark. A candidate Lyapunov function (or by extension
a candidate invariant that is the level set of the candidate Lyapunov function)
obtained in Step 4 satisfies the required conditions for being a valid Lyapunov
function (resp., invariant) on the selected set of system trajectories, but there is no
guarantee that these conditions are met globally in the state space. Thus, the method
uses a satisfiability modulo theories (SMT) solver that is equipped to reason about
satisfiability of arbitrary nonlinear queries; δ-sat solver dReal is such a solver [76].
It returns an answer unsat if the query is unsatisfiable, otherwise returns a interval
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of width δ in the state space where the query may be satisfiable. As checking validity
of a condition is equivalent to checking the satisfiability of its negation, an unsat
answer from dReal helps us establish the conditions required for a given set to be an
invariant.

4.5 Falsification Techniques

In this section, we will review techniques to perform requirement-driven test
generation of CPS models. There are several automated test generation procedures
and heuristics that attempt to tackle this problem by viewing it as a special case of
software testing. Commercial tools such as the Simulink Design Verifier™ (SLDV)
toolbox from the Mathworks [75, 99], the Reactis® [131] tool, and the TestWeaver
tool from QTronic [89] are notable for their adoption within industrial MBD
practice.

The Reactis Tester tool evaluates open-loop controller models with a patented
technique to generate test inputs using a combination of random and targeted
methods. The targeted phase of the tool uses data structures to store intermedi-
ate states, and constraint-solving algorithms to search for previously uncovered
coverage targets. SLDV uses techniques based on SAT modulo theories (SMT) in
conjunction with the Prover tool to automatically generate test inputs to maximize
coverage criteria. SLDV is intended for open-loop (discrete-time) controller models,
as it cannot process closed-loop (hybrid) models.

The TestWeaver tool does test generation with the goal to maximize state
coverage of the underlying system (where coverage is defined in a specific fashion).
The test generation algorithm itself is based on proprietary heuristics. The tool
relies on the user to quantize the inputs to the model-under-test, discretize the time
domain, and also to manually identify system variables that are most sensitive to the
inputs. This user intervention may require an understanding of the system dynamics
and engineering intuition to use the tool effectively.

With the exception of certain features in TestWeaver, the above tools are
primarily focused on testing the controller models for CPS systems, while unable to
effectively reason about the plant/environment model. Furthermore, the properties
that these tools check are typically hand-coded by the user and tend to be simpler
static properties (such as the bounds on a signal value over a specified time interval).

We now discuss falsification techniques that overcome some of the shortcomings
of the existing commercial techniques in various ways:

1. They allow specifications expressed in formal specification languages such as
those based on signal temporal logic (STL). This allows complex temporal
properties over continuous-valued, continuous-time signal to be seamlessly
specified.

2. They can effectively search both continuous and hybrid state spaces that arise
from closed-loop models.
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3. They can be augmented with metrics to measure coverage of continuous and
hybrid state spaces.

4. They can combine search for bugs in the software controller with corner case
behaviors in the continuous plant model.

In this chapter, we discuss two main classes of such techniques. The first class
of techniques allows falsifying closed-loop specifications of temporal behavior
with the help of black-box optimization tools. The second class of techniques
combines a novel exploration of plant model behaviors with a technique inspired
by multiple shooting methods found in numerical ODE solving with symbolic
execution techniques for analyzing controller code.

4.5.1 Falsifying Temporal Specifications Using Optimization

A key technology that enables falsification techniques is quantitative satisfaction
semantics for real-time temporal logics. Robust satisfaction semantics were pro-
posed for metric temporal logic by Fainekos and Pappas in their seminal paper
[68], while quantitative semantics for STL were proposed by Donzé and Maler [58],
which we now explain.

Quantitative Semantics of STL. For a formula ϕ in a given logical formalism and
a signal trace x, Boolean satisfaction semantics for the logic provide a true/false
answer for whether x satisfies ϕ. Quantitative semantics extend this notion to robust
satisfaction, i.e., they define a robust satisfaction degree (abbreviated as robustness)
of ϕ by x. The intuition is that if the robustness value is a positive number, then x
satisfies ϕ; if it is negative, it does not satisfy ϕ, and the magnitude of the robustness
degree indicates how strongly ϕ is satisfied (or violated).

We provide the formal robustness semantics for STL below in terms of a function
ρ that maps a given trace x, a formula ϕ, and a time t to a real number. This function
for a predicate of the form f (x) > 0 at time t is simply the value of f (x) at time
t , i.e., ρ(f (x) > 0, x, t) = f (x(t)). Then, ρ is defined inductively for every STL
formula using the following rules:

ρ(¬ϕ, x, t) = −ρ(ϕ, x) (4.1)

ρ(ϕ1 ∧ ϕ2, x, t) = min(ρ(ϕ1, x, t), ρ(ϕ2, x, t)) (4.2)

ρ(FI ϕ, x, t) = sup
t ′∈t+I

ρ(ϕ, x, t ′) (4.3)

ρ(GI ϕ, x, t) = inf
t ′∈t+I

ρ(ϕ, x, t ′) (4.4)

ρ(ϕ1UI ϕ2, x, t) = sup
t ′∈t+I

(
min

(
ρ(ϕ2, x, t ′), inf

t ′′∈[t,t ′)
ρ(ϕ1, x, t ′′)

))
(4.5)
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By convention, the robustness of ϕ by x is then simply ρ(ϕ, x, 0). If we omit the
time argument, the implicit assumption is that we are computing the robustness at
time 0, i.e., ρ(ϕ, x) = ρ(ϕ, x, 0).

We recall that a closed-loop model M can be viewed as a function mapping finite-
time input signals u (defined over time [0, T ]) to output signals y. For simplicity, we
assume that the specification ϕ is an appropriate STL formula over output signals.
Then, the falsification problem can be restated as a search for an input signal u such
that ρ(ϕ, y) < 0. The central idea in most falsification tools is to solve this problem
by solving the following optimization problem:

u∗ = arg min
u s.t. y=M(u)

ρ(ϕ, y) (4.6)

If we find a u∗ such that ρ(ϕ,M(u∗)) < 0, then we have effectively found a
violation of the specification, or successfully falsified the model. While the above
setup seems straightforward, there are several caveats.

Input Signal Parameterization. The first is that optimizing over a dense-time input
signal is an infinite-dimensional optimization problem. A common approach is to
make the search space finite by assuming a finite parameterization of the input signal
space. For example, one of the approaches adopted by tools such as S-TaLiRo [19]
and Breach [55] is to introduce n uniformly spaced discrete time points t0, . . . , tn−1
along the time axis, also known as control points. Here, t0 = 0, and tn−1 = T .
Then, the input signal u is defined in terms of (u0, . . . , un−1), as follows: for all
i ∈ [0, n − 1]: u(t) = ui if i

n−1T ≤ t < i+1
n−1T . In simpler terms, the signal u(t)

is obtained by constant interpolation over values (u0, . . . , un−1) equally spaced in
time. This notion can be generalized by introducing variably spaced time points, and
user-defined interpolation functions (such as piecewise linear, splines, etc.).

Another approach is to define a finite grid over the input signal space, i.e., in
addition to discretization of the time axis, we also quantize the value axis of the
signal. The input signal is ultimately constructed using interpolation over points
over this finite grid. (See Fig. 4.6a for an illustration.) Such a grid can then be refined
iteratively by the optimization algorithm. This is the approach explored in [52].

Nonconvex Search Space. Most optimization tools critically rely on the optimiza-
tion problem being defined over a convex space, which enables gradient descent-like
optimization methods. Further, such approaches may also require the exact analytic
gradient to be available. The optimization problem set up in Eq. (4.6) almost never
has such nice properties. First, the method M can be an arbitrary hybrid dynamical
system with a high-dimensional state space. Further, the cost function ρ is itself
not a smooth function of its input. Thus, most falsification tools rely on black-box
optimization techniques such as the derivative-free Nelder–Mead technique used
in Breach [55], heuristic search techniques such as genetic algorithms [19], Ant
Colony optimization [18], the Cross Entropy method [134], or stochastic gradient
descent combined with discrete Tabu search [52]. A common theme in these
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Fig. 4.6 (a) Example of using a finite grid to approximate an input signal. The input signal u(t) is
obtained by constant interpolation over the sequence (�2, �2, �2, �2, �4, �4) over the time domain
(t0, t1, t2, t3, t4, t5). (b) Example of a grid neighbor of the input signal shown in (a)

methods is to evaluate the cost function, i.e., the robustness value for a heuristically
sequence of points in the input space, and generally choose input points with lower
costs. The exact heuristics of how the sequence of inputs is chosen depends on the
specific algorithm in question. For example, in Fig. 4.6b, we show how an input
signal corresponding to the grid neighbor of the input signal in Fig. 4.6a is chosen
for cost function evaluation.

Recently, given the immense success of machine learning techniques in learning
and approximating black-box functions, there have been efforts to apply such
methods to the falsification problem [6, 51, 92].

Yet another class of methods focuses on simultaneously trying to maximize
coverage of the hybrid state space and find a violation of the property of interest.
The technique in [59] iteratively computes the input signal incrementally using the
rapidly exploring random trees (RRT) algorithm used for motion planning. The
RRT algorithm is tuned to pick goal states that maximize a weighted combination
of the (incremental) robustness of the output signal, and a coverage metric over
the continuous state space of the closed-loop model. In [5], the authors combine
a coverage metric on the input signal space with a machine learning technique to
classify already covered regions in the input space. In [54], the authors define a
hybrid distance metric to obtain coverage over discrete mode switches in the closed-
loop model.

4.5.2 Falsification Using Trajectory Splicing

Thus far, the approaches to falsification are single shooting approaches that search
over a single trajectory starting from some initial condition that falsifies the speci-
fication. An alternative approach is to use multiple shooting, wherein the approach
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Fig. 4.7 An illustration of the trajectory splicing approach: (a) segmented trajectory reaching
unsafe states (shaded red) starting from initial states (shaded blue), (b) refining an abstract
counterexample and narrowing the inter-segment gap, (c) further narrowing the gap by refinement,
and (d) a concrete trajectory with no gaps

splices a collection of trace segments that take us from one state to another in the
state space. An approximate trajectory takes a sequence of such trace segments with
possible gaps between the ith trace segment and the (i+1)th segment. The approach
then iteratively narrows the gap through a suitable optimization procedure, leading
from an initial sequence of segments to a trajectory of the system obtained when
the gaps are reduced to zero. The trajectory splicing approach using local gradient
descent was first proposed by Zutshi et al., inspired in turn by collocation-based
approaches to integrating systems of differential equations and similar multiple
shooting approaches to optimal control (see [152]). Subsequently, this was extended
to a larger class of systems using graph-based search and iterative refinement [153].
See Fig. 4.7 for an illustration of the iterative refinement procedure used in the tool
S3CAM that performs trajectory splicing for arbitrary hybrid systems.

Trajectory splicing is essentially a state-space exploration technique for hybrid
systems. Recall that in many CPS applications, the closed-loop system model is
often expressed as a hybrid or continuous plant model composed with a discrete
software controller. It is possible to enhance the efficacy of splicing-based falsifica-
tion techniques by combining trajectory segments explored in the plant’s state space
by symbolic execution of the controller. This approach was explored in [151], and
uses symbolic path exploration tools based on SMT solvers. The scalability of this
technique is currently limited by that of existing SMT solvers.

4.6 Challenge Problem: Verification of AI-Based Systems

AI-based systems, especially those based on artificial neural networks (ANNs) and
by extension, deep neural networks (DNNs) have gained increasing prominence in
CPS applications where they support perception tasks from rich image, LIDAR, and
other sensor data [80], and the design of control using ideas such as reinforcement
learning [142]. However, a key drawback of neural networks lies in the inability
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of humans to understand their operation and the well-publicized instances of
incorrect operation that can potentially endanger life [110]. How do we verify
systems governed by deep neural networks? Currently, the problem of verifying
CPS applications that use ANNs/DNNs has received increasing attention from
researchers and two independent streams have emerged.

Testing for Perception Components. The first set of techniques focuses on testing
deep neural networks used for perception tasks. One approach lies in reasoning
about properties of the perception tasks such as recognizing features in images
reliably. The main challenges in this area include the hard challenge of writing
behavioral specifications for perception tasks that involve feature rich input sources
such as images, videos, and LIDAR data streams. Another challenge lies in the sheer
size of the network in terms of the number of neurons and the depth of the network,
which makes existing verification tools hard to apply directly. Adversarial test
generation is a popular paradigm which has spawned a number of research papers,
focused on identifying mild perturbations to images that result in failed object
recognition. Typical approaches use gradient search over the network, or a mixed
integer linear programming problem to analyze the robustness of classification
tasks to a set of changes to pixels in the images [133, 144]. Another related
direction of research is framed as a search for “adversarial” inputs that expose
problems with the current network. A linear programming-based approach for
finding adversarial inputs is presented by Bastani et al. [26]. A related approach for
finding adversarial inputs using SMT solvers that relies on a layer-by-layer analysis
is presented by Huang et al. [87]. Currently, falsification-based approaches have
proven advantageous for these tasks given the sheer size and complexity of the
neural networks involved. Yet, the number of simulations needed, and time taken
for each simulations remain astronomically high. Currently, it is important to derive
approaches that can significantly reduce both these bottlenecks for falsification.

Dreossi et al. present an approach that uses falsification to test neural network-
based perception systems used in autonomous driving by manually generating
scenes with known ground truth data [60, 61]. A more elaborate end-to-end
approach has been proposed by Abbas et al. using falsification tools to drive the
process of testing various scenarios and popular gaming engines to recreate the
driving scenarios in order to provide visual inputs to the cameras [3], or the use
of robotic simulators to create visual inputs to the perception algorithm (in concert
with a closed-loop vehicle dynamics model and a controller) [147].

Testing/Verification of AI-Based Control. The second stream of work considers
the safe learning of control laws that take the form of neural network, starting from
high level behavioral end-to-end specifications. Here, verification approaches have
reported more initial successes due to the much smaller size of neural networks
involved in these tasks, when compared to perception tasks. A fundamental primi-
tive that arises in such verification involves the propagation of interval uncertainties
over a neural network. Recently, there has been a surge of interest in this problem
starting from an approach that linearizes the nonlinear activation function [128],
the Reluplex solver by Katz et al. that modifies the Simplex approach to handle
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piecewise linear constraints posed by the nonlinear rectified linear units [93], an
approach using a reduction to mixed integer solvers [101], a combination of local
and global search [65], and an integration of convexification with conflict clauses
driven by a SAT solver [67]. Whereas these works have considered the neural
network in isolation, recent work by Dutta et al. has focused on integrating the
learning and verification in a systematic manner using both plant and controller
models [64, 66]. The work in [148] uses a closed-loop model of a plant and a
neural network-based controller (trained using reinforcement learning) and obtains
a barrier certificate for the system. The technique relies on using simulations to find
an appropriate barrier certificate and uses the interval constraint propagation-based
SMT solver dReal [76] to provide the ultimate proof of safety.

While most of the above approaches have initiated the work of tackling the
hard problem of verifying AI-based systems, there is more work to be done.
Scaling current approaches to real-world DNNs is a significant challenge, as
is the challenge of expressing verification goals for such algorithms in a clean
mathematical formalism.

4.7 Conclusion

In this chapter, we reviewed some of the main topics in the formal verification and
falsification of cyber-physical systems. The key challenge for such systems is the
coupling of the continuous-time behaviors of a physical component with discrete-
time control software in the presence of an uncertain environment. Such systems
can be mathematically modeled as hybrid dynamical systems. Proving safety of such
systems over a bounded time horizon can be addressed by solving the reachability
analysis problem for such hybrid systems, which involves over-approximating the
set of behaviors of the system, and proving that this set does not include the unsafe
behaviors. An alternate approach is to use falsification techniques that seek to find
incorrect system behaviors through systematic search procedures. A key assumption
for verification or falsification is the ability to express safe behaviors of a system in
a formal specification language. We review signal temporal logic, which is a formal
logic capable of expressing several interesting properties for CPS applications. We
conclude the chapter with a challenge problem that will test the limits of existing
verification and falsification techniques.
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Chapter 5
Data-Driven Safety Verification
of Complex Cyber-Physical Systems

Chuchu Fan and Sayan Mitra

5.1 Introduction

Cyber-physical systems (CPS) are often safety critical and are expected to work
in uncertain environments. Ensuring design correctness and safety of CPS has
significant financial and legal implications. Existing design and test methodologies
are inadequate for providing the needed level of safety assurances. For example,
Koopman [55] argues how naïve test driving for reasonable catastrophic failure rates
for a fleet of vehicles can grow to hundreds of billions of miles—a figure that is
beyond the capabilities of even for large corporations. Formal verification, designed
and deployed properly, can be the first line of defense against design bugs making
their way into unsafe products [16].

A formal verification algorithm takes as input a cyber-physical system’s (CPS)
model and a requirement, and decides whether or not all the behaviors of the system
meet the requirement. If the decision is “yes,” the algorithm provides a supporting
proof of this fact, which can then be used for certification, documentation, and for
future testing, and maintenance. If the decision is “no,” the algorithm produces
a supporting counterexample or a “bug trace.” This is a particular behavior of
the systems resulting from specific initial states and inputs, which violates the
requirement. For cyber-physical systems (CPS), the mathematical model may be
a dynamical, switched, or a hybrid system, and the requirement may be a safety
property, a stability property, or a temporal logic property.

Most instances of this model-based formulation of the verification problem for
CPS are known to be undecidable [39, 67]. Significant progress has been made in
the last decade and many powerful tools have been developed to solve approximate
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versions of these problems for specific model classes [7, 15, 35, 36, 54]. Yet, these
purely model-based techniques do not handle nonlinear and hybrid models that
arise in practice. Real-world systems are often described by a heterogeneous mix of
simulation code, differential equations, block diagrams, look-up tables, and machine
learning modules, and it is unreasonable to even expect complete and precise models
in the first place.

In the last 5 years, data-driven verification algorithms have gained momentum.
Data-driven algorithms use executions (or numerical simulations) of the model in
addition to statically analyzing the model itself. Thus, the verification algorithm can
use powerful numerical simulators as a subroutine, which is particularly relevant
for nonlinear models that do not permit a closed-form analytical solution. This
opens the door to also verifying autonomous systems without complete and precise
models.1

The basic principle of data-driven verification combines model-based reachabil-
ity analysis with sensitivity analysis of the complex or unknown parts of the system.
Sensitivity analysis algorithms give (probabilistic or worst-case) bounds on how
much the states or outputs of a module change, with small changes in the input
parameters. Under certain assumptions about the underlying system, we show that
data-driven verification can indeed provide rigorous guarantees about system safety.
An earlier sequence of papers culminating in [24] developed sensitivity analysis
algorithms for nonlinear and hybrid systems with known models. These techniques
are implemented in the C2E2 tool, which has been effectively used to verify an
engine control system [46], a NASA-developed collision alerting protocol [63], and
satellite controllers [24, 29]. For systems with unknown models, the deterministic
sensitivity analysis algorithms have to be replaced with methods that only rely on
execution data. In [32], we have shown how this problem can be cast as the well-
known problem of learning a linear separator, and therefore, can be solved with
probabilistic correctness guarantees. The resulting tool DRYVR was used to ana-
lyze several autonomous and ADAS-based2 maneuvers [31, 32]. Other successful
applications range across medical devices [40, 44], automotive [6, 22, 28, 47], air-
traffic management [25], and energy systems [26]. A noteworthy related approach
is simulation-driven falsification, which addresses the problem of finding bugs, but
does not aim to prove their absence [1]. The search for bugs is formulated as an
optimization problem, and since this typically works out to be a nonlinear and non-
convex problem, stochastic optimization tools are employed to guide the search. The
preeminent tool implementing this approach is S-taliro [5]; it has been effectively
used to search for bugs in several practical applications [27, 65].

We present a broad and unified overview of data-driven verification with several
case studies using both C2E2 and DRYVR . We classify the verification problems

1Autonomous systems sometimes also have incomplete requirements. The black-box approach
described here does not address that problem.
2ADAS stands for advanced driving assistance systems such as adaptive cruise control, automatic
emergency braking, etc.
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regarding both the nature of the model and the requirement. First, in Sect. 5.2 we
provide the necessary mathematical preliminaries; experienced readers can skip
this. In Sect. 5.3, we set up the bounded verification problem and the related
subproblem of sensitivity analysis. The existing techniques are described in the
context of dynamical systems in Sect. 5.4, and extended for hybrid systems in
Sect. 5.5. In Sect. 5.6, we discuss the black-box verification as in DRYVR. Two
recent applications of data-driven verification are discussed in some detail, including
a spacecraft rendezvous maneuver in Sect. 5.7.2 and an engine control challenge in
Sect. 5.7.3. In Sect. 5.8, we conclude with a short summary of open problems and
future research directions. Finally, in Sect. 5.9, we present pointers to additional
works for further reading.

5.2 Mathematical Preliminaries

We will begin by defining the concepts and notations used throughout the chapter.

Matrix Norms For any matrix A ∈ R
n×n, AT is its transpose; λmax(A) and

λmin(A) are the maximum and minimum eigenvalues; aij denotes the element in
the ith row and j th column. ‖A‖1, ‖A‖2, ‖A‖∞, ‖A‖F denote, respectively, the
1, 2, infinity, and the Frobenius norms of A. |A| is the matrix obtained by taking the
element-wise absolute value of matrix A.

Given a positive definite n × n real-valued matrix M , the M-norm of a vector
x ∈ R

n, ‖x‖M =
√

xT Mx is the norm of x under the transformation M . Such M-
norm will be used to represent reach sets of the system as ellipsoids. For any M � 0,
there exists a nonsingular matrix C ∈ R

n×n, such that M = CT C and we write C as

M
1
2 . So, ‖x‖M =

√
xT CT Cx = ‖Cx‖. That is, ‖x‖M is the 2-norm of the linearly

transformed vector Cx. When M = I is the identity matrix, ‖x‖I coincidences with
the 2-norm.

For sets S1, S2 ⊆ R
n, hull(S1, S2) is their convex hull. The hull of a set of

n × n matrices is defined in the usual way, by considering each matrix as a vector
in R

n2
. The diameter of a compact set S is defined as Dia(S) = supx,y∈S ‖x − y‖.

EM,δ(x0) = {x | ‖x − x0‖M ≤ δ} represents an ellipsoid centered at x0 ∈ R
n ,

with shape M and size δ. The δ ball around x0: Bδ(x) = {x | ||x − x0|| ≤ δ} is a
special case of EM,δ(x0) where M is the identity matrix I . A predicate over Rn is a
computable function φ : Rn→ B that maps each state in R

n to either True or False.

Interval Matrices For a pair of matrices B,C ∈ R
n×n with the property that:

bij ≤ cij for all 1 ≤ i, j ≤ n, we define the set of matrices Interval([B,C]) �
{A ∈ R

n×n|bqij ≤ aij ≤ cij , 1 ≤ i, j ≤ n}. Any such set of matrices is
called an interval matrix. Interval matrices will be used to linearly over-approximate
behaviors of nonlinear models. Two useful notions are the center matrix and the
range matrix, defined, respectively, as CT([B,C]) = (B +C)/2 and RG([B,C]) =
(C − B)/2. Then, Interval([B,C]) can also be written as Interval([Ac −
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Ar,Ac + Ar ]), where Ac = CT([B,C]), Ar = RG([B,C]). A vertex matrix of
an interval matrix Interval([B,C]) is a matrix V whose every element is either
bij or cij . Let VT(Interval([B,C])) be the set of all the vertex matrices of the
interval matrix Interval([B,C]). The cardinality of VT(Interval([B,C]))
with B,C ∈ R

n×n is 2n2
.

Dynamical Systems Let us denote the set of all the real-valued variables in the
model as the set X. For this set of variables, the set of all values the variables can
take, denoted as val(X), is isomorphic to R

n.
A continuous behavior of the system is modeled as a trajectory. A trajectory ξ

is defined as a function ξ : dom → val(X) where dom is the time domain of
evolution, and it is either [0, T ] for some T > 0, or it is [0,∞). The domain of ξ

is referred as ξ.dom. The state of the system along the trajectory at time t ∈ τ.dom

is ξ(t). For a bounded trajectory with ξ.dom = [0, T ], the duration ξ.dur = T .
For unbounded trajectories, ξ.dur is defined as∞. The first state ξ(0) is denoted by
τ.fstate, and for a bounded trajectory the last state ξ.lstate = ξ(T ) and ξ.ltime = T .

A T1-prefix of ξ , for any T1 ∈ ξ.dom, is the trajectory ξ1 : [0, T1] → R
n, such

that for all t ∈ [0, T1], ξ1(t) = ξ(t). A set of trajectories T is prefix-closed if for
any ξ ∈ T , any of its prefix of ξ is also in T . A set T is deterministic if for
any pair ξ1(t), ξ2(t) ∈ T , if ξ1(0) = ξ2(0) then one is a prefix of the other. See,
for example, [52] for detailed explanation of trajectories closed under prefix, suffix,
and concatenation.

The continuous evolution of an n-dimensional dynamical system is given by an
ordinary differential equation (ODE):

ẋ = f (x), (5.1)

where f : Rn→ R
n is a locally Lipschitz and continuously differentiable function.

A trajectory ξ is a solution of Eq. (5.1) if ∀t ∈ ξ.dom, d
ξ(t)
dt
= f (ξ(t)). The

existence and uniqueness of solutions are guaranteed by the Lipschitz continuity
of f . With an initial states and a time bound, an ODE defines a unique trajectory.
Therefore, we abuse the notation and let ξ(x0, t) denote the solution ξ(t) starting
from ξ(0) = x0. The Jacobian of f , Jf : Rn → R

n×n, is a matrix-valued function
of all the first-order partial derivatives of f with respect to x, that is:

[
Jf (x)

]
ij
= ∂fi(x)

∂xj

.

Example 5.1 The Moore–Greitzer model of a jet engine compression system is
studied in [56] to understand and prevent two types of instabilities: rotating stall
and surge. With a stabilizing feedback controller operating in the no-stall mode, it
has the following dynamics:

{
u̇ = −v − 3

2u2 − 1
2u3

v̇ = 3u− v
. (5.2)
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The Jacobian of the system is

Jf (x) =
[−3u− 3

2u2 −1
3 −1

]
. (5.3)

5.3 Overview of Data-Driven Verification

5.3.1 Simulations and Reachable States

Obtaining closed-form or analytical solutions for nonlinear ordinary differential
equations (ODEs) is generally impossible; however, libraries such as VNODE-
LP [62] and CAPD [11] use validated numerical integration to generate a sequence
of evaluations of ξ with guaranteed error bounds. We define a simulation as a
sequence of time-stamped hyper-rectangles that contain a solution of the system.

Definition 5.1 (Simulation) For any x0 ∈ R, τ > 0, ε > 0, T > 0, a (x0, τ, ε, T )-
simulation of the system described in Eq. (5.1) is a sequence of time-stamped sets
{(Ri, ti)

k
i=0} satisfying the following:

1. 0 < ti − ti−1 ≤ τ , for each i = 1, . . . , k, and t0 = 0 and tk = T ; τ is called the
maximum sampling period.

2. Each Ri is a hyper-rectangle in R
n with a diameter smaller than ε.

3. ξ(x0, ti ) ∈ Ri , for each i = 0, 1, . . . , k, and ∀t ∈ (ti−1, ti ), ξ(x0, t) ∈
hull(Ri−1, Ri), for i = 1, . . . , k.

That is, at each time point ti , the trajectory of the system ξ(x0, ti ) is contained
in the hyper-rectangle Ri , and during the time intervals t ∈ (ti−1, ti ), the trajectory
ξ(x0, t) is contained in the convex hull of Ri−1 and Ri .

For a given initial set Θ ⊆ R
n, a state x ∈ R

n is said to be reachable if there exist
a state θ ∈ Θ and a time t ≥ 0 such that ξ(θ, t) = x. We denote by ξ(Θ, [t1, t2]) the
set of states that are reachable from Θ at any time t ∈ [t1, t2]. The set of reachable
states at time t from initial set Θ is denoted by ξ(Θ, t). Given an n-dimensional
dynamical system as in Eq. (5.1), a compact initial set Θ ⊂ R

n, an unsafe set
U ⊆ R

n, and a time bound T > 0, the safety verification problem (also called
the bounded invariant verification) is to decide whether ξ(Θ, [0, T ])∩U = ∅. This
problem is of fundamental importance as it captures many practical requirements.

Next, we define reachtubes, which are also sequences of time-stamped hyper-
rectangles, but unlike simulations, they contain ξ(Θ, [0, T ]).
Definition 5.2 (Reachtube) For any Θ ⊂ R

n, T > 0, a (Θ, T )-reachtube is a
sequence of time-stamped compact sets {(Oi, ti)

k
i=0}, such that for each i in the

sequence, ξ(Θ, [ti−1, ti]) ⊆ Oi .
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As we shall see in Sect. 5.3.3, computing precise reachtubes is sufficient for
safety verification. Data-driven verification algorithms compute reachtubes from
simulations using sensitivity analysis that we will discuss next.

5.3.2 Discrepancy Functions

Sensitivity of the solutions to changes in the initial states is formalized by discrep-
ancy functions. Specifically, a discrepancy function bounds the distance between
two neighboring trajectories as a function of the distance between their initial states
and time [23, 30].

Definition 5.3 (Discrepancy Function) A continuous function β : R≥0 ×R
≥0 →

R
≥0 is a discrepancy function of (5.1) with initial set Θ if:

(1) for any pair of states x1, x2 ∈ Θ , and any time t ≥ 0,

‖ξ(x1, t)− ξ(x2, t)‖ ≤ β(‖x1 − x2‖, t), and

(2) for any t ,

lim
‖x1−x2‖→0+

β(‖x1 − x2‖, t) = 0.

In Definition 5.3, the norm can be any norm. We will make specific choices
for designing algorithms. Consider the system (5.1), and suppose with L > 0 is the
Lipschitz constant for f (x). Then, it can be shown that β(‖x1−x2‖2, t) = eLt‖x1−
x2‖2 is a discrepancy function (Proposition 1 in [21]). For Example 5.1, L = 2 is
a Lipschitz constant, and therefore, e2t‖x1 − x2‖2 can be used as a discrepancy
function for the jet engine system.

According to the definition of discrepancy function, for system (5.1), at any time
t , the ball centered at ξ(x0, t) with radius β(δ, t) contains every solution of (5.1)
starting from Bδ(x0). Therefore, by bloating the simulation trajectories using the
corresponding discrepancy function, we can obtain an over-approximation of the
reachtube. We remark that this definition of discrepancy function is similar to the
incremental lyapunov functions [4]; however, here we do not require that trajectories
converge to each other.

5.3.3 Verification Algorithm

We are now ready to present the verification algorithm (Algorithm 1). The basic
idea is simple and appeared in [18, 23] at different levels of generality. Recall, the
goal is to have an algorithm that answers bounded safety queries correctly: given
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Algorithm 1: Simulation-driven verification algorithm
input: Θ, T ,U, ε0, τ0

1 δ← Dia(Θ); ε ← ε0; τ ← τ0;RTall ← ∅;
2 C← Cover(Θ, δ, ε);
3 while C �= ∅ do
4 for 〈θ, δ, ε〉 ∈ C do
5 ψ = {(Ri, ti )

k
i=0} ← Simulate(θ, T , ε, τ );

6 RT← Bloat(ψ, δ, ε);
7 if RT ∩ U = ∅ then
8 C← C\{〈θ, δ, ε〉}; RTall ← RTall ∪ RT ;
9 else if ∃j, Rj ⊆ U then

10 return (U,ψ)

11 else
12 C← C ∪ Cover(Bδ(θ), δ

2 , ε
2 )\{〈θ, δ, ε〉};

13 τ ← τ
2 ;

14 return (SAFE, RTall);

system (5.1), a compact initial set Θ ⊂ R
n, an unsafe set U ⊆ R

n, and a time bound
T > 0, it answers whether ξ(Θ, [0, T ]) ∩ U = ∅. A verification algorithm is said
to be sound if it answers the safety question correctly and it is said to be complete
if it is guaranteed to terminate on any input. We know that for general nonlinear
and hybrid models, the unbounded time verification problem is undecidable, that is,
no algorithm exists that is both sound and complete. Even for the bounded time,
version of this problem is known to be undecidable. Algorithm 1 is sound and is
guaranteed to terminate under a mild assumption on the inputs.

If there exists some ε > 0 such that Bε(ξ(Θ, [0, T ]))∩U = ∅, we say the system
is robustly safe. That is, all states in some envelope around the system behaviors are
safe. If there exist some ε, x ∈ Θ, such that Bε(ξ(x, t)) ⊆ U over some interval
[t1, t2], 0 ≤ t1 < t2 ≤ T , we say the system is robustly unsafe. An algorithm is
said to be relatively complete if it is guaranteed to terminate when the system is
either robustly safe or robustly unsafe. Algorithm 1 is relatively complete. Another
way of saying this is that Algorithm 1 is a semidecision procedure for robust safety
verification.

The algorithm consists of the following three main steps: (1) Simulate the system
from a finite set of states (θ ) that are chosen from the compact initial set Θ . The
union of a set of balls of diameter δ centered at each of the states should contain
Θ . (2) Bloat the {(Ri, ti)

k
i=0} simulations using a discrepancy function such that the

bloated sets are reachtubes from the initial covers. (3) Check each of these over-
approximations, and decide if the system is safe or not. If such a decision cannot be
made, then we should start from the beginning with balls with smaller diameter δ.

There are several functions referred to in Algorithm 1. Functions Dia() and
Simulate() are defined to return the diameter of a set and a simulation result,
respectively. The Bloat() function takes as the inputs the simulation ψ starting
from θ , the size of the initial cover δ, and the simulation precision ε, and returns a
reachtube that contains all the trajectories starting from the initial cover Bδ(θ). This
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can be done by bloating the simulation using a discrepancy function as described in
Sect. 5.4, which is an over-approximation of the distance between any neighboring
trajectories starting from Bδ(θ). Function Cover() returns a set of triples {〈θ, δ, ε〉},
where θs are sample states, the union of Bδ(θ) covers Θ , and ε is the precision of
simulation.

Initially, C contains a singleton 〈θ0, δ0 = Dia(Θ), ε0〉, where Θ ⊆ Bδ0(θ0)

and ε0 is a small positive constant. For each triple 〈θ, δ, ε〉 ∈ C, the while-
loop from Line 3 checks the safety of the reachtube from Bδ(θ), which is
computed in Lines 5–6. ψ is a (θ, T , ε, τ )-simulation, which is a sequence of time-
stamped rectangles {(Ri, ti)} and is guaranteed to contain the trajectory ξ(θ, T ) by
Definition 5.1. Bloating the simulation result ψ by the discrepancy function to get
RT, a (Bδ(θ), T )-reachtube, we have an over-approximation of ξ(Bδ(θ), [0, T ]).
The core function Bloat() will be discussed in detail next. If RT is disjoint from
U , then the reachtube from Bδ(θ) is safe and the corresponding triple can be safely
removed from C. If for some j , Rj (one rectangle of the simulation) is completely
contained in the unsafe set, then we can obtain a counterexample in the form of a
trajectory that violates the safety property. Otherwise, the safety of ξ(Bδ(θ), [0, T ])
is not determined, and a refinement of Bδ(θ) needs to be made with smaller δ and
smaller ε, τ .

Figure 5.1 gives a conceptual demonstration of Algorithm 1 running on the jet
engine example (Example 5.1).

Theorem 5.1 Algorithm 1 is sound. That is, if it returns SAFE, then indeed
ξ(Θ, [0, T ]) ∩ U = ∅; if it returns UNSAFE, then it also finds a counterexample,
the simulation ψ which enters U . Algorithm 1 is also relatively complete. That is,
for any robustly safe or unsafe system, it will terminate and decide either SAFE or
UNSAFE.

A crucial and challenging aspect of Algorithm 1 is choosing an appropriate
discrepancy function with which to implement the Bloat() function. In the next
section, we introduce algorithms that implement this function.

Fig. 5.1 Conceptual demonstration of verification algorithm. Red rectangle: unsafe set, cyan
rectangle: cover of initial set K . Simulations (blue lines) cannot guarantee safety, but together
with sensitivity analysis give reachsets (gray region) to prove safety (green region) or identify bug
traces
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5.4 Computing Discrepancy

In this section, we discuss several approaches for computing discrepancy functions
of dynamical systems. We start with the simplest case of stable linear systems where
Lyapunov equations can be used for computing discrepancy. Then, we move on to
discuss nonlinear models and contraction metrics, and finally, we discuss locally
optimal methods for general nonlinear systems.

5.4.1 Linear Models

For a linear time invariant (LTI) system ẋ = Ax, if the system is asymptotically
stable we can find a discrepancy function by solving the Lyapunov equation:

Theorem 5.2 For asymptotically stable linear system ẋ = Ax, given any positive
definite matrix Q ∈ R

n×n, β(‖x1 − x2‖M, t) = e−γ t‖x1 − x2‖M is a discrepancy
function, where M � 0 can be found by solving the Lyapunov equation AT M +
MA+Q = 0 and γ = λmin(Q)

2λmax(M)
.

Proof Fix any x1, x2 ∈ R
n, and let y(t) = ξ(x1, t)− ξ(x2, t), we have

d
‖y(t)‖2M

dt
= ẏT (t)My(t)+ y(t)Mẏ(t) = yT (t)(AT M +MA)y(t)

= −yT (t)Qy(t) ≤ −λmin(Q)yT (t)y(t)

≤ − λmin(Q)
λmax(M)

yT (t)My(t) = − λmin(Q)
λmax(M)

‖y(t)‖2M
By applying Grönwall’s inequality, we obtain

‖y(t)‖M ≤ e
− λmin(Q)

2λmax(M) ‖y(0)‖M. (5.4)

5.4.2 Nonlinear Models: Optimization-Based Approaches

For nonlinear systems with trajectories that exponentially converge to each other,
contraction metrics can be used as a certificate for this convergence [58]. Discrep-
ancy functions can be computed from contraction metrics.

Definition 5.4 (From [58]) A uniform metric M : Rn × R
≥0 → R

n×n is called a
contraction metric for (5.1) if ∃γ ∈ R

≥0 such that:

J T
f (x)M(x, t)+ M(x, t)Jf (x)+ Ṁ(x, t)+ γM(x, t) ! 0.
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Theorem 5.3 (Theorem 2 from [58]) For system given by (5.1) that admits a
contraction metric M, the trajectories converge exponentially with time, i.e., ∃k ≥
1, γ > 0 such that, ∀x1, x2 ∈ R

n, yT (t)y(t) ≤ kyT (0)y(0)e−γ t , where y(t) =
ξ(x1, t)− ξ(x2, t).

Proposition 5.1 (Proposition 5 from [21]) For system given by (5.1) that admits
a contraction metric M, β(‖x1 − x2‖2, t) =

√
ke−

γ
2 t‖x1 − x2‖2 is a discrepancy

function, where k, γ are from Theorem 5.3.

In [8], a technique for establishing exponential convergence among trajectories
using sum of squares (SOS) optimization is proposed. Informally, it searches for a
contraction metric that satisfies conditions given in Definition 5.4 as follows:

1. Select the degree of the polynomial d for contraction metric M(x). That is, all the
terms in the contraction metric are fixed degree polynomial terms in the n real
variables. For example, the general form of M(x) for a two-dimensional system

with variables u and v is given as

[∑
aij v

iuj
∑

bij v
iuj

∑
cij v

iuj
∑

dij v
iuj

]
.

2. Calculate R(x) = J T
f (x)M(x) + M(x)Jf (x) + Ṁ(x) and enforce constraints on

aij , bij , cij and dij such that R(x) is symmetric.
3. Impose the restrictions that polynomials yT M(x)y and −yT R(x)y are sum of

squares polynomials and solve for the feasibility using SOS tools. If the solution
exists, then the SOS solver will find values of coefficients of polynomials.

4. If the solution is feasible, compute the exponential rate of convergence by
computing the value of γ such that:

J T
f (x)M(x)+ M(x)Jf (x)+ Ṁ(x)+ γM(x) ≺ 0.

5. If SOS solver returns infeasible, then increase the degree of the polynomial terms
in M and repeat.

For a given nonlinear ordinary differential equation (ODE), a contraction metric
that is a sum of squares polynomial is not guaranteed to exist, and hence, the above
procedure is not guaranteed to terminate.

5.4.3 Nonlinear Models: Local Discrepancy

The main obstacle to finding a (global) discrepancy function for general nonlinear
systems is the difficulty to globally bound the convergence (or divergence) rates
across all trajectories. By restricting the definition of discrepancy functions over
carefully computed parts of the state space, we will gain two benefits. First, such
local discrepancy functions will still be adequate to compute Bloat needed in
Algorithm 1. Second, it will become possible to compute a local discrepancy
function automatically from simulation traces.

We begin by observing that, over a compact set S ⊆ R
n, the Jacobian Jf of the

system described by Eq. (5.1) can be over-approximated by an interval matrix. Then,
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we establish that the distance between two trajectories in S satisfies a differential
equation from a set of differential equations described using the interval matrix.
By bounding the matrix measure of the interval matrix, we can get a discrepancy
function.

Since we assume that the system is continuously differentiable, the Jacobian
matrix is continuous, and therefore, over a compact set S, the elements of Jf (x) are
bounded. That is, there exists an interval matrix A such that ∀x ∈ S, Jf (x) ∈ A .
For interval matrix A = Interval(B,C), the bounds B and C can be obtained
using interval arithmetic or an optimization toolbox by maximizing and minimizing
the terms of Jf over S. (The set S can be chosen to be a coarse over-approximation
of the reach set, obtained using the Lipschitz constant as in Sect. 5.4.) Once
the bounds are obtained, we use the interval matrix that over-approximates the
behavior of Jf (x) over S to analyze the rate of convergence or divergence between
trajectories:

Lemma 5.1 (Lemma 3.4 from [29]) For system (5.1) with initial set Θ starting
from time t1, suppose S ⊆ R

n is a compact convex set, and [t1, t2] is a time interval
such that for any ξ(Θ, [t1, t2]) ⊆ S. If there exists an interval matrix A such that
∀x ∈ S, Jf (x) ∈ A , then for any x1, x2 ∈ Θ , and for any t ∈ [t1, t2], the distance
y(t) = ξ(x2, t)− ξ(x1, t) satisfies ẏ(t) = A(t)y(t), for some A(t) ∈ A .

ẏ(t) = A(t)y(t) used in Lemma 5.1 can be used to define a discrepancy function.
Given any matrix M � 0, ‖y(t)‖2M = yT (t)My(t), and by differentiating ‖y(t)‖2M ,
we have that for any fixed t ∈ [t1, t2]:

d‖y(t)‖2M
dt

= ẏT (t)y(t)+ yT (t)ẏ(t) = yT (t)(A(t)T M +MA(t))y(t), (5.5)

for some A(t) ∈ A . We write A(t) as A in the following for brevity. If there exists

a γ̂ such that AT M + MA ! γ̂M,∀A ∈ A , then (5.5) becomes
d‖y(t)‖2M

dt
≤

γ̂ ‖y(t)‖2M. After applying Grönwall’s inequality, we have

‖y(t)‖M ≤ ‖y(t1)‖Me
γ̂
2 (t−t1),∀t ∈ [t1, t2].

The above provides a discrepancy function: β(‖x1−x2‖M, t) = ‖x1−x2‖Me
γ̂
2 (t−t1).

This discrepancy function could result in more or less conservative reachtubes,
depending on the selection of M and γ̂ . Ideally, we would like to identify the optimal
M such that we can obtain the tightest bound γ̂ . This problem is formulated as
follows:

min
γ̂∈R,M�0

γ̂ (5.6)

s.t AT M +MA ! γ̂M, ∀A ∈ A .
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Solving (5.6) to obtain the optimal γ̂ for each time interval involves solving
optimization problems with infinite numbers of constraints (imposed by the infinite
set of matrices in A ). To overcome this problem, we introduce a strategy to
transform (5.6) to an equivalent problem with finitely many constraints based on
the vertex matrices.

Lemma 5.2 (Lemma 4.1 from [29]) For system (5.1) with initial set Θ starting
from time t1, suppose S ⊆ R

n is a compact convex set, and [t1, t2] is a time interval
such that for any x ∈ Θ , t ∈ [t1, t2], ξ(x, t) ∈ S. Let M be a positive definite n× n

matrix. If there exists an interval matrix A such that:

(a) ∀ x ∈ S, Jf (x) ∈ A , and
(b) ∃ γ̂ ∈ R, ∀ Ai ∈ VT(A ), AT

i M +MAi ! γ̂M ,

then for any x1, x2 ∈ Θ and t ∈ [t1, t2]:

‖ξ(x1, t)− ξ(x2, t)‖M ≤ e
γ̂
2 (t−t1)‖x1 − x2‖M.

Lemma 5.2 suggests the following bilinear optimization problem for finding
discrepancy over compact subsets of the state space:

min
γ̂∈R,M�0

γ̂ (5.7)

s.t. for each Ai ∈ VT(A ), AT
i M +MAi ! γ̂M.

Letting γ̂max be the maximum of the eigenvalues of AT
i +Ai for all i, then AT

i +Ai !
γ̂maxI (i.e., M = I ) holds for every Ai , so a feasible solution exists for (5.7). To
obtain a minimal feasible solution for γ̂ , we choose a range of γ ∈ [γmin, γmax],
where γmin < γmax and perform a line search of γ̂ over [γmin, γmax]. Note that if
γ̂ is fixed, then (5.7) is a semidefinite program (SDP), and a feasible solution can
be obtained by an SDP solver. As a result, we can solve (5.7) using a line search
strategy, where an SDP is solved at each step.

This approach is computationally intensive due to the potential O(2n2
) matrices

in VT(A ) that appear in the SDP (5.7). In [29], a second method is shown to avoid
the exponential increase in the number of constraints in (5.7), at the expense of
lower accuracy (i.e., increasing the conservativeness).

5.4.4 Algorithm to Compute Local Optimal Reach Set

Given an initial set Bδ(x) and time bound T , Lemma 5.2 provides discrepancy
functions over compact subsets of the state space, and over a bounded time horizon.
To compute the reach set of a nonlinear model from a set of initial states over a long
time horizon [0, T ], we will divide the time interval [0, T ] into smaller intervals
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[0, t1], . . . , [tk−1, tk = T ], and compute a piece-wise discrepancy function, where
each piece is relevant for a smaller portion of the state space and time.

Consider two adjacent subintervals of [0, T ], a = [t1, t2] and b = [t2, t3].
Let EMa,ca(t2)(ξ(x0, t2)) be an ellipsoid that contains ξ(Bδ(x), t2), and suppose we
are given a matrix Mb and we want to select a cb(t) such that ξ(Bδ(x), t2) ⊆
EMb,cb(t2)(ξ(x0, t2)). To over-approximate the reach set for the interval b, we require
that cb(t2) is chosen so that at the transition time t2:

EMa,ca(t2)(ξ(x0, t2)) ⊆ EMb,cb(t2)(ξ(x0, t2)). (5.8)

This is a standard SDP problem to compute the minimum value for cb(t2) that
ensures (5.8) (see, for example, [10]). This minimum value is used as cb(t2) for
computing the reachtube for time interval b.

Let Ea denote the ellipsoid EMa,ca(t2)(ξ(x0, t2)) and Eb denote the ellipsoid
EMb,c(ξ(x0, t2)). The problem of minimizing cb(t2), given Ma,Mb, ca(t2), such that
Eq. (5.8) holds, is the following optimization problem:

min c

s.t. Eb ⊇ Ea.
(5.9)

In what follows, let cb(t2) be equal to a solution of the above. We can transfer
problem (5.9) to the following sum-of-squares problem as the “S procedure” [57] to
make it solvable by SDP solvers:

min c

s.t. c − ‖x − ξ(x0, t2)‖2Mb
− λ

(
ca(t2)− ‖x − ξ(x0, t2)‖2Ma

)
≥ 0, λ ≥ 0.

(5.10)

We present an algorithm to compute a (Bδ(x), T )-reachtube for system (5.1)
using the results from Lemmas 5.2. The inputs to Algorithm Bloat are as follows:
(1) A simulation ψ of the trajectory ξ(x, t), where x = ξ(x, t0) and t0 = 0,
represented as a sequence of points ξ(x, t0), . . . , ξ(x, tk) and a sequence of hyper-
rectangles Rec(ti−1, ti) ⊆ R

n. That is, for any t ∈ [ti−1, ti], ξ(x, t) ∈ Rec(ti−1, ti).

(2) The Jacobian matrix Jf (·). (3) A Lipschitz constant L for the vector field (this
can be replaced by a local Lipschitz constant for each time interval). (4) A matrix
M0 and constant c0 such that Bδ(x) ⊆ EM0,c0(x). The output is a (Bδ(x), T )-
Reachtube. We assume that the exact simulation of the solution ξ(x, t) exists and can
be represented as a sequence of points and hyper-rectangles for ease of exposition.

Algorithm Bloat uses Lemma 5.2 to update the coordinate transformation
matrix Mi to ensure an optimal exponential rate γi of the discrepancy function in
each time interval [ti−1, ti]. It will solve the optimization problem (5.7) in each time
interval to get the local optimal rate, and solve the optimization problem (5.8) when
it moves forward to the next time interval.
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Algorithm 2: Algorithm Bloat
input : ψ , Jf (·), L, M0, c0
initially: RT← ∅, γ0 ←−100

1 δ0 = Dia
(
EM0,c0 (x)

)
;

2 for i = 1:k do
3 �t ← ti − ti−1 ;
4 S ← Bδi−1eL�t (Rec(ti−1, ti )) ;
5 A ← Interval[B,C] such that Jf (x) ∈ Interval[B,C],∀x ∈ S ;
6 if ∀V ∈ VT(A ) : V T Mi−1 +Mi−1V ≤ γi−1Mi−1 then
7 Mi ← Mi−1; ;
8 γi ← arg min

γ∈R ∀V ∈ VT(A ) : V T Mi +MiV ≤ γMi ;

9 ctmp ← ci−1

10 else
11 compute Mi, γi from Eq. (5.7) ;
12 compute minimum ctmp such that EMi−1,ci−1 (ξ(x, ti−1)) ⊆ EMi,ctmp (ξ(x, ti−1)) ;
13 ci ← ctmpe

γi�t ;
14 δi ← Dia(EMi,ci

(ξ(x, ti ))) ;
15 Oi ← Bδ′/2(Rec(ti−1, ti )) where δ′ = max{dia

(
EMi,ctmp (ξ(x, ti−1))

)
, δi} ;

16 RT← RT ∪ [Oi, ti ] ;
17 return RT ;

The algorithm proceeds as follows. The diameter of the ellipsoid containing the
initial set Bδ(x) is computed as the initial set size (Line 1). At Line 4, Rec(ti−1, ti ),
which contains the trajectory between [ti−1, ti] is bloated by the factor δi−1e

L�t

which gives the set S that is guaranteed to contain ξ(Bδ(x), t) for every t ∈ [ti−1, ti].
Next, at Line 5, an interval matrix A containing Jf (x), for each x ∈ S, is computed.
The “if” condition in Line 6 determines whether the Mi−1, γi−1 used in the previous
iteration satisfy the conditions of Lemma 5.2 (γ0 when i = 1, where γ0 is an initial
guess). This condition will avoid performing updates of the discrepancy function if
it is unnecessary. If the condition is satisfied, then Mi−1 is used again for the current
iteration i (Lines 7–9) and γi will be computed as the smallest possible value such
that Lemma 5.2 holds (Line 8) without updating the shape of the ellipsoid (i.e.,
Mi = Mi−1 ). In this case, the γi computed using Mi−1 in the previous iteration
(i − 1) may not be ideal (minimum) for the current iteration (i), but we assume
that it is acceptable. If Mi−1 and γi−1 do not satisfy the conditions of Lemma 5.2,
that means the previous coordinate transformation can no longer ensure an accurate
exponential converging or diverging rate between trajectories. Then, Mi and γi are
recomputed at Line 11. For the vertex matrix constraints case, (5.7) is solved to
update Mi and γi .

At Line 12, an SDP is solved to identify the smallest constant ctmp for discrepancy
function updating such that EMi−1,ci−1(ξ(x, ti−1)) ⊆ EMi,ctmp(ξ(x, ti−1)). At
Line 13, we compute the updated ellipsoid size ci such that EMi,ci

(ξ(x, ti)) contains
ξ(Bδ(x), ti). At Line 14, the diameter of EMi,ci

(ξ(x, ti)) is assigned to δi for next
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iteration. At Line 15, the set Oi is computed such that it contains the reach set during
time interval [ti−1, ti]. Finally, at Line 16 RT is returned as an over-approximation
of the reach set.

The next lemma states that the γ produced by Line 11 is a local optimal
exponential converging or diverging rate between trajectories.

Lemma 5.3 (Lemma 5.1 from [29]) In the ith iteration of Algorithm Bloat,
suppose A is the approximation of the Jacobian over [ti−1, ti] computed in Line 5.
If Ei−1 is the reach set at ti−1, then for all M ′ and γ ′ such that ξ(Ei−1, ti ) ⊆
EM ′,c′(ξ(x, ti)) where c′ is computed from γ ′ (Line 13), we have that the γ produced
by Line 11 satisfies γ ≤ γ ′.

Theorem 5.4 ensures soundness of the verification algorithm.

Theorem 5.4 (Theorem 5.2 from [29]) For any (x, T )-simulation ψ =
ξ(x, t0), . . . , ξ(x, tk) and any constant δ ≥ 0, a call to Bloat(ψ, δ) returns a
(Bδ(x), T )-reachtube.

Proof By Lemma 5.2, at any time t ∈ [ti−1, ti], any other trajectory ξ(x′, t) starting
from x′ ∈ EMi−1,ci−1(ξ(x, ti−1)) is guaranteed to satisfy

‖ξ(x, t)− ξ(x′, t)‖Mi
≤ ‖ξ(x, ti−1)− x′‖Mi

e
γi
2 (t−ti−1). (5.11)

Then, at time ti , the reach set is guaranteed to be contained in the ellipsoid
EMi,ci

(ξ(x, ti)).
At Line 15, we want to compute the set Oi such that it contains the reach set

during time interval [ti−1, ti]. According to Eq. (5.11), at any time t ∈ [ti−1, ti],
the reach set is guaranteed to be contained in the ellipsoid EMi,c(t)(ξ(x, t)), where
c(t) = ctmpe

γi(t−ti−1). Oi should contain all the ellipsoids during time [ti−1, ti].
Therefore, it can be obtained by bloating the rectangle Rec(ti−1, ti) using the largest
ellipsoid’s radius (half of the diameter). Since eγi(t−ti−1) is monotonic (increasing
when γi > 0 or decreasing when γi < 0) with time, the largest ellipsoid during
[ti−1, ti] is either at ti−1 or at ti . So, the largest diameter of the ellipsoids is
max{dia

(
EMi,ctmp (ξ(x, ti−1))

)
, δi}. Thus, at Line 15, Oi computed at Line 15 is

an over-approximation of the reach set during time interval [ti−1, ti].
When i = 1, because the initial ellipsoid EM0,c0(x) contains the initial set Bδ(x),

we have that EM1,c1(ξ(x, t1)) defined at Line 14 contains ξ(Bδ(x), t1). Also at
Line 15, O1 contains ξ(Bδ(x), [t0, t1]). Repeating this reasoning for subsequent
iterations, we have that EMi,ci

(ξ(x, ti)) contains ξ(Bδ(x), ti), and Oi contains
ξ(Bδ(x), [ti−1, ti]). Therefore, RT returned at Line 16 is a (Bδ(x), T )-Reachtube.

Remark 5.1 It is straightforward to modify Algorithm 2 to accept validated simu-
lations and the error bounds introduced. At Line 4 and Line 15, instead of bloating
Rec(ti−1, ti ), we need to bloat hull({Ri−1, Ri}), which is guaranteed to contain
the solution ξ(x, t),∀t ∈ [ti−1, ti]. Also, at Line 12 and Line 14, when using the
ellipsoid EMi,ci

(ξ(x, ti)), we use EMi,ci
(0)⊕ Ri .
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5.5 Hybrid System Verification

Hybrid systems are a natural and popular model for representing cyber-physical
systems [3, 38, 51, 61]. One can view a hybrid system as a collection of ODEs—
one for each mode—and a set of discrete transition rules for switching between the
ODEs or modes. Thus, the continuous behavior of a hybrid system is described by
differential equations, and discrete behavior is described by a set of transition rules
that can be defined in terms of a labeled control graph, a program, or an automaton.
In this section, we present extensions of the data-driven verification approach to fit
hybrid models.

5.5.1 Hybrid Model

We will use L to denote a finite set of modes, locations, or discrete states. We will
use a Euclidean space X ⊆ R

n for the continuous state. The combined hybrid state
space is L×X. The discrete behavior or mode transitions will be specified a control
graph over L with labels defining the guards and resets on X. A guard on X is
predicate G : X→ B, and reset function is a mapping R : X→ X.

Definition 5.5 Given a hybrid state space L × X, a control graph on L × X is a
labeled directed graph G = 〈V, E, elab〉, where:

1. V ⊆ L is the set of vertices,
2. E ⊆ V× V is the set of edges, and
3. elab labels each edge e ∈ E with finitely many guards and reset maps on X.

The evolution of the system’s continuous state variables is formally described by
the continuous functions of initial states and time called trajectories (see Sect. 5.2).
For a hybrid system with L modes, each trajectory is labeled by a mode in L. A
trajectory labeled by L is a pair 〈ξ(x0, t), �〉 where ξ(x0, t) is a trajectory starting
from x0, and � ∈ L. A deterministic, prefix-closed set of labeled trajectories TL
describes the behavior of the continuous variables in modes L.

In this section, we consider hybrid system with explicit continuous dynamics
expressions. That is, the dynamical evolution of the hybrid system’s continuous
state variables in each mode is expressed by ODEs. Therefore, a hybrid system
is formally defined as follows:

Definition 5.6 A hybrid system H is a tuple 〈X, L,Θ, Linit,G, TL〉, where:

1. X × L is the hybrid state space,
2. Θ × Linit ⊆ X × L is a compact set of initial states,
3. G = 〈V, E, elab〉 is a control graph on X × L, and
4. TL is a set of deterministic, prefix-closed labeled trajectories. For each � ∈ L, a

set of trajectories TL� is specified by differential equations f� : Rn→ R
n and an

invariant I� ⊆ R
n, such that over any trajectory 〈ξ, �〉 ∈ TL�, ξ evolves according

to d
ξ
dt
= f�(ξ) at each time in the domain of ξ , and ξ satisfies the invariant I�.
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Semantics of H is given in terms of executions which are sequences of
trajectories consistent with the modes defined by the control graph. An execution
of H starting from x0 ∈ Θ and �init ∈ Linit is a sequence of labeled trajectories
exec(x0, �init) = 〈ξ�1 , �1〉, · · · , 〈ξ�k

, �k〉 such that:

1. ξ�1 .fstate = x0 ∈ Θ and �1 = �init ∈ Linit,
2.

∑k
j=1 ξ�j

.dur = T ,
3. �1, · · · , �k follow the control graph G. That is, for each i > 1, there is an edge

e ∈ E : vi−1 → vi with the edge label elab = [Guarde]{Resete}, such that vi−1
corresponds to the mode �i−1 and vi corresponds to the mode �i , ξ�i−1 .lstate
satisfies the guard: Guarde(ξ�i−1 .lstate) = True, and ξ�i

.fstate satisfies the reset
map: Resete(ξ�i

.fstate) = True.

The set of all executions of H is denoted by ExecsH . A state 〈x, �〉 is reachable
at vertex � (of graph G) if there exists an execution 〈ξ�1, �1〉, . . . , 〈ξ�k

, �k〉 ∈
ExecsH , i ∈ {1, . . . k}, and t ′ ∈ ξi .dom such that � = �i , x = ξ�i

(t ′). The
set of reachable states is defined as:

ξ(H , T ) = {〈x, �〉 | for some �, 〈x, �〉isreachableatvertex�}.

Given a set of (unsafe) states U ⊆ X × L, the bounded safety verification problem
is to decide whether ξ(H , T ) ∩ U = ∅.
Example 5.2 A hybrid system that models the behavior of a cardiac pacemaker
system is given in Fig. 5.2a. The hybrid system has two modes, namely, Stim_on
and Stim_off. The continuous variables u and v model the voltage and the current
on the tissue membrane and the timer t measures the time spent in each location.

Stim

a

b

on
ṫ = 1

u̇= −u(0.9(u+1)+u2)− v+1
v̇= u−2v

Stim off
ṫ = 1

u̇= −u(0.9(u+1)+u2)− v
v̇= u−2v

[t = 5]{t ′ = 0}

[t = 20]{t ′ = 0}

Fig. 5.2 (a) Hybrid system model of a cardiac cell with a pacemaker. (b) Sample execution of
the cardiac cell-pacemaker system from the initial state [0, 0.1, 0.1]. Blue and green trajectories
correspond to the Stim_on and Sim_off modes, respectively
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The system stays in Stim_on location when the pacemaker gives a stimulus to the
cell and is in Stim_off when the stimulus is absent. The discrete transition from
Stim_on to Stim_off is enabled when t = 5; and t is reset to 0 after a transition;
u and v are left unchanged. Transition from Stim_off to Stim_on is enabled when
t = 20; and both these transitions are urgent. Thus, the pacemaker gives a stimulus
every 25 time units for a duration of 5 time units. The behavior of the continuous
variables t, u, v within a time period is given in Fig. 5.2b.

5.5.2 Hybrid System Verification Algorithm

We outline the hybrid extension of Algorithm 2 now presented as Algorithm 3.
Algorithm 2 computes the set of reachable states for a given continuous system as
described in Eq. (5.1) for a given time interval. Therefore, one can essentially apply
this algorithm for each of the relevant modes of a hybrid system. For simplicity, let
us assume that all the mode invariants and transition guards to be convex polyhedra,
and that all the reset mappings are linear functions. Without loss of generality,
we assume that there is only one mode �init in the set of initial locations Linit.
Algorithm 3 performs the following three steps iteratively until the time horizon
for verification:

1. For the given mode � and a given initial set Θ , the algorithm first simulates from
the center of Θ , computes the Jacobian of the continuous dynamics in mode �,
and then computes the reachable set RT� for that mode from Θ for the bounded
remaining time specified using Algorithm 2.

2. The reachable set is pruned by removing all the states that violate the mode
invariant.

3. The reachable set is checked to satisfy any guards for discrete transitions, and if
so, the initial states for the next mode are computed by applying the reset map
of the states that satisfy the guard predicate. As the reachable set of states for a
hybrid system at a given time might belong to two different modes, we track the
discrete transitions using a queue of tuples 〈Θnext, �next , tleft〉, where �next is the
next location that needs to be checked, Θnext is the initial set that corresponds to
the location �next , and tleft is remaining time we need to compute the reachable
set in �next .

Algorithm 3 computes the reachable set for a hybrid system. The main loop that
performs the three key steps iteratively happens from Line 2 to Line 9. Line 2
simulates from the center state of Θ . Then at Line 3, we compute an ellipsoid
EM0,c0(center(Θ)) to contain the initial set Θ as an ellipsoidal initial set is
required by Algorithm 2. Line 4 computes the Jacobian matrix of f�, continuous
dynamics in mode �. With these elements, at Line 5, we can use the Bloat function
as Algorithm 2 to get the reachable set of states from Θ for the corresponding
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Algorithm 3: Algorithm HybridReachtube
input : Hybrid System H = 〈X ∪ {�},Θ, �init, T ,G, TL〉, Time bound T , Lipschitz

constants {L�}�∈L, Parameters for validated simulation ε, τ .
initially: Q← 〈Θ, �init, T 〉, RT hybrid ← ∅

1 for each 〈Θ, �, tleft〉 ∈ Q do
2 ψ = {(Ri, ti )

k
i=0} ← Simulate(center(Θ), tleft, ε, τ );

3 Compute M0, c0 such that Θ ⊆ EM0,c0 (center(Θ));
4 Jf�

(x)← Jacobian matrix of f� in mode �;
5 RT� ← Bloat(ψ, Jf�

(x), L�,M0, c0);
6 RT� ← RT� ∩ I�;
7 {〈Θnext, �next , tleft〉} ← discreteTransitions(RT�);
8 RT hybrid ← RT hybrid ∪ RT�;
9 Q.append({〈Θnext, �next , tleft〉});

10 return RT hybrid ;

mode �. Line 6 checks the invariant for the reachable set and line 7 computes
the states reached Θnext and the remained time tleft to be checked after discrete
transitions.

C2E2
Algorithms 1–3 are the core procedures implemented in the verification tool
Compute Execute Check Engine(C2E2) developed at University of Illinois [24, 33].
C2E2 is a software tool for simulating and verifying hybrid automata models.
Hybrid models and the requirements have to be specified in an xml format. The
tool parses the xml model to generate C++ libraries for numerical simulations and
computes other relevant quantities like the Jacobians of the different modes. Using
the data-driven verification algorithms, C2E2 can automatically check bounded
time invariant properties of nonlinear hybrid automata. The tool also supports
compositional modeling, a graphical user interface for model editing, and plotting.
C2E2 has been used for modeling and analyzing robots, autonomous cars, and
medical devices. Some of these applications are discussed in Sect. 5.7.

Example 5.3 (Example 5.2 Continued) Figure 5.3 shows the reachtubes of the
continuous variables u and v of the cardiac cell-pacemaker system computed using
the verification tool C2E2.

5.6 Verification of Models with Black-Box Components

In hybrid system models, we have discussed thus far the evolution of the continuous
state variables that is explicitly described by differential equations and trajectories.
In real-world control systems, “models” are typically a heterogeneous mix of
simulation code, differential equations, block diagrams, and hand-crafted look-up
tables. Extracting clean mathematical models (e.g., ODEs) from these descriptions
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Fig. 5.3 Reachtubes of the cardiac cell-pacemaker system produced by C2E2 with initial set t ∈
[0, 0], u, v ∈ [0, 0.2]. Left: u vs time. Right: v vs time. Blue and green regions correspond to the
Stim_on and Stim_off modes, respectively

is usually infeasible. The high-level logic deciding the transitions of when and for
how long the system stays in each mode is usually implemented in a relatively
clean piece of code and this logical module can be seen as the control graph as
in Definition 5.5. In contrast, the dynamics of physical plant, with hundreds of
parameters, is more naturally viewed as a “black-box.” That is, it can be simulated
or tested with different initial conditions and inputs, but it is nearly impossible to
write down a nice mathematical model. This unavailability of explicit “white-box”
models is a major roadblock for formal techniques becoming practical for CPS.
In this section, we address this problem in the context of data-driven verification.
We will view hybrid systems as a combination of a “white-box” control graph that
specifies the mode switches and a “black-box” that can simulate the continuous
evolution in each mode.

5.6.1 A Hybrid Formalism Accommodating Black-Boxes

Suppose the hybrid system has a set of modes L and continuous state space X as
in Definition 5.6. The mode switches are defined by a control graph over L and X,
as in Definition 5.5. The black-box generates a set of trajectories TL in X for each
mode in L. We denote by TLinit,� = {ξ.fstate | 〈ξ, �〉 ∈ TL}, the set of initial states
of trajectories in mode �. Without loss of generality, we assume that TLinit,� is a
connected, compact subset of X.

Instead of a closed-form description of TL as in Definition 5.6, we have a
simulator that can generate sampled data points on individual trajectories. We will
develop techniques that avoid over-reliance on the models generating the trajectories
and instead, work with sampled data of ξ(·) generated from the simulators. Of
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course, in order to obtain safety guarantees we will need to make assumptions about
the underlying system generating the data.

Definition 5.7 A simulator for a (deterministic and prefix-closed) set TL of tra-
jectories labeled by L is a function (or a program) SIM that takes as input a mode
label � ∈ L, an initial state x0 ∈ TLinit,�, and a finite sequence of time points
t1, . . . , tk , and returns a sequence of states SIM(x0, �, t1), . . ., SIM(x0, �, tk) such
that there exists 〈ξ, �〉 ∈ T with ξ.fstate = x0 and for each i ∈ {1, . . . , k},
SIM(x0, �, ti) = ξ(ti).

For simplicity, we assume that the simulations are perfect (as in the last equality
of Definition 5.7). Formal guarantees of soundness are not compromised if we use
validated simulations instead. Our new definition of a hybrid system, therefore,
is analogous to Definition 5.6 except that TL is a set of deterministic trajectories
labeled by L that can be simulated but does not necessarily come from any known
differential equations. Executions and reachable states are defined analogously to
those in Sect. 5.5.1.

5.6.2 Learning Discrepancy from Simulations

The key subroutine needed for computing the reachable states with Algorithm 1 has
to compute a discrepancy function which upper bounds the distance between trajec-
tories. Owing to the absence of ODE models, the Bloat function of Algorithm 2
is useless. We will use a probabilistic algorithm for estimating the discrepancy from
the data generated by black-box simulators [32].

Recall that a discrepancy function is a continuous function β : Rn×R≥0 → R
≥0,

such that for any pair of identically labeled trajectories 〈ξ1, �〉, 〈ξ2, �〉 ∈ TL, and any
t ∈ ξ1.dom∩ ξ2.dom: (a) β upper bounds the distance between the trajectories, that
is:

‖ξ1(t)− ξ2(t)‖ ≤ β(‖ξ1.fstate− ξ2.fstate‖, t), (5.12)

and (b) β converges to 0 as the initial states converge, i.e., for any trajectory ξ and
t ∈ ξ.dom, if a sequence of trajectories ξ1, . . . , ξk, . . . has ξk.fstate → ξ.fstate,
then β(‖ξk.fstate − ξ.fstate‖, t)→ 0. We present a simple method for discovering
discrepancy functions that only uses simulations. Our method is based on a classical
result in PAC learning theory [53]. We revisit this result before applying it to finding
discrepancy functions.

Learning Linear Separators
For Γ ⊆ R× R, a linear separator is a pair (a, b) ∈ R

2 such that:

∀(x, y) ∈ Γ. x ≤ ay + b. (5.13)
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Let us fix a subset Γ that has a (unknown) linear separator (a∗, b∗). Our goal is
to discover some (a, b) that is a linear separator for Γ by sampling points in Γ .3

The assumption is that elements of Γ can be drawn according to some (unknown)
distribution D . With respect to D , the error of a pair (a, b) from satisfying Eq. (5.13)
is defined to be errD (a, b) = D({(x, y) ∈ Γ | x > ay + b}) where D(X) is the
measure of set X under distribution D . Thus, the error is the measure of points (w.r.t.
D) that (a, b) is not a linear separator for. There is a very simple (probabilistic)
algorithm that finds a pair (a, b) that is a linear separator for a large fraction of
points in Γ , as follows.

1. Draw k pairs (x1, y1), . . . (xk, yk) from Γ according to D ; the value of k will be
fixed later.

2. Find (a, b) ∈ R
2 such that xi ≤ ayi + b for all i ∈ {1, . . . k}.

Step 2 involves checking feasibility of a linear program, and so can be done quickly.
This algorithm, with high probability, finds a linear separator for a large fraction of
points.

Proposition 5.2 (Proposition 4 from [32]) Let ε, δ ∈ R
≥0. If k ≥ 1

ε
ln 1

δ
, then,

with probability ≥ 1− δ, the above algorithm finds (a, b) such that errD (a, b) < ε.

Proof The result follows from the PAC learnability of concepts with low VC
dimension [53]. However, since the proof is very simple in this case, we reproduce
it here for completeness. Let k be as in the statement of the proposition, and
suppose the pair (a, b) identified by the algorithm has error > ε. We will bound
the probability of this happening.

Let B = {(x, y) | x > ay + b}. We know that D(B) > ε. The algorithm chose
(a, b) only because no element from B was sampled in Step 1. The probability
that this happens is ≤ (1 − ε)k . Observing that (1 − s) ≤ e−s for any s, we get

(1− ε)k ≤ e−εk ≤ e− ln 1
δ = δ. This gives us the desired result.

5.6.3 Discrepancy Functions as Linear Separators

Using the above result, we will compute discrepancy functions from simulation
data, independently for each mode. Let us fix a mode � ∈ L, and a domain [0, T ]
for each trajectory. The special type of discrepancy functions that we will learn
from simulation data are called global exponential discrepancy (GED) and have the
special form:

β(‖x1 − x2‖, t) = ‖x1 − x2‖Keγ t .

3We prefer to present the learning question in this form as opposed to the one where we learn a
Boolean concept because it is closer to the task at hand.
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Here, K and γ are constants. Thus, for any pair of trajectories ξ1 and ξ2 (for mode
�), we have

∀t ∈ [0, T ]. ‖ξ1(t)− ξ2(t)‖ ≤ ‖ξ1.fstate− ξ2.fstate‖Keγ t .

Taking logs on both sides and rearranging terms, we have

∀t. ln
‖ξ1(t)− ξ2(t)‖

‖ξ1.fstate− ξ2.fstate‖ ≤ γ t + ln K.

It is easy to see that a global exponential discrepancy is nothing but a linear separator

for the set Γ consisting of pairs
(

ln ‖ξ1(t)−ξ2(t)‖‖ξ1.fstate−ξ2.fstate‖ , t
)

for all pairs of trajectories

ξ1, ξ2 and time t . Using the sampling-based algorithm described before, we could
construct a GED for a mode � ∈ L, where sampling from Γ reduces to using
the simulator to generate traces from different states in TLinit,�. Proposition 5.2
guarantees the correctness, with high probability, for any separator discovered by
the algorithm. However, for our reachability algorithm to not be too conservative,
we need K and γ to be small. Thus, when solving the linear program in Step 2 of
the algorithm, we search for a solution minimizing γ T + ln K .

Learned Discrepancy and Guarantees in Practice
In theory, there is some probability that the learned discrepancy function β is
incorrect. That is, some pair of executions ξ, ξ ′ ∈ TL of the system, starting from
the same initial state Θ , diverges more than the bound given by the computed
β. However, experiments in [32] on dozens of modes with complex, nonlinear
trajectories suggest that this almost never happens. In the reported experiments, for
each mode a set Strain of simulation traces that start from independently drawn
random initial states in TLinit,� are used to learn a discrepancy function. Each trace
has between 100–10, 000 data points, depending on the relevant time horizon and
sample times. Then, another set Stest of 1, 000 simulations traces are drawn for
validating the computed discrepancy. For every pair of trace in Stest and for every
time point, it is checked whether the computed discrepancy satisfies Eq. (5.12). It
is observed that for |Strain| > 10 the computed discrepancy function is correct for
96% of the points Stest in and for |Strain| > 20 it is correct for more than 99.9%,
across all experiments.

DryVR
Replacing the Bloat function in Algorithm 3 with a subroutine for learning
discrepancy, we can obtain a complete verification algorithm for black-box hybrid
models. This is the core of the approach implemented in the open-source DRYVR
verification tool [32]. The tool supports other forms of discrepancy functions (for
example, piece-wise exponential and polynomial) that can also be learned from
simulation data with the same type of guarantees. DryVR has been effectively
employed to analyze space-craft control systems and maneuvers involving multiple
autonomous and semiautonomous vehicles (see Sect. 5.7 for some examples).
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5.7 Verification Case Studies

Data-driven verification algorithms have been implemented in a number of software
tools such as Breach [19], C2E24 [33], and DryVR5 [32]. These tools have been
effective in verifying challenging benchmark applications from the automotive,
aerospace, energy, and medical devices domain. In the following, we discuss three
applications that were beyond the capabilities of automatic verification tools until
recently, and help paint a picture of the rapid developments in this area over the last
5 years.

5.7.1 Automatic Braking and Forward Collision Avoidance
System

Growth of autonomy and advanced driver assist (ADAS) features in cars has led to
significant pressures for assuring system-level safety at design time. The broad topic
of safety certification for such systems is currently a big open problem. While this
topic touches multiple technical challenges in several disciplines that are beyond
the scope of our discussion (for example, human-autonomy interactions, traffic
modeling, and testing for different weather conditions), formal verification, and
in particular data-driven verification can play an effective role for creating safety
assurance cases needed for certification with standards like the ISO2626 [64]. Here,
we summarize a comprehensive case study from [31] which looks at the most
common type of rear-end crashes involving automatic emergency braking (AEB)
and forward collision avoidance systems.

Each scenario for safety verification is constructed by composing several hybrid
automaton models—one for each vehicle or road agent. Each vehicle has several
continuous variables including the x, y-coordinates of the vehicle on the road, its
velocity, heading, and steering angle. The detailed dynamics of each vehicle comes
from a black-box simulator (for example, written in Python or MatLab). The higher-
level decisions about the modes (for example, for “cruising,” “speeding,” “merging
left,” etc.) followed by the vehicles are captured by control graphs. In more detail, a
vehicle can be controlled by two input signals, namely the throttle (acceleration or
brake) and the steering. By choosing appropriate values for these input signals, the
modes are defined— cruise: move forward at constant speed, speedup: constant
acceleration, brake: constant (slow) deceleration, and em_brake: constant (hard)
deceleration. The switching rules (guards) between the modes is defined by “driver
models.” For example, one such rule might state that if the distance between the
ego vehicle and its leading car drops below a threshold Ssafe, then the ego vehicle

4C2E2 available from:http://publish.illinois.edu/c2e2-tool/.
5DryVR available from:https://gitlab.engr.illinois.edu/dryvrgroup/dryvrtool.

http://publish.illinois.edu/c2e2-tool/
https://gitlab.engr.illinois.edu/dryvrgroup/dryvrtool
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Fig. 5.4 Verification of the vehicles overtake scenario. Left: safe reachtube. Right: unsafe
execution. Vehicle A’s (red) modes are shown above each subplot. Vehicle B (green) is in cruise.
Top: sxA, sxB vs time. Bottom: syA, syB vs time

switches to brake after a delay of Treact, where Treact is a parameter corresponding
to driver’s reactions time. Typical values of these parameters were obtained from
previously available driving data. The composed hybrid automaton graph is then
presented to DRYVR as the input model.

Consider a scenario with Vehicle A behind B in the same lane starting with the
same speed, and A wanting to overtake B. A will switch to the left lane after it
approaches B, and then switch back to the right lane once it is ahead of B. In some
cases, A may fail to get ahead of B, in which case it times out and returns back
in the right lane behind B. The safety requirement is that the vehicles maintain
safe separation. Figure 5.4 (left) shows a version of this scenario that is verified to
be safe by DRYVR. The plots show the reachtube over-approximations computed
by DRYVR. Vehicle B stays in the cruise always but Vehicle A goes through a
sequence of modes speedup, change_left, speedup, brake, and change_right,
cruise to overtake B. Figure 5.4 left top shows the projection of reachtubes on
lateral positions (sxA in red and sxB in green) subplot, and the bottom plot shows
the positions along the lane (syA in red and syB in green, in the bottom plot).
Initially, for both i ∈ {A,B}, sxi = vxi = 0 and vyi = 1, i.e., both are cruising at
constant speed at the center of the right lane, initial positions along the lane are
syA ∈ [0, 2], syB ∈ [15, 17]. As time advances, Vehicle A moves to left lane
(sx decreases) and then back to the right, while B remains in the right lane, as A
overtakes B (bottom plot). With a different initial set, syB ∈ [30, 40], DRYVR finds
counterexample demonstrating unsafe behavior of the system (Fig. 5.4 (right)). In
both of these instances, the running time for verification is of the order of minutes.

In [31], hundreds of scenarios are analyzed for 2 and 3 vehicles, with different
ranges of initial velocities of the cars, different reaction times (Treact), and different
braking profiles. DRYVR proves certain scenarios to be safe and for others it
computes the severity of accidents based on the worst-case relative velocity of
collisions. In [31], it is shown how these verification results can be aggregated with
information about the distribution of model parameters (Treact, Ssafe, etc.), to assess
the system-level risk, which in turn is essential for determining automotive safety
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integrity levels (ASIL) for standards like the ISO26262 . In summary, this case study
demonstrated that data-driven verification can be effective in analyzing relevant
vehicle autonomy scenarios involving complex composition of hybrid automata and
black-box simulators.

5.7.2 Autonomous Spacecraft Rendezvous

The extreme cost of failures and the infeasibility of terrestrial testing have made for-
mal methods singularly attractive for space systems. Reachability-based automatic
safety verification for satellite control systems was first studied in [48]. At the time
of that study, hybrid verification tools were available only for linear hybrid systems,
which have restricted applicability because many satellite control problems involve
nonlinear orbital dynamics and nonlinear constraints. Here, we present a case study
based on the ARPOD problem introduced in [43]. ARPOD stands for autonomous
rendezvous proximity operations and docking. It captures an overarching mission
needed to assemble a new space station that has been launched in separate modules.
Our discussion here is based on the results presented in [12, 14].

A generic ARPOD scenario involves a passive module or a target (launched
separately into orbit) and a chaser spacecraft that must transport the passive
module to an on-orbit assembly location. The chaser maintains a relative bearing
measurement to the target, but initially it is too far to use its range sensors.
Once range measurements become available, the chaser gets more accurate relative
positioning data and it can stage itself to dock with the target. Docking must happen
with a specific angle of approach and closing velocity, in order to avoid collision
and to ensure that the docking mechanisms on each spacecraft will mate.

For simplicity, here we discuss the planar (or 2-dimensional) version of the
model. The variables of the hybrid model include position (relative to the target)
x, y (in meters), time t (in minutes), and horizontal and vertical velocity vx, vy .
The modes of the hybrid automaton capture four phases of the docking maneuver.
Each phase is defined by a separation distance ρ = √

x2 + y2 between the chaser
and target spacecraft, closing this distance from up to 10 km down to 0, and then
performing a maneuver once the satellites are docked. As seen in Fig. 5.5 (left),
the chaser spacecraft begins in Phase 1 while the separation distance ρ is not
available but only has angular of approach θ = atan(

y
x
) available, and the system

is unobservable. While ρ gets small enough, the mission moves into Phase 2,
where the chaser spacecraft now has a ranging measurement to the chaser spacecraft
and must position itself for the Phase 3 docking. After the chaser moves such
that ρ ≤ 100, the docking phase, Phase 3 is initiated and additional docking port
constraints are active. Once the spacecraft dock (i.e., ρ = 0), both spacecraft move
into Phase 4, where the joint assembly must move to the relocation position.

The chaser must adhere to different sets of constraints in each discrete mode.
In [13], a switched linear quadratic regulator (LQR) is designed to meet these
constraints while maintaining liveness in navigating toward the target spacecraft.
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Phase 2
ẋ= f2(x,u2)

Phase 3
ẋ= f3(x,u3)

ρ ≤ 100; t ≤ t2

Passive
ẋ= fp(x)
t ≥ t1

[ ≤ 100]

[ ≥ 100]

[t ∈ [t1, t2]]

[t ∈ [t1, t2]]

r

r

Fig. 5.5 Left: description of the overall mission phases (not to scale). Right: hybrid system model
of the autonomous spacecraft rendezvous mission

Figure 5.5 (right) gives the hybrid system model of interest. In addition to the
existing mode, the model also has a Passive mode in which the chaser has
the thrusters shut down. The system may nondeterministically transition to the
Passive mode as a result of a failure or loss of power. The nonlinear dynamic
equations describing the motion of the chaser spacecraft relative to the target is
given by:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ẋ = vx

ẏ = vy

v̇x = n2x + 2nvy + μ

r2 − μ

r3
c
(r + x)+ ux

mc

v̇y = n2y − 2nvx − μ

r3
c
y + uy

mc
.

The parameters are μ = 3.986×1014×602 [m3 / min2], r = 42164×103 [m], mc =
500 [kg], n =

√
μ

r3 , and rc =
√

(r + x)2 + y2. The linear feedback controllers

for the different modes are defined as [ux, uy]T = K1x for mode Phase 2, and
[ux, uy]T = K2x for mode Phase 2, where x = [x, y, vx, vy]T is the vector of
system states. The feedback matrices Ki were determined with an LQR approach
applied to the linearized system dynamics, where the detailed number can be found
at [13]. In mode Passive, the system is uncontrolled [ux, uy]T = [0, 0]T . The
spacecraft starts from the initial set x ∈ [−925,−875] [m], y ∈ [−425,−375] [m],
vx = 0 [m/min] and vy = 0 [m/min]. For the considered time horizon of t ∈ [0, 200]
[min], the following specifications have to be satisfied:

• Line-of-sight: In mode Phase 3, the spacecraft has to stay
inside line-of-sight cone:

{[x, y]T | (x ≥ −100) ∧ (y ≥ x tan(30◦)) ∧ (−y ≥ x tan(30◦))}.
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Fig. 5.6 Left: reachtube of x (x-axis) vs y (y-axis) produced by C2E2. Right: reachtube of x vs
time (above) and y vs time (below) produced by DRYVR

• Collision avoidance: In mode Passive, the spacecraft has to avoid a collision
with the target, which is modeled as a box B with 0.2 m edge length and the
center placed at the origin.

• Velocity constraint: In mode Phase 3, the absolute velocity has to stay below
3.3 [m/min]:

√
v2
x + v2

y ≤ 3.3 [m/min].

C2E2 was used to prove that the autonomous rendezvous system with the LQR
controller satisfying the above requirements. Figure 5.6 (left) shows the reachtube of
x (x-axis) vs y (y-axis) produced by C2E2. A different control strategy for ARPOD
was proposed in [60] which characterizes the family of individual controllers and
the required properties they should induce for the closed-loop system to solve the
problem within each phase, then use a supervisor that robustly coordinates the
individual controllers. Using these controlled subsystems as a black-box, we have
been able to check the safety of the overall system using DRYVR. Figure 5.6 (right)
shows the reachtube of x and y produced by DRYVR.

5.7.3 Powertrain Control System

The demand of greater fuel efficiency and lower emissions constantly challenges
automotive companies to improve control software in the powertrain systems.
Recently, a suite of benchmarks were published in [45] to introduce realistic,
industrial scale models to the formal verification community. The suite consists of
three Simulink® models with increasing levels of complexity and sophistication.
These models capture the behavior of chemical reactions in internal combustion
engines, and hybrid models are deemed suitable for capturing the discrete transitions
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of control software and the continuous parameters in these models. At a high level,
the models take inputs from a driver (throttle angle) and the environment (sensor
failures), and define the dynamics of the engine. The key controlled quantity is
the air-to-fuel ratio which in turn influences the emissions, the fuel efficiency, and
torque generated.

The most complicated model (Model 1) in the suite captures all the interactions
taking place in a physical process and faithfully models the control software. It
contains several hierarchical components in Simulink® with look-up tables, and
delay differential equations. Model 1 is simplified to a model with periodic inputs to
ordinary differential equations using several heuristics (Model 2), which as per the
authors, exhibit similar behavior of Model 1. Then, Model 2 is further simplified to
a hybrid system with only polynomial ODEs (Model 3). At the time of publication
of [45], these models were beyond the reach of the then available verification
tools, but within a year the simplified models were verified using C2E2 [22], and
subsequently, the more complex models were handled by DryVR in [32].

In more detail, Model 2 and 3 have four variables: intake manifold pressure p,
air-fuel ratio λ, intake manifold pressure estimate pe, and integrator state i, and
four modes: Start_up, Normal, Power, and Sensor_fail. The hybrid model also
receives an input signal θin (throttle angle) as the user input. The required safety
specification of powertrain control systems was given in [45] as a number of Signal
Temporal Logic properties. Here, we only illustrate one primary result for each
model, with the simple unsafe set U : in Power mode, t > 4 ∨ λ /∈ [12.4, 12.6],
in Normal mode, t > 4 ∨ λ /∈ [14.6, 14.8]. We refer readers to [22, 32] for more
comprehensive studies involving other scenarios and requirements.

Figure 5.7 (left) shows the hybrid model of the powertrain control system Model
2. The physical plant dynamics are modeled using continuous variables xp = [p, λ],

Start up
ṫ = 1
ẋc = 0

ẋp = f (xp)

Sensor fail
ṫ = 1
ẋc = 0

ẋp = f (xp)

Normal
ṫ = 1
ẋc = 0

ẋp = f (xp)

Power
ṫ = 1
ẋc = 0

ẋp = f (xp)

[t = h]
{xc = gi(xc), t = 0}

[t = h]
{xc = go(xc), t = 0}

[t = h]
{xc = gc(xc), t = 0}

[t = h]
{xc = go(xc), t = 0}

[timer = Ts]
[Sensor Fails

]

[ in ≥ 70◦]

[ in ≤ 50◦]

q

q

Fig. 5.7 Left: hybrid system model of the powertrain control system Model 2. Right: reachtube
for λ vs time of Model 2 produced by DRYVR
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Sensor fail
ẋ= fs f (x)
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Power
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s]
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[ in ≤ 50◦]

q

q

Fig. 5.8 Left: hybrid system model of the powertrain control system Model 3. Right: reachtube for
λ vs time of Model 3 produced by C2E2; blue and green regions correspond to the Start_up and
Normal modes, respectively

which evolve according to a nonlinear ODE ẋp = f (xp). The controller variables
xc = [pe, i] are, instead, updated periodically every h time units by the reset
functions gi(xc), go(xc), gc(xc) in different modes. We treat the entire system as
a black-box simulator with the four given variables and four modes. With the initial
set p ∈ [0.6115, 0.6315], λ ∈ [14.6, 14.8], pe ∈ [0.5555, 0.5755], i ∈ [0, 0.01],
DRYVR is able to prove that the system satisfies the safety requirements as stated
above. Figure 5.7 (right) shows a safe reachtube of the Air/Fuel variable λ computed
using DRYVR going through the sequence of modes Start_up, Normal, Power, and
Normal.

Model 2 got further simplified such that all four variables are continuous and
follow a set of polynomial differential equations in Model 3 (see [45] for detailed
ODEs). This model can be handled by C2E2. Figure 5.8 (left) shows the hybrid
model (Model 3), and Fig. 5.8 (right) gives a safe reachtube of λ from the same
initial set as above.

Both the spacecraft rendezvous and the powertrain control applications can be
verified by either C2E2 or DRYVR within a couple of minutes. These two case
studies show that for hybrid systems with complex nonlinear ODEs, C2E2 can take
the verification challenge, and when it is difficult to get a complete mathematical
model of the system, DRYVR can address the problem by treating the dynamics in
each mode as a black-box.

5.8 Conclusions

Data-driven verification has shown promise in a range of real-world problems.
The key to its success is the powerful amalgamation of the speed of numerical
simulations with the guarantees coming from sensitivity analysis.
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Nevertheless, these are the early days of exploration of these ideas; and the
current approaches have several limitations: First, we observe that the tools produce
better results when the system is stable. This is because the proposed methods
can usually find a tighter discrepancy function for stable systems, which in
turn decreases the number of refinements needed to conclude safety or find a
counterexample. For unstable systems, the over-approximation of reachable sets
can get very conservative, and therefore, the algorithm may not terminate in a
reasonable amount of time. Second, our proposed algorithm mainly looks at safety
requirements, although the computed reachtubes can be used to check for much
more general specifications such as linear temporal logic. Usability of the tools
remains to be improved if they are to be adopted commercially. Modeling, inter-
operation with simulators, editing properties, and analyzing verification results—all
of this has to become user-friendly. Finally, as usual, scalability remains a challenge.
The dimension of the state space of the biggest examples the current tools have
handled within a reasonable amount of time (around 2 h) is 12 for nonlinear
systems and 350 for linear systems. High dimensionality will not only increase the
difficulty of computing discrepancy functions but also introduce a huge number of
refinements as the number of initial covers needed to cover the initial set in data-
driven verification will increase exponentially.

Other important directions that call for further investigation are broadly com-
positional techniques for handling networked and distributed CPS. Examples of
such systems are abundant in automotive control systems, power networks, and
embedded medical devices. The naïve approach to consider such systems is to
compute the cross-product of all components. However, in this way, the resulting
hybrid system will become inevitably complicated with huge dimensionality and
a tremendous amount of mode switches. Methods to make the analysis scalable
for networked CPS with large-scale components will become a necessity. As an
early step towards this direction, the notion of input-to-state discrepancy was
introduced in [41, 42], and has been used to conduct a compositional sensitivity
analysis of closed networked dynamical and hybrid systems [40]. The learning-
based discrepancy function approach can be seen as learning an envelope which
safely contains the possibly trajectories of the system. It is worth to explore more
interesting learning models for identifying the dynamics of the black-box systems.
There has been a methodology with a long history for building mathematical
models of dynamic systems using the system’s input and output behaviors called
system identification. However, methods for identifying and verifying systems with
guarantees remain to be developed.

5.9 Further Reading

Many new works on verification of CPS got published every year. The major
conferences in this area include but not limit to International Conference on Hybrid
Systems: Computation and Control (HSCC), International Conference on Computer
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Aided Verification (CAV), and Applied Verification for Continuous and Hybrid
Systems (ARCH).

Recently, verification tools such as Flow* [15], NLTOOLBOX [17], iSAT [34],
dReach [54], and CORA [2] have demonstrated the feasibility of verifying nonlinear
dynamic and hybrid models. These tools are still limited in terms of the complexity
of the models and the type of external inputs they can handle, and they require quite
often manual tuning of algorithmic parameters. Some of these tools’ approaches
for reach set estimation operate directly on the vector field involving higher-order
Taylor expansions [15, 54]. However, this method suffers from complexity that
increases exponentially with both the dimension of the system and the order of the
model.

Several approaches have been proposed to obtain proofs about (bounded time)
invariant or safety properties from simulations [20, 37]. A technique that is very
close to discrepancy functions is called sensitivity matrix, a matrix that captures
the sensitivity of the system to its initial condition x0. This is then used to give
an upper bound on the distance between two system trajectories. In [49], the
authors provided sound simulation-driven methods to over-approximate the distance
between trajectories, but these methods are mainly limited to affine and polynomial
systems. For general nonlinear models, this approach may not be sound, as higher-
order error terms are ignored when computing this upper bound.

The idea of computing the reach sets from trajectories is similar to the notions of
incremental Lyapunov function [4]. In this work, we do not require systems to be
incrementally stable. Similar ideas have also been considered for control synthesis
in [68]. The work closest to this paper involves reachability analysis using matrix
measures [59], where the authors use the fact that the matrix measure of the Jacobian
matrix can bound the distance between neighboring trajectories [9, 66]. Unlike
the approach in this paper which automatically computes the bounds on matrix
measures, the technique there relies on user-provided closed-form matrix measure
functions, which are in general difficult to compute.

Although data-driven verification is a young field, the literature in this area is
growing and interesting results are published every year. For an alternative view of
this topic from the modeling, testing, and verification of embedded control system
perspective, we refer the interested readers to [50].
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Chapter 6
System Assurance in the Design
of Resilient Cyber-Physical Systems

Thomas A. McDermott, Arquimedes Canedo, Megan M. Clifford,
Gustavo Quirós, and Valerie B. Sitterle

6.1 Background on Dependable and Secure Computing
and the Cyber-Physical System Context

Cyber-physical systems (CPS) are “engineered systems that are built from, and
depend upon, the seamless integration of computational algorithms and physical
components” [1]. A CPS has computers and networks which control physical
processes, often characterized by feedback loops that affect computations and the
physical outcomes of those computations. Figure 6.1 provides a general layered
depiction of a CPS framework [2]. Insertion or disruption of CPS control activities
is a unique concern for security. As shown in the figure, the design of CPS must
address these control activities in a device of interest but also with respect to the
interconnected human and machine systems that interact with it. In current times,
that interaction may be at long ranges, which introduces benefits in efficiency but
also increases security risk [3].

Traditional approaches to security, privacy, reliability, resilience, and safety may
be insufficient to address the risks to CPS. In the cybersecurity domain, CPS have
exposed cyber and physical world interfaces that are vulnerable to new types of
intrusions from both local and remote adversaries. CPS are frequently systems of
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Fig. 6.1 CPS conceptual
model [2]

systems (SoS), which increases attack surfaces, system diversity, and complexity,
and difficulty in identifying system boundaries. The architectural constructs used
in the design of CPS should be able to be applied recursively or iteratively to
support the nested nature of CPS in the world, where the sensing, control, and
computational nature of CPS generally lead to emergent higher levels of behavior
and system intelligence [2]. This construct can be viewed as a set of hierarchical
layers of control. In the CPS hierarchy, resilience is a primary architectural attribute.
Characteristics of resilience in CPS include:

• Supervisory control methods that support graceful degradation of the system in
the presence of failures or malicious attacks.

• Maintenance of system availability using dynamic and potentially distributed
control system elements.

• Mechanisms to ensure the integrity of control functions in the presence of failures
or malicious attacks.

• Ability to address a range of human interactions across differing system perfor-
mance levels.

• Ability to recognize and respond to failures that disrupt CPS elements or control
functions to maintain levels of performance or to maintain safety and security.

• Ability to recognize and respond to intentional disruptions of CPS elements or
control functions in order to maintain levels of performance or to maintain safety
and security.

• Ability to protect and maintain the privacy of CPS system data or control states.
• Ability to evaluate CPS system resilience in different environments.
• Need to determine trade-offs in system performance, safety, and security in con-

ditions of complexity, changing threat environments, and emerging or unplanned
use cases.

These characteristics have been studied and employed in systems for several
years. What is changing in the context of CPS is the complexity of the system
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control methods and the evolution of the external domain that constitutes a threat
to the system. The changes are a product of the computer/network interactions and
increased use of digital data in the control functions, along with the connected
nature of the cyber threat. In a CPS, cybersecurity meets physical security. Even
if the cyber domain is completely secure and the physical domain is completely
secure, the system still may not be secure because of the domain interactions and
interdependencies.

6.1.1 General Concepts of Resilience with Respect to CPS

General concepts of CPS resilience are found in engineering concepts of dependable
and secure computing systems. Resilience is the evaluated capability of the CPS
to resist threats using sets of design attributes and resulting patterns that produce
resilient effects. The general framework is shown in Fig. 6.2. CPS resilience can
be categorized into a set of dependability and security attributes. Dependability and
security are the ability of a system to avoid service failures and cover the interrelated
foundational attributes of availability, reliability, safety, integrity, confidentiality,
and maintainability [4]. These attributes work together to ensure the system’s
successful application. A vital aspect of these attributes is the overlap between the
characteristics of dependability (including availability, reliability, safety, integrity,
and maintainability) and security (including confidentiality, integrity, and availabil-
ity). The resilience definition of dependability is the ability of a system to avoid
service failures that are more frequent or more severe than is acceptable [4]. These
include security failures. Specific characteristics of security also include the avail-
ability of authorized access to the system, authentication of access, confidentiality
of both system functions and data on the system’s design, and integrity in terms of
unauthorized functionality [4].

In the CPS hierarchy, there is also a defined relationship between dependability
and trust. This relationship is defined by the dependence of one system on another,
and the acceptance that the other system is also dependable [4]. In CPS, this depen-
dence can be either human/machine or machine/machine. The NIST framework
highlights the concern of resilience in terms of trustworthiness related to the ability
of the CPS to withstand instability, unexpected conditions, and gracefully return
to predictable, but possibly degraded, performance. This is a system-of-systems
(SoS) concern, and CPS resilience must be considered as both a characteristic of
an individual CPS and as relationships between CPS and other systems.

CPS designs must consider this holistic framework, as there will be trade-
offs between the interrelated attributes. Designs that improve safety may reduce
the effectiveness of the actions for cybersecurity, resilience, or reliability [2].
Trustworthy CPS architectures must be based on a detailed understanding of the
physical properties and constraints of the system in the context of threats, attributes,
and effects. Analyses in support of design activities must include the creation and
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Fig. 6.2 Related concerns for dependability and security in CPS (adapted from [4])

simulation of up-to-date adversary models as well as physical and functional models
of the CPS [2].

The outcome of CPS resilience is expressed in the operational characteristics of
the total system-of-systems. Using a U.S. Department of Defense (DoD) definition,
hardware and software components of systems “have the ability to reconfigure,
optimize, self-defend, and recover with little or no human intervention.” The DoD
further defines three aspects of resilience in an operational context: the systems are
trustworthy, missions of these systems can tolerate degradation or loss of resources,
and the systems have designs that provide means to prevail in the presence of
adverse events [5].

With respect to knowledge and skills, a CPS systems engineer must master all
knowledge areas related to resilient CPS: the threat, the system operation, and
human interactions, system vulnerabilities, approaches for resilient design, and
validation of the system. Design principles of resilient CPS [6] include the following
with related disciplinary domains:

1. Concepts of secure access control to and use of the system and system resources
(domain of system security engineering).

2. Understanding of design attributes that minimize exposure of vulnerabilities to
external threats (systems security engineering and dependable computing).

3. Understanding of design patterns to produce effects that protect and preserve
system functions or resources (dependable computing).

4. Approaches to monitor, detect, and respond to threats and security anomalies
(cybersecurity).
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5. Understanding of network operations and external security services (information
systems).

6. Approaches to maintain system availability under adverse conditions (all of the
above).

6.1.2 Basis for a Functional Approach to Analysis
of Dependability and Security

This chapter focuses on the need for an interdisciplinary approach, founded on
rigorous system modeling, to CPS design and evaluation. Cybersecurity in the
broader concept of resilience in that security concentrates on protecting defense
systems from sentient adversaries. CPS are generally designed by initially spec-
ifying critical and other necessary functionality. The high-level functionality is
decomposed into specific functional capabilities, and system requirements derive
from these functional needs. Boehm and Kukreja [7] distinguish between functional
and non-functional requirements as what the system does and how well it does those
things, respectively. Non-functional requirements relate to those attributes shown in
Fig. 6.1. Security, another non-functional requirement, is assessed on how well a
given security design pattern protects the system as intended—without adversely
impacting the intended functional operational and performance capabilities.

Traditionally, systems theory has distinguished how a system is constituted
internally (i.e., its structure) from how the system manifests itself externally (i.e.,
its behavior) and deduced the latter from the former. This notion is the foundation
underlying hierarchical construction of systems with defined input and output
interfaces across multiple modular components. It has resulted in the extensive
focus on structural system representations to date in current cybersecurity protec-
tion methods. CPS, however, are heterarchical in nature. They are comprised of
numerous, heterogeneous elements acting both independently and interdependently.
Because of this complexity, traditional decomposition and predictive methods are
insufficient. In all complex systems, form (structure) and function (behavior) are
intrinsically linked. A system’s structural characteristics and what processes and
behaviors are possible within and as produced by that system are not separable.

Even so, many current methods focus extensively on structural system represen-
tations. The structural bias results in an overt conflation of resilience (in the broader
sense) with robustness or reliability, resulting in a focus on perimeter protection
methods to prevent threat intrusion or viewing threat attacks the same way one
would view failure modes. Cyber threats attack both structural components of a
system and its functions and create their effects in ways that do not exhibit charac-
teristics system failures. Even graph-based methods, a core approach highlighted
in this chapter, commonly evaluate the resilience of complex systems based on
structural properties. For example, approaches like random node or edge removal
are used to determine the impact on structural properties such as connectedness
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[8]. There has been a significant emphasis on how structural statistical properties
of a network topology will be affected by additions (growth or augmentation) and
removals (failures or attacks) of nodes and links, and particularly how networks can
be more robust against the latter [9]. Those additions and removals are typically
assumed as perturbations coming from external sources, not incorporated into the
dynamics of the network itself. The literature is also replete with studies on the
dynamics of networks, meaning how a network changes its structure over time.
Dynamics of networks is distinct from studies of dynamical processes on networks,
which is necessary to capture functional preservation of CPS effectively.

6.2 Model-Based Assurance of CPS

The disciplinary aspects of engineering design for resilient CPS are further compli-
cated by the need for system assurance—“the justified confidence that the system
functions as intended and is free of exploitable vulnerabilities, either intentionally
or unintentionally designed or inserted as part of the system at any time during the
life cycle. This confidence is achieved by system assurance activities, which include
a planned, systematic set of multi-disciplinary activities to achieve the acceptable
measures of system assurance and manage the risk of exploitable vulnerabilities”
[10]. Assurance is a set of engineering practices that serve to evaluate the design of
the CPS for a reasonable set of dependability and security requirements based on
the operational use of the system. In the CPS design context, this is the selection of
technologies and processes that provide confidence the system operates as intended
in the presence of both accidental and intentional vulnerabilities [11]. The concept
of “designing in” CPS dependability and security requires a multidisciplinary set of
methods and tools. These are described in the remainder of the chapter with respect
to threats, tools, modeling methods, and assurance methods.

Model-based assurance (MBA) is a process that supports system verification
and validation requirements using both conceptual and analytical modeling and
simulation techniques. As digital engineering and model-based systems engineering
(MBSE) become more prevalent, there is potential to transform traditional system
assurance processes to more holistic and more evidence-based forms using models.
The current state of practice in system assurance is in need of a paradigm change.
Verification and validation of mission-critical systems through test and evaluation
has historically been the gold standard for assurance but is significantly expensive
and increasingly fraught with difficulty as systems become more complex, more
expansive, and more inter-dependent on other systems to realize their intended
capabilities. Bringing models into this process aims to relieve some of the expense
and make the entire process more flexible and amenable to changes that can occur
across a system’s lifecycle. The use of models to support analysis of assurance,
while promising and necessary, still faces an uphill challenge to establish the best
practices and systems engineering foundations required to produce what can be
counted as evidence to support assurance judgments. This is especially true for
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CPS, often employed in system-of-systems operational configurations, increasingly
connected and increasingly complex when considered in the context of their higher
order dynamics with other systems in the environment and facing increasingly
diverse and sophisticated threats.

MBA is the use of a model or group of models as a basis of understanding
and to produce evidence that a given system will perform as intended in various
potential environments, operational conditions, arrangements with other systems,
etc. Part of MBA includes ensuring that a model allows determination of whether
a system design meets functional and non-functional requirements. In turn, to
do so requires ensuring that the model, with all of its levels of abstraction,
represents accurate system functional performance and characteristics. Any final
system implementations using model-based design approaches in an MBA context
should lead to a system design that is safe and secure, or analyzable with respect to
its safety and security. While most models may not exist at a level of specification
that a system may be completely built from their template, many of these models
can specify diverse categories of functional or other performance requirements that
a system will need to be safe and secure within a reasonable level of uncertainty.

CPS create new challenges to the concept of MBA. Specifically, what model-
based approaches capture relevant and representative levels of abstraction sufficient
to help validate the integrity of the system requirements and the integrity of
the design? CPS are generally designed by initially specifying critical and other
necessary functionality. The high-level functionality is decomposed into specific
functional capabilities, and system requirements derive from these functional needs.
From this perspective, MBA seeks to build a model-based process in concert
with existing MBSE practices to produce an evidentiary case that a system is
trustworthy with respect to the properties its stakeholders legitimately rely upon
within acceptable levels of risk.

The focus on analytic decomposition (i.e., identification of component failures)
in many current model-based approaches needs to be augmented by approaches that
enforce safe behavior (e.g., state-based evaluation of dynamic control). Assurance
must cover any undesired or unplanned event that results in a loss, and address
hazards and vulnerabilities as a system state or set of conditions that, together with
worst-case environmental conditions, will lead to a loss. To satisfy analysis for
the purpose of assurance, a model that is an abstraction of a system’s functional
behavior should represent failure effects in the system, how failures propagate
through the system, and observable conditions those failures manifest. A mission-
critical cyber-physical system must consider of all classes of system failures,
whether inherent or malicious, in rapidly changing external system-of systems
contexts. Future MBA methods, processes, and tools must go beyond traditional
quality assurance scope to include emergent dimensionality of the design space
through the evolving quantification of concepts such as flexibility and resilience.
They must also create a framework for describing these concepts as patterns of
design that can be captured into standard practices and tool libraries. The next
sections discuss these generalized patterns.
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6.2.1 CPS Threat Patterns

The threats of concern to CPS are different than IT systems—they are constrained by
the nature of CPS and also functionally different. Griffor summarizes the CPS spe-
cific concerns as (1) tolerating intrusion and disruption of signal/information flow,
and (2) ensuring there is no insertion, fabrication, or replay of legitimate control
commands [3]. Table 6.1 enumerates a number of CPS-attack types. The attacks are
categorized according to what is being exploited: software vulnerabilities or flawed
network implementations (e.g., leading to cyber attacks), physical vulnerabilities,
or cyber-physical combinations [12].

Wan et al. further defined a set of generalized control system attack models of
specific concern to CPS shown in Table 6.2 [13].

Attack trees and attack-graph-based visualization offer an intuitive, well-
understood approach to capture the complexity of coordinated attack models and
to view the effects of the attacks and combined countermeasures. Attack graph
analysis is the most widely accepted method to assess how an attacker can gain
access to cyber assets in a CPS and how that can be used to exploit the system
functions. Up-front human-centered workshops capture the definition of cyber
assets in terms of system functions as well as the attack graph analysis that explores
the dependent functions that can be exploited by the attack. These provide a tool
basis to explore these basic patterns in multiple combinations. CPS functional
modeling must consider threat parameters as additional functions to be captured in
the control system design decomposition process, producing a graph of both the
control function and the attack.

6.2.2 CPS Countermeasure Patterns

Wan et al. also defined a set of threat countermeasure patterns of specific concern to
CPS shown in Table 6.3 [13].

These also can be captured into a functional model of the system, effec-
tively combining intended control functions, threat functions, and countermeasure
functions into a single model using selected patterns. This allows analysis of
“reasonable assurance,” which is effectively a cost trade. While the effects of the
attack–countermeasure interactions cannot be directly costed due to the lack of
details, CPS designers can assess the effectiveness or “residual risk” associated
with selected countermeasure patterns as shown in Table 6.3. For example, the
control parameter attack model requires an adversary with moderate knowledge of
the system functional design, low attack specific technical ability, and generally
low resources, while the countermeasure approach would have a low to medium
implementation cost, and low collateral impact to the system. On the other hand,
coordinated attack models that would be effective in identical binary copies of the
critical assets would have higher attacker specific technical ability and medium to
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Table 6.2 Generalized control system attack models

Attack model Description

Interruption attack Also called denial-of-service attack, stops the control signal/flow
during the attack period

Man-in-the middle
attack

Mimics the human attack behavior. When the attack happens, the
control signal/flow is changed to a different manipulated signal/flow
controlled by the attacker

Replay attack Records the control signal/flow over a period of time in a vector, and
when the attack starts, it replaces the actual signal/flow with the
recorded data to confuse the system

Control parameter
attack

Modifies the vulnerable control parameters of the system to the
attacker’s defined parameters. This changes the quality of control of
the system

Coordinated attack Combines two or more basic attack models, for example, combining
a man-in-the-middle attack with a control parameter attack

high resources to implement but would also require more intrusive design impacts
to the CPS. Attack graph tools already have support for such cost/risk analyses.

The basic countermeasure patterns can be extended to more complex attack
strategies by combining patterns. For example, diverse redundancy is a pattern
that employs redundant control systems using differing hardware and/or algorithms
whose outputs are voted or averaged [13, 14]. This mitigates the ability for a
cyber threat to compromise all redundant elements in the system. The diversity and
redundancy can be provided by components and algorithms added to the functional
design of the control system. Horowitz and colleagues collected a number of these
redundancy strategies as summarized in Table 6.4.

The outcome of this process is a “cyber-protected system model.” The result is a
set of security design patterns described as to (a) their functional capabilities, (b) the
cyber assets they require to achieve their functional capabilities, (c) the critical cyber
assets and/or functions they will protect, and potentially if applicable (d) the specific
threat functional capabilities and/or threat cyber assets they are designed to detect
or counter through direct connective action. These patterns (actually a set of new
functions) can be designed into the CPS or a monitor device that tracks the CPS
functional behaviors externally. Using a general model-based approach, different
security patterns and countermeasure approaches can be implemented as updates to
the CPS as threats evolve. There are a number of processes and tools that support
this analysis. The most used are highlighted in the next section.

6.3 Tools to Evaluate Threat and Countermeasure Patterns

New methods and tools are needed for design and analysis of CPS dependability and
security. Tools and techniques exist for design and analysis of fault-tolerant systems,
and these tools may be adapted for application in the CPS domain. However,
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traditional tools are insufficient for resilient CPS due to the complexity of these
systems and the potential for cyber attack.

Most failure analysis tools used today represent the process as a set of linear
causal models that sequence a series of events over time. Analysis of the system
anomaly is traced backwards in time from the system failure event (if it has
occurred) or forward in time from the analyzed potential event causes to their effects
(in a preventive design process). These analyses are essentially event chains with
branching logic [15]. They trace preconditions and effects of errors in the system as
a chain of events that progresses sequentially in time, then apply a countermeasure
pattern that changes the chain of events to a more desired effect.

These are a useful and logical way for the system designer to think about natural
and intentional causes of system disruption but ignore non-linear relationships such
as feedback. They also tend to ignore long timespan chains of events such as a
control attack that is placed in the system long before the compromise is planned
or intended. This leads to great subjectivity in the analysis. For example, a design
feature intentionally placed into a counterfeit programmable logic part can exist
for years before a separate piece of malicious software is inserted into a CPS by a
human attacker who gains control of the systems data through a third vulnerability
in a communications protocol. Together, none of this manifests themselves as errors,
and the effect might create a new system behavior that takes control of the CPS.

The design of the attack creates an additional set of control and feedback systems
in the CPS, which must be countered not by tracing linear chains of events and
preventing each, but by creating new design patterns that serve to limit these new
control behaviors from being exploited by a determined threat. The primary shortfall
of causal event models is that they limit the analysis of countermeasure designs to
similar linear cause and effect relationships [16].

A resilience analysis will convert the concept of a failure in a CPS to one of
availability, or continuity of service. A resilience analysis will ask the questions:

• What will disrupt the control operation, what are the vulnerable aspects?
• How will that affect the availability of the control function to other parts of the

system or to its human user?
• What other system components is that control function dependent upon, and to

what extent?
• Can those components also be trusted?
• What is the risk (and associated cost) to ensure trust?

In a linear causal analysis, these dependencies are often omitted because they
cannot be quantified, or an assumption is made subjectively to omit that dependency
for convenience. Although failure analysis remains important, it must be embedded
in a larger process that considers the functions that result from the CPS and
its external interactions and dependencies. Due to the complexity of the systems
involved, the analysis should not attempt to purely identify all interactions and
dependencies but should define hierarchies of control over essential CPS functions.
Resilience is a process of reducing or eliminating dysfunctional interactions. These
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are interactions that can disrupt the availability of critical control functions or lead
to potentially hazardous states in the controlled process [16].

6.3.1 Mission/Operational Resilience Analysis

The resilience analysis starts with human-centered workshops to capture the
definition of cyber assets in terms of system functions as well as the threat attack
analysis that explores the dependent functions that can be exploited by the attack.
Besides being a manual technique, the main limitation of many resilience analysis
approaches is that they are too high level and the threat parameters are not treated
as additional functions during the functional decomposition process that creates
the CPS design. Therefore, this does not allow the traditional systems engineering
analyses to include functions and requirements that address cyber threat parameters
as inherent to the system functional design.

The accepted processes for non-functional requirements derivation are gener-
ally human-driven and involve scenario analysis and modeling to derive lower
level functions or requirements from higher-level architectural models. These are
facilitated processes using subject matter experts from the operational context
of the CPS, CPS designers, and the cyber experts with knowledge of potential
attacks. The facilitator starts at a mission/operational level with questions about
lost or changed functionality during operations. This creates shared understanding
of mission objectives and operational tasks related to the CPS. The process also
creates a set of information that can be used by CPS designers and cyber threat
experts to conduct the analysis of attack and countermeasure patterns.

One approach to manually derive these patterns is describing “critical cyber
assets” to link functional descriptions and early views of structural components. The
MITRE Mission Assured Engineering (MAE) process framework [17] is often used
in the context of defense assured systems, and is a starting point for the development
of our approach. MITRE defines three different assessment processes which we
can describe as mission analysis, cyber threat susceptibility assessment, and cyber
risk remediation assessment. Established IT guidance links cyber requirements to
“critical cyber assets” (crown jewels). DoD guidance links cyber requirements to
critical mission threads. In the CPS design one needs to assess vulnerability of both
critical information assets and critical control processes against criticality of the
mission segment of interest. The three assessment processes are:

• Mission analysis or “mission-based critical asset identification.” This process
takes critical mission objectives or operational tasks and associates them with
the critical system functions, creating an initial linking of functions to types of
cyber-physical assets.

• Creation of a functional dependency graph that hierarchically links high-level
mission objectives to operational tasks to information (or control) assets to
sets of system assets as shown in Fig. 6.3. This is a traditional mission to
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Fig. 6.3 Functional dependency graph linking mission objectives to system assets (adapted from
[17])

function to structure decomposition approach, which can be captured in a model.
System assets are those structural components that mighty be exploited by a
cyberattacker.

• Creation of an equivalent failure model by tracing back up the graph. The
definition model is effectively a causal event chain: “if ‘asset’ is compromised,
then ‘function’ is compromised, then ‘mission objective’ is compromised.”

Various analysis tools can be then used to assess the resulting functional and
asset relationships. Three of particular interest are fault and attack tree analysis,
goal-structure notation, and system-theoretic process analysis.

6.3.2 System-Theoretic Accident Model and Process (STAMP)

To address the shortcomings of linear failure models, Leveson developed the
system-theoretic accident model and process (STAMP), and system-theoretic pro-
cess analysis (STPA). STAMP has been applied to accident analysis and prevention,
and also to general dependability and security design in CPS using a security
specific form of STPA called STPA-Sec [18]. In the STAMP framework, under-
standing system disruptions requires the analysts to determine why the control
structure was ineffective. STAMP replaces the concept of an event that results
from a control failure with the concept of a constraint that enforces appropriate
control. STAMP analyzes and imposes an equivalent structure of CPS information
and control feedback. This feedback extends hierarchically from a central control
structure to include larger feedback loops created by larger system dependencies.
The potential interactions between dependent systems are changed from assumed
trust to evidence of trust. This allows for the system to have adaptive feedback loops
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that either maintain or fail to maintain system characteristics of dependability and
security [16].

The design of CPS resilience starts with the identifications of system hazards and
vulnerabilities. This is a human process that is naturally limited by the knowledge
of the human teams involved, so it should be an iterative process that evolves with
the system design and use. The first step in any design for safety program should
be the identification of the system hazards. To do this, accidents must be defined
for the particular system being developed. An accident need not involve loss of life,
but it does result in some loss that is unacceptable to the customers or users. For
practical reasons, a small set of high-level hazards should be identified first. Even
complex systems usually have fewer than a dozen high-level hazards. Starting with
too large a list at the beginning, usually caused by including refinements and causes
of the high-level hazards in the list, leads to a disorganized and incomplete hazard
identification and analysis process.

A system is a recursive concept, that is, a system at one level may be viewed as
a subsystem of a larger system. Unsafe behavior (hazards) at the system level can
be translated into hazardous behaviors at the component or subsystem level. Note,
however, that the reverse (bottom-up) process is not possible. Hazards can also
be related to the interaction between components such as the interaction between
attempts by air traffic control to prevent collisions and the activities of pilots to
maintain safe control over the aircraft. Due to the potential vulnerabilities (i.e.,
threats to a system’s intended safe function) stemming from an array of complex
interactions and sequences of events, STAMP views accidents—by analogy to the
CPS security case, threats—as a control problem. Vulnerabilities may consequently
be prevented by enforcing certain constraints on system component behaviors and
their interactions. In STAMP, a process model controls the actions to help expose
what are deemed unsafe control actions: control commands required for safety are
not given, unsafe control commands are given, commands are given too early or too
late, or the control action stops too soon or is applied for too long [16].

This view implies a modeling approach that is able to capture the functional
state space of a CPS and reveal whether that state space has been compromised
or preserved in the face of threats and applied protection patterns. The focus on
functional modeling espoused in this chapter is consequently synergistic with the
goals of STAMP. Further, the frameworks and methods discussed in this chapter may
serve as a direct compliment to existing model-based systems engineering processes
and tools and, in turn, themselves be executable within a toolset that enables systems
engineers to produce, navigate, and understand the complexity and scope of the
problem.

STPA-Sec takes the mission objectives and operational tasks developed in the
war-room setting and extends them down to dependability and security objectives.
The first step is identification of unacceptable losses in the mission/operational
context. This list is then used to derive a set of system hazards and associated system
constraints. Take, for example, a simple digital engine control loop in an aircraft.
Unacceptable losses would include loss of the aircraft, loss of human life or injury,
unacceptable delays in travel, and loss of trust in air travel. Three (of many) specific
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hazards in an engine controller would include uncontrolled changes in engine thrust,
incorrect engagement of engine thrust reversers, and incorrectly reported engine
failures. An example system constraint would include a requirement such as “the
system shall prevent engagement of thrust reversers while the aircraft is in flight.”

This high-level descriptive model then can be used to create a functional model
of the control structure, leading to a set of expected control actions and potentially
hazardous control actions. The thrust reverser example is relatively simple. Two
control actions likely define the function: engage and disengage reversers. This
would be accompanied by several constraints defining functions such as “check
for weight on wheels before engaging . . . ” All of these would be typical system
functions in a system functional model. The STPA process recommends evaluating
the causes and effects associated with not providing the expected control action,
providing it in a way that causes hazard, providing it too soon or too late, and
providing it out of sequence. Detailed examples of STPA and STPA-Sec can be
further explored in open literature.

STPA-Sec extends the analysis to identification of hazardous control actions and
related security constraints, such as “thrust reversers shall not engage without direct
physical indications of aircraft weight on wheels” or “weight on wheels indicators
shall employ diverse redundancy.” This process leads to a set of scenarios that relate
hazardous CPS control actions to security related scenarios (and also dependability
related scenarios as a set of control constraints). These can be further explored in the
context of threat attacks and associated system loss of control (expressed as errors)
using tree or graph models.

6.3.3 Fault and Attack Tree Analysis

A basic approach used by designers of fault-tolerant systems is fault tree analysis. A
fault tree model is a graphical representation of the various parallel and sequential
combinations of errors that could reasonably contribute to the occurrence of a top
loss or hazard event. Because the fault tree focuses on its top event, the tree only
includes faults that contribute to this top event. This fault list is not exhaustive.
However, the STPA process helps to create a holistic model of these events and
associated errors. As this chapter is focused on the cyber-attack domain, a detailed
description of the system fault analysis is left to other references.

Fault tree analysis has been adapted for application in cyber physical security
in the form of attack trees. Like fault trees they begin with top events but then
analyze all steps an attacker might use to cause that event. A number of commercial
tools support the development of attack trees or their graphical equivalents, attack
graphs. In the attack tree analysis, the attacker’s main goal is the root of the
tree. In CPS this may be disruption of a control action but could be other effects
such as stealing information. Although this chapter is focused on the CPS control
actions, the analysis should cover all aspects of the system including its development
environment. Attack trees are built from the attacker perspective.
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Most attack tree tools branch from the root node into attacker subgoals using
an AND/OR logic structure where the AND nodes imply the attacker must take
multiple actions to accomplish the attack and OR nodes signify one of several
alternative actions. As the tree is constructed it follows the structure of Fig. 6.3
where system control functions are decomposed into lower level system functions
and information assets, then into system assets which serve as threat entry points.

After the trees are constructed, analysis prunes the tree to the most likely attack
strategies. Most attack tree analysis tools support analysis capabilities that aid in
calculating cost measures and risk measures.

The attack tree analysis serves to add detail to the higher-level STPA analysis so
that more detailed models can be built to reflect countermeasure strategies. Actual
attacks and countermeasures occur within the system and information assets in the
accomplished design. It is important to gain this level of understanding in the CPS
design, but also to understand that the analysis will be limited to the knowledge and
experience of the subject matter experts used at the time of the analysis. Also, the
resulting attack models are static and do not capture the actual dynamic control
actions that are to be protected. For this, a functional modeling language and
simulation environment should be used. Thus, the analysis should be used to inform
the functional model of the protected system, not as a direct analysis of system
assurance.

In the dependability and security analysis, the holistic analysis process of STPA
is combined with more detailed fault and attack tree analyses to gain the detailed
awareness of how the CPS will remain resilient to both internal failures and
external threats. These come together in a functional modeling environment viewing
system functions, functional models of threat attacks, and functional models of
the countermeasure designs that become part of the overall CPS design. These are
explained in a more detailed example to follow.

6.4 High-Level Functional Modeling with Critical Cyber
Assets and Missions

This section provides a case study representing the modeling process for the case of
a Navy ship chilled water system that provides cooling flow to two ship board radar
systems [19, 20]. Figure 6.4 shows the functional diagram of the fluidic subsystem.
The system’s mission is to provide cold water from coolers (chillers) to heat loads
(e.g., radar and generators), in order to regulate their temperature and maintain it
within suitable operation conditions. There are four main component types: loads,
chiller plants, valves, and pipes. The nomenclature is explained as follows: Loads:
L01–L06, where L05 and L06 are vital loads and the remaining are non-vital loads;
Flow meters: FM01–FM10, which can indicate if the chilled water service is in
operation; Valves: V01–V26, which control the transport of water from chillers to
loads for cooling purposes; and Chillers/pumps: P01–P04, which provide a pumping
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Fig. 6.4 Fluid subsystem of the navy ship chilled water distribution system

function as well as a cooling function. The plant has a total of four zones, with one
chiller plant per zone.

The control logic for the model (not shown) must maximize the operability
and the survivability of the system against kinetic attacks. The control logic must
also maximize the efficiency of system’s operation. Loads are a set of special
components that directly interact with the environment outside of the system, in
this case they are heat loads. One or more loads may combine to provide system
functions. For example, the identification of airborne threats using shipboard radars
requires effective functioning of the chilled water distribution system. It is through
these functions that the system’s purpose is realized. The primary goal for a
controller is to ensure that functions currently demanded by the mission are satisfied.
This use case will be used to explain concepts as relevant throughout the remainder
of the chapter.

A functional model describes what the system does in a formal, high-level
manner. This high level of abstraction allows CPS multidisciplinary engineering
because it formalizes the functional requirements, makes design intentions explicit,
and decouples intentions from implementation. Functional models can therefore be
used as a formal early representation of the system to reason about and to measure
the impact of cyber-resilience aspects at the system level. Functional modeling is
one of the most widely used concept design formalisms in industry, including ship
building, automotive, aerospace, robotics, and machine building.

A persistent challenge facing system engineers is the need to establish not
only a consistent functional vocabulary across design types and extent but also a
clear stopping point in the functional modeling process and a consistent level of
functional detail. The Functional Basis articulated by NIST [21, 22] provides a
vocabulary of eight function categories with a total of 32 elementary functions, three
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flow categories, and a total of 18 flow types that can be used as a multidisciplinary,
formal model of early CPS design [23, 24]. The function and flow types specified
in the Functional Basis may be used as anchor points for analysis of cyber-
resilience. Concretely, attacks and countermeasures can be also expressed in terms
of the Functional Basis, and pattern matching (graph isomorphism) algorithms can
traverse the entire functional model.

A functional system model may be directly developed using a textual rep-
resentation or imported from functional model views expressed in a modeling
language like the Systems Modeling Language (SysML). In the latter case, there
may be multiple views that together comprise the functional representation of a
system. Prior research has shown that SysML activity diagrams [25–27] are best
suited to express flow-based functional models like the ones expressed in the
Functional Basis. This SysML diagram assists the design of CPS by enabling direct
computer-based modeling support needed for semi-automated design synthesis.
There are multiple approaches for converting a SysML model to an equivalent graph
representing the functional model. An important consideration in this process is the
proper definition of interrelationships used to create the graph based on various
system functional and structural models, attributes, and performance metrics. A
consistent approach appropriate to the level of abstraction is required either in terms
of extracting a functional representation from the SysML model or in setting up
front how the SysML functional representation should be described.

As per the MITRE MAE process, a functional model must be annotated with
critical cyber assets that will be evaluated for vulnerabilities and potential attack
surfaces. These assets can be logical or structural. For example, the signaling
in a communication system, the parameters of a controller, and a GPS receiver
device are examples of critical cyber assets. Assets are modeled as nodes in the
functional model connected to specific functions or information objects. Also,
system’s missions must be linked to the key functions in the functional model that
fulfill them. Missions are also modeled as nodes in the functional model connected
to specific functions.

Figure 6.5 shows a notional functional model for a navy ship chilled water
distribution system presented earlier where functions are represented by ovals,
assets by rectangles, and missions by diamonds. Consider two electrically powered,
water cooled “Radar 1” and “Radar 2” assets which provide a redundant capability
for the “Identify Airborne Threats” mission. Both radars have associated attributes
that represent their thermal state (current temperature) and the electrical power
provided to the unit and are linked to the “Radar Operation” function. Notice that
the “Identify Airborne Threats” mission can only be realized if the thermal state
of the radar load is below a certain specified temperature to prevent overheating,
and if sufficient electrical power is provided to the load. At this level of abstraction,
the redundancy of the function is represented by the number of assets associated to
a given function and how the function attributes combine their assets using AND,
OR, and XOR operators. For example, the “Operate Radar” function has an OR
attribute (not visible in the figure) and thus to operate requires the asset “Radar 1”
OR “Radar 2” operating. Similarly, the “Navigate” function is fulfilled if and only
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Fig. 6.5 Functional model with capability of identifying airborne threats using radars as loads

if the “GPS Receiver” OR “Inertial Navigation System” assets are available. By
default, functions have AND-semantics.

6.4.1 Functional Modeling of Attacks and Countermeasures
in Libraries

Threats to a CPS in the form of attacks and the design patterns intended to
augment the original system to imbue it with secure, dependable ability to perform
its function(s) are also abstractions. This means that attacks reduce or disable
functionality, and countermeasures increase or enable functionality. Modeling the
original system together with these abstractions as a directed graph supportive of
simulation will reveal important behavioral dynamics across the CPS, threat, and
protection elements. The original system components, functional representation,
and assets critical to realizing those functions will derive from existing MBSE
system component models, functional architectures, and activity and/or N2 dia-
grams. However, graph theoretic measures based on aggregate statistics alone do
not adequately characterize a system in terms of its throughput, performance, and
vulnerabilities. Networks may have identical degree distributions, for example, and
yet also have fundamentally different structures functional performance [28]. Key
to the ability of a directed graph to elucidate CPS relationships and performance
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behaviors will be its amenability to dynamic simulation (i.e., dynamic processes on
graphs).

For this approach to be efficient and scalable, it requires a method to effectively
extract necessary system threat and protection information from the respective
MBSE or attack tree structures in a way that enables repeatable, automated genera-
tion of a graph structure with the correct functional specification and relationships.
Semantic descriptions from each entity type (cyber system functional component or
asset, protection pattern functional capability or asset, threat functional capability)
to be included in the graphical model with respect to entity class, relationships with
other entities of any class, and type of relationship (e.g., logical flow, information
flow, and causal dependency) provide the basis for automatic extraction using
various tools or query-based languages.

One approach to creating a graph that represents the complete ecosystem of
system-attacks-countermeasures attaches attacks and countermeasures to the func-
tional model based on a specified pattern. A general graph-based representation for
CPS functional models, cyber-attack patterns, attack graphs, and countermeasures in
the form of defense function patterns makes it possible to employ a common graph
rewriting (transformation) technique [29–32] to perform modifications on the model
for two purposes: (1) identifying vulnerable parts of the model and adding individual
or complex cyber-attack patterns that target them, and (2) adding countermeasures
in the form of defense function patterns in order to neutralize these attacks.

The goal is to create a complete ecosystem model comprised of the original
(unprotected) CPS, the threat functional capabilities and attack vectors revealing the
critical cyber assets they will target, and the security functional architecture via one
or more security design patterns showing how (functional capabilities) and where
(cyber assets or threat assets) they will be applied. Such an ecosystem model is
contextual with respect to the threat and protection spaces. In its final, directed graph
form, nodes will represent the functional capabilities and their critical cyber assets,
while edges (links between nodes) will represent a logical flow, information flow,
or causal connectivity. Both direct and indirect connections can be consequential,
together producing cascading effects in the event of a disruption.

6.4.2 Attack Models

There are various types of adversary attacks possible against the functional elements
of a system that can interfere with the intended flow (and therefore capability) [13,
14]. In the static sense, these attacks can be either active or inactive, and can disable
the corresponding function in the functional model to which they are attached. In
the dynamic sense, these attacks are active or inactive over specific periods of time.
The five primary types of attacks on system function are listed in Table 6.2 and their
equations suitable for mathematical simulation are described in [14].
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6.4.3 Countermeasure Models

Countermeasures are required to augment the initial designs of CPS to counteract
the static and dynamic effects of attacks against system functions. These counter-
measures may be thought of as protection patterns, also representable as functional
nodes and edges that preferentially attach to the relevant original CPS functional
graph nodes. Countermeasures are implementation dependent, that is, they require
an understanding of likely or most significant attack vectors and intended system
function as designed.

Scalability and generalization across different CPS require developing a library
of countermeasures and their corresponding graph patterns from which a systems
engineer can draw and augment the CPS-attack pattern graph to complete the
ecosystem perspective. One approach to effective selection of the appropriate
security protection patterns for a given attack pattern is to create a mapping between
these pattern groups in the form of a bipartite graph that a user may modify
as requirements evolve. Table 6.3 provided a listing of example countermeasure
models that may be transformed into graph protection patterns at the appropriate
level of abstraction for a given problem. While effects of attack–countermeasure
interactions cannot be directly assessed with respect to cost at this level of
abstraction, residual risk analyses already common in most attack graph tools can
help evaluate relative cost and likelihood functions that assist with ranking attack
and countermeasure patterns via multi-attribute or qualify function deployment
(QFD).

6.4.4 Generation of Cyber-Physical Attack Environments

Initial requirements documentation and functional models are useful but incomplete.
The requirements modeling starts with these artifacts, but one cannot trade maximal
attack coverage and minimal requirements without baselining a cyber risk assess-
ment process that relates risk of cyber “failures” to appropriate mission threads. The
combination of STPA and tree analysis discussed earlier begins the process.

Attack graph analysis [33, 34] extends and partially automates the manually
generated attack trees described earlier, and is the most widely accepted method to
assess how an attacker can gain access to these cyber assets and how that can be used
to exploit the system functions. In this section we use the attack graph formalism
to represent plausible attacks in the form of functional graphs. The process captures
the definition of cyber assets in terms of system functions as well as the attack
graph analysis that explores the dependent functions that can be exploited by the
attack. Future maturation of this process should include the consideration of threat
parameters as additional functions to be captured in the decomposition process.
This allows the traditional systems engineering capability/gap analyses to include
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Fig. 6.6 Generated attack graph

functions and requirements that address the cyber threat parameters as inherent to
the system functional design, not just as component of the mission design.

The use of functional models for representing a high-level system view allows
automatic generation of attack graphs from functional system models. The gener-
ated attack graphs model coordinated attacks which target the system’s mission. The
attack surfaces that are exploited by these attacks are system functions and assets
for which there are corresponding cyber-attack patterns in the library. This approach
is extensible to new kinds of individual attacks and is able to generate complex
attack graphs for coordinated attacks that specifically target any system mission
in the model. In turn, this methodology allows the attack model to be accurate in
pinpointing the mission-critical portions of the system.

Figure 6.6 shows a generated attack graph that targets the “Identify Airborne
Threats” mission of the previously described navy use case. The attack graph is
generated by traversing the functional model starting from the mission node and
creating attack nodes and edges that correspond to the visited structure in the
functional model. The process ends at functions or assets that are directly vulnerable
to a CAP in the library, for which the specific individual attack is instantiated (filled
nodes in the figure) and linked to the vulnerable node. In this example, the mission
can be disrupted by affecting the system functions that are required for the proper
operation of the loads: the cold and hot water distribution and the electrical power.
The first two functions can be disrupted if the control system itself is compromised,
which can be done by attacking the signals and parameters of the controller. The
electrical power system can also be attacked directly. These cyber-attack patterns
are selected from a library, and the method shows how the functional model may be
traversed in order to generate attack nodes that target the capabilities of the system,
represented as critical cyber assets.

Statically, these attack graphs employ OR-semantics by default, meaning that
any successful child attack causes its parent attack to be successful. Regarding
temporal semantics, the model of attack graphs is non-deterministic. Generalizing
with respect to Boolean (AND/OR/XOR) and temporal (SEQUENCE, BEFORE,
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Fig. 6.7 Attacked functional model

AFTER) operators used in current variations of attack graphs and graphs [35], the
attack graphs capture all possible interactions between the attack nodes, where the
attack nodes can activate and deactivate non-deterministically over time. Thus, the
attack graph semantics represent all possible behaviors of the coordinated attack
over the targeted functions of the system, including any specifically modeled attack
using temporal operators. This makes the approach more general and provides a
more complete coverage of coordinated attacks, by using a dynamic model that
tries all possible combinations of attacks.

The generated attack graph information can now be introduced into the functional
model using the graph rewriting mechanism described earlier, producing the
attacked functional model shown in Fig. 6.7. (For simplification, the intermediate
attack nodes are omitted.) The figure illustrates that the new function aiming to
disrupt the critical cyber asset is not affecting the asset directly, but rather indirectly
through the functional dependency graph. The chosen points of attack correspond
to those functions that are directly targetable through cyber-attack patterns found in
the library. The attack functions have a set of possible attacker modes (not shown
in the figure) as defined in the attack library. The attack graph model is linked to
the functional model with the new attack function, and the attack graph analysis
parameters can be maintained for multi-attribute tradeoff analyses.
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6.4.5 Model Transformation Using Cyber Defense Functional
Patterns

With a good understanding of the functional model, cyber-attack patterns, and
the cyber assets to be protected, the complete functional representation of these
dimensions may be transformed into a directed graph for further analysis. The model
transformation process applies predefined protection patterns—in the form of graph
rewriting rules—to the attacked functional model of the system. The morphological
approach can be thought of a systematic “patching” of cybersecurity holes in the
system’s conceptual design. This will allow system engineers to “maximize attack
space coverage” while “minimizing number of requirements.”

There are three specific challenges with respect to model transformation:

1. How to effectively connect a functional model of a given threat vector to the
original system functional model representation we start with?

2. How to effectively connect the cybersecurity functional model associated with
our protection pattern with the system-threat intermediate functional representa-
tion?

3. How to connect the functional representations across the full functional represen-
tation of attack–countermeasure interactions in a way that produces meaningful
consequences within the model when executed upon—did our protection pattern
implementation work or not?

A key aspect of (1) and (2) above will be to automatically extract semantic
descriptions from each entity type (cyber system functional component or asset,
protection pattern functional capability or asset, and threat functional capability)
that will be included in the graphical model with respect to entity class, relation-
ships with other entities of any class, and type of relationship (i.e., logical flow,
information flow, and causal dependency). With these characteristics derived from
the aforementioned functional model extracted from the system description, attack
graphs (including temporal), and a library of cyber defense functional patterns,
this will serve as the basis for a repeatable, directly executable model modification
approach.

6.4.6 Countermeasure Analysis

The model transformation technique of graph rewriting can be applied to attacked
functional models, thereby adding protection patterns that mitigate or neutralize the
cyber-attack patterns. The outcome of this step is a “cyber-protected system model.”
A semantic mapping of security design patterns can be extracted with respect to
(a) their functional capabilities, (b) the cyber assets they require to achieve their
functional capabilities, (c) the critical cyber assets and/or functions they will protect,
and potentially, if applicable, and (d) the specific threat functional capabilities
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Fig. 6.8 Cyber-protected functional model

and/or threat cyber assets they are designed to detect or counter through direct
connective action. An example of a protected functional model based on our navy
chill water system use case is shown in Fig. 6.8. Here, protection patterns are linked
to target design patterns in order to neutralize the threat functions associated with
the attacked functional model.

Techniques relevant to simulating dynamic processes on graphs may then be
used to assign various properties to the nodes and edges of the final graph that
will demonstrate the propagation of a threat impact and security impact, the latter
of which may compete directly with the former. For this to be scalable, this depends
on generalizing a library of micropatterns used to assign node and edge attributes
based on their extracted semantic description from the functional models. The result
will be a single, scalable, executable methodology for dynamic simulation of cyber
system graph models applicable to the cyber-physical system problem class.

Systems engineers can analyze the model and determine the effectiveness of the
protection patterns added to the system based on the static and dynamic semantics
of the modeling formalism. The functional models explicitly show dependencies
between system functions, assets, and missions, and link these via AND-semantics,
resulting in the assumption that all child functions are needed in order to realize
the parent function. The addition of OR and XOR nodes is allowed in order
to express different kinds of semantics for function dependencies, e.g., alternate
or redundant functions. In contrast to attack graphs, functional models exhibit
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deterministic temporal semantics. All basic functions are active unless targeted by
an active cyber attack, and higher-level functions activate or deactivate based on
their logical dependencies. On the other hand, countermeasure models are defined
in the protection pattern library to provide different methods to protect asset nodes
and functions against attacks. Consequently, they employ static OR-semantics, such
that a parent countermeasure function can be realized through any one of its child
functions. Likewise, AND or XOR nodes can used in order to express different kinds
of relationships between countermeasure functions.

The logical relations between nodes in the functional model (system functions,
assets, missions, attacks, and countermeasures) enable analysis of the effectiveness
of countermeasures against attacks both statically and dynamically. In a static
analysis, the non-deterministic semantics of attack graphs can be used to compute all
possible attack situations of coordinated attacks, even combining multiple individual
and coordinated attacks at once. In all computed situations, effectiveness of the
cyber protection functionality can be assessed by evaluating the realization of the
mission objectives (represented by mission nodes). If situations can be identified
where the system is not properly protected, then the cyber protection functionality
needs to be improved. Also, multiple alternate protection strategies can be evaluated
and compared in this manner, allowing the system to select those successful
strategies with the least amount of required functionality.

This process has the potential to define a protection strategy for any class of
threat, at any level of the system. The selection of a protection function, or cyber
protection pattern, will in turn determine the requirements. The classes of threat
covered will be based on both the understanding of the threat tactics, techniques,
and procedures (TTPs) and the availability and cost function associated with various
design patterns. “Protect against many classes of threats” would be a requirement
evaluated through multi-attribute tradespace analyses methods.

In addition to the purely static analysis, it is possible to achieve greater accuracy
by performing an analysis of the system’s dynamic behavior. Relating to the notion
of security for CPS, the dynamic problem is to determine if the functional state
space of the original CPS system is preserved when attack patterns and protection
patterns have combined to create a new, expanded functional structure. This requires
node and edge functional/property motifs that make the ecosystem graph executable
and meaningful with respect to evaluating the preservation of the functional state
space. These motifs should be detailed enough to produce the needed overall system
behavior but generalizable enough by type to be reusable and allow us to produce
similarly executable graphs at much greater scale. Unlike the random or statistically
generated graphs studies in other fields, we must develop techniques best suited and
modifiable for simulating the impacts of highly correlated threats and protection
implementations on functional capabilities of a system. This research task will
develop ways to specify parameters in our graphical model that, when executed
via discrete simulation, produce “consequences” most relevant and meaningful to
the CPS security problem.

A key lesson from the science fields mentioned previously is that different
graph topologies radically alter the dynamics possible. Different graph topologies
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may analogously alter the effectiveness of establishing security for a system under
threat(s). The difficulty in modeling CPS is the number of different node types
or classes more so than the number of nodes. To make executable models of
CPS scalable, motifs, algorithmic representations that represent the behaviors and
decision processes of each distinct class, will be required for reuse across different
problems. Various graph properties may be assigned in ways that capture dynamic
impact to best represent the problem, specifically node and/or edge state descriptions
and weights. These techniques will, together with the graph’s final structure, govern
the spreading dynamics of the impact of the threat(s) and security implementation(s)
and, consequently, the final state of the cyber system’s functional capability. Rules
governing node and edge states will derive from the node or edge type (i.e., node
class) and relational nodes defined by a Markov blanket [36]. A key aspect of the
work will be to simplify the relational state rules as much as possible to still reflect
an abstraction of the contextual cyber system behavior over time.

6.5 Assurance Test and Evaluation

Assurance testing within the software community has been a long-standing disci-
pline. In software, assurance cases have been developed to reason and communicate
the trustworthiness of systems as well as the development of policy to assess the
impact of security issues on safety regulation and the impact of cybersecurity.

Design assurance in engineering has sought to establish a sufficient, foundational
set of design assurance requirements and processes that are analogous to product
quality assurance. Aerospace in 2009 released a document that illustrated a cross-
discipline, multi-company team named Design Assurance Topic Team that worked
to formulate a risk-based design assurance process flow. The flow was to then serve
as a roadmap for aerospace programs’ design assurance activities [37]. In 1974,
Caslake submitted a paper on the update to the Standards development in the quality
assurance area by IEEE Nuclear Power Engineering Committee (IEEE/NPEC) [38].

With the onset of interconnectivity among devices, the boom of the IoT, and
development of CPS, there was an increase in scrutiny of quality assurance in both
hardware and software and the development of network assurance, which does differ
from the software assurance community. In 1991, the proposed workstations with
a shared computer/simulated environment were explored, and a key attribute was
the delivery of better-quality assurance for hardware and software design with a
more integrated, concurrent approach [39]. The networked reliability also had to be
present through secure solutions. IT network assurance has grown into a discipline
and is recognized for quantifying risk from an IT network perspective. It is the
engineering process of formal verification, which specifically contrasts with design
testing.

Embedded security and cyber-assurance also became clear disciplines and engi-
neering processes. Embedded security is not a new concept, and has, in fact, been
exhausted for engineered systems such as the IoT. Cyber-assurance is the justified
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confidence that networked systems are adequately secure to meet operational needs,
even in the presence of attacks, failures, accidents, and unexpected events [40].
The internet-of-things (IoT) has the fundamental need and concept of embedded
security. There are several tests and evaluations that have been developed to
obtain embedded security and cyber-assurance. In fact, as discussed by Brooks,
cyber-assurance concepts will have to include embedded security solutions, and
information assurance for IoT networks to be resilient with confidence [41].

While all these are important to address in the components, the more holistic
picture is still needed to address the challenges and opportunities in system assur-
ance in the design for CPS, and therefore, the test and evaluation of such. System
assurance should ensure that the system meets its functional and performance
requirements, verify the ability of the system to perform at the limits of its design,
verify that all configuration items/modules work correctly with each other, and
design specifications for input, processing, and output are met. It should also
ensure compatibility of the software, hardware, and documentation. Several areas of
research attempt to argue system assurance through thorough model-based testing,
architectures, and system synthesis of the implementation of the CPS [42].

Attack vectors use specific features or design elements of CPS to their advantages
and are unparalleled in the traditional IT, and conventional computer security
techniques are not able to address CPS. Due to the nature of complexity within
these systems, a variety of guidelines and standards have been developed for the
design of reliable CPS. For instance, the DO-178C was created by the authorities
of FAA, EASA, and Transport Canada for commercial airborne software, which
defined design assurance levels (DALs) as: catastrophic, hazardous, major, minor,
and no safety effect. Each level defines a set of objectives to be satisfied and requires
document traceability between the certification artifacts [43]. Specifically, during
the last two decades, new standards have been defined to enable the development
of safety-critical systems, including CPS, and have advocated for model-based
development approaches.

6.5.1 Model-Based Assurance for Test and Evaluation

Hughues and Delange explore model-based design and automated validation of
differing aircraft architectures using the Architecture Analysis and Design Language
(AADL). In the research, model-based assurance is pursued through leveraging
AADL language to capture the system architecture [44]. The system architecture
captured is processed and validated against the system requirements; however, the
team found it challenging to analyze due to the large quantity of inter-dependent
results. Therefore, the team extended the analysis tool and auto-generated an
assurance case from the validation results. This, in turn, shows the interdependencies
of each requirement using a hierarchical notation and details which are not enforced.

In 2016, authors from Carnegie Mellon University proposed utilizing Mod-
elPlex, a method ensuring that verification results about models, to apply to
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CPS implementation, utilized as a method of formal verification and validation
[45]. ModelPlex, according the authors, provides correctness guarantees for CPS
executions at runtime: combining offline verification of CPS models with runtime
validation of system executions for compliance with the model, and then initiates
provably safe fallback actions. The team also developed a systematic technique
to synthesize provably correct monitors automatically that form CPS proofs in
differential dynamic logic by a correct-by-construction approach. The ModelPlex
is a principle to build and verify high-assurance controllers for safety-critical com-
puterized systems that interact physically to their environment, and also monitors
relate states. The states are semantic objects and cannot be represented precisely in
a program, but the research team developed a systematic logical characterization as
syntactic expressions for the relations to monitor the conditions through computable
programs.

Researchers designed and implemented a novel intrusion detection and response
scheme to test, evaluate, and detect malicious anomalies that threaten unmanned
aerial vehicle (UAV) networks [46]. They propose detection and response tech-
niques to monitor the UAV behaviors and categorize them into the appropriate
list (normal, abnormal, suspect, and malicious) according to the detected cyber
attack. The team only focused on the most lethal cyber attacks that can target a
UAV network, which are false information dissemination, CPS spoofing, jamming,
and black hole and gray hole attacks. The hierarchical scheme relies on two
mechanisms: an intrusion detection mechanism running at the UAV node level and
an intrusion response mechanism running at the ground station level. The research
team analyzed the performance of the scheme using NS-3, and the proposed
hierarchical intrusion detection and response scheme demonstrated a high-level of
security with high detection rate (more than 93%) and low false positive rate (less
than 3%).

Another rising schema for identification of failures and attacks has been merging
differing models that will assist in system assurance in the design of resilient
CPS. For instance, the six-step model was created for CPS safety and security
analysis, which incorporates six hierarchies of CPS. The six hierarchies include
functions, structure, failures, safety countermeasures, cyber attacks, and security
countermeasures. Relationship matrices are used to identify the interrelationships
between hierarchies and determine the effect of failures and cyber attacks on CPSs.
The SSM is based on two previously developed approaches: GTST-MLD and the
three-step model, established in 1999 and 2009, respectively [47, 48]. Research on
an approach for integrating six-step model (SSM) with informational flow diagrams
(IFDs) was proposed in 2017 since SSM, while useful for modeling CPS safety
and security, lacks guidance for identification of failures and attacks and selecting
adequate countermeasures [49]. IFDs are behavioral diagrams used for information
flow modeling and have been used for complex CPS safety analysis. While IFDs
were used for CPS confidentiality analysis, for instance, Akella et al. proposed
a formal method that expressed the information flow security semantics in CPS
[50], Sabaliauskaite proposed an extended IFD by converting connections into
information flows and adding flow direction, content, and transmission frequency.



174 T. A. McDermott et al.

The IFDs could be used for designing security countermeasures to achieve required
level of security as well, especially since the SSM step 6 often requires use of
additional information flows. While this strategy for comprehensive analysis of CPS
safety and security can provide guidance for identifying possible failures and cyber
attacks as well as selecting safety and security countermeasures, the applicability of
the approach is only expanded upon using one example.

6.5.2 Formal Methods Transfer to CPS

Rapid integration is currently going on between the formal methods community
and the control engineering community. The ERATO MMSD project, initiated in
2016 and proposed through 2022, funded by Japan Science and Technology Agency
(JST) aims at enhanced quality assurance measures for CPS, and to contribute by
taking a unique mathematical strategy to bridging gaps through finding a meta-level
theory by transferring formal methods for quality assurance originally developed
for software to quality assurance of the CPS in modern-day industry [51]. The
researchers provide a list of concrete challenges that one is likely to encounter when
solely following the V-model for software requirements. Some being the cost of
hardware testing/simulation, correctness of designs and requirements, management
of those designs and requirements, and optimization of complex systems. While
these challenges are already present in computer system, and formal methods have
already been developed to aid on the verification, synthesis, and specification, there
are still challenges in the broader discipline of CPS. The methodology aims to
provide a meta-mathematical transfer through nonstandard transfer from discrete
to continuous/hybrid and from automata to coalgebras to move formal methods to
heterogeneity. This includes coalgebraic model checking that unifies qualitative and
quantitative aspects, quantitative semantics for enhanced expressivity, simulation
and bi-simulation notions, compositionality, and collaboration and integration with
control theory and robotics.

Several methodologies and frameworks have been proposed for system assurance
test and evaluation in the design of resilient CPS. The amount of research into
rigorous design of CPS has extensively increased over the past decade; however,
a consistent and efficient model of the integration of the cyber and physical with
the right level of fidelity for system design in its totality is still being researched
[52]. The research states that we are far from reaching the desired degree of domain
integration for the state-of-the-art CPS design. The authors believe that there is still
the problem of writing “faithful and consistent models from networks of physical
components.” The paper attempted to perform a fair assessment for the CPS design
and concluded that there exist some basic theoretical difficulties to be overcome
by proposing methodologies adequately combining tool automation and designer
ingenuity [52].



6 System Assurance in the Design of Resilient Cyber-Physical Systems 175

6.6 Summary

New approaches to address cybersecurity in development and operational use of
CPS are an obvious concern and priority across many domains. Model-based
approaches to requirements, design, and evaluation, especially those that can lead
to use in the assurance process, must account for the complex interactions between
threats, well-intended countermeasure patterns, and the resultant system behaviors
that may or may not be what was intended. The overarching goal is to create methods
that link to existing processes and answer how well the original functional capabili-
ties of the cyber are preserved in the face of the threat(s) given the augmentation with
the security design pattern(s). A dynamic graphical model will permit exploration
and understanding of the structure–function relationships inherent in this ecosystem
that produce those outcomes and link security choices to a trade-based decision
process relating cost and level of security success. Additionally, such an approach
provides the structure to visibly or quantifiably reveal the inherent diseconomies of
scale that can result from overprotection.

The same functional model building activity dedicated to the analysis of counter-
measure pattern effectiveness can also be used to build a test framework, essentially
a separate functional harness that can be attached to portions of the functional
model. Here, specific attack patterns are replaced by actual test functions (fuzzers)
that evaluate vulnerabilities of the system. Threat patterns can be evaluated by
test inputs that actually propagate through the system, and the test framework can
simulate multiple attack inputs. In contrast to the system view, current methods
typically test only one software component at a time. While this will not sufficiently
address the inherent complexity of the system, it may provide a foundation from
which the community can gradually build libraries of more complex system tests.
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Chapter 7
Optimal Design of Distributed
Controllers for Large-Scale
Cyber-Physical Systems

Amer Mešanović, Xiaofan Wu, Simone Schuler, Ulrich Münz, Florian Dörfler,
and Rolf Findeisen

7.1 Introduction

Cyber-Physical Systems (CPSs), such as power systems, can have thousands of
components and span large geographical areas, e.g., the whole of Europe, or the
western interconnection in the USA. Modern life as we know it today strongly
depends on such systems, and they are critical for the operation of many other
systems like transportation systems, factories, hospitals, etc. Centralized control of
large power systems is impractical and challenging due to the need for fast and
reliable communication between all components, possibly located far from each
other. Additionally, a centralized entity would need to be trusted by all participants,
thereby raising privacy concerns. Due to reliance on the centralized controller,
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achieving satisfying robustness is also a challenge. Consequently, various dis-
tributed control methods are developed, which can cope with such large distributed
systems.

We specifically focus on the control of frequency oscillations in power systems
in the frequency range of 0.5–10 Hz between groups of power plants, which can
occur across large distances. Sufficient damping of these oscillations is necessary
for power system stability, resilience, as well as optimal operation [1]. Power oscil-
lations in power systems result from a complex interplay between heterogeneous
machine dynamics, sparsely connected grid topologies, and large inter-area power
transfers [1, 2]. They are currently handled by special controllers, so-called Power
System Stabilizers (PSSs). PSSs are local controllers, present in some power plants
to improve Power Oscillation Damping (POD). Currently in practice, PSSs are tuned
manually, without directly considering other power plants in the system. The process
of tuning is iterative and can last up to several months for a single PSS. Typically,
it is done during installation and not adapted until a problem in the system occurs.
Such manual tuning is successful as long as the network and power plants do not
change. Minor variations are present due to periodic load fluctuations, which are
predictable.

This is challenged by the increasing amount of renewable, “low-inertia” gen-
eration [3], leading to large fluctuations in power systems operation. Depending
on the weather conditions, renewable generation changes constantly and will shift
geographically across different areas. Furthermore, if the weather conditions are not
suitable for renewable generation, the percentage of conventional generation will
need to be increased. The constantly shifting mixture of renewable and conventional
generation leads to time-varying oscillatory modes in the system [4, 5]. If not
handled accordingly, the PSSs, which are tuned today for fixed oscillatory modes,
may become less and less effective, and the risk of a blackout increases [6]. Thus,
new control and operation methods are necessary in order to improve the robustness
of electric power systems.

Existing analysis and control methods of inter-area oscillations are based on the
different modal approaches. Typical methods are H∞ optimization, H2 optimiza-
tion, and pole placement for controller synthesis, see, e.g., [7–12]. Other approaches
are sensitivity analysis [13–15], sliding mode controller design [16], the use of
reference models [17], coordinated switching controllers [18], genetic algorithms
based tuning [19], and model predictive control [20]. An overview of different
methods for power oscillation damping can, for example, be found in [21].

We focus on three approaches using H∞ and H2 distributed controller synthesis
for POD in power systems and compare their performance and resulting controller
interconnections. Note that there are many other approaches for this purpose;
however, they cannot be included due to length limitations. The first approach [22]
is based on H∞ optimization to tune the parameters of existing local structured
controllers to the current system state, i.e., the local controllers do not exchange
information. The second [23–26] and third approach [27] allow for communication
between the controllers by introducing wide-area state-feedback controllers to the
system which are designed using H2 and H∞ optimization. They enable the
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consideration of the trade-off between system performance and sparsity of the
required communication links for the control scheme.

The remainder of the chapter is organized as follows: first we introduce the
considered distributed control structures for large CPS in Sect. 7.2, followed by a
review of H∞ and H2 norms in Sect. 7.3. Section 7.4 outlines the three approaches
for distributed controller synthesis. Finally, the considered power system models
are outlined in Sect. 7.5. The three approaches are then applied and compared on an
exemplary power system in Sect. 7.6, before summarizing the chapter in Sect. 7.7.

7.2 Control Architectures in Large-Scale Cyber-Physical
Systems

We first introduce an abstract representation of the considered control problem. This
will be refined for power systems in Sect. 7.5. We consider linear time-invariant
systems H(s) consisting of Ns physical interconnected subsystems Si . The model
of the ith subsystem is given by

Si : ẋi = Aii(Kt i )xi +
Ns∑

j=1,
j �=i

Aij (Kt i , Ktj )xj + Bwi(Kt i )w+ Bui(Kt i )ui

(7.1a)

yi = Cixi +Dwiwi +Duiui , (7.1b)

where xi denotes the state vector of the ith subsystem, w is the disturbance input
vector acting on all subsystems through the physical interconnection, ui are the
control inputs of the ith subsystem, and yi is the performance output of the
ith subsystem. We consider that the subsystems already possess local structured
controllers, i.e., local controllers with a specified structure and which only exploit
local measurements. While the structure is fixed, the parameters of these controllers
can be tuned, and the vector of tunable controller parameters is denoted with
Kt i , leading to parameter-dependent state matrices Aii(Kt i ). The interconnection
matrices Aij (Kt i , Ktj ) between Si and Sj are, in general, functions of the local
controller parameter vectors Kt i and Ktj . Note that the Aij (Kt i , Ktj ) are not
necessarily zero or sparse matrices, leading to possibly many interconnections
between the subsystems. Figure 7.1a shows an exemplary structure of the described
system consisting of three subsystems S1, S2, and S3. Combining the equations from
each subsystem, one obtains the model of the whole system

ẋ = A(Kt )x+ Bw(Kt )w+ Bu(Kt )u (7.2a)

y = Cx+Dww+Duu. (7.2b)
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Fig. 7.1 Considered control architectures with different levels of decentralization. Solid lines
between the systems refer to physical links. Dashed lines are communication links. (a) Decen-
tralized control with sole local structured controllers. (b) Fully centralized static control with
local control. (c) Partially decentralized (distributed) static control with local control. (d) Fully
decentralized static control with local control

Distributed control of system (7.2) can be separated into several levels of
decentralization. We explore these levels on the example of static state-feedback
controller synthesis for the control input u, i.e., only static controllers are introduced
to the system. These controllers do not have any internal states, and take as input the
state vector of the system x, whereas the output of the controller is the control input
vector to the system u given by

u =
(

uT
1 ... uT

Ns

)T = K
(

xT
1 ... xT

Ns

)T = K x, (7.3)

where K ∈ R
nu×nx is the distributed controller gain matrix, nu is the number of

controller inputs, and nx is the total number of system states. Thereby, we use the
calligraphic K to denote the gain matrix for distributed control, and the boldface K
to denote the parameter vector of local controllers. The term “static” originates from
the fact that K is a real-valued matrix, and not, e.g., a transfer matrix with internal
states. Centralized controller synthesis using the local control inputs ui is shown
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in Fig. 7.1b. One obtains a centralized controller which uses the states from all
subsystems to calculate the control input for all subsystems, i.e., ui =∑NS

i=1 Kij xj ,
where Kij is the appropriate sub-matrix of K . If one wants to reduce the number
of necessary communication links between the subsystems, it is desirable to SET
some of the matrices Kij to zero. In this way, the technical requirements for the
realization of such a control law, in terms of required communication links, are
lowered, c.f. Fig. 7.1c. Such sparse and communication-based controllers are often
referred to as distributed controllers. In the limit, all off-diagonal elements Kij , with
i �= j , become zero, and one obtains a fully decentralized control law, as illustrated
in Fig. 7.1d combining local controllers consisting of Kt i and Kii . To summarize,
a distributed system can have decentralization levels ranging from fully distributed
control, as shown in Fig. 7.1a, d, various levels of partially distributed control, as
shown in Fig. 7.1c, to a fully centralized control solution, as shown in Fig. 7.1b.

The question arises, however, how the elements [K ]ij of the distributed
controller K should be chosen and which should be set to zero to achieve a desired
performance with reduced communication. In general, this is a challenging problem.
Two methods presented in Sects. 7.4.2 and 7.4.3 give a (sub)optimal answer to this
question. We also improve the system performance by tuning only the parameters
of existing local controllers of the subsystems Kt i . For this purpose, the method in
Sect. 7.4.1 is introduced and all three methods are evaluated in Sect. 7.6.

7.3 Norms of Linear Systems

In order to objectively compare different methods for controller synthesis, we first
need numerical performance metrics which can be used as a minimization objective.
The methods presented subsequently in Sect. 7.4 minimize either the H∞ or the H2
norm of a linear system. For this reason, we briefly revise the definition of these two
norms on the linear time-invariant (LTI) system H defined as

H :
{
ẋ = AH x + BH w

y = CH x +DH w
, (7.4)

and H(s) = C(sI − A)−1B +D.
The H∞ norm of a linear system is defined as the maximal amplification of

amplitude of any harmonic input signal in any output direction. Thus, minimizing
the H∞ norm minimizes the amplitude amplification of all oscillation frequencies
after, e.g., a load step. Other interpretations of the H∞ norm for LTI systems are
that it represents the L2-gain or the power-gain of the system. It is defined as [28]

‖H(s)‖∞ = sup
ω∈R

σ (H(jω)) , (7.5)
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where σ (H(jω)) is the largest singular value of the transfer matrix H(jω) for a
given frequency ω. The so-called bounded real lemma provides a useful tool for the
determination of the H∞ norm of linear systems.

Lemma 7.1 ([29]) Consider the continuous-time transfer function H(s). The fol-
lowing statements are equivalent:

• The system H(s) is asymptotically stable and ‖H(s)‖∞ < γ .
• There exists a symmetric positive definite solution P � 0 to the linear matrix

inequality (LMI)

⎛
⎝

AT
H P + PAH PBH CT

H

BT
H P −γ I DT

H

CH DH −γ I

⎞
⎠ ≺ 0, (7.6)

where ≺ and � are used to denote the negative- and positive-definiteness of a
matrix, respectively.

The H2 norm is the second considered cost function for oscillation damping.
One interpretation of the H2 norm is that it represents the total output energy of the
system response after an impulse in the input. Another interpretation is that the H2
represents the amplification of white stochastic disturbances from the input to the
output. The H2 norm of a linear system is defined as

‖H(jω)‖2 =
√∫ ∞
−∞

trace (H(jω)∗H(jω)) dω =
√

trace(BT
H PBH ), (7.7)

where P is the observability Gramian of H, see [28]. A more detailed discussion
about the use of the H2 norm, and its use in power systems, can be found in [23, 28].

In case of single-input single-output (SISO) systems, the H∞ norm is the maxi-
mum of the system Bode magnitude plot, i.e., the maximal amplitude amplification,
and the H2 norm graphically represents the area underneath the Bode magnitude
plot.

7.4 Distributed Controller Design Methods
for Large-Scale CPS

This section describes three optimal design methods for distributed controllers,
which are based on H∞ and H2 optimal control synthesis.

The first method, presented in [22], minimizes the H∞ norm of a linear system
by tuning the parameters of structured local controllers. This corresponds to tuning
the parameters Kt i in Fig. 7.1a. With this method, no new controllers are added to
the system, only the existing local controllers are used more efficiently. We call
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this method “structured H∞ controller synthesis of local controllers” subsequently
(SHinf), and it is described in more detail in Sect. 7.4.1.

The second [23] and third [27] method introduce an additional higher-level
control layer. They use H2 and H∞ controller synthesis methods to design
optimal static and distributed state-feedback controllers. This additional control
layer requires fast communication of all system states to the controller, see Fig. 7.1b.
This can be challenging in large CPSs, such as power systems, because fast, reliable,
and time-synchronized communication across large distances is needed. In order to
minimize the dependency on fast communication, these methods also minimize the
number of communication links necessary for the state feedback. Depending on
the desired performance, they achieve a control architecture similar to the one in
Fig. 7.1c, or a fully decentralized architecture as in Fig. 7.1d. We call these methods
subsequently “sparsity-promoting H2 controller synthesis” (SPH2), presented in
Sect. 7.4.2, and “sparsity-promoting H∞ controller synthesis” (SPHinf), presented
in Sect. 7.4.3.

7.4.1 Structured H∞ Controller Synthesis of Local Controllers
(SHinf)

This section summarizes the controller tuning method presented in [22]. This
method minimizes the H∞ norm of system (7.2) by tuning the parameters of local
structured controllers Kt i , i = 1...NS . For this method, the additional control input
u is not used, and we can reduce (7.2) to

x = A(Kt )x+ Bw(Kt )w (7.8a)

y = Cx+Dww. (7.8b)

We denote this system with H1(s, Kt ) = Dw + C (sI − A(Kt ))
−1 Bw(Kt ). We

drop the dependency on the complex variable s subsequently for notational ease
and only write H1(Kt ). The controller tuning approach considered here is based on
the bounded real lemma (Lemma 7.1). It enables us to formulate the theorem for the
solution of the controller tuning problem of existing local controllers [22].

Theorem 7.1 Given the system H1(Kt ), (7.8), and box constraints Kt,min and
Kt,max on the controller parameters Kt . Then ‖H1(Kt )‖∞ is minimized, while keep-
ing H1(Kt ) asymptotically stable, by solving the following optimization problem:

min
P∈RNst×NS ,Kt∈RNt ,γ∈R

γ (7.9a)

s.t. �(γ, Kt , Pμ) =
⎛
⎝

AT (Kt )P + PA(Kt ) PBw(Kt ) CT

BT
w(Kt )P −γ I DT

w

C Dw −γ I

⎞
⎠ ≺ 0 (7.9b)
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Kt,min ≤ Kt ≤ Kt,max (7.9c)

P = P T � 0. (7.9d)

Note that (7.9) is non-convex due to the nonlinear parameter dependency in the
system matrices A(Kt ) and Bw(Kt ), and the non-convex term (7.9b). Standard
structured controller synthesis typically only considers linear parameter dependency
with no box constraints or structural constraints on the controller parameters. The
typical synthesis problem is solved by introducing a variable substitution [29];
however, this cannot be done in this case.

We now reformulate (7.9) in order to solve it iteratively in the linear matrix
inequality framework. This is done in the μth iteration by first setting the parameter
vector Kt in (7.9) to the value from the previous iteration Kt,μ−1. In this way, we
obtain the Lyapunov matrix Pμ in the μth iteration

min
Pμ,γ

γ (7.10a)

s.t. Φ(γ, Kt,μ−1, Pμ) ≺ 0 (7.10b)

Pμ = P T
μ � 0. (7.10c)

In order to obtain Kμ, we need to fix P in (7.9) to Pμ. This is conceptually similar
to the classic D-K-iteration. However, this problem is still non-convex due to the
nonlinear parameter dependency in A(Kt ) and B(Kt ). For this reason, we linearize
A(Kt ) and B(Kt ) around the parameter vector from the previous iteration Kt,μ−1

AL(Kt ) = A(Kt,μ−1)+ ∂A(Kt )

∂Kt

∣∣∣∣
Kt,μ−1

(Kl −Kt,μ−1), (7.11)

and similarly for B(Kt ) to obtain BL(Kt ). The following convex optimization
problem results from these operations:

min
Kt,μ,γ

γ (7.12a)

s.t. ΦL(γ, Kt,μ, Pμ) ≺ 0 (7.12b)

Kt,min ≤ Kt,μ ≤ Kt,max (7.12c)
∣∣Kt,μ −Kt,μ−1

∣∣ ≤ ΔK, (7.12d)

where |.| is defined component-wise for vectors, and ML is defined as

ΦL(γ, Kt,μ, Pμ) =
⎛
⎝

AT
L(Kt )Pμ + PμAL(Kt ) PμBw,L(Kt ) CT

BT
w,L(Kt )Pμ −γ I DT

w

C Dw −γ I

⎞
⎠ .
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1: procedure SHINF(H1(Kt),Kt,0)
2: = 1
3: while stopping criteria not satisfied do
4: (P , ) ← Solution of (7.10)
5: H1L(Kt) ← Linearization of H1(Kt) around Kt, −1
6: (Kt, , ) ← Solution of (7.12)
7: ← +1
8: end while
9: return (Kt, , )
10: end procedure

m

m m

g

g

g

m

m

m

m

Fig. 7.2 Optimization algorithm for solving (7.9)

Constraint (7.12d) is added to (7.12) to define a trust region in which the lineariza-
tion accuracy is preserved by limiting how much one can move away from the
linearization point in one iteration.

Figure 7.2 presents the optimization algorithm for the iterative coordinate descent
method. The inputs are the system H1(Kt ), and the initial parameter vector Kt,0.
The iteration is repeated until a stopping criterion is satisfied, e.g., the number of
iterations reaches the specified limit, or the improvement of the H∞ norm is smaller
than the specified limit, etc. Results of the numerical evaluation for this system are
presented in Sect. 7.6.

7.4.2 Sparsity-Promoting H2 Controller Synthesis (SPH2)

This section summarizes the sparsity-promoting optimal control design method
presented in [23, 24]. This method aims to minimize the H2 norm of system (7.2) by
introducing and designing the static state-feedback controller K2 using the sparsity-
optimal control approach introduced in [24, 30]. The trade-off between sparsity and
H2 performance is achieved by tuning of a sparsity emphasis parameter. When
the sparsity emphasis parameter is set to zero, the algorithm recovers the optimal
centralized controller, as shown in Fig. 7.1b. By appropriate selection of the sparsity
emphasis parameter, control structures as shown in Fig. 7.1c, d can be obtained.
For this method, we expand system (7.2) with the static state-feedback controller
u = K2x, and we obtain

ẋ = Ax+ Bww+ Buu (7.13a)

y = Cx+Duu (7.13b)

u = K2x, (7.13c)

where it is required that the matrix Dw is zero, because otherwise the H2 norm of
the system would not be finite. We denote this system as
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H2(s) = (C +DuK2) (sI − A− BuK2)
−1 Bw.

Note that A and B are also functions of the local controller parameters Kt .
These parameters, however, are not modified with this method and we drop this
dependency in this chapter for notational convenience.

The H2 norm of H2 can be calculated with [30]

J (K2) := ‖H2(s)‖2 = trace
(
X(CT C +K T

2 DT
u DuK2)

)
, (7.14)

where X is the solution to the equation

(A+ BcK2)X +X(A+ B2K2)
T = −BwBT

w. (7.15)

A desired trade-off between the system’s performance and the sparsity of K2 is
achieved by solving the optimal control problem [30]

min
K2

J (K2)+ α‖vec(K2)‖0, (7.16)

where the notation vec(K2) creates a vector from the elements of K2 by stacking
all the columns of K2, and ‖ · ‖0 denotes the 0-norm of a vector, i.e., the number
of nonzero elements in the vector.1 The first term of the objective function is
smooth and we can use gradient-based methods to solve it. The second term of the
objective function is non-smooth and non-convex, but has an explicit solution. The
alternating direction method of multipliers (ADMM) takes advantage of different
characteristics of the two terms. To obtain a smooth cost function, the problem is
reformulated into

min
K2

J (K2)+ αg(K2). (7.17)

The regularization term in (7.17) is given by the weighted �1-norm of K2,

g(K2) :=
∑
i, j

Wij |K2ij |,

which is an effective proxy for inducing element-wise sparsity [31]. This problem is
solved iteratively with ADMM. In each iteration, the weights Wij ’s are updated
with the values of K2 from the previous iteration, see Fig. 7.3 and [31] for
details. Problem (7.17) allows the synthesis of sparse state-feedback controllers.
The sparsity level of the matrix K2 depends on the value of the sparsity emphasis
parameter α. By varying α in (7.17), we can control the sparsity level which we want
to achieve in the system. A larger value for α results in more elements of K2 being

1The formulation of (7.16) has been extended to promote block-sparsity in [24].
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1: procedure SPH2(H2)
2: = 1
3: Wi j = 1,∀i, j
4: 2,0 = dense feedback matrix
5: while stopping criteria not satisfied do
6: 2, ← solution of (1.17) via ADMM with 2, −1 as initial value.
7: Wi j ← 1/| 2, ,i j|,∀i, j
8: ← +1
9: end while

10: return ( 2, )
11: end procedure

m

m m

m m
m

m

Fig. 7.3 Optimization algorithm of the SPH2 method for solving (7.17)

set to zero, however, at the cost of a worse H2 performance. With this method, we
obtain a family of different distributed controllers with varying sparsity levels and
performance. The control designer can then select one with an appropriate sparsity-
performance trade-off.

The details of the sparsity-promoting optimal control algorithm can be found
in [23]. We will perform the numerical evaluation of the SPH2 method in Sect. 7.6.

7.4.3 Sparsity-Promoting H∞ Controller Synthesis (SPHinf)

In this section, we review the sparsity-promoting H∞ controller synthesis presented
in [27]. The objective of this method is to design a linear static feedback matrix K∞
with as many zero entries as possible. This is similar to the SPH2 method; however,
it achieves this with H∞ optimization.

We consider again system (7.2), which is extended by a static state-feedback
controller K∞

ẋ = Ax+ Bww+ Buu (7.18a)

y = Cx+Duu (7.18b)

u = K∞x. (7.18c)

Note that the matrix Dw needs to be set to zero in order for the method presented
here to be applicable to (7.2). We denote this system as

H3(s) = (C +DuK∞) (sI − A− BuK∞)−1 Bw.

The centralized controller, i.e., the K∞ matrix with all entries nonzero, shown in
Fig. 7.1b, uses all possible degrees of freedom and can be designed via convex
optimization [29]. In order to increase the sparsity of K∞, the following theorem is
presented in [27], which is also derived from Lemma 7.1.
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Theorem 7.2 ([27]) The following statements are equivalent:

• There exists a controller K∞ which asymptotically stabilizes the system (7.18),
such that the H∞ norm of (7.18) is smaller than β.

• There exist matrices P1 � 0, diagonal P2 � 0, and full block matrices L∞ and
U∞, such that

Π(P1, P2, L∞, U∞) :=

⎛
⎜⎜⎝

Δ P1Bu +DT
u LT P1Bw CT

BT
u P1 +DuL −P2 0 DT

u

BT
wP1 0 −βI 0
C Du 0 −βI

⎞
⎟⎟⎠ ≺ 0,

(7.19)

with

Δ = AT P1 + P1A− UT∞L∞ − LT∞U∞ + UT∞P2U∞.

In this case, the controller is given by

K∞ = P−1
2 L∞. (7.20)

We refer to [27] for proof of the given theorem. It gives the conditions when a
static state-feedback controller K∞ will achieve a defined H∞ performance β.
From (7.20), it follows that the sparsity pattern of K∞ is the same as the sparsity
pattern of L∞. Consequently, the theorem leads to the following optimization
problem for the sparsity improvement of K∞ under a constant performance
bound β:

min
P1,P2,L∞,U∞

‖vec(L∞)‖0 (7.21)

subject to Π(P1, P2, L∞, U∞) ≺ 0, (7.22)

where the notation vec(L∞) creates a vector from the elements of L∞ by stacking
the columns of L∞, and ‖ · ‖0 denotes the 0-norm of a vector, i.e., the number of
nonzero elements in the vector. The previous problem allows the synthesis of sparse
state-feedback controllers with a guaranteed performance bound; however, due to
the presence of the 0-norm in the cost function, it can be very challenging to solve.
In order to improve the computation time, analogously as in SPH2, the 0-norm is
relaxed into a weighted 1-norm, and we obtain the optimization problem

min
P1,P2,L∞,U∞

‖vec(M∞ ◦ L∞)‖1 (7.23)

subject to Π(P1, P2, L∞, U∞) ≺ 0, (7.24)
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where ◦ denotes the Hadamard (element-wise) product of two matrices, and M∞ =
[mij ] is a weighting matrix. If M∞ is chosen to be the element-wise inverse of
L∞ = [lij ], i.e., mij = ∞ if lij = 0, and mij = 1/|lij | otherwise, then the weighted
1-norm and the 0-norm coincide. The same reformulation is proposed in the SPH2
method as well. Since the weights depend on the solution of the optimization
problem, this cost function cannot be used to obtain a convex optimization problem.
Thus, an iterative solution, similar to the one presented for the SPH2 method, is
proposed. However, even if the weights are set to a constant value in one iteration,
the term Π in (7.24) is still non-convex, because U∞ is multiplied with other
optimization variables in Π(P1, P2, L∞, U∞).

To solve this problem, the algorithm in Fig. 7.4 is proposed which gives the
SPHinf method its final form. The small positive number ν is introduced in the
algorithm to avoid bad conditioning of the problem when l

ij
k = 0. Step 10 is

introduced because the 1-norm penalizes large values in the cost term MkL∞,k ,
resulting in a controller with small gain values. In Step 10, there is no term
which minimizes these values, and the controller obtained previously can be further
polished. With this algorithm, the problem is reduced to a series of convex linear
matrix inequality problems. The convergence of weighted optimization with the 1-
norm to a local minimum is proven [32]. However, in Fig. 7.4, the constraints are
also changed in each step of the iteration. For this reason, convergence of the SPHinf

1: procedure SPHINF(G)
2: k = 1
3: U ,1 = ,cent , where ,cent is the fully centralized controller which can be obtained

with convex optimization.
4: Choose mi j

0 and a sufficiently small number > 0. Choose > 0
5: while k ≤ kmax or not converged do
6: For fixedU ,k solve the following convex optimization problem

{P∗
1k,P

∗
2k,L

∗
,k} = argmin

P1k
0, diagonal P2k
0,L ,k

∥
∥MkL ,k

∥
∥
1 (7.25a)

s.t. (U ,k,P1k,P2k,L ,k) ≺ 0. (7.25b)

7: UpdateU ,k+1 = P∗
2k

)−1
L∗

,k and mi j
k+1 = (|li jk |+ )−1.

8: k ← k+1
9: end while
10: Solve the feasibility problem for the fixed controller structure obtained in Step 7

{P∗
1k,P

∗
2k,L

∗
,k} = argmin

P1k
0, diagonal P2k
0,L ,k

)a62.7(0

s.t. (U ,k,P1k,P2k,L ,k) ≺ )b62.7(0

L ,k has fixed controller structure from Step 7. (7.26c)

11: ← (P∗
2k)

−1L∗
,k.

12: return
13: end procedure

b

Fig. 7.4 Optimization algorithm the SPHinf method [27]
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method to a local minimum cannot be guaranteed. However, fast convergence for
many numerical examples is reported in [27]. We perform the numerical evaluation
of the presented method in Sect. 7.6.

7.5 Power System Model

We compare these controller design algorithms for large-scale CPS for a power
system example. For this purpose, we first briefly summarize how power systems
are modeled. In general, power systems consist of power plants (PP) which
are interconnected through power flow equations. Figure 7.5 (left) illustrates the
structure of a power system model, which consists of N power plants PP1, ... PPN .
Each power plant can have an arbitrary structure. This figure has the same structure
as Fig. 7.1b, where PPi corresponds to subsystem Si , and the power flow represents
the interconnection between the subsystems.

7.5.1 Power Grid Model

Each power line and cable in a power grid has an inductance and capacitance which
give itself internal dynamic states. The time constant of these states is in the order
of milliseconds [1]. Since we consider interplant and inter-area oscillations, which
are in the order of several Hz [1], we can neglect the power line dynamics [33], and

Fig. 7.5 Left: Power plants PPi connected by the power flow equations. The vectors PL and QL

represent the active and reactive power of the loads, respectively. Right: Structure of one power
plant model. Each power plant PPi includes the synchronous generator SGi , the turbine and
governor (TGOVi ), as well as the automatic voltage regulator (AVRi ) and power system stabilizer
(PSSi )
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we model the power grid, which consists of NB buses, with algebraic power flow
equations [1]

Pi =
∑NB

j=1
|Vi ||Vj |

(
Gij cos Δθij + Bij sin Δθij

)
(7.27a)

Qi =
∑NB

j=1
|Vi ||Vj |

(
Gij sin Δθij − Bij cos Δθij

)
, (7.27b)

where Pi = Ppi − PLi and Qi = Qpi − QLi are the injected active and reactive
net-power into the ith bus (node) in the grid by a power plant (PPi) or a load (PLi),
Vi and θi are the magnitude and angle of the voltage phasor at the ith bus, Δθij =
θi−θj , and Gij and Bij are the elements of the conductance and susceptance matrix
of the grid [1]. We assume that all buses with a zero net-power infeed are eliminated
from the system with Kron reduction [34].

We gather all active and reactive powers of the loads: PLi , and QLi , in the vectors
PL and QLi . The load power can change at unknown times, and is thus considered
as a disturbance input w for the system.

7.5.2 Power Plant Model

This section presents the model of a conventional power plant (PP), with the
structure shown in Fig. 7.5 (right). Each power plant has a synchronous generator
(SGi), which converts the mechanical power of the turbine into electrical power. The
rotational speed of the turbine and SGi is controlled by the governor. The coupled
governor and turbine model is denoted with TGOVi . Additionally, the automatic
voltage regulator (AVRi) controls the power plant voltage via the exciter. In order
to increase the system stability and improve power oscillation damping (POD), a
power system stabilizer (PSSi) is often connected to the AVRi .

We present in the following subsections the models used for the different power
plant components.

7.5.2.1 Synchronous Generator Model

The dynamics of the ith synchronous generator are given by 6th-order equations.
The full synchronous generator model is not presented because it is not important
for the subsequent numerical evaluation. The interested reader is referred to [1] for
a detailed explanation of the model.
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7.5.2.2 Controller and Actuator Models

In this subsection, we present exemplary models for the different PP controllers in
Fig. 7.5 (right).

We use in the numerical example the simple AVRi model shown in Fig. 7.7. This
model emulates the controllers and hardware which control the generator terminal
voltage Vi to a constant value via the field winding voltage Ef d,i . As inputs, it needs
the reference terminal voltage Vref,i , the actual/measured terminal voltage Vi , and
the input from the power system stabilizer VPSS,i . The gain parameter KA,i of this
model can be adjusted, marked red in Fig. 7.7. We define an additional input ui for
this model, marked blue in Fig. 7.7, which is used as a control input for the SPH2
and SPHinf methods.

The AVRi tries to achieve a (nearly) constant voltage Vt,i at the PP terminal.
However, this can degrade the POD in the system [1, 35]. This is the reason why
power system stabilizers (PSSi) are built into some PPs [36]. They are controllers
which take as input, e.g., the frequency deviation from the nominal frequency ωs

at the PP terminals, or the PP power infeed, etc. We use the PSS model described
in [1, 7], shown in Fig. 7.8. It consists of two lead-lag filters, a washout filter, and
a gain. All parameters in Fig. 7.8 are red, because every parameter can be freely
specified.

The governor controls the mechanical power Pm,i which the turbine produces
and transfers to the synchronous generator. It takes as input the frequency deviation
of the PP from the nominal frequency ωs . We model the standard IEEE turbine and
governor model TGOVi , c.f. Fig. 7.6. No parameter of the presented model can be
changed.

Summarizing, the controllers, TGOVi , AVRi , and the PSSi are described with
a total of six states, the same as the synchronous generator model. Therefore,
each power plant model comprises of a total of 12 states and 7 tunable controller
parameters. Other parameters cannot be changed in the considered controller
models.

Fig. 7.6 IEEE gas turbine
and governor model TGOV1
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7.5.3 Coupled Linear Power System Model

When we combine the models of the N power plants, described in Sect. 7.5.2,
with the power flow equations (7.27), we obtain the differential-algebraic nonlinear
model

ẋ =f (x, w, Kt , u) 0 = h(x, w, Kt ), (7.28)

where x ∈ R
·Nst combines all power plant states in the model, w is the vector of

disturbance inputs (here the active and reactive powers of the load), Kt ∈ R
·Nt is

the vector of tunable parameters of all power plants, i.e., of parameters marked red
in Figs. 7.7 and 7.8, u ∈ R

N is the vector of wide-area control inputs for each PP,
f describes the power plant dynamics, and h represents the algebraic equations
in (7.27). We are interested in rejecting small changes in w in the performance
output y (defined subsequently). Thus, we linearize the system (7.28) around the
steady-state value x0 obtained with the known input w0. After eliminating the
linearized algebraic equations in (7.28), we obtain a linear system of the form

ẋ = A(Kt )x+ Bw(Kt )w+ Bu(Kt )u. (7.29)

Note that the choice of the tunable controller parameters Kt is made such that they
do not change the steady-state of the system. This is done because the steady-state
of power systems results from trade in the electricity market and any deviations
cause additional costs for the power system operator. An additional consequence of
this choice is that the linearization accuracy is unchanged when Kt is tuned, as the
steady-state x0 is not a function of Kt .

Fig. 7.7 Dynamic model of a simple AVRi used, e.g., in [1]. It consists of a gain KA,i and a
transient gain reduction component with the time constants TA,i and TB,i . The gain KA,i , marked
red, is tunable. The input ui is additionally introduced, marked blue, which is used as a control
input for the methods presented in Sect. 7.4

Fig. 7.8 Dynamic model of the simple power system stabilizer (taken from [1, 7]), where KS,i is
the PSS gain, TW,i is the washout time constant, and T1,i–T4,i are the lead-lag filters time constants.
All of the PSS parameters are tunable
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We minimize active power oscillations, which manifest as oscillations in the
generator frequencies ω. Frequency oscillations, in turn, cause oscillations of
generator rotor angles δ relative to each other. Thus, power plant frequencies ωi , and
rotor angles δi are a suitable outputs for observing power oscillations. Additionally,
we want to avoid large control inputs into our system in order to avoid saturations
and hardware limitations. We obtain the following performance output

y = wcond

((
Lperfδ

ω

)
+ u

)
= Cx+Duu, (7.30)

where Lperf is a N × N Laplace matrix defined such that we obtain the difference
between the generator rotor angles [23, 27] as one of the system outputs: Lperf = I−
1
N

11T . An additional multiplication factor of wcond (e.g., wcond = 10) is introduced
to improve the conditioning of the optimization problems of the three methods. This
definition of C and D quantifies the potential and kinetic energy stored in the electro-
mechanical dynamics of the system [23, 27], leading to the overall system G(Kt , s)

ẋ = A(Kt )x+ Bw(Kt )w+ Bu(Kt )u (7.31a)

y = Cx+Duu. (7.31b)

Note that the obtained system has the same form as (7.2). By setting u = 0, or
u = K2x, or u = K∞x, we obtain the setup for the SPinf, SPH2, and SPHinf
method, respectively.

7.5.4 Adaptation of the Power System Model for H2
Optimization

In the power flow equations (7.27), all voltage phasor angles θi can be shifted by
δθ ∈ R without changing the power flow, i.e., by using θi+δθ , where δθ is identical
for all i, we do not change the power flow. Due to this property, the A-matrix
and Lperf have an eigenvalue at zero, which does not allow us to directly apply
the SPH2 optimization method. We introduce in this subsection a transformation
which eliminates the zero-eigenvalue and allows us to apply the SPH2 method. By
expressing the state vector as

x(t) :=
[

δ(t)

r(t)

]
∈ R

n,
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where δ(t) ∈ R
N is the vector of generator rotor angles, and r(t) ∈ R

n−N represents
all other states in the system, we can define the structural properties of the matrices
in (7.31)

A

[
1
0

]
= 0, Lperf 1 = 0, K2

[
1
0

]
= 0.

To eliminate the zero pole from (7.31) we introduce the following coordinate
transformation [23]:

x =
[

δ

r

]
=

[
U 0
0 I

]

︸ ︷︷ ︸
T

ξ +
[
1

0

]
δ̄, (7.32)

where the matrix U ∈ R
N×(N−1) is chosen such that its columns form an

orthonormal basis that is orthogonal to span (1) [23]. The N − 1 eigenvectors that
correspond to the nonzero eigenvalues of Lperf in (7.30) can be used for the columns
of U . In the new set of coordinates, ξ(t) = T T x(t) ∈ R

n−1, the closed-loop system
takes the form

ξ̇ = (Ā+ B̄uF )ξ + B̄ww (7.33a)

y = (C̄ +DuF)ξ , (7.33b)

where

Ā := T T AT, B̄w := T T Bw, B̄u := T T Bu, C̄ := C T,

and F is the controller matrix in the new (ξ ) coordinates. The controller matrices K2
and F are coupled by

F = K2 T ⇔ K2 = F T T .

We can use this relation to minimize the number of elements in the K2 matrix,
while at the same time using (7.5.4) to minimize the system H2 norm. This is
achieved by applying the optimization Problem (7.17) to the system (7.5.4), where
we introduce the additional constraint

minimize
F,K2

J (F ) + α g(K2)

subject to F T T − K2 = 0,
(7.34)

where the equality constraint ensures the validity of the transformation, and the term
g(K2) increases the sparsity of the K2 matrix. This problem can be solved using
ADMM, as described in [23].
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7.6 Numerical Comparison

We now compare the three methods presented in Sect. 7.4 on a numerical example.
Since SPH2 uses the H2 norm as the performance metric, whereas SHinf and
SPHinf use the H∞ norm, a direct comparison between all three methods is not
straightforward. For this reason, we compare the methods in several aspects on a
numerical example:

• The achieved H∞ and H2 norms and how they correlate in the power system
example.

• The sparsity patterns in the K2 and K∞ matrices achieved by SPH2 and SPHinf,
respectively.

• Impact on the maximal singular value of the transfer function for all methods.
• Time-domain simulations achieved by a disturbance (load) step.

For the comparison, we consider the grid from [1, Example 12.6, p. 813] presented
in Fig. 7.9. The parameters of the transmission grid, as well as the parameters of
power plants, can be found in [1]. All power plants have controllers described in
Sect. 7.5.2.2. The parameters of the TGOV1 controller are T1 = 0.04 s, T2 = 1 s,
T3 = 2 s, kP = 150, and Dt = 0, while the voltage regulator time constants are
set to TA = 1s and TB = 10s, as in [1]. The initial value for the tunable voltage
regulator gain is KA = 200, and for all PSSs: KS = 50.5, T1 = 0.0037 s, T2 =
0.0079 s, T3 = 40.9 s, T4 = 2.1386 s, and TW = 3.9604 s.

As disturbance input w for the optimization, we consider the loads in buses 7 and
9, marked red in Fig. 7.9. All generators are equipped with PSSs in this example
because we consider them as equivalent models for several generators.

The system consists of 48 states and 28 tunable parameters described in
Sect. 7.5.2.2.

7.6.1 Analysis of the System with Initial Parameters

Figure 7.10 shows the simulation of generator frequencies with the initial parame-
ters after a load step in bus 7. In the first 20 s after a load step, poorly dampened
oscillations with a frequency of approx. 3 Hz are present. Afterwards, slow oscilla-

Fig. 7.9 A two-area system from [1, p. 813, Example 12.6]



7 Optimal Design of Distributed Controllers for Large-Scale Cyber-Physical Systems 201

0 20 40 60 80 100

59.9997

59.9999

60

60.0001

time(s) time(s)
1 2 3 4 5

59.9997

59.9999

60

60.0001

Fig. 7.10 (left) Generator frequency response after a 100 MW load step in bus 9. Strong
oscillations are present in the system. (right) Zoomed fast oscillations after the load step

Table 7.1 Poorly dampened
modes of the considered
system

Mode Frequency (rad/s) Damping ratio (%)

1 9.74 1.7

2 9.42 2.5

3 7.85 0.9

4 0.13 2.8

5 0.13 3.1
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−60

−40

−20

20

log w

s 
[d

B
]

0

Fig. 7.11 Largest singular value of G(Kt , ω)

tions are noticeable, which are not completely dampened even after 100 s. Table 7.1
presents the weakly dampened oscillatory modes of the system, with damping below
5%, which confirm the analysis of the step response plot.

The singular value plot of the system is shown in Fig. 7.11. The frequencies at
which the peaks occur in Fig. 7.11 correspond to the oscillatory modes in Table 7.1.
The initial system H∞ norm is 7.3, and the H2 norm is 1. Thus, the considered test
system is complex with slow and fast badly dampened oscillatory modes on which
we can test the methods presented in Sect. 7.4.
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7.6.2 Comparison of Optimization Results of SPinf, SPH2,
and SPHinf

We now compare the results of the optimization for the defined test system. The
numerical results are obtained as follows:

• The SPHinf method is only applied once, and an optimized parameter vector
Kt,opt is obtained. With this vector, an H∞ norm of 0.81 and H2 norm of
0.82 are achieved. The optimization problem was implemented in Matlab, using
SeDuMi [37] and Yalmip [38]. The computation time is approx. 120 s.

• For the SPH2 method, we first calculate the centralized controller K2,cent.
Then, we vary the weighting parameter α from 0.001 to approx. 1000 in
40 logarithmically spaced steps and obtain the matrices K2,a , a = 1...40
with increasing sparsity-degrees. With the completely centralized controller, we
obtain an H∞ norm of 0.6824, and an H2 norm of 0.4685. The computation
time for one α is approx. 4 s.

• For the SPHinf method, we also first calculate a centralized controller K∞,cent
which achieves an H∞ norm βcent. We then vary the performance bound β from
1% degradation to approx. 32% degradation in 30 steps, and from 32% to 1000%
compared to βcent in 10 steps.We obtain the matrices K∞,b, b = 1...40 matrices
with increasing sparsity-degrees. For the calculation of K∞,b, we use K∞,b−1 as
an initial value for the “hot-start.” For each controller, the iteration limit for the
1-norm weight update was set to 4 (i.e., kmax = 4 in the algorithm in Fig. 7.4). The
resulting optimization problem was implemented in Matlab, using SeDuMi [37]
and Yalmip [38]. With the completely centralized controller, we obtain an H∞
norm of 0.6653, and an H2 norm of 0.5018. The computation time for one β is
approx. 115 s.

Results obtained with the SPH2 method are shown in Fig. 7.12. The number of
nonzero elements as a function α is shown in Fig. 7.12a, and the achieved H2 and
H∞ norms are shown in Fig. 7.12b. Even though SPH2 does not explicitly optimize
the H∞ norm, it is interesting to see how they correlate for the given system. By
increasing α to approx. 0.003, we can decrease the number of nonzero elements
in K2 from 192 to 89 with only 3% performance degradation in the H2 norm
compared to the initial controller. We denote this controller with ˜K2. Afterwards,
the performance degradation is relatively steep, and by setting the α to 1.3, we obtain
an 85% performance degradation with 32 nonzero elements.

Results obtained with the SPHinf method are shown in Fig. 7.13. The number of
nonzero elements as a function β compared to βcent is shown in Fig.7.13a, and the
achieved H2 and H∞ norms are shown in Fig. 7.13b. SPHinf reduces the number
of nonzero elements to 26 with a 7% performance degradation in the H∞ norm;
however, the H2 norm is increased by 470%. We denote this controller as ˜K∞.
Thus, even though with the SPH2 optimization, the two norms seem to correlate,
this is not the case for the SPHinf method. The method, however, does not use
the full performance degradation available through the constraints, e.g., if a 1000%
degradation of the H∞ norm is allowed, the optimization achieves a degradation of
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Fig. 7.12 Nonzero elements in K2 and the system norms as functions of the weighting γ with the
SPH2 method. (a) Number of nonzero elements in K2. The full controller has 192 elements. (b)
The H2 and H∞ system norms relative to their respective values with the completely centralized
controller
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Fig. 7.13 Nonzero elements in K∞ and the system norms as functions of performance limit
with the SPHinf method. (a) Number of nonzero elements in K∞. The full controller has 192
elements. (b) The H2 and H∞ system norms relative to their respective values with the completely
centralized controller

Table 7.2 Comparison of
norms of the methods
SPHinf, SPH2, and SPHinf

Norm Initial Kt,opt K2,cent ˜K2 K∞,cent ˜K∞
H∞ 7.3 0.81 0.6824 0.6905 0.6653 0.7137

H2 1 0.82 0.4685 0.4825 0.5018 2.3513

300%. This suggests that it does not converge to a global optimum, as already noted
in [27]. The optimized norms for the different controller parameters are shown in
Table 7.2. Not surprisingly, the best H∞ norm is achieved with K∞,cent, and the
best H2 norm with K2,cent. Interestingly, the degradation of the H2 norm from
K2,cent to ˜K2 and of the H∞ norm from K∞,cent to ˜K∞ is very small, and ˜K2

achieves a better H∞ norm than ˜K∞.
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In summary, the two methods achieve very different results with regard to the
achieved system norms. The SPHinf optimization causes a large increase in the
system H2 norm, which the SPH2 method avoids, causing large differences in the
optimization results regarding the sparsity-performance trade-off. Finally, we also
compare the structures of K2 and K∞.

7.6.2.1 Sparsity of the Obtained Controllers

We first show the structure of the ˜K2 and ˜K∞ matrices in Fig. 7.14. Further
investigations show that SPH2 mostly uses the states of the AVR and PSS of all
generators, as well as the generator angles and frequencies for the state-feedback.
On the other hand, SPHinf mostly uses the states of the same PP for the controller:
e.g., the controller of PP1 uses mostly the states of PP1, with two additional states
from PP2 and PP4.

We also analyze the structures of K2 and K∞ when they both have a similar
number of elements. We chose the case where SPH2 achieves 32 nonzero elements
in the K2 matrix, a performance degradation of the H2 norm of 60%, and of the
H∞ norm of 85%. The SPHinf method achieves 33 nonzero elements in the K∞
matrix, a performance degradation of the H2 norm of 446%, and of the H∞ norm
of 0.2%. The results are presented in Fig. 7.15. SPH2 focuses in this case only on
the states of the PSSs of all PPs, whereas for WHinf, the choice of the necessary
states varies with the PP controller.
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Fig. 7.14 Comparison of nonzero entries of the ˜K2 (blue) and ˜K∞ (red) matrices
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Fig. 7.15 Comparison of nonzero entries of the K2,23 (blue) and K∞,8 (red) matrices which have
32 and 33 nonzero elements, respectively
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Fig. 7.16 Comparison of the singular value plots obtained with the initial system, Kt,opt, K2,cent,
K∞,cent, ˜K∞, and ˜K2

7.6.2.2 Singular Value Plot

We now analyze the impact of the methods on the singular value plot of the system,
which is shown for the initial system in Fig. 7.11. We show the results obtained
with the initial system, Kt,opt, K2,cent, K∞,cent, ˜K∞, ˜K2 in Fig. 7.16. We see that
all methods were able to eliminate the largest peak in the low frequency range.
However, only SPHinf is able to eliminate the peak in the 3 Hz area as well. This
may be due to the fact that SPHinf only tunes the parameters of controllers which
were already designed that specific purpose. All other methods focused on reducing
the max. singular value in the very low frequency area (i.e., in the area of below
0.1 Hz), which cannot be achieved without significant control effort. Interestingly,
all controllers achieve different DC gains (in the low frequency area). Another
interesting observation is that the curve obtained with ˜K∞, which has the worst
H2 degradation of 446%, has also the largest area below the curve, which also
corresponds to the SISO interpretation of the H2 norm.

7.6.2.3 Time-Domain Comparison

Finally, we also compare the time-domain step responses after a load step in bus
7 for the parameterizations Kt,opt, K2,cent, and K∞,cent, shown in Fig. 7.17. Other
time-domain results with SPH2 and SPHinf are visually similar and are thus not
included here due to length limitations. Surprisingly, the SPHinf method achieved
the best POD result for the tested system. A possible cause for this is that external
controllers K cannot provide enough compensation if the internal controllers are
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Fig. 7.17 Time-domain simulation after a load step in bus 7 with the parameterizations Kt,opt,
K2,cent, and K∞,cent. (a) Kt,opt parameterization. (b) K2,cent parameterization. (c) K∞,cent
parameterization
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Table 7.3 Overshoot and settling time to within ±0.004 mHz, which corresponds to a ±2%
bound of the initial steady-state deviation

Initial SHinf SPH2 SPHinf

Overshoot (mHz) 0.2762 0.336 0.2535 0.19

Settling time (s) 138 13 93 85

badly tuned. However, SPHinf also has the largest overshoot after a load step.
Better results with the SPH2 and SPHinf methods could possibly be obtained by
introducing shaping functions; however, this is out of the scope of this chapter. The
overshoot (in %) and the settling time are shown in Table 7.3. Even though SHinf
has the smallest settling time to within a 2% bound of the steady-state deviation,
it achieves the largest overshoot. On the other hand, SPHinf achieves the smallest
overshoot.

7.6.2.4 Computational Complexity

The three methods also have different computational complexities. Overall, the
SPH2 method achieves the fastest solution times, taking approx. 4 s for one α, as it
can be solved in a distributed fashion via ADMM. The SHinf and SPHinf methods,
on the other hand, need to find a positive definite matrices in each iteration using
a centralized optimization, thereby increasing the computation. Consequently, the
SHinf method needs approx. 120 s to find the optimal parameters, and the SPHinf
method needs approx. 115 s for one β.

7.6.2.5 Discussion

Overall, all three methods are able to improve the system behavior. As visible from
the singular value plot in Fig. 7.16, all methods eliminated the resonant peak at
approx. 1 Hz, whereas only SHinf also eliminated the second peak at approx. 3 Hz.
These results indicate that, in the considered system, external controllers may not be
able to compensate all internal resonances in a system, and that tuning of existing
controllers in the system may be necessary.

When comparing SPH2 and SPHinf, they achieved very different results regard-
ing the sparsity-performance trade-off. The cause of the difference is that the
SPHinf method, while minimizing the system H∞ norm, significantly increases
the H2 norm of the considered system. On the other hand, the SPH2 method,
while minimizing the H2 norm, also achieved a good H∞ norm. Consequently,
the sparsity patterns of the obtained controller matrices are also very different.

In the time domain, SHinf achieved the best settling time, however, at the cost
of an increased overshoot. SPH2 and SPHinf decreased both the settling time and
overshoot; however, the 3 Hz oscillation is still present. The presented methods can
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also be combined. Best results could possibly be obtained by combining SHinf with
SPH2 or SPHinf, this is, however, part of future work.

7.7 Conclusions

In this chapter, we reviewed distributed control concepts of cyber-physical systems
and presented three methods which create (sub-)optimal controllers for distributed
systems with varying degrees of decentralization. The first method [22] tunes the
parameters of local structured controllers with H∞ optimization, whereas the sec-
ond [23] and third [27] method create static state-feedback controllers using H2 and
H∞ optimization methods, respectively, with varying degrees of decentralization.
In the second part, we applied these methods for power oscillation damping in power
systems on a test system with four power plants. The chapter is concluded with the
comparison of the numerical results in the time and frequency domain with the
three presented methods, as well as the obtained sparsity results. Overall, the SPH2
method outperformed the SPHinf method regarding the computation time, while the
time-domain results look similar. On the other hand, the SHinf method achieved the
best results in the time domain, while having the longest computation time.
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Chapter 8
Model-Driven Software Design
Automation for Complex Rehabilitation

Pranav Srinivas Kumar and William Emfinger

8.1 Introduction

Powered wheelchairs (PW) [14] are widely used around the world [68] by people
with motor, sensory, or cognitive impairments for their everyday mobility needs.
The speed and direction of the PW drive mechanism are controlled using inte-
grated joystick controllers. Traditional joystick-based PW control has numerous
drawbacks, e.g., along corridors, joystick jerks induced by uncontrolled motions
are a source of wall collisions. To address such issues, researchers have leveraged
technologies developed in the domain of mobile robotics to create smart and
autonomous wheelchairs using alternative control systems such as vision [59], head
joysticks [56], smart wearable devices [70], and natural language [72]. There is
an evident trend towards increased and higher-level autonomy in PW designs. The
trend is evident in mobile robotics in general, e.g., self-driving cars, unmanned aerial
vehicles, and warehouse robots. These robots are tasked with understanding the
world around them, planning actions, and in the case of PW, interacting with the
humans that also occupy that world.

Mobile robots cover many layers of the software stack: from low-level physical
dynamics, sensing, actuation, and control to high-level requirements such as goal
specification, coordination, and fault tolerance. While existing tools provide support
at different layers, e.g., Simulink [69], ROS [63], Gazebo [44], etc., designers are
often left to navigate a large set of independent tools, systems, and methods. The
ultimate challenge with software development is managing complexity, so that
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artifacts that satisfy some objectives, e.g., functionality, performance, resilience,
etc., can be produced with acceptable levels of effort. Increased autonomy in mobile
robotic systems has created increased complexity in software design and engi-
neering. These robots operate in homes, on roads, and in warehouses, performing
safety-critical missions such as transportation and medical surgery. The algorithms
that govern these mobile robots are also pushing the limits of theories and tools at
our disposal for design, implementation, and verification. Software implementation
is prompting the use of new and novel software architectures and components, e.g.,
neural networks. In order to reduce deployment surprises and enable rigorous testing
of robotic software, integrated robotics development platforms are being utilized.

Many of these platforms (discussed in Sect. 8.2) apply model-driven engineering
(MDE) [66]. Models represent requirements, structure, behavior, deployment, etc.,
of the engineered system. Communicating design decisions via models helps
engineers to develop a common understanding of the system. Following a model-
driven workflow for software has its challenges though, as there needs to be
consistency between models and implementation code. A number of platforms offer
code generation from models, but the generated code is just a skeleton for a full
implementation, i.e., a human needs to provide further details. Nevertheless, MDE
is useful as models can express properties of the software that are hard to discern
from the implementation. Understanding how a complex system operates is essential
to future changes, maintenance, and analysis. Thus, even if models are disconnected
from the implementation code, they are a valuable resource in the design process.

In this chapter, we present our experiences using MDE for the software engi-
neering of a domain-specific use-case: distributed, real-time embedded software for
the Permobil SmartDrive MX2+ PushTracker, shown in Fig. 8.1. This is a power-
assist drive system for manual wheelchairs and our system under test (SUT). We
present two MDE tools: ROSMOD [47] and HFSM Design Studio [18], used for

Fig. 8.1 The SmartDrive
MX2+ attached to a
rigid-frame manual
wheelchair
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engineering this SUT. In the next section, we discuss various state-of-the-art tools
and frameworks for MDE, focusing on robotic CPS. This is followed by sections
on ROSMOD and HFSM Design Studio. The next section introduces two example
complex rehabilitation systems and presents the MDE workflow. The final sections
summarize the observations and outline our vision for the next stage in design
automation.

8.2 Background and Related Research

The background and related research is divided into two subsections covering
different aspects of robotics software development: (1) MDE tools in robotics
and (2) middleware technologies in robotics. MDE tools cover the design-time
modeling aspect of robotics research and middleware technologies cover the run-
time distributed communications aspects of mobile robots. Both these areas are
equally important for PW and active areas of research. In later sections, we discuss
how both these aspects are considered in our own MDE tools.

8.2.1 Model-Driven Engineering in Robotics

In the last decade, the robotics community has seen a large number of libraries
and tools, developed by research labs and universities, providing modeling [69],
simulation (e.g., Gazebo [44]), and distributed run-time frameworks (e.g., ROS
[63]). To a large extent, frameworks like these help to rapid prototype robotic
systems. More recently, integrated system-level analysis methodologies are being
integrated into such frameworks [22, 45] that can help engineers and system
integrators at design-time to estimate properties such as trigger-to-response times,
deadline violations, and synchronization issues. MDE has been widely applied
in domains such as avionics and automotive engineering. Motivated by the gains
in workflow efficiency, correct-by-construction modeling, and rapid prototyping
that MDE provides, the software engineering community in robotics has gradually
moved in this direction [65].

MDE, however, cannot be directly applied to CPS like robotic systems due
to the highly changing, dynamic environments in which robots are deployed.
The unpredictability and non-determinism span various layers of the software
development life-cycle, from requirements, specification, design, implementation,
and deployment. The system cannot be realized fully with a unidirectional workflow
from requirements to deployment since neither the design space nor the run-time
environments can be modeled in its entirety as in traditional embedded systems.
So, the current trend in MDE for robotics is to generate containers where engineers
can insert hand-written code called business logic. The business logic provides the
core logic of the state machine of the robot, where engineers interface with external
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libraries to interact with sensors and actuators. The rest of the robot software, e.g.,
code for distributed communication, the build system, time-triggered operation,
etc., are fully generated based on the requirements specification of the engineers.
In this section, we describe a few model-driven development approaches, such as
ROSMOD, that have been developed for robotics.

The BRICS component model [6] is based on model-driven development and
separation of concerns. The syntax of the system model is represented by a
connector-port-connector (CPC) meta-model, and the semantics is mapped to
communication, computation, configuration, coordination, and composition. BRICS
components represent computation and can be composed. A composite component
contains a coordinator, a piece of software responsible for starting and stopping
the computational components. Ports represent types of communication and BRICS
allows ports for dataflow, events, service calls, etc. Connectors connect two
compatible ports.

RobotML [12] is a domain-specific modeling language for designing, simulating,
and deploying robotic applications. It is developed and integrated as part of the
PROTEUS [54] project. The domain model consists of architecture, communication,
behavior, and deployment meta-models. The architectural model defines (1) the sys-
tem structure using a CPC model, and (2) data types, mission, and platform-specific
properties. The communication model specifies the ports and port types—dataflow
or services. The behavioral model uses state machines. Specific tasks are associated
with states and transitions are mapped to specific algorithms. The deployment
model specifies the assignment of each component to a target robotic middleware or
simulator.

Similarly, the V3CMM [13] component model consists of different views of
a robotic system—structural, coordination, and algorithmic views. The structural
view provides a static view of the components in the system, the coordination
view describes event-driven behavior of the components, and the algorithmic view
describes the algorithms executed by each component based on its current state. The
coordination model is defined using UML state machines [48] and the algorithmic
view is specified using UML activity diagrams [16].

8.2.2 Middleware in Robotics

Middleware is a software that connects software components or applications.
Middleware consists of a set of services that allow multiple processes running
on one or more devices to interact with each other. This technology has evolved
to provide inter-operability in distributed applications. Middleware sits in the
“middle” between the applications that may be running on multiple operating
systems and could be imagined as a layer that operates between the application
code and the run-time infrastructure. Middleware generally consists of a library of
functions, and enables applications to use these functions from the common library
rather than re-implement them for each application. Middleware, for this reason,
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provides reusability, portability, reliability, and simplifies the development process
by managing the complexity.

Robotic systems middleware are a set of projects that all share the same basic
concepts and goals, help improve the development process for robotic software—
scenarios where many hardware and software components need to communicate and
collaborate to reach a common goal. Robotic software applications, through the use
of middleware technologies, have moved to a separation-of-concerns approach, e.g.,
“get sensor reading,” “apply edge detection algorithm,” “drive motor at speed x,”
etc. Components can exchange data using the common middleware communication
framework and remain consistent across applications. This enables code reuse
among different projects and applications.

Robot operating system (ROS) [63] is an open-source meta-operating system,
the most popular robotics middleware. ROS provides services expected from an
operating system, including hardware abstraction, low-level device control, imple-
mentation of commonly used functionality, message passing between processes and
package management. ROS is aimed at primarily enabling code reuse in robotics
for the development and release of software packages that perform a large set of
common robotic tasks. The ROSMOD communication middleware is based on ROS.

The OROCOS [4] project aims at becoming a general-purpose, robot control
software package that provides open-source software where developers can build
sub-systems and modules without needing to deal with the code for the entire
system. OROCOS is composed of C++ libraries provided through the OROCOS
real-time toolkit (RTT), enabling the development of real-time component-based
applications. This library allows designers to build configurable and interactive
control systems and scripting interfaces. The communication interface is CORBA
[67] and components can be configured using XML files. The OROCOS kinematics
and dynamics library (KDL) [5] provides an application-independent framework
for modeling and computation of kinematic chains, bio-mechanical human models,
machine tools, etc. Orca [49] is an open-source framework for the development
of component-based robotic software. Orca and OROCOS differ in the underlying
communication framework. While OROCOS uses CORBA, Orca uses ZeroC [76],
an Internet Communications Engine. Orca also provides some libraries for common
applications and tools to simplify component development.

BRICS [6] is a middleware initiative to identify and document best practices in
the development of complex robotic systems, refactoring existing components to
achieve reusability and robustness with support for well-structured tool chains and
configurable component code. This project aims to provide structure and formal-
ization for developing robots and for increasing inter-operability of robot hardware
and software components through well-defined interfaces on its component model
and by providing a BRICS integrated development environment (BRIDE) based
on the Eclipse [11] platform. BRICS, through BRIDE, supports model-based and
component-based code generation for various robotics libraries such as OROCOS
and ROS.
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8.3 ROSMOD

Component-based software engineering (CBSE) and development [8, 36, 60] has
become an accepted practice for tackling software complexity in large-scale embed-
ded robotic software. CBSE tackles escalated demands with respect to requirements
engineering, high-level design, error detection, tool integration, verification, and
maintenance. The widespread use of component technologies in the market has
made CBSE a focused field of research in the academic sectors. Applications are
built by assembling together small, tested component building blocks that imple-
ment a set of services. These building blocks are typically built from design models,
class diagrams, or imported from other projects/vendors and connected together via
exposed interfaces, providing a black box approach to software assembly.

ROSMOD [20, 21, 47] is a CBSE platform for distributed robotics using ROS.
ROSMOD consists of two parts: a modeling toolsuite and a run-time platform. The
modeling toolsuite, developed in WebGME [52], enables developers to graphically
model and implement their ROS applications. Coupling this with run-time tools
allows for cross-compilation, automated deployment on both desktop and embedded
platforms, and monitoring of these applications. In prior work, we have used
ROSMOD for design automation and analysis of various distributed CPS, e.g.,
fractionated spacecraft [15, 57], robotics [47], etc.

8.3.1 Component Model

The ROSMOD component model defines the basic software units that can be used
to assemble applications. An application can be distributed across several processes,
and each process has one or more components. Figure 8.2 shows the anatomy
of an application containing two processes created using ROSMOD components.

Fig. 8.2 Anatomy of a ROSMOD application
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Fig. 8.3 ROSMOD component

The first process hosts two components: planner and actuator, the second process
contains a single component: sensor. The components interact with each other via
the generated “glue” code that connects them to the middleware layer.

Figure 8.3 provides an overview of a component. A component can have four
different kinds of ports: publisher, subscriber, server (provided interface), and
client (required interface). Publisher ports publish messages, without blocking,
on a message topic. Subscriber ports subscribe to such topics and receive all
messages published on the topic. This interaction implements an anonymous topic-
driven publish–subscribe message passing scheme [26]. Server ports provide an
interface to a service. Client ports can use this interface to call such services,
exercising a blocking peer-to-peer synchronous remote method invocation [23].
Lastly, components can be triggered periodically or sporadically with timers.

A ROSMOD component is single-threaded; at most one thread can be active in
a component at any time. All component operations are serially scheduled based on
the associated triggers. Figure 8.4 shows the interaction between a periodic trigger,
the ROS middleware, and the component. The middleware launches the operations
associated with the trigger when the trigger becomes active. A time-based trigger
will generate timeout events at a specified rate. If the operation is not completed
within the time deadline specified, an anomaly is detected and reported.

Triggers may be used to realize the following interaction patters:

• Periodic Publisher (Time Trigger with Publisher): This pattern relies on an
operation in a component that publishes data at a periodic rate.

• Periodic Client (Time Trigger with Client): Similarly, a time-triggered client can
be specified. This enables a component to periodically refresh itself with new
data from another component.

• Periodic Subscriber (Time Trigger with Subscriber): This pattern can be used to
implement a “pull” subscriber operation that is triggered periodically.

• Aperiodic Subscriber (Event Trigger with Subscriber): This pattern will allow
the implementation of a “push” subscriber operation, which gets triggered only
when data is available.
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Fig. 8.4 Interaction of a time trigger and component

Inside a component, once a trigger has started an operation, it is possible to daisy-
chain the calls by directly invoking other operations as functions. However, care
should be taken because the deadline of the first operation must account for the
longest chain of other operations that can be called as part of the first operation
[45].

8.3.2 Model-Driven Development Toolsuite

The development process for ROSMOD applications can be realized in two ways:

1. The conventional process: The application developer constructs all the software
using an implementation language (e.g., C++) and using middleware libraries
to access the services provided by ROS. Technically, the developer can develop
applications using the core interfaces provided by ROS libraries, but this involves
tedious low-level coding and re-building functionality that is provided by the
middleware libraries. The developer delivers the application (as source or object
code) and the meta-data, as required by the system integrator.

2. The model-driven process: The application developer performs the system design
and the high-level specification of the application using model-based tools (e.g.,
an architecture modeling language with graphical tool support), uses the tools
to generate the infrastructure (“glue”) code needed to integrate the application
logic with ROS libraries, and adds the “business logic” of the application using
an interactive development environment. In this scheme, the developer uses the
well-established, conventional code development style for implementing the core
application functionality, and all the low-level, glue code is auto-generated from
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Fig. 8.5 Model-driven development for ROSMOD. The developer icon in this figure was made by
Vectors Market [30] from www.flaticon.com [29]

the models. The developer delivers the application (as source or object code) and
the models of the application (from which the glue code and the meta-data will
be re-generated by the system integrator).

The model-driven process is outlined in Fig. 8.5.
The ROSMOD toolsuite includes tools for MDE, including an extensible

domain-specific modeling language and its supporting visual modeling environ-
ment, the various software generators that produce code and other implementation
artifacts, and model-driven tools for model analysis and verification. Other model-
driven tools can be used as well. For instance, the business logic of applications
can be developed using Simulink/Stateflow and the resulting models (and the code
generated from them) integrated into the final application. In the next section, we
briefly discuss one such tool: a design environment for modeling hierarchical finite
state machines, called the HFSM Design Studio.

8.3.3 HFSM Design Studio

Finite state machines (FSM) [32] have long been used to model and analyze event-
driven reactive systems, e.g., embedded devices. Devices react to some kind of
external or internal stimuli which leads to an action and, eventually, to a change of
state. Due to their finite nature, FSM are more amenable to analysis and synthesis
than alternative control models, e.g., with FSM, a designer can enumerate the set
of reachable states of the system to determine that a particular unsafe state cannot
be reached. Most modern computer systems have both complex control flow and

www.flaticon.com
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concurrency. Thus, combining FSM with concurrent models of computation is a
popular design choice [1, 34, 50, 51, 74].

Plain FSM are flat and sequential, which is a major weakness. Most practical
systems have a very large number of states and transitions. Representation and
analysis become difficult. In a hierarchical FSM (HFSM), a state may be further
refined into another FSM. Harel’s statecharts [34] are an example of HFSM.
Composing FSM does not reduce the number of states nor does it add anything to the
model of computation. However, it significantly reduces the number of transitions,
enables more explicit code modularity, and makes FSM more intuitive and readable.

HFSM allow engineers to find defects early in the design phase. To decrease the
cost of poor software quality, it is important to find defects as early as possible in
the development process. During a software design cycle, it is typical to find defects
related to unclear, incomplete, or missing requirements. In embedded software such
defects can lead to very costly redesigns or even to the reconstruction of the entire
system. There is a definite need for early, integrated testing and simulation to
identify architectural and behavioral defects in embedded software.

It is easily possible to execute a state machine in a simulator and allow the
user to send events to the machine and observe how the HFSM reacts to the sent
stimuli. This way, the user can interactively test the model and improve it where
necessary. Depending on the embedded system, this type of testing may not be
possible with the actual target platform. Also, for UML state machines [48], the
OMG has specified a set of well-formedness rules within the UML specification
[62], e.g., “Final states must only have incoming transitions.” These rules as well as
a number of additional rules [33] can be automatically checked by a model checker
during the design phase.

Once a HFSM has been checked, the implementation can start. HFSM can be
tricky to code by hand, especially in highly composite cases. When new transitions
or states have been added to the HFSM, one wishes to have a generator at hand
taking over all the error-prone placement of entry, exit, and action code associated
with states or transitions. Automatic code generation has many benefits, especially
if a model checker is integrated in the generator and can perform a large number of
checks automatically. It must be said that automatic code generation does not make
source code analysis needless. Static code analysis tools have been evolving for
more than two decades [17]. Both model checking and code analysis complement
each other quite well and tools should make sure that the generated code is not in
conflict with code analysis tools.

ROSMOD has an integrated/HFSM Design Studio [18, 19], a WebGME applica-
tion for constructing UML state machines. The design studio includes a visualizer,
called HFSMViz, and a simulation environment. Figure 8.6 shows a toy example.
WebGME plugins are available for generating executable code directly from these
HFSM models. We discuss more about how this environment is used for our PW
software in the next section.
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Fig. 8.6 Example HFSM modeled in HFSM Design Studio

8.4 Case Studies

8.4.1 PushTracker

The PushTracker is a Bluetooth low-energy (BLE) wearable activity tracker for
manual wheelchair users. It is designed to be usable by people with varying degrees
of ability and allows the users to control a light-weight power-assist drive system
for their wheelchair—the SmartDrive. The SmartDrive easily attaches within the
footprint of both folding and rigid-frame manual wheelchairs. These two products,
collectively the SmartDrive MX2+ PushTracker (Fig. 8.7), operate together through
a BLE connection over which they transmit control and status information, and over-
the-air (OTA) software updates.

The PushTracker is comprised of the following functional components:

Bluetooth Radio/Processor The BLE radio is the only micro-processor on-board
the PushTracker and is the architecture for which the software is developed. It
provides the main function of the PushTracker—the connectivity and communica-
tion with the SmartDrive. Additionally, it also provides the connectivity to mobile
applications for data and OTA updates.
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Fig. 8.7 The SmartDrive
MX2+ PushTracker
power-assist drive system for
manual wheelchair users

OLED Display The OLED display provides the main interface to the user for
showing their activity measures for the day, the status of the SmartDrive, and the
configuration controls for both the PushTracker and SmartDrive.

Status LEDs Status LEDs are used to provide secondary visual feedback to the
user that can be viewed from different angles of the PushTracker. These lights are
designed to be visible while the PushTracker is worn and the user’s hands are on the
hand-rim of their PW. This allows users to maintain a position of control over their
PW while still being able to see important information, shown by different patterns
of color and blinks.

Push Buttons The two push buttons provide the primary means of input to the
PushTracker, controlling the PushTracker’s power, the connection to and control
of the SmartDrive, and the auxiliary interfaces to the configuration menu and
connectivity to the mobile applications. In addition to the tactile feedback from
pressing the buttons, status LEDs on the face of the PushTracker illuminate while
the user is pressing the buttons to inform them that the PushTracker is registering
their input.

Accelerometer The accelerometer is responsible for detecting the various actions
of the user, including when they (1) push their PW, (2) perform different types of
tap gestures, and (3) reorient their wrist. All of these actions make up the different
gestures that the user can use as various control inputs to the PushTracker, e.g., if
the user holds the PushTracker level, the status LEDs will turn blue indicating that
the user can then perform a double tap gesture to toggle the power-assist system.
While the PushTracker is running, it is constantly using the accelerometer to look
for these gestures and to count the number of pushes the user is performing. These
gestures provide a convenient control interface for the PushTracker for users with
limited hand and finger dexterity.
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Vibration Motor The vibration motor allows the PushTracker to provide non-
visual feedback to the user during critical periods of activity where the user must
pay attention, e.g., when they are engaging the SmartDrive while maneuvering their
PW. This feedback provides yet another level of support to the user and enables safe
and effective operation of the SmartDrive.

Real-Time Clock Finally, the real-time clock (RTC) provides a low-power reliable
time source for use with data logging and display to the user.

From the onset, the PushTracker software has been developed traditionally
(without MDE) and using an off-the-shelf proprietary scripting language called
BGScript (BGS) [3]. This language lends itself well to rapid development of event-
based software but has many limitations, e.g., limited stack size, limited reusability,
lack of tool-chain support, and advanced debugging. To keep up with the evolving
design of the PushTracker, the software design team transitioned into an MDE
approach, integrating these proprietary tools [3, 37] with open-source modeling
frameworks [18, 47, 52]. We discuss this design process in more detail in the
following subsections.

8.4.1.1 Structured Code Generation

The PushTracker software is designed as a FSM. BGS, however, lacks high-level
language features such as custom data types or object-oriented programming. The
language also has a very limited call stack size; factoring the code into a large set of
functions is not an option. As such, code reviews are tedious and the code does not
lend itself to readability.

To address these issues, we have integrated the HFSM Design Studio directly
into the design process. Figure 8.8 shows the HFSM model of the PushTracker,
as modeled in ROSMOD. Collaboratively editable, version-controlled, high-level
modeling like this facilitates robust and rapid software design and implementation.
The PushTracker code base, i.e., BGS, and all required execution files are now
fully generated through model transformation from these HFSM models. The
“glue code” generated from HFSM models is around 16,000 lines of code. The
engineer implements the core business logic for the HFSM states (9000 lines of
code). This hand-written code includes input/output and interrupt handling, and data
manipulation, e.g., enable_acc() to toggle power to the accelerometer component.

8.4.1.2 Switching Languages

Decoupling the system design from the implementation, even if not completely,
allows engineers to study the bottlenecks in the current implementation and
consider changes at the implementation level without any breaking changes at the
design level. HFSM-based modeling and code generation means that developers
can transition their implementation to a more suitable embedded programming
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Fig. 8.8 HFSM for PushTracker, modeled in ROSMOD

language, such as C, and only require changes to the code generators. The initial
engineering effort required for this transition may be high but the reward over the
long-term justifies the effort. In practice, our team had to develop 900 lines of code
transformation software to generate C code from HFSM models. Comparing the
model transformation from HFSM to BGS, this is a negligible amount of effort. The
reduction in code re-implementation allows the developers to focus their efforts on
properly translating the state machine business logic without having to worry about
aberrant HFSM behavior that might have come about from manually translating the
HFSM glue code.
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8.4.1.3 Process Control and Verification

Since the PushTracker controls the SmartDrive MX2+, it is classified in the USA
by the Food and Drug Administration (FDA) as a Class II medical device, just like
a PW. This classification imposes strict requirements on the pre-market approval
required to bring the device to market, the design control procedures for its devel-
opment, and the standards and tests to which it must conform. Currently, the FDA
approval process involves data tables linking risks, hazards, device requirements
for software and hardware, and tests performed to check the deployed software and
hardware for these risk scenarios. The controller software is not model-checked,
although code analysis is performed for quality control.

One of the planned improvements to the HFSM-based modeling is to integrate
with risk and system-level assurance analysis. For example, SEAM [38], also
developed with WebGME, supports the goal structuring notation (GSN) [43]
standard to build assurance case models. SEAM uses hierarchical models, as well as
cross-referencing to manage complexity in GSN models. SEAM also allows linking
assurance cases to system models to provide context to assurance case arguments.

8.4.2 Drive Assistance for Powered Wheelchairs

PW users want to live their lives without being defined by their injury. Unfortu-
nately, many activities of daily living (ADL) are difficult for complex PW users
[28, 73]. These include navigating complex environments, maneuvering through
tight spaces, and docking the chair in transport vehicles. Despite these challenges,
many users do not want a fully autonomous solution [58].

Mobility solutions on the market consist of traditional direct-drive joysticks
and a variety of alternative drive controls for users who lack the hand functions
required for operating a traditional joystick. Such products give the user full, direct
control over the chair. However, such direct control puts all of the navigation and
environmental awareness burden onto the user, causing fatigue [24, 27, 28] which
can impact the user’s mobility and increase risk of fall or injury [28].

Autonomous powered wheelchairs (AWC) comprise multiple functional require-
ments from chair status and health monitoring, user interaction and intent determi-
nation, and environmental awareness and navigation. Such requirements naturally
lend themselves to the design and development of a suite of software and hardware
components that implement a subset of these features and which can be composed
together through standard interfaces to produce the desired autonomous system.

One important requirement for the AWC software is the inter-operation of
ROSMOD with Unity [9]. In the AWC project, see Fig. 8.9, much of the high-level
path planning and environmental sensing, localization, and mapping are performed
on an off-the-shelf Microsoft HoloLens [7], using custom software developed in
Unity. The HoloLens is the SLAM device [39] for the AWC. It communicates
with the user interface wirelessly and controls a Unity application running on a
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Fig. 8.9 Overall design of autonomous powered wheelchair prototype. The virtual joystick
provides a wireless joystick interface to the powered wheelchair, translating the wireless control
commands from both the hand-held controller (manual) and the Microsoft HoloLens (autonomous)

tablet mounted to the AWC chair. To control the AWC base, the HoloLens software
communicates over WiFi with a Raspberry Pi [61]. The Raspberry Pi executes
code, generated from ROSMOD and HFSM, and controls the AWC via a CAN
bus [25]. The control is either manual or autonomous. Manual control is via a
Playstation DualShock 4 Controller [10] over Bluetooth. Autonomous control is
via the HoloLens. Additionally, a semi-autonomous mode is available whereby the
user controls the chair trajectory with the controller’s joystick and the Raspberry Pi
modulates the speed according to the proximity of obstacles that it receives from the
HoloLens.

8.4.2.1 Overview of System Design

The AWC is comprised of these interconnected sub-systems:

Environment Detection and Segmentation The most critical aspect of the AWC
platform is its capability to detect and segment the environment. In our prototype,
these functions are carried out by code developed in Unity, running on the HoloLens.
The HoloLens provides the ability to detect and remember surrounding geometry,
without any semantic meaning or segmentation—all data is stored as a single mesh
of points connected together by triangles. From this data, it is the responsibility
of the segmentation sub-system to determine what the salient features of the
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environment are for the AWC: the floor, drivable surface, the walls, bounds of the
drivable surface, and the objects or humans present on the drivable surface.

This segmentation task is performed by customizing and composing several
Unity components in a model-driven fashion. For performance reasons, only the
volume within a 20-m rectangle that is 5-m tall centered around the HoloLens is
considered for environment segmentation and path planning. Therefore, a simple
segmentation method is chosen whereby an orthographic camera is placed as a child
of the user (HoloLens camera) looking down the world Y-axis (in Unity coordinate
frame) at the HoloLens and placed vertically 2.5-m above the HoloLens camera.
This orthographic camera renders its view to a render texture which runs a shader
pipeline as a post-process technique to perform the environment segmentation in
parallel on the graphics processing unit (GPU). The main criteria for segmentation
are both the per-pixel depth from the orthographic camera and the per-vertex
normal of the geometry being rendered. Using these criteria, we can project the
three-dimensional (3D) geometry into two dimensions and color them according to
whether they belong to the floor, boundary, or obstacle categories. The output of this
pipeline is a two-dimensional (2D) map of the surrounding area that can be viewed
by the user and used for path planning. Because this map is generated using this
Unity’s render-texture pipeline, it is updated automatically every time Unity’s entity
execution framework runs its Update event, which in this case is approximately
10–20 Hz.

The use of Unity for this development allows all of the rendering, containment,
shader setup, and GPU communications code to be generated, leaving only the
actual segmentation code (the business logic of this component) to be written by
hand according to the Unity software interfaces.

Path Planning Similarly to the segmentation sub-system, the path planning sub-
system consists of a collection of inter-operating components which receive inputs
from both the segmentation sub-system and the user interface sub-system. Creating
these as Unity components allows us to leverage Unity to generate the interaction
and communication code between these components as well as the event handling
and entity execution code for integrating with Unity’s run-time scheduling frame-
work. The path planning is composed of two different components, one which runs
every time the execution framework updates and re-renders and the other which
runs only when the user specifically inputs a desired goal location. The periodic
component, such as the segmentation component, is executed as a post-process
pixel shader to automatically perform a distance transform on the output of the
segmentation (the 2D segmented map). It does this by implementing the jump
flooding algorithm (JFA) [64] to first compute the Voronoi diagram of the input
and then apply the distance transform. This distance transform can then be used
immediately by a traditional path finding algorithm such as A* [35] when the user
provides a goal location as input (the start location is always the center of the map
since the map follows the AWC).

The glue code required to receive these inputs and execute on user input were
all generated according to the model defined in Unity, allowing much of the code
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outside of the actual distance transform and path finding business logic to be
generated entirely from Unity’s modeling environment.

Hand-held User Interface The hand-held user interface provides a 2D touch-
enabled wireless control and display to the user to inspect the AWC’s segmentation
of its environment, manage control over the autonomy, and inspect the generated
path to goal. Since much of the data being shown on the hand-held interface is the
same as what the HoloLens uses, much of the interface code is shared between these
components.

Augmented-Reality User Interface To prototype the system in both a safe and
decoupled manner, an augmented reality (AR) interface is developed and deployed
on the HoloLens. This interface allows the engineer to walk around their environ-
ment and evaluate how well the environmental segmentation and path planning
works from both a functional and a performance perspective. Because Unity is a
game development engine, integrating the map and distance transformation becomes
painless. Additionally, the Unity-based collision detection used during autonomous
navigation is able to be visualized in 3D in the real world which expedites the
iterative development process. Many of these components, especially the user
interface, are pre-built models from Unity’s and the HoloLens’ library which are
easily instantiated and configured to produce a rich user interface and debugging
experience with minimal effort.

Communications In order to tie the user interface, the segmentation/path plan-
ning, and the chair controls together, we needed a communications sub-system
which can interface between the Unity components running in the user inter-
face/segmentation/path planning components and the ROSMOD components that
handle manual control overrides and embedded interfaces to the PW. Since the
HoloLens does not support wired data connections and the user interface is designed
to be mobile, all communications are designed to use low-overhead wireless proto-
cols. Much of the code for the communications components across the different
sub-systems involve a mix of custom and library code for encoding/decoding
and compressing/decompressing the map image data to maximize the number
of image frames we could send/receive per second. To solve this challenge, all
Unity communications code resided in a single Unity component which could
be instantiated in all the Unity models. Similarly, a ROSMOD component is
responsible for acting as the adapter from the wireless communications to the ROS
communications between the low-level control components of the chair interface
module.

Manual and Alternative Control Input Since this is a semi-autonomous PW,
it supports manual control overrides and safety switches, in addition to chair-
level configuration controls. Additionally, by leveraging an off-the-shelf consumer
gaming controller, we are able to prototype other alternative manual drive controls
for the PW, e.g., a touchpad-based joystick and gyroscopic controls for the PW.
The interface to this controller is implemented as a ROSMOD component, acting
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as an adapter from the driver-specific Bluetooth interface to a ROS message topic
containing the input data.

Motion Planning and Execution Another ROSMOD component is used to com-
bine the manual and autonomous control inputs and plan the actual trajectory for the
PW. This component ensured the safety of the user by ensuring that manual control
inputs always had higher priority than the autonomous control inputs. Finally, this
component is responsible for transforming these inputs into a single virtual joystick
command.

PW Interface The final component for interfacing with the chair is a ROSMOD
component acting as an adaptation layer between the ROS communications and the
CAN bus on the chair.

The use of both ROSMOD and Unity for modeling the different components of
the AWC system allowed a team of only four software and hardware developers to
create a functional prototype of an autonomous powered wheelchair in 3 months.
Such design automation allowed the team to focus on the core algorithms they
wanted to evaluate for use in AWC, without having to focus on platform or glue
code—which as prototype code with off-the-shelf hardware would not be relevant
to the final system.

8.5 Future Work

The work we have shown thus far regarding design automation for both the
PushTracker and the AWC presents a work-in-progress for both a toolsuite and a
fully integrated MDE design process. Much of the work that has been done thus
far has been for the modeling of glue and interaction code in order to leverage
code generators and model checkers for correctly transforming abstract models
into executable code. However, much of the design process is still performed
traditionally, e.g., the creation of design, device, and hardware requirements,
the analysis of the system, and the test procedures required for verification and
validation. ROSMOD has been developed as a design studio which can function
within and alongside other design studios that will enable such systems engineering
and more formalized design procedures. The rest of this section will discuss some
of the possible extensions to this work along such a path.

8.5.1 Controller Synthesis

It is evident from our discussion in Sect. 8.4.1.1 that ROSMOD and HFSM do not
synthesize complete controllers. The HFSM Design Studio generates glue code for
the HFSM structure and it is still the responsibility of the engineer to hand-write
the business logic for these applications. This still leaves thousands of lines of
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software to be written by a human; software that is neither generated from “correct
by construction” models nor easily verifiable. Frameworks such as GASPARD [31]
have, in prior work, transformed OMG standard profile MARTE models [53] of
embedded applications into synchronous programs from which controllers can be
synthesized using formal techniques. Such synchronous models are very close to
source-code level in abstraction while constituting a verifiable representation. One
of our planned projects is to study state-of-the-art controller synthesis methods and
integrate such tools into ROSMOD if applicable.

8.5.2 Learning-Enabled Systems

One aspect where our current tools fall short, and where design specification as
well becomes more challenging is for a newer class of devices: learning-enabled
systems [2, 40, 55]. These systems are forming the core of new technologies which
allow embedded systems to adapt to unknown environments and to their user for
a more personalized experience. Such technologies have the potential to provide
great benefit to users in complex rehabilitation but the specification, development,
verification, and validation of such systems pose a significant challenge to ensuring
that these systems remain safe and effective for their intended use throughout the
life-cycle of the device.

To address these concerns, current modeling, synthesis, development, and testing
frameworks need to be extended to accommodate learning-enabled systems. These
are systems with learning-enabled components such as deep neural networks [71].
This is an active field of research [41, 42, 75] and so far no single paradigm has
shown such promise as to be the accepted standard. However, tools which allow
the designer to more formally describe the system and its environment provide a
path towards componentization of learning-enabled systems into compositions of
traditional software components and learning-enabled components, allowing for the
analysis and verification of such a composed system.

8.5.3 Simulation

As complex rehabilitation systems become autonomous, traditional software model
checking may prove an intractable problem for showing safety and effectiveness.
Such complex systems require holistic analysis including the addition of compre-
hensive simulated-based testing with high-fidelity hardware-in-the-loop simulation
environments [46]. These testbeds allow for automated, large-scale testing of a
battery of different environments, use-cases, and failure modes which would be
infeasible or potentially dangerous to perform in situ.

The integration of simulation tools for performing automated testing is not new,
but only recently have high-fidelity simulations of many complex physical systems,
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actors, and locations at once been readily available. The ROSMOD team has already
started working on integrating with various physical simulation tools, many of
which come from the video gaming community. But recently, vendors such as Unity
and NVIDIA have started releasing their own specific simulation tools to address
these problems. These new tools provide unparalleled simulation capability with
open, extensible interfaces which can dramatically help the automation of iterative
software development and testing.

8.6 Conclusions

In this work, we have covered many aspects of design automation for software
development in robotics, specifically as they relate to devices in complex rehabil-
itation such as power-assist devices for manual wheelchairs and drive-assistance
devices for powered wheelchairs. These devices were used to showcase the current
state of design automation for software engineering of complex rehabilitation
systems, as well as to motivate the need for continued research in this area.
The benefit of model-based software engineering was described with motivating
examples from different toolchains provided for free from different vendors. Finally,
some promising future work was presented which helps address current limitations
of existing tools for developing state-of-the-art complex rehabilitation systems.
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Chapter 9
Design Automation Using Structural
Graph Convolutional Neural Networks

Sujit Rokka Chhetri, Jiang Wan, Arquimedes Canedo,
and Mohammad Abdullah Al Faruque

9.1 Introduction

A system design process consists of various steps such as problem definition, back-
ground research, requirement specification, brainstorming solutions, selecting the
best solution, developing a prototype, testing, and finally redesigning [19]. During
each of these steps, a wide variety of high volume and continuous data is generated.
These design steps are repeated throughout various systems such as mechanical,
electronic, and software. Due to the repetitive nature of these tasks, engineers can
save a large amount of time if they can compare existing similar designs that closely
match to the desired functionality while designing a new system. Rather than having
to redesign, they can find functionally similar designs and modify such designs to
fit their needs. Moreover, this can further lead to the creation of artificial intelligent
assistants that assist human experts to design new systems faster.

The engineering design data varies from domain to domain. In electronic design,
it consists of high-level design descriptions, register transfer level descriptions
in Verilog or VHDL, schematics, etc. In mechanical design, it consists of data
regarding structural designs, modeling, and analysis of components. Moreover,
there is a wealth of data generated throughout the supply chain of engineering
including computer-aided design (CAD) and computer-aided manufacturing (CAM)
tools. In order to perform meaningful learning from these data, we need to utilize
non-Euclidean or graph learning algorithms that are able to extract, categorize, and
label these sparse data.
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In this chapter, we propose to utilize a structural graph learning algorithm to
abstract the detailed engineering data (such as configuration, code, hybrid equations,
geometry, and sensor data). This chapter expands the general view presented in
[43]. To achieve this, we first represent the engineering data using a knowledge
graph and then perform semi-supervised learning to be able to classify the sub-
graphs based on their structural property and the corresponding attributes. This will
allow engineers to compare and cluster functionally similar designs, configurations,
codes, geometry, sensor data, etc. This in return will allow engineers to automate
the process of quickly searching the required engineering designs available in their
library that meets the functional requirements presented in the specification.

9.2 Related Work

Design automation of engineering designs such as electronics and mechanics has
seen an influx in the usage of machine learning and artificial intelligence algorithms
[8, 23, 28, 33, 35]. These learning algorithms have helped the design automation by
making the design process easier, faster, and efficient. However, current approaches
are mostly limited in the utilization of Euclidean domain data and algorithms.

Research on more general non-Euclidean domain-based learning algorithms has
recently gained momentum [12]. Moreover, a significant amount of work has been
done in implementing the convolutional neural network on non-Euclidean structure
data and manifolds of 3D objects [5, 7, 10, 18, 21, 25, 37, 41]. These works
can be divided into two general directions in which the learning algorithms have
been implemented on non-Euclidean data (such as a graph). The first direction
is in the spectral domain, and the second direction is in the spatial or vertex
domain. In spectral domain-based analysis, just like how filter weight is learned
in the traditional 2-dimensional convolutional neural network, filter kernels are
learned. In order to do this, first, the graph is transformed to Fourier domain by
projecting the high-dimensional vertex domain graph to low-dimensional space
using Eigenbasis of the graph Laplacian operation [9]. There are works where the
various form of graph Laplacian operator and approximation methods for reducing
the size of the graph kernel and the Fourier transformation of the graphs have
been proposed [1, 10, 25, 27, 44]. In the second direction, first, the neighborhood
information of a vertex is gathered using various techniques. This aggregated
neighborhood information is then treated as features and different transformations
on these features are proposed [15–17, 20, 40]. The major contribution of this
work comes from the fact that the sampling and aggregation can focus on a
node’s neighborhood, thus not requiring the whole graph to be seen during
the sampling and aggregation steps. The sampling and aggregation can be used
by either using breadth-first [20] or utilizing both breadth-first and depth-first
search [17]. These algorithms can effectively extract the node features based on their
neighborhood which can be used to perform clustering and classification. Moreover,
it has been shown to be effective in generating the graph embedding using the
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auto-encoders [16]. Furthermore, some work [1] have even proposed to combine
the vertex domain and spectral domain approaches to utilize the strengths of each
domain.

Both the spectral domain and vertex domain-based approaches have shown
tremendous potential in generalizing the graph learning algorithms. However, each
of these algorithms has a major weakness. The spectral domain-based approach
relies highly on the Laplacian matrix. It filters the graph by using the eigenvalues
of the Laplacian operator. However, this Laplacian matrix is dependent on the
graph and the filter weights trained in one graph cannot be applied to another one.
On the other hand, the vertex domain approaches have shown high efficiency in
node-level clustering and classification. Although, there are algorithms such as sub-
graph2vec [31], struct2vec [36], a more general CNN-based approach for learning
rich features from a sub-graph is lacking. In engineering design automation, we
would require a more general graph learning algorithm that is able to learn sub-
graph or whole-graph property for providing more intuitive functional classification,
clustering, or even generation.

In addition, custom graph kernel modeling for mining the graph by measuring
the structural similarity between the pairs of graphs has also been proposed [42].
The major limitation of this approach is that they do not consider the features of
the individual nodes and only rely on the structural similarity of the graph. Hence,
it may be useful in mining structures from design engineering data; however, it
will not help if the similar structure have different node features (which normally
is the case in the engineering data). To address the existing limitation in the graph
learning algorithms, in this chapter we introduce the structural graph convolutional
neural network that is graph invariant (unlike spectral domain approaches), can learn
rich features from nodes, sub-graph, or the whole graph, and is able to use both the
structure and node features to learn rich features to classify and cluster different
engineering domain graphs to aid in design automation.

9.3 Graph Learning Using Convolutional Neural Network

Let us define some preliminary notations for explaining the graph structure. The
graph is denoted as G = (V, E), where the set of vertices of the graph is denoted
as V and the set of edges of the graph is denoted as E . The graph edges can be
weighted wij , i, j ∈ V and be directed. In this chapter, we will consider unweighted
graphs with wij = 1. However, we may easily expand the graph learning algorithm
for weighted graphs as well. When the engineering data is represented using such
graph structure, each of the vertices will have some features (such as design version
and mechanical properties). We represent such features for each vertices using
the symbol fi , where i ∈ V . fi consists of a vector whose dimension depends
on the amount of information present in the engineering data. The raw format of
features may vary from being a text, image, continuous or discrete signals, etc.
In such situation, these features need to be converted to its corresponding vector
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representation using auto-encoders. The adjacency matrix of the graph G is denoted
by Ā. The sub-graph of G is denoted as Gs = (Vs , Es), where Vs ⊆ V and
Es ⊆ E .

The proposed graph learning algorithm’s architecture is shown in Fig. 9.1. Before
the algorithm can be used, the raw engineering design data needs to be converted
into a knowledge-based graph [39]. The structure of the knowledge-based graph
should be tailored towards the engineering domain. The next step will involve
converting the high-dimensional information present in each of the vertices and
edges to a lower dimensional vector space embedding. These embedding will
form the features fi for all the vertices. The major contributions of the proposed
graph learning algorithm are: (1) neighbor node aggregation layer, (2) sub-graph
convolutional kernel, and (3) graph pooling algorithm. However, there are various
components of the proposed algorithm which enable it to function. Each of these
components is explained in the following subsections.

9.3.1 Knowledge Graph Extraction

The first task for utilizing the proposed graph learning algorithm is converting
the complex engineering domain data into a meaningful data structure which can
concisely and precisely represent the engineering domain data. For this purpose,
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we propose to utilize a knowledge graph. The knowledge graph stores information
between the various uniquely identifiable entities and their corresponding rela-
tionship. These relationships are stored in a form of a triple (node–edge–node)
relationship. This type of triples has previously been used to create knowledge
graphs such as DBPedia [3]. The main advantage of using such knowledge graphs
is that it can store rich engineering domain information and continuously evolve,
grow, and be linked to other engineering domain data as well.

9.3.2 Attribute Embedding

After the knowledge graph has been created, we will have the structure of the
graph ready to be utilized in the graph learning algorithm. However, in a knowledge
graph the node and edge may be in different data format (such as text and images).
This high-dimensional attribute of the nodes and edges needs to be converted
into a low-dimensional feature embedding. To embed such attributes we utilize
various state-of-the-art auto-encoders. For example, for encoding the text we will
utilize word2vec [29]. For embedding images, we will utilize existing deep auto-
encoder [11]. These vector embedding generated from the attribute of the nodes
and edges form the feature which is utilized in the attribute matrix described in
Sect. 9.3.4.1.

9.3.3 Neighbor Nodes Aggregation

One of the fundamental tasks in performing graph learning in engineering domain
data is being able to capture the features of the vertices with respect to its location in
the graph. Each of the vertices not only has special topology but also share a set of
attributes across the knowledge graph. Hence, it is necessary to capture each of the
unique structural and feature-based relation of vertices with respect to its neighbor.
In order to do this, in the proposed graph learning algorithm, we utilize concepts
similar to the vertex domain approach [20] (see Fig. 9.2). Before the neighbor node
aggregation is performed, a user-defined query or a schema is used to induce a sub-
graph. The process of defining the schema and inducing the sub-graph is domain
specific. Depending on the type of engineering data, the schema can be tailored to
extract only meaningful engineering design information. For example, the schema
can be used to induce graphs that contain certain keywords (such as engines, piston,
etc.) and has certain relations (such “has sub-components”). Based on this schema
various instances are generated by the sample generator. These induced samples are
then passed to two blocks in parallel. One block converts the node/edges attribute
to its corresponding vector form, whereas the other block is the neighbor node
aggregation layer. In the neighbor node aggregation layer, for the induced sub-graph
Gt = (Vt , Et ), our algorithm performs both breadth-first and depth-first search to
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collect the neighbor nodes of the given sub-graph. We utilize the parameter d as
the depth to search in the graph, and n as the number of paths to be searched. The
neighbor nodes borrow concept from node2vec [17], where a balance is maintained
between the depth and the breadth for context generation. This balance helps us to
maintain a balance between the local and non-local neighbors to the sub-graph.

In order to find the neighbors, for all vi ∈ Vt , we search the original knowledge
graph G to find n paths of length d. Let us denote each of these paths by Pd

i ,
where d denotes the path length, and i denoted the ith path of length d. For the
path to be considered for aggregation, the nodes lying in the path must satisfy the
condition vi /∈ Vt . We acquire vector of paths Pd = {Pd

1 Pd
2 , . . .} for each of the

sub-graph Gt . However, finding and using all of such paths is non-trivial, hence we
then sample s paths of length d for each of the sub-graph. This sampling is done
randomly in the proposed algorithm. Hence, s is another input parameter to the
proposed graph learning algorithm. Using these randomly sampled paths, we form
a neighbor feature matrix N̄ . The bar is s by d matrix with each element having a
feature vector having extracted earlier. The number of paths found in Pd may be
smaller than s, Pd can be padded to make N̄ with at least s number of rows/paths.
The algorithm for neighbor node aggregation is presented in Algorithm 1.

The input to Algorithm 1 is the knowledge graph {G1,G2, . . . ,Gt } using the user-
defined schema, list of depth to search D = {d1, d2, . . . , dn}, list of sample numbers
per depth S = {s1, s2, . . . , sn}, and feature vector xn for the vertices. The output of
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Algorithm 1: Neighbor node aggregation [43]
Input: Induced Sub-graphs: G1,G2, . . . ,Gt

Input: A list of depth to search: D = d1, d2, . . . , dn

Input: A list of sample numbers per depth: S = s1, s2, . . . , sn
Output: A feature vector: xn

1 foreach di ∈ D do
2 foreach vj ∈ Vt do
3 Find all length di paths P

di

j

4 Remove paths containing nodes in Vt from P
di

j

5 Add P
di

j into P di

6 Construct N̄ by randomly selecting si paths from P di

7 Extract feature xdi from N̄

8 xn = f d
pool(xd1, xd1, . . . , xdn)

9 return xn

Algorithm 1 is the extracted feature to be appended to the vertices of the sub-graph
Gt . One of the challenges in extracting the features from the neighborhood nodes
as discussed in [20] is the fact that the non-Euclidean data has no natural ordering.
Which means that the feature extraction should be applied over un-ordered set of
paths to make sure that the arbitrary change in the order of rows of matrix N̄ still
results in the same feature being extracted. In order to achieve this in Algorithm 1,
we first apply a general 1-D convolution operation with trainable 1 by d weight
matrix W̄ on N̄ and then utilize a symmetric pooling function to extract the neighbor
nodes’ feature vector xn as follows:

xn = σ(fpool(W̄ � N̄)+ b) (9.1)

This equation is used in Line 8 of Algorithm 1. The b in Eq. (9.1) is a bias variable
and σ is an activation function (e.g., ReLU, LeakyRelu, Sigmoid, Tanh, etc.), and
fpool is a pooling function. As mentioned, the pooling function has to be invariant
to permutation of rows in N̄ . To achieve this, pooling function such as a mean
operator can be applied over all the rows in the matrix, or we may utilize a max pool
operator that extracts max values out of all the rows. The use of specific pooling
function is treated as a hyper-parameter in the graph learning algorithm and later
configured in the training and hyper-parameter tuning process. As shown in Fig. 9.2,
we extract various path length {d1, d2, d3, . . . , dk}. This path length will integrate
various topological and localized attributes of the engineering knowledge graph.
Hence, Algorithm 1 will return feature vector {xd1, xd2, xd3, . . . , xdk} depending
on total number of path lengths extracted from the graph. Each of these path lengths
is aggregated to the sub-graph. If the extracted path length number is large, we may
perform pooling to reduce the dimension of the extracted features as:

xn = f d
pool({xd1, xd2, xd3, . . . , xdk}) (9.2)
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The returned neighborhood feature vector is then concatenated to all the feature
vectors of the vertices vi ∈ Vt as xaggi

= {xi, xn}. Since the neighborhood
aggregation layer is part of the graph learning algorithm, all the parameters of
the neighborhood aggregation layer (such as weights of the 1-D convolution
neural network) are learned during training. This allows the algorithm to auto-
matically focus on relevant neighborhood node features to aggregate during the
training.

9.3.4 Structural Graph Convolutional Neural Network Layers

The structural graph convolutional neural network (SGCNN) layers are shown
in Fig. 9.3. The input of the SGCNN are the aggregated sub-graphs that were
generated by the neighbor node aggregation layer described in Sect. 9.3.3 earlier.
Each of these aggregated sub-graphs is passed in batches with individual vertices
having a feature matrix. The SGCNN layers consists of input, hidden and output
layers. These layers abstract the aggregated graph’s feature in each layer just like
the traditional 2D-convolutional neural networks. Each of the SGCNN consists of
various components: (1) sub-graph convolution kernel, (2) graph pooling, (3) 2D
convolution on adjacency matrix, (4) new adjacency matrix calculation, and (5) non-
linear activation. We will discuss each of these components in detail in the following
sections.

9.3.4.1 Sub-graph Convolution Kernel

The main block of the SGCNN is the sub-graph convolutional kernel. The task
of the sub-graph convolutional kernel is to abstract meaningful feature vectors
from the aggregated graph. The kernel receives the aggregated graph Gt with the
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corresponding feature matrix X̄, which consists of the aggregated features xaggi
=

{xi, xn} for vi ∈ Vt . It also receives the adjacency matrix Ā of the aggregated
graph Gt . With the adjacency matrix and the feature matrix, the first step the sub-
graph convolutional kernel block will do is to create the adjacency matrix Ār by
taking the Hadamard product between X̄ and Ā+ Ī as follows:

Ār = X̄ ◦ (Ā+ Ī ) (9.3)

We have added the identity matrix Ī to make sure that the vertices do not lose
their feature information. This self-loop to each of the vertices in the sub-graph
makes sure that each vertex retain their own information while calculating the
Hadamard product. An example of an attribute matrix is shown in Fig. 9.4.

The attribute matrix Ār is used to define a graph convolutional kernel. The kernel
consists of a k by k weight matrix W̄ k . The size of the k can be varied just like the
2D-convolutional kernels. The convolutional is applied between the W̄ k and Ār . In
traditional 2D convolution, a kernel is slide from left to right and top-down in an
order to perform the 2D convolution. However, since there is no notion of 2D-grid
structure in the graph, we cannot perform convolution in a similar manner. Hence, in
our graph convolution, we propose a new method to perform convolution operation
for the graph data structure.

The algorithm for performing the graph convolution is presented in Algorithm 2.
The first step in performing the graph convolution involves generating candidate
graph kernels with size k by k, where we select the k vertices at a time. This
candidate graph is then convoluted with the weight matrix W̄ k . In order to generate
the candidate graph kernels, we use the fact that removing the ith row and ith column
in Ār is equivalent to removing the vertex i from Gt . Hence, assuming that the total
vertices in the induced aggregated sub-graph Gt , let it be denoted by n, is greater
than the size of the kernel k, we will remove n − k number of vertex from Gt . The
new sub-graph will be left with a new k by k attribute matrix Ār

k
. The drawback

of generating the attribute matrix like this is that there are O
(
n
k

)
possible ways to

generate the attribute matrix Ār
k
. This might be okay for an induced graph with a

X1    X2 … Xn-1 Xn

X1    X2 … Xn-1 Xn

X1    X2 … Xn-1 Xn

X1    X2 … Xn-1 Xn

... ... ... ...

1   1  …  1   0

1   1  …  0   0

1   1  …  1   0

0   0  …  0   1

... ... ... ...

X1    X2 … Xn-1 0

0 0 …   0    Xn

X1    X2 … 0     0

X1    X2 … Xn-1 0

... ... ... ...

Fig. 9.4 Example of an attribute matrix calculated using Hadamard product



246 S. Rokka Chhetri et al.

Algorithm 2: Graph convolution kernel [43]
Input: An input graph: Gt with n vertices
Input: A convolution kernel: W̄ k

Input: Sample size: s

Output: An output feature graph: G′
1 Generate adjacency matrix Ā from G

2 Using the same vertices order to generate list of features X
3 Create feature matrix X̄ with n rows, and each row being X
4 Ār = X̄ ◦ (Ā+ Ī )

5 m = (
n
k

)
6 CombList = Enumerating choice of n− k elements from 1, 2, . . . , n

7 foreach comb ∈ CombList do
8 Ārcomb = remove rows and columns list in cand from Ār

9 Add Ārcomb into CandList

10 if m > s then
11 Down-sample CandList to s elements
12 else if m < s then
13 Pad CandList to s elements
14 foreach cand ∈ CandList do
15 xk = W̄ k � cand + b

16 Add new vertex vk into G′
17 Add feature vector xk on vk

18 Connect vk based on cand’s connection in G

19 return G′

lower number of nodes, however for engineering data the induced graph size can
have a large number of nodes. And normally the size of the k << n, making the

complexity of generating the Ār
k

very high. Hence, to tackle this impractical Ār
k

generation step, we propose to relax it by only picking s number out of O
(
n
k

)
as a

convolution candidate. Hence, the total number of the possible Ār
k

is thus reduced

to O(s). By doing this, we make it feasible to generate the Ār
k

from the Gt as a
potential candidate of graph kernels to be convoluted with the k by k weight filter

matrix W̄ k . The procedure of down-sampling of O
(
n
k

)
possible Ār

k
values to just s

is explained in Sect. 9.3.4.2.
Algorithm 2 presents the graph convolution steps in detail. The input to the

graph is the induced aggregated graph Gt . The output of the algorithm is the new

graph where each node represents the merged vertices present in Ār
k
. In Line 1, we

first generate the adjacency matrix from the graph. In Line 4, the attribute matrix
is generated by performing the Hadamard product between the feature matrix and

the adjacency matrix. In Line 7, possible combination of Ār
k

is listed and down-

sampled in Line 10. In Line 14, a 2D convolution is performed between the Ār
k

and the filter weight matrix Wk . Finally, the new graph is returned in Line 19. Each
of the SGCNN layers will generate a new graph which progressively abstracts and
fuses the topological and attributes of the previous graph.
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9.3.4.2 Graph Pooling Algorithm

When we generate Ār
k
, there are O

(
n
k

)
possible in the beginning. After down-

sampling it to s number of Ār
k
, the next stage will have O

(
s
k

)
possible combination

of Ār
k
. One of the desired properties of convolutional neural networks is to be

able to perform the convolution over a deep number of layers. Hence, to be able
to perform the graph convolution in deeper layers, we need to perform down-

sampling or pooling at each layer to manage the size of possible Ār
k

matrices
generated from the graph. Without down-sampling, it will be unfeasible to perform

a large number of convolutional operation between Ār
k

and Wk . Hence, we propose
to perform the pooling operation before the convolution operation in each of
the SGCNN layers. The proposed down-sampling/pooling operation utilizes the

topology of the graph to remove samples from combinations of Ār
k
. For each of

the possible Ār
k
, we calculate the corresponding total degrees. The intuition behind

the proposed down-sampling algorithm is that out of O
(
n
k

)
, due to the sparsity of

the aggregated sub-graph, combination of various nodes will not have any edges or
lower number of edges among them. Hence, combining them together to perform

convolution will be less fruitful than selecting the combination of Ār
k

that have
higher connectivity among the vertices. The proposed down-sampling algorithm is
presented in Algorithm 3.

The input to Algorithm 3 is the graph G, the possible list of candidate combi-
nation Comb, the pooling sample size s, and the dropout rate d. The output of the
algorithm is the list of combination Comb

′′
which is down-sampled. To achieve

this, first in Line 1, it randomly samples Comb
′

by using the dropout rate d. This is

Algorithm 3: Graph pooling algorithm [43]
Input: An input graph: G
Input: The list of the candidate nodes combinations: Comb

Input: Sample size: s

Input: Dropout Rate: d

Output: The list of down-sampled candidate nodes: Comb′
1 Randomly sample Comb

′
from Comb using d

2 Generate adjacency matrix Ā from G for only Comb
′

3 foreach c ∈ Comb
′

do
4 dc = 0
5 foreach n ∈ c do
6 Calculate Degree of n as dn

7 dc = dc + dn

8 foreach c′ ∈ Comb
′

do
9 if c′ is connected with c in Ā then

10 dc = dc + 1

11 Keep the s number of nodes with the highest degrees and store in Comb
′′

12 return Comb
′′
;
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necessary because it is computationally unfeasible to calculate the adjacency matrix
in the next step for all the possible candidates in Comb. In Line 2, we generate the
adjacency matrix Ā for the new candidate combination of nodes. This adjacency
matrix carries the graph structural data and passes it through the deeper layers. This
step is important, as the different layers will be able to abstract the graph data in a
hierarchical manner. Lines 3–10 compute the total degrees of each candidate nodes
combination Comb

′
, which are combinations of the nodes in G that are generated

by the convolution kernel and these combinations will serve as the new nodes of
the output feature graph after the graph convolution kernel. Specifically, Lines 3–
7 compute the total degrees inside the combination, and Lines 8–10 compute the
degrees in between different combinations. Finally, we keep the s number of nodes
combinations which have the highest degree and remove the rest. We significantly
reduce the size of the graph convolution kernel by dropping the combinations in
the calculated degrees using the max pooling. Nevertheless, we ensure that the
convolution is performed on the graph structures with higher connectivity.

9.3.4.3 2D Convolutions on Attribute Matrix

After we have down-sample s possible candidate Ār
k

matrices, we apply simple 2D
convolution operation to extract the feature vector for the give combination of the

Ār
k
. The convolution operation can be written as follows:

xk = φ(W̄ k � Ār
k + b) (9.4)

where φ(.) is a non-linear activation function. We will have s extracted feature
vectors as: xk

1 , xk
2 , . . ., xk

s . We consider the extracted feature vectors xk
1 , xk

2 , . . .,
xk
s as a new feature graph G′ with s number of vertices, and xk

i as the feature vector
for node i. An example of this process is shown in Fig. 9.5.

9.3.4.4 New Adjacency Matrix Calculation

For the deep SGCNN architecture to work, we have to keep track of the adjacency
of the new G′ generated at each of the layers. This G′ is used as input to another sub-
graph convolution layer to form a deep SGCNN model. The constructed adjacency
matrix will allow the next SGCNN layer to recalculate the new attribute matrix and

the potential candidates of Ār
k

to be selected for convolution and down-sampling.
To calculate the new adjacency for the new graph, we check the edges between inter
and intra nodes of the graph convolution kernels. The edge between these intra and
inter nodes allows the graph structure to be propagated through the SGCNN layers,
making sure the topological information is being utilized to learn the filter weight
matrix Wk at each layer.
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Fig. 9.5 Convolution kernel example: given the input graph with four vertices, a 3-by-3 convolu-
tion kernel is selected. As a result, four convolution candidates are generated, down-sampled, and
adjacency recalculated resulting in a new graph with three vertices

9.3.5 Classification for Engineering Design Abstraction

Given a large graph and labeled sub-graphs representing engineering design,
the SGCNN can be used to classify them. While classifying these sub-graphs,
various features regarding the design are learned by the graph convolutional
kernels. Once the design and the labels (which can be the function served
by the design) are trained, the design is abstracted based on their functions.
This classification is done by using a softmax function and cross-entropy of
the logits. In addition, the feature vectors (sub-graph embedding) generated
by the final SGCNN can also be used by clustering algorithms to identify
nearest neighbors sub-graphs that have an equivalent function in the graph
based on their node attributes and structure. In engineering, there are several
use-cases for sub-graph embedding including the identification of functionally
equivalent structures that engineers are unaware of, and to identify structures that
mislabeled.

9.3.6 Graph Learning Algorithm Hyper-Parameters

In deep learning convolutional neural networks, hyper-parameters play a crucial
role in improving the accuracy and convergence of the algorithm. These hyper-
parameters are difficult to derive during the training as it requires large resources.
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Hence, to ease the resources they are instead selected prior to training. Grid search
or other efficient approaches are utilized to fine-tune the hyper-parameter values.
For Euclidean domain, extensive study [6, 13] has been carried out to aid in the
hyper-parameter selection. Some of the hyper-parameters that even common to non-
Euclidean deep graph convolutional neural networks are activation function, hidden
layers, number of iteration, learning rate, and batch size. However, as the proposed
deep graph learning algorithm for the engineering design automation is relatively
new, there are few other hyper-parameters that need to be highlighted. These hyper-
parameters are as follows.

9.3.6.1 Path Length in Node Aggregation Layer

As mentioned in Sect. 9.3.3, the neighbor node aggregation layer utilizes a specific
path number of various length size. The path length determines how much of the
knowledge graph should be considered in embedding the feature for the given
induced sub-graph. If the length is small, then we will focus on the local structure
and attributes of the sub-graph, while selecting longer path length will allow the sub-
graph to be embedded with global features. Hence, this value needs to be optimized
and fine-tuned according to the specific engineering domain data.

9.3.6.2 Graph Convolution Kernel Size

The graph convolutional kernel size determines how many vertices to be considered
for convolution with the filter weight matrix at each layer. The smaller kernel size
means that each of the layers will abstract sub-graph feature by considering its
immediate neighbors. However, if the kernel size is small, while the number of
vertices in the induced sub-graph is large than deeper SGCNN layers may need
to be implemented. However, if we select larger kernel, the SGCNN layer may be
shallow. The size of the kernel may depend on the induced graph’s size and structure
and will require tuning before the training is performed.

9.3.6.3 Dropout of Candidate Kernels

As presented in Sect. 9.3.4.2, we have used dropout to make the deep graph learning
feasible. We have combined the random and degree-based dropout. If permitted by
the resource, taking a large number of candidate attribute matrix may be helpful
to better abstract the induced sub-graph. Due to sparse nature of the engineering
design data taking large combinations of attribute matrix for convolution may also
be a waste of resources. Hence, a number of candidate kernels to drop out before
the convolution is performed need to be tuned as a hyper-parameter.
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9.4 GrabCAD Dataset

To demonstrate the applicability of the proposed graph learning algorithm in
engineering design automation, we have selected the 3D engineering CAD models
as training and testing dataset for engineering design functionality classification.
We have extracted the dataset from GrabCAD,1 which is an online repository of
3D CAD models shared and maintained by an online community of designers,
engineers, and manufacturers. It consists of over 4 million members with over
2 million engineering design models. From this vast online dataset, we have
extracted meta-information from six functional categories of 3D CAD models.
These functional categories are Car, Engine, Robotic arm, Airplane, Gear, and
Wheel (see Fig. 9.6). Since these are engineering designs from the mechanical
domain, we have tailored a custom schema consisting of the properties such as 3D
model’s name, author of the design, description of the model, parts names, tags,
likes, time-stamps, and comments on the engineering design. With this schema we
have induced sub-graphs for each of the categories with 2271 samples for Car, 1597
samples for Engine, 2013 samples for Robotic arm, 2114 samples for Airplane,
1732 samples for Gear, and 2404 samples for Wheel. The induced sub-graph
consists of 17 nodes consisting of both social network data (such as user-to-user
interaction through comments and likes) and engineering data (such as model-
to-tags relationship and model-to-model relationships). By inducing a sub-graph

Fig. 9.6 Sample of the 3D CAD models (Engine [26], Robotic Arm [22], Car [30], Airplane [32],
Gear Setup [4], and Wheel [38]) extracted from GrabCAD repository

1https://grabcad.com/.

https://grabcad.com/
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in GrabCAD dataset, we aim to demonstrate that similar designs with functional
description represented by a knowledge graph can be efficiently classified using the
proposed supervised graph learning algorithm.

9.5 Results

In our experiment, the total number of induced graph from all the engineering
design is 14,131. From this sample, we have used 11,304 as training samples and
2827 samples for testing if the similar functional designs get classified accurately.
In order to make sure that proper hyper-parameters are selected and tuned, we
have used a grid search approach over the possible hyper-parameter values. The
result of hyper-parameter selection is shown in Table 9.1. In the table, we have
tested the accuracy for various hyper-parameters. The first hyper-parameter is the
learning rate of the optimization algorithm. We have used ADAM optimizer [24]
to adjust the filter weights. From the table, it can be seen that the learning rate
of 0.01 is able to achieve higher accuracy. The second hyper-parameter in the
table is the batch size. The batch size determines how many of the induced
sub-graph are passed together once for calculating the loss and updating the
gradient.

It can be seen the batch size of 32 is able to obtain the highest accuracy of 79.22%
classification accuracy. The next hyper-parameter is the hidden layer feature size.
Each of the SGCNN layers is able to determine the size to give as an output. It
can be noticed that higher feature size of 150 is able to achieve better accuracy.

Table 9.1 Accuracy for various hyper-parameters [43]
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With a larger feature size, we also increase the number of parameters in the filter
weight matrix. The nest hyper-parameter is the epoch (the total number of times
the training goes over the whole dataset). It can be seen that a higher epoch
number of 500 is able to achieve higher classification accuracy. The last hyper-
parameter shown in Table 9.1 is the output layer kernel size. The final output layer
of the SGCNN acts like a dense layer, which means that it will try to generate
probability values for each of the categories. The final layer of the kernel depends
on the dropout carried out earlier. From the table, it can be seen that lower dropout
or larger output kernel produces higher accuracy. Beside these hyper-parameters,
we have also tested other hyper-parameters which are presented in the following
sections.

9.5.1 Activation Functions

Activation functions are used before the output in each of the SGCNN layers.
Most of the operation before the activation function are mostly linear. However,
the activation function increases the capacity of the SGCNN layer by making it
non-linear. We have explored various activation functions which are well studied in
Euclidean domain. These activation functions are sigmoid, softplus, tanh, rectifier
linear unit, and leaky rectifier linear unit.

The training loss and engineering design classification accuracy during testing is
shown in Fig. 9.7. It can be seen that out of all activation functions, leaky rectifier
linear unit (f (x) = αx for x < 0 and f (x) = x for x >= 0) activation
function (with α = 0.2) is able to achieve lower loss and higher classification
accuracy compared to other activation functions. Although the accuracy is higher,
it introduces some noise in both the loss and the accuracy values. One of the
parameters that can be used in LeakyRelu is the alpha value. It determines the slope
to be used to cut off the values when x < 0. Further analysis is required to tune the
value of the α.
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Fig. 9.7 (a) Training loss (Left) and (b) accuracy for different activation functions (layers = 2,
aggregate and graph embedding layers) (Right) [43]
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Fig. 9.8 Training loss and accuracy for different size of kernels (with random dropout, last
layer kernel size = 5, layers = 3, hidden layer activation = relu, final layer activation =
leaky relu) [43]

9.5.2 Kernel Size

One of the important hyper-parameters for the SGCNN layers is the size of the

kernel used to perform the convolution with the attribute matrix Ār
k
. The value of

k determines the total number of vertices that are considered at a time to perform
the convolution with the filter weights Wk . In our experiment, the total of nodes
available in the induced sub-graph is 17, hence we have selected kernel size as
2, 4, 6, 8, 10, 12, and 14. It can be seen from Fig. 9.8 that the kernel size has a
drastic effect on the classification accuracy of the engineering design data. For three
layers of SGCNN, larger kernel size is able to achieve higher testing accuracy and
lower training loss. However, having a larger kernel size in every hidden layer is
not feasible, as it increases the complexity of the training algorithm. In Sect. 9.5.4,
it can be seen that with deeper layers, a smaller kernel size is able to obtain higher
testing classification accuracy as well.

9.5.3 Dropout

As mentioned earlier, without dropout, it becomes unfeasible to create deep SGCNN
layers. To improve the scalability of the SGCNN layers, in the proposed graph
learning algorithm we utilized a combination of random and adjacency-based
dropout. In the adjacency-based dropout, we utilize the degree of the vertices to

select the candidate combination of Ār
k

for the convolution. The dropout rate
determines the size of the final kernel size. If the dropout rate is higher, the size
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Fig. 9.9 Training loss and accuracy for various random dropouts to match the last layer’s
kernel size (hidden layer kernel size=14, layers=3, hidden layer activation=relu, final layer
activation=leaky relu) [43]

of the kernel at the output SGCNN layer will be smaller and vice versa. The result
of the various size of the final layer’s kernel size as a result of changing the dropout
is shown in Fig. 9.9. It maybe noticed that if the dropout is less (resulting in larger
kernel size in the output layer), the testing accuracy is higher and training loss is
lower. The result is shown for just three layers of the SGCNN. The total number

of possible combination of Ār
k

with the kernel size of 14 for the first layer is(17
14

) = 680. We can notice that even when the total candidates have been drastically
dropped to just 5, 10, 15, and 20, the graph learning algorithm is able to perform
quite well in classifying the engineering designs. This may be due to the fact that
the induced graphs are sparse in nature and that the initial kernel size of 14 is able
to capture all of the node’s features during convolution.

In addition to random dropout, we have implemented the adjacency-based
dropout as well. The down-sampling algorithm first uses random dropout to initially

reduce the possible candidates of Ār
k
, and out of the remaining selects the ones with

higher connectivity. The result for the down-sampling combined with the random
dropout is shown in Fig. 9.10. It maybe noticed that adjacency-based dropout is able
to achieve the highest accuracy of around 90%.

9.5.4 Layers

The most advantageous property of the proposed graph learning algorithm is able
to have deeper layers that are able to abstract the features of the induced graph in
each iteration. To demonstrate this capability, we have selected a kernel size of 2
for the filter weights, and measure the accuracy of the graph learning algorithm for
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Fig. 9.10 Comparison between random dropout and adjacency-based dropout (hidden layer kernel
size=14, layers=3, hidden layer activation=relu, final layer activation=leaky relu) [43]

Fig. 9.11 Performance comparison between various layer sizes (hidden layer kernel size=2,
activation =leaky relu, lastk=30, Dropout=Random) [43]

layer size of 3, 4, 5, and 6. It can be noticed from Fig. 9.11 that layer size of 4
and 5 is able to achieve higher testing classification accuracy compared to shallow
three layers and deeper six layer size. The highest accuracy achieved was ≈91%
with four layers. The deep SGCNN layers are able to abstract the structural and
attribute properties of the induced sub-graph in a hierarchical manner by using a
smaller kernel size of 2. This means that in each layer smaller node size is fused and
the new combined features are learned. This property can be helpful in engineering
design data, where there is some form of hierarchy in terms of design.
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9.6 Discussion

The SGCNN’s capability to learn sub-graph structure embedded with attributes was
demonstrated in Sect. 9.5. It achieves very positive results on functional lifting using
the GrabCAD dataset. We have presented the GrabCAD dataset as an engineering
dataset to show the applicability of design automation. However, in our future
work, we will demonstrate the use of the SGCNN to electronic design dataset
as well. Although SGCNN was created to address the functional lifting problem
in engineering, we believe this is broadly applicable to other domains. In our
future work, we will compare the performance of SGCNN against the latest work
on graph convolutional networks targeting sub-graph-level embedding [2, 31, 36].
Currently, we have shown that SGCNN is able to perform supervised learning in
abstracting the design features and classifying them based on their functions. For
robust design automation, designers would be interested not only in classifying
the designs but being able to reproduce or generate designs that slightly vary in
functionality. In order to do this, the same structure of the SGCNN may be used
for generative learning algorithms such as variational auto-encoder (VAE) [34] or
generative adversarial networks (GAN) [14].

9.7 Conclusions

This chapter presents a novel structural graph convolutional neural network which
can be used to abstract the non-Euclidean graph or sub-graph dataset. These
graphs can be used to represent the engineering design data and allow designers to
effectively perform design automation by effectively clustering engineering designs
with similar functionality. This allows designers to search for designs that are similar
to the required functionality and aid in design automation.
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Chapter 10
Design Automation for Energy Storage
Systems

Swaminathan Narayanaswamy, Sangyoung Park, Sebastian Steinhorst,
and Samarjit Chakraborty

10.1 Electrical Energy Storage (EES) Systems

Global warming and associated climate change have already had observable serious
effect on the environment. NASA’s analysis in [1] says that 2017 was the second
hottest year on the record where the average global temperature increased by 0.9 ◦C
above the average value from 1951 to 1980. With similar trends global temperatures
could break the internationally agreed upper 1.5 ◦C limit within the next 5 years
as predicted by [2]. Effects of such increased global warming can be observed by
extreme weather events and natural calamities causing floods, hurricanes, famines,
and water scarcity all over the world. Towards this, both developed and also
developing countries like China and India have created joint road maps to address
the problem of climate change.

Power and transportation sectors are identified as the major sources of CO2 and
other greenhouse gas emissions resulting in increased global warming. For instance,
71% of CO2 emissions in India is from the energy sector which is predominantly
dominated by coal-based thermal power plants [3]. Similarly, the transportation
sectors account for nearly 28.5% of greenhouse gas emissions in the USA in 2016,
predominantly from the passenger cars [4]. Towards this multiple steps have been
planned to minimize the dependency on the usage of fossil fuels. In the power sector,
renewable energy sources generating green electricity from natural resources such as
solar, wind, and hydro have been proposed. Likewise, Electric vehicles (EVs) and
Hybrid electric vehicles (HEVs) are considered as a pollution-free transportation
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option compared to the gasoline driven cars. This is evident with the increasing
deployment trend of renewable energy sources and sales rate of EVs [5].

10.1.1 Challenges with Alternative Green Technologies

The major challenge towards successful integration of different renewable energy
sources into the electricity grid is their volatility. Their high dependence on
favorable weather conditions to generate electrical energy makes them unpredictable
and increases the complexity of grid control leading to instability. For instance,
rooftop solar Photovoltaic (PV) panels generate majority of their electricity during
the middle of the day when the sunshine is at maximum. However, the electricity
demand of a typical household peaks during the early morning and late evening
periods creating a mismatch between the generation and usage time frames. This
results in significant economic losses for large-scale renewable energy systems. For
instance, the Comptroller and Auditor General of India estimated approximately 2.4
billion INR losses due to lack of power evacuation from the wind farms during the
period 2007–2014 [6]. In addition, the electricity grid in many of the developing
countries such as India and China is not fully mature, resulting in several challenges
to integrate the renewable energy sources from different geographical locations.
Therefore, Electrical energy storage (EES) systems become necessary to store the
electrical energy produced during favorable weather conditions and reuse them
whenever required.

On the other hand, EVs and HEVs are also facing similar challenges with their
energy storage technologies. The battery pack, which is the main source of power in
these new green transportation systems, is highly expensive constituting nearly half
of the overall vehicle cost. Long charging times and limited driving ranges are the
major concerns for these new technologies to capture the market of gasoline-driving
Internal combustion engine (ICE) vehicles. Moreover, the battery packs used in EVs
and HEVs have to be replaced once their lifetime reaches 70% of their initial value,
since they cannot guarantee the same range specifications as a fresh battery pack.
Methods for extending this threshold and techniques to reuse these retired battery
packs from automotive applications into other less critical domains are required.
Furthermore, techniques to minimize the cost of the battery packs and improve the
performance in terms of charging time and driving range are crucial.

10.1.2 Electrochemical Battery Packs

There are different forms of EES systems available depending upon the specific
requirements of each application [7]. For very high power storage, in the range of
several MW to few GW, pumped hydro storage can be used, where the electrical
energy is stored by pumping water from a lower reservoir to an upper reservoir
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during off peak periods. On the other hand, EES formed by double-layer capacitors
also called as supercapacitors is mainly used in applications where the stored energy
has to be retrieved within short time periods in the range of seconds to minutes.
Similarly, the electrical energy generated during the low demand time is used to
electrolyze water molecule and the released H2 is used in a fuel cell EES to support
the high demand during peak periods.

Among the many types of EES, batteries are widely used to store the electrical
energy due to their high energy and power density. Higher energy and power
density correlates to lower installation volume required for storing the electrical
energy. Moreover, batteries can be tailored to meet the specific requirements of the
application such as fast charging or long life or higher power capability or higher
energy density. Therefore, they are widely used as EES in the kW and MW power
range. In addition, they dominate other technologies in the field of mobile EES such
as EVs and HEVs due to their highly compact nature with high specific energy and
power.

Batteries are electrochemical storage devices meaning their chemical reaction
is coupled with an electron transfer. In general, the battery chemistry is broadly
classified into primary (non-rechargeable) and secondary (rechargeable). The pri-
mary, non-rechargeable batteries are designed to be used once and are discarded
when the active chemical materials of the battery generating electricity are fully
utilized. By contrast, the secondary rechargeable battery types can be charged and
discharged multiple times. They perform a reversible chemical reaction, which
allows them to store electrical energy (charging) and release the stored electrical
energy by performing the opposite reactions (discharging). In case of EES systems,
the secondary, rechargeable battery chemistry is preferred since it allows to store and
extract the electrical energy without the necessity for replacing the battery itself.

The secondary rechargeable batteries are further classified based on the chem-
ical composition of the anode, cathode, and the electrolyte materials used for
construction. For example, a Nickel-metal hydride (NiMH) rechargeable battery
chemistry consists of nickel cathode, a hydrogen absorbing anode, and a potassium
hydroxide electrolyte. Similarly, the lead-acid battery chemistry is made of lead-
dioxide cathode, a metallic lead anode, and an electrolyte of sulfuric acid solution.
Compared to all the secondary rechargeable battery chemistries, the Lithium-ion
(Li-Ion) based batteries provide superior performance in terms of energy and power
densities, since the electrochemical potential of lithium is higher compared to other
materials. Therefore, the cells can be manufactured with smaller size and weight
for the same required energy and power requirements. Moreover, the flexibility in
designing the cell for high specific energy (energy cell) or to design with a high
specific power (power cell) provides a wide range of applications for this battery
chemistry. In addition, long cycle life with low self-discharge and having high
coulombic efficiency make these Li-Ion cells the most appropriate option of high
power EES applications.
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10.1.2.1 High Voltage Battery Packs

The current capacity of a single Li-Ion cell depends upon the geometry of the cell.
For instance, a Li-Ion cell of “18650” form factor (18 mm in diameter and 65 mm
length) has typically a capacity in the range of 3 A h, whereas the large format pouch
cells have a capacity in the range of 60 A h. Moreover, the operating voltage of a
single Li-Ion cell is in the range of 2.7–4 V. Nevertheless, the voltage and capacity
of a single Li-Ion is insufficient to support high power EV and HEV requirements
of 450 V and 200 A h. Therefore, battery packs are formed with a number of series-
and parallel-connected individual Li-Ion cells. In order to have a higher current
capability, multiple Li-Ion cells are connected in parallel and the required higher
operating voltage can be obtained by series connection of individual cells. For
example, with a single Li-Ion cell with a capacity of 3 A h and a nominal voltage
of 4 V, connecting five cells in parallel will result in a capacity of 15 A and then
connecting twelve of these parallel-connected cells in series will yield a voltage of
48 V for the battery pack corresponding to a 720 W h EES system.

Example High Voltage Automotive Battery Packs The Tesla Model-S full EV
consists of a battery pack of 85 kW h. It is made up of Panasonic “18650” Li-Ion
cells each having a capacity of 3.2 W h. The battery pack is divided into 16
series-connected modules and each module has six series-connected groups of 74
parallel-connected individual Li-Ion cells as shown in Fig. 10.1a. The battery pack
configuration is represented as 74P6S16S with a total of 7104 individual Li-Ion
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Fig. 10.1 High voltage battery packs. (a) Tesla Model-S 85 kW h battery pack, consisting of 96
series-connected modules with 74 parallel-connected individual Li-Ion cells in each module. (b)
Nissan leaf battery pack with 96 series-connected modules each having 2 sheet shaped 32.5 A h
Li-Ion cells in parallel. (c) BMW i3 EV battery pack having 96 series-connected 60 A h cells
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cell. On the other hand, the battery pack in the Nissan leaf EV is formed by 48
series-connected modules as shown in Fig. 10.1b. Each module consists of 4 cells
that are configured in 2P2S fashion, 2 series-connected groups and in each group 2
sheet shaped 32.5 A h Li-Ion cells are connected in parallel. The entire battery pack
configuration is represented as 2P2S48S. The BMW i3 EV has 12 series-connected
60 A h prismatic Li-Ion cells forming a module and the battery pack consists of 8
modules connected in series (Fig. 10.1c).

10.1.3 Battery Pack Challenges

The benefits of high energy and power densities offered by Li-Ion cells do not
come for free. A comprehensive overview of issues associated with battery packs
consisting of Li-Ion cells is provided in [8]. The critical challenges pertaining to
high voltage battery packs consisting of multiple series-connected Li-Ion cells are
its safety and energy output.

10.1.3.1 Safety

Li-Ion cells have a defined set of safe operating conditions in terms of voltage,
current, and temperature. The minimum and maximum operating voltage of most
Li-Ion cells are in the range of 2.7 V and 4.2 V, respectively. Charging a Li-Ion cell
with a voltage higher than that specified causes excessive current flows inside the
cell and increases the internal temperature leading to fire or explosion by thermal
runaway. Similarly, discharging a Li-Ion cell below its minimum threshold voltage
(over-discharging) results in a gradual breakdown of the internal cell electrodes,
reducing their lifetime. Similar constraints also hold for the operating current of a
Li-Ion cell. Charging with high currents (fast charging), especially in terms of EV
applications, is gaining more importance, since a regular charging of an EV battery
pack might take hours. However, increasing the charging current significantly
increases the temperature of the cell and if adequate control measures are not
taken to regulate the battery pack temperature, the lifetime of the battery pack
will significantly be reduced. Likewise, discharging the cell with higher currents
results in an inherent capacity loss, due to the rate capacity effect, which is defined
as the reduction in the battery capacity due to the increased discharge current.
Finally, temperature of a Li-Ion battery pack is a critical parameter that needs to
be maintained within a specific operating range to ensure safety and increase the
usable capacity. With very low temperatures the speed of the chemical reactions is
very slow and therefore results in a reduced current carrying capacity, both in terms
of charging and discharging. Prolonged operation of the battery pack at reduced
temperatures, below 0 ◦C, will result in a premature capacity loss of the battery
pack. By contrast, increased temperatures will result in catastrophic effects causing
fire or explosion due to thermal runaway. Moreover, with increased temperature
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exothermic side reactions take place inside the cell that will severely damage them
and reduce their lifetime. Therefore, the operating parameters of all the cells in a
Li-Ion battery pack must be accurately monitored and closely controlled to ensure
safe operation.

10.1.3.2 Energy Output

As shown in Fig. 10.1, battery packs for high power applications such as EVs,
HEVs are formed by multiple series-connected Li-Ion cells to achieve the required
operating voltage. The discharging or charging process of such a series-connected
battery pack must be stopped when any cell in the pack reaches the lower or upper
operating thresholds, respectively. In an ideal case all cells forming the battery pack
are required to be uniform, thereby reaching the top and bottom threshold limits at
the same time to fully utilize the available capacity of the battery pack. However,
in reality, manufacturing differences and varying temperature distribution along the
battery pack lead to variations in the State-of-charge (SoC) of individual cells in the
pack. As a result, the usable capacity of the battery pack is reduced since a series-
connected pack can only be discharged till any cell in the pack reaches its lower
SoC threshold. Subsequently, the charging process is also affected by the charge
variations since any cell reaching the top threshold will halt the charging process.
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Fig. 10.2 (a) Motivating example consisting of four series-connected Li-Ion cells to show the
impact of cell-to-cell SoC variations. (b) While discharging, cell B4 with a lower SoC compared
to others will stop the discharging process as soon as it reaches the bottom threshold value. (c)
While charging, cell B1 with a higher SoC compared to others will stop the charging process once
the top threshold is reached
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Figure 10.2 shows the impact of such cell-to-cell variations with an example
of 4 cells connected in series. Due to manufacturing variations and temperature
distribution, the SoC of cell B1 is at 70% and that of cell B4 is at 50%. As
soon as a load current is drawn from the battery pack at time 0, the SoC of all
cells start to decrease depending upon the load current value. A series-connected
battery pack can only be discharged till the SoC of any cell in the pack reaches the
bottom threshold value. In this example, cell B4 is the weakest cell compared to
others and will reach the lower threshold value faster than other cells in the pack.
Therefore, once cell B4 is discharged to the lower threshold value, see Fig. 10.2b,
the discharging process has to be stopped, even though other cells in the pack have
active energy stored in them. Similar loss in usable capacity is observed during the
charging process which starts at time t0. Since all cells are connected in series, the
same charging current flows through all of them and their SoC starts to increase
depending upon the current value. The charging process continues till any one cell
in the pack reaches the top threshold value. In the example here, cell B1 is the
strongest cell and therefore reaches the top SoC threshold earlier than other cells
in the pack. Once cell B1 is fully charged (at time t1), the charging process has to
be stopped (see Fig. 10.2c), even though remaining cells in the pack are not fully
charged. This results in a battery pack consisting of cells that are unevenly charged.
Repeated charging and discharging of such an imbalanced battery pack will result in
a situation where the cell with the low SoC value (B4) stops the discharging process
and the cell with the high SoC (B1) halts the charging process. This leads to an
unusable battery pack and therefore it is required to equalize the SoC of individual
cells in the battery pack in order to fully utilize the usable capacity.

10.2 Battery Management System

In order to address the above-mentioned challenges associated with high voltage
battery packs, a sophisticated Battery management system (BMS) is required to
maintain safe operating conditions and to maximize the usable capacity of the
battery pack [9]. The BMS monitors the parameters such as voltage, current, and
temperature of individual cells and controls them within their safe operating limits.
In addition, the BMS accurately calculates the cell states such as SoC and State-of-
health (SoH), which are required to estimate the driving range and lifetime of the
battery pack, respectively. Moreover, the BMS controls the cell balancing, which
is the process of equalizing the charge levels of the individual cells in the series-
connected battery pack and thereby improves its usable capacity.
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and (d) fully decentralized (smart cells) [10]

10.2.1 BMS Topologies

Topology of a BMS is defined as the electrical and logical arrangement of
modules that perform sensing of cell parameters such as voltage and temperature,
computation of cell states such as SoC and SoH and control of balancing circuits.
Figure 10.3 shows the trend of the BMS topologies in the literature.

10.2.1.1 Conventional BMS Topologies

Conventional approaches are either centralized or hierarchical as shown in
Fig. 10.3a, b, respectively. In the centralized system, each cell is associated with a
Sensing and balancing module (SBM) as shown in Fig. 10.3a measuring the voltage
and temperature of each cell [11]. A single Current sensor (CS) either at the positive
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or at the negative terminal of the pack can be used to measure the pack current
since the current flowing through all the cells will be equal as they are connected
in series. The balancing part of the SBM will typically be a simple high power
resistor in series with a power transistor realizing a passive balancing approach.
The individual SBMs are controlled by a single master controller, which in addition
to maintaining safe operation of each cell also implements the pack-level functions
such as pack SoC and SoH calculations. Alternatively, the hierarchical approach
groups typically four to six series-connected cells as a module and multiplexes a
single SBM with each cell in the module as shown in Fig. 10.3b [9]. Additionally,
an intermediate control layer in the form of Module management unit (MMU) is
introduced to individually manage the respective module and uses the master Pack
management unit (PMU) controller for only pack-level functions. The BMS of a
Tesla Model-S is an example for this type of BMS topology.

Challenges Even though the centralized BMS topology is cost effective to imple-
ment, there are significant challenges faced by this approach due to the growing
complexity of battery packs and a huge demand to reduce the time-to-market
especially in terms of EV applications.

• Modularity and Scalability: Scalability of these conventional approaches is
significantly limited. The design of the electrical architecture of the SBM and
the MMU is highly integrated with the underlying cell and its parameter spec-
ifications. Similar dependence is also observed in the management algorithms
of the master controller in both centralized and hierarchical approaches, which
have to be modified depending upon the application scenario. Moreover, addition
of new cells to the pack will not be easily supported and requires a complete
redesign since the computational capability and the input/output performance of
the master and the MMUs are limited that do not scale with the number of cells.

• Wiring and Control: With a central master controller monitoring parameters
of each individual cells, there exists a huge amount of wiring between cells
and the controller. This significantly increases the wiring harness and weight,
which in EV and HEV applications directly impacts the driving range. In
addition, the balancing capability of these BMS topologies is often limited
to energy-inefficient, dissipative passive techniques, since the energy-efficient
active equalization approaches consist of a dense switching network requiring
a complex control scheme that cannot be satisfied by a single master controller
while performing other critical pack-level BMS functions.

• Reliability: The master controller in these conventional approaches represents
a potential single point of failure in the system. Any fault in the controller
will isolate the battery pack from the application unit and improper isolation in
certain scenarios might lead to catastrophic accidents, especially in terms of EVs.
Moreover, the excessive wiring from the cell sensors to the master controller in
the centralized topology also increases the probability of failures in the system. It
is highly difficult for the central master controller to distinguish between a fault
in sensor cable from a fault in the cell. If a signal wire from the sensors of any
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cell breaks, the master controller will shut down the application unit by isolating
the battery pack.

10.2.1.2 Emerging Decentralized BMS Topologies

With increasing applications of battery packs and the demand for shorter time
to market of the applications using these high power battery packs, the system
integration aspects of battery systems are gaining more attention. Here methods
for customization-free plug-and-play integration providing high degree of scala-
bility and reliability are of paramount importance. At the same time, the system
architecture must enable implementation of energy-efficient active cell balancing
approaches and should consist of homogeneous modules at all abstraction-levels
supporting mass production. This trend resulted in distributing the control and
computational units close to each cell adding more intelligence at the cell-level.

First approaches for decentralization were proposed in [12] as shown in
Fig. 10.3c, where each cell is monitored with a dedicated cell-level control unit that
is in turn connected to a light-weight master controller. Here, the local controllers
perform the cell-level functions of the BMS such as cell voltage, temperature
measurements, SoC and SoH calculations, and control of the individual balancing
units, while the light-weight master only performs system-level BMS functions.
By contrast, Steinhorst et al. [13] proposes a fully decentralized system topology
as shown in Fig. 10.3d, where the local cell-level controllers together with the
SBM form an autonomous Cell management unit (CMU), thereby managing all the
parameters of the cell it is attached to. The cell along with this CMU is termed as
the smart cell, and the battery pack is formed by interconnection of these individual
smart cells that perform all the pack-level functions such as cell balancing or pack
SoC calculation in a cooperative fashion adopting techniques from the domain of
self-organizing distributed systems.

Benefits of Decentralization Having homogeneous electrical circuit architecture
and algorithms for the cell-level controller favors mass production and
customization-free integration thereby, significantly increases the scalability of
the system. Furthermore, adding more intelligence to each cell enables accurate
monitoring and control of cell parameters within their allowable limit and timely
reaction to faults in the system. Moreover, the decentralized approaches do not
suffer from single point of failures commonly experienced in the conventional
architectures. Failure of a single cell-level controller will only render the associated
cell unusable and failure of the master controller in case of partially distributed
topology will not be catastrophic since the individual cell-level controllers can still
function without the supervision of the master. Finally, increasing the computational
and controlling capability at the cell-level promotes the realization of complex
active cell balancing approaches and reconfigurable interconnection schemes that
vastly improve the overall usable capacity of the battery pack. Owing to these
benefits, decentralized BMS approaches are gaining more importance and in the
remainder of this chapter we will focus on their design challenges and introduce
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our hardware/software development platform that will help in faster design and
verification of decentralized circuit architectures and distributed algorithms.

10.2.1.3 Distributed BMS Challenges

Even though distributed BMS topologies significantly address the challenges
associated with the centralized approach, they require a paradigm shift in their
design methodology. Design challenges in distributed BMSs that has to be addressed
for an efficient implementation are classified into three levels as follows.

Cell-Level Low-power consumption is the key design criteria for the cell-level
controllers in a distributed BMS as they are powered from the battery cell itself.
Moreover, in a series-connected battery pack, the DC potential of each cell varies
with respect to the negative terminal of the battery pack. For instance, the voltage
across the terminals of cell 2 is 4 and 8 V and that of cell 100 would be 396
and 400 V, with respect to the negative terminal of the battery pack, respectively.
Since the individual cell controllers are powered directly from their respective
battery cells, the ground potential of each controller varies while charging and
discharging the pack. As a result, the sensing module in each cell-level controller
has to be designed in such a way to overcome the measurement inaccuracies and
the high level of common-mode noise introduced by the varying DC potential. In
addition, conventional approaches have a fixed electrical interconnection between
the cells to form a battery pack. Recently, reconfiguration architectures have
been proposed where the electrical interconnection scheme of the battery pack
can be modified at runtime to improve the performance [14]. Even though the
decentralized topologies can support the additional complexity introduced by these
reconfiguration approaches, the high power dissipation across the switches used
in these reconfiguration architectures is still a challenge that requires sophisticated
power electronic design.

Module-Level The module-level comprises of the balancing circuit architectures
that are required to equalize the SoC of each cell in the pack. Compared to
conventional passive techniques [15], where the excess charge in cells with high
SoC is dissipated as heat across a resistor, energy-efficient active cell balancing
techniques are an emerging alternative. Here, the SoC variation among cells is
minimized by performing charge transfers using temporary energy storage elements
such as inductors, transformers, and capacitors coupled with a power Metal-
oxide-semiconductor field-effect transistor (MOSFET) switching network [16, 17].
Moreover, decentralization of the BMS topology enables implementation of com-
plex energy-efficient active cell balancing approaches that require sophisticated
control scheme with multiple high frequency Pulse width modulated (PWM) signals
having strict timing requirements. However, this decentralization shifts the focus
now towards the electrical architecture design and their verification in order to
satisfy the modularity and homogeneity requirements of the decentralized BMS
topologies [18]. The active cell balancing modules must have a homogeneous
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electrical architecture that can be modularized into identical units that can be
attached with each cell and a system-level balancing architecture can be easily
formed by extending them without requiring custom modifications. Moreover, all
high frequency control signals required for performing charge transfers must be
generated locally from the cell-level controller without requiring any high frequency
synchronization with other controllers. Verifying the switching scheme for such
complex active cell balancing architectures becomes a non-trivial task and cannot
be performed manually, requiring automated design techniques. Finally, optimal
component selection for these active cell balancing architectures is an essential task
to ensure high energy efficiency, lower installation volume, and faster equalization.

Pack-Level The computation, control, and communication aspects of the
distributed BMS constitute the pack-level. Computation of cell states such as
SoC, SoH, and cell aging are the main tasks performed by the BMS. This involves
solving complex analytical equations and applying sophisticated filtering techniques
such as Kalman filtering or Extended Kalman filtering (EKF) [19]. While the cell-
level controller in a distributed BMS topology is typically a microcontroller with
limited computational capability, software implementation of these mathematical
tasks become challenging. There exists a trade-off in selecting this computational
platform since increasing the computation capability of the cell-level controller
improves the efficient implementation of complex state estimation techniques,
while on the other hand will also increase their power consumption from the cell.
Moreover, as the individual cell-level controllers are only responsible for monitoring
the status of their associated cells, the system-level properties of the battery pack
such as pack SoC and pack voltage are calculated by communicating with other
cell-level controllers. Therefore, the communication channel must support high
bandwidth and also the protocol must enable the individual controllers with high
priority to access the communication channel to quickly broadcast in case of any
fault in the cell. The controlling aspect of the BMS involves the control of the
underlying active cell balancing architectures. Here complex switching schemes
with multiple high frequency PWM signals having strict timing requirements must
be generated by the cell-level controller, requiring a sophisticated timing module
and sufficient input/output port performance. Moreover, the strategy for balancing
the SoC variations in the pack, that is identifying the source and destination cells for
the charge transfer, is a complex task. Finding an optimal strategy that will minimize
both the energy dissipation and the time to equalize the pack is a non-trivial
optimization problem that requires sophisticated design automation techniques.
Moreover, developing these energy-efficient strategies for a decentralized BMS is
significantly challenging since there is no master controller with a global knowledge
is present in such systems.
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10.2.2 Need for Design Automation

In order to address the above-mentioned challenges associated with the decen-
tralized BMS topologies novel design automation techniques are required to be
developed [20]. In contrast to the well-established design automation techniques
for designing integrated circuits, the tools required for efficient design of BMSs are
significantly different. The BMS falls under the domain of cyber-physical systems,
where the measurement of parameters such as voltage, temperature, and current
of the battery cells forms the physical part and the cyber part is constituted with
the computation and control functionalities. For instance, Table 10.1 shows typical
functions that are performed in a distributed BMS topology. Inputs to the functions
are specified in the columns and the functions along with their outputs are specified
in the rows of the table.

Cell-Level Functions Cell-level functions are implemented in their respective
local control units since these functions are independent of other cells, meaning
the status and parameters of other cells in the battery pack are not required to be
communicated to implement these cell-level functions. The inputs required for each
function calculation are marked with �along the respective columns in Table 10.1.
For example, the function that calculates the SoC of the individual cell requires
the cell voltage, temperature, balancing current, and pack current as inputs. For
calculating the individual cell SoC, the local controller does not require data from
other cells in the battery pack.

Pack-Level Functions In contrast to cell-level functions that are independently
implemented in each cell-level control unit, pack-level functions are realized in a
distributed fashion. Here all individual cell controllers collectively exchange their
cell data through the communication channel, to compute the pack parameters in
a cooperative manner. They can either be a measured parameter such as voltage
and temperature or a computed result of a certain cell-level function such as SoC
and SoH. Outputs of such cell-level functions that are in turn used as inputs for
calculating battery pack-level parameters are marked with a ∗ in Table 10.1. For
example, to calculate the minimum and maximum SoC of the battery pack, the
individual SoC of each cell has to be communicated to other cells through the
communication channel.

Therefore, special set of design automation methods and tools are required for
efficient design of these complex cyber-physical systems where the modeling of the
physical process and the design of control algorithms that control these processes
are all performed in an integrated fashion.

10.3 Design Automation Techniques

In this section, we present an overview of our hardware and software development
platform that are available to assist in solving the challenges associated with
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distributed BMSs. Such a platform can be used to perform Hardware-in-the-loop
(HIL) studies for evaluating different decentralized circuit architectures, active cell
balancing topologies, and distributed algorithms. All design files of the development
platform are made open source by uploading them in an online repository [21]
along with detailed instructions for duplicating them. This enables the scientific
community to kick start their work on developing distributed algorithms by
providing a testbed where they can evaluate their developed algorithms, saving the
time and effort to develop custom prototyping platforms.

10.3.1 Hardware Development Platform

A major step towards the development of decentralized BMS algorithms and novel
active cell balancing architectures and their control strategy is prototyping. This
involves several steps such as the development of hardware implementations for
the BMS controller, active cell balancing architecture, their integration, software
development, hardware and software verification, leading to a huge overhead in
terms of time and cost. Towards this we propose a distributed BMS hardware
development platform as shown in Fig. 10.4. With minor adjustments to their
connection scheme, the proposed platform could be reconfigured to emulate
different types of BMS topologies, thereby enabling rapid prototyping and fast
development and validation of BMS algorithms. Here each cell is associated with
an individual cell-level controller and an active cell balancing module. The cell-
level controllers monitor the parameters of the associated cell and maintain them
within safe operating range and the active cell balancing modules perform charge
transfers between the cells to minimize the SoC variation among them. As such
this development platform directly emulates the fully decentralized smart cell BMS
topology shown in Fig. 10.3d. Moreover, by making one of the cell-level controllers
as a master control unit, the partially distributed BMS topology shown in Fig. 10.3c
is obtained.

10.3.1.1 Cell-Level Controller

With the functions performed in a typical distributed BMS as listed in Table 10.1,
the necessary modules that are required in the cell-level controller are as follows:

• Sensing: The sensing module is used to measure the cell parameters such as
cell voltage, temperature, balancing current, and pack current, which are used as
inputs for calculating the cell and pack-level functions of the BMS.

• Computation: The computation module implements all the cell-level and
pack-level functions of the distributed BMS topologies. It takes the measured
parameters from the sensing module as inputs for calculating the cell-level
functions and the pack-level functions are performed by communicating with
other cell-level controllers.
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Fig. 10.4 A development platform for distributed BMSs consisting of 5 series-connected Li-Ion
cells and their respective control units. Each unit consists of 3 parallel-connected Li-Ion cells that is
monitored and controlled by the dedicated cell-level controller and individual active cell balancing
unit

• Communication: Data exchange between the individual cell-level controllers or
to the master controller is facilitated by the communication module.

• Cell balancing: Equalization of individual cell capacities is performed by the
cell balancing module to improve the usable capacity of the battery pack.

• Power supply: Power supply module provides a constant regulated supply
voltage, which is required for efficient functioning of other modules in the cell-
level controller unit.

Figures 10.5 and 10.6 show the top and bottom side of the cell-level controller
board. Implementation of each individual module was performed using commercial
off-the-shelf components that are combined in a custom designed Printed circuit
board (PCB) that can be directly powered from a battery cell. The design of the PCB
was focused towards facilitating extensive debugging and obtaining high accuracy
measurements. Inputs to each module can be actuated with test signals and their
corresponding outputs can be measured separately without involving other modules.
This facilitates functional verification of each module and also enables to character-
ize their performance individually in terms of energy consumption. Communication
between the individual cell controllers is established using an isolated Controller
area network (CAN) bus topology through which the functions of a distributed BMS
are performed by negotiations between the individual cell controllers. Since the cell-
level controllers are powered by their respective battery cells, a galvanically isolated
communication channel is used to avoid potential short circuits between cells.
In addition to the bus-based communication architecture, a galvanically isolated
daisy chain communication topology between the individual cell-level controllers
is also provided. This enables performance comparison of different communication
architectures with respect to evaluating the pack-level functions.
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The modular design of the development platform enables easy interfaces with
external test equipment and Data acquisition (DAQ) systems. This facilitates
functional verification of different distributed BMS functions and also to obtain high
accuracy measurements for model validation purposes. Moreover, the isolated CAN
communication bus can also be tapped and connected to a PC using suitable adapter.
This enables the individual cell-level controllers to be operated using a system-
level algorithm that is running on the PC, thereby facilitating HIL simulations. All
hardware design files and the firmware of the cell-level controller are uploaded
in an online repository [21] and made publicly accessible. Details regarding the
implementation of each module in the cell-level controller and techniques to
fabricate multiple copies of the controller can be found in [21]. Such an open
source implementation enables easy reproduction of the development platform
with minimal integration efforts and facilitate the scientific community in rapid
development of distributed BMS functions and algorithms.

10.3.1.2 Active Balancing Unit

In addition to the cell-level controller, development boards for evaluating different
active cell balancing architectures are also available. Active cell balancing involves

Fig. 10.5 Top side of the cell-level controller board
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Fig. 10.6 Bottom side of the cell-level controller board

equalization of the SoC variations among cells by performing charge transfers using
temporary energy storage elements such as capacitors, inductors, and transformers.
Even though capacitor-based approaches [22–24] have a simpler control scheme
and reduced installation area, they can only achieve a maximum of 50% energy
efficiency, due to the inherent energy dissipation of the capacitor being charged
by a voltage source. Moreover, the equalization speed of these capacitor-based
approaches is significantly smaller, since the balancing current value depends upon
the difference between the cell voltages, which in case of Li-Ion cells is very small.
Therefore, active cell balancing techniques that use inductors and transformers are
typically preferred due to their high energy efficiency and balancing speed.

Figure 10.7 shows a development platform that will be attached to each cell for
evaluating the performance of different inductor-based active cell balancing archi-
tectures. The battery cell is connected at the top of the board and connections for
exchanging charge between the adjacent cells in the pack are provided on both left
and right sides. The development platform consists of 12 power MOSFETs and their
corresponding high frequency gate drivers. The gate drivers are directly controlled
by the cell-level controller of the respective cell. With minor adjustments to the
control scheme the development platform shown in Fig. 10.7 can be reconfigured to
emulate different inductor-based active cell balancing architectures proposed in the
literature such as [25–28]. Similarly, the development platform shown in Fig. 10.8
can be used to emulate different types of transformer-based active cell balancing
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architectures proposed in [18, 29]. These reconfigurations are facilitated by the high
speed gate driver arrangement, which forms a crucial part of the active cell balancing
unit as explained in the following.

High Frequency Gate Drive Power MOSFETs in the active cell balancing
architectures are connected with the power line of the battery pack and therefore
they cannot be actuated directly from the computation module. Moreover, the
voltage of the control signals from the computation module is in the order of 3–5
V which is less compared to the higher gate drive voltage required for actuating the
power MOSFETs. Therefore, external gate drive units are required to interface the
MOSFETs to the computation module. Gate drive for MOSFETs that are actuated
with either ON or OFF DC signals can be accomplished using a photovoltaic gate
drive units. However, the turn-ON and turn-OFF times of the photovoltaic gate drive
components are relatively slow compared to the requirements of the high frequency
actuation signals used in active cell balancing purposes that are in the range of
10–100 kHz. Therefore, they cannot be employed as gate drive units for actuating
MOSFETs that are actuated with high frequency control signals. As a result, special
type of gate drive arrangement is required for actuating MOSFETs that are operated
with high frequency control signals.

An optocoupler-based MOSFET gate drive unit is used to boost the low voltage
control signals that are generated from the computation module of the cell-level

Fig. 10.7 Inductor-based active cell balancing development platform
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Fig. 10.8 Transformer-based active cell balancing development platform

controller. Moreover, the optocoupler gate drive unit isolates the high voltage battery
and active cell balancing circuitries from the low voltage computation units. In
addition, an isolated power supply unit powered from the battery cell is used to
obtain a higher supply voltage required for the optocoupler-based MOSFET gate
drive unit. The high frequency control signals from the computation module actuate
the input Light emitting diode (LED) of the optocoupler gate drive unit and the
illumination created by the LED makes the output phototransistors to conduct,
thereby controlling the actuation of the associated power MOSFET switch.

10.3.2 Software Development Platform

In this section, we provide an overview of the software tools that are available to
interact with the hardware development platform explained above. This includes the
firmware that is implemented on the individual cell-level controllers and the CAN
controller framework that is used to visualize, control, and record the status of the
individual cells in the development platform.

10.3.2.1 Real-Time Operating System

µC/OS-III from Micrium [30] is used as a real-time operating system on which both
cell-level and pack-level functions performed by each smart cell are implemented as
tasks. We provide a brief explanation regarding the µC/OS-III real-time operating
system, current tasks that are implemented on the hardware platform and discuss
its scheduling policy. The objective of using a real-time operating system is to
split each function into different tasks, which are then scheduled to run on the
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Table 10.2 List of tasks
implemented in the µC/OS-III
real-time operating system

Task ID Task name Priority Trigger type

T 0 ProcessCANMsg 1 Event

T 1 PackMonitoring 2 Periodic

T 2 ChargeRequesting 2 Periodic

T 3 ChargeAcknowledge 2 Periodic

T 4 CurrentSampling 3 Periodic

T 5 VoltageAverage 3 Periodic

T 6 StatusMessage 3 Periodic

The priority and the type of trigger for each task are also
specified

computational unit depending upon their priority-levels. The µC/OS-III real-time
operating system supports multi-tasking, a process of scheduling and switching
the computational module between several tasks. This facilitates an application
programmer to implement a complex function into multiple modular tasks that are
then periodically executed by the operating system. Moreover, by assigning different
priorities to the individual tasks, we ensure that the critical functions of the BMS
are executed with high priority, in a timely manner meeting their deadlines, which
would have been difficult to implement in other software programming architectures
such as super-loop.

Tasks Table 10.2 provides the list of tasks that are currently implemented in the
µC/OS-III operating system, along with their priority-level and the type of trigger.
All tasks can be broadly classified into periodic and event-driven tasks. The periodic
tasks are executed in a time-triggered manner while the event-driven tasks are
performed on occurrence of a certain event. The functions performed by each task
are as follows:

• ProcessCANMsg: This task is the highest priority compared to all the other
implemented tasks and it is triggered with an incoming CAN message through
the communication channel. It processes the received CAN message and executes
certain functions or calls other tasks depending upon the type of message.

• PackMonitoring: In this task, the individual smart cell monitors its own SoC
with the SoC of other cells and triggers a balancing request if the deviation in the
SoC is above a certain threshold.

• ChargeRequesting: This task pertains to active cell balancing. The smart cell
checks its own SoC with other cells and requests charge if its SoC is lower
compared to other cells.

• ChargeAcknowledge: In contrast to the ChargeRequesting task, in this task, the
smart cell decides to give charge to other cells if its SoC is higher than other cells.

• CurrentSampling: Measured balancing and pack currents from the sensing
module are obtained periodically in this task.

• VoltageAverage: Multiple readings of the cell voltage are taken from the sensing
module and are filtered using a digital Infinite impulse response (IIR) filter to
obtain the cell voltage accurately.
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Fig. 10.9 Preemptive, round-robin scheduling algorithm in µC/OS-III implementing the individ-
ual tasks. High-priority tasks are executed until they are done and the low priority tasks can be
interrupted by the high-priority tasks when the specific events occur [30]

• StatusMessage: The smart cell periodically broadcasts its individual cell voltage
and SoC through the communication channel to other smart cells in the battery
pack. Also the received information from other smart cells is used to update the
battery pack parameters.

Scheduling Policy µC/OS-III follows a preemptive, priority-based scheduling,
meaning the high-priority tasks if it’s ready-to-run will preempt the execution of the
low-priority tasks. Moreover, for tasks with equal priority, a round-robin scheduling
algorithm is employed, where each ready-to-run task of the same priority is executed
for a defined time period. After this time period, the operating system executes the
next ready-to-run task at the same priority. Figure 10.9 shows the timing diagram
of the scheduling process of the µC/OS-III operating system. The entire scheduling
process can be visualized as a state diagram consisting of states representing the
status of each task (for the complete state diagram, please refer to page 95 of [30]).

The tasks that are ready-to-run are placed in the ready state from where they are
moved to running state in order to be executed. If it is an event-driven task and if
the corresponding event has not occurred, it will move from the ready state to the
pending state, where it waits for the event to take place. Tasks while waiting for an
event in the pending state do not consume any controller operation time. As soon
as an event occurs, the corresponding task in the pending state moves to the ready
state, notifying the operating system. The µC/OS-III operating system checks the
priority-level of the newly readied task and preempts the currently running task, if
the ready-to-run task is of higher priority.

This is shown in Fig. 10.9, where the higher priority task T 0 (ProcessCANMsg)
gets executed preempting the low priority task T 6 (StatusMessage) as soon as the
event E0 occurs, which in this case is an incoming CAN message. The preempted
low priority task moves to the ready state and begins execution from the same point
where it was preempted, only after the processing of high-priority task is finished.
Moreover, Fig. 10.9 also shows the round-robin scheduling example, where equal
priority tasks T 4 (CurrentSampling), T 5 (VoltageAverage), and T 6 (StatusMessage)
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do not run for completion once executed. Instead, each task runs for the same
amount of time period and then the next ready-to-run equal priority task is executed.
This maintains equal resource utilization for all tasks that are at the same priority-
levels.

10.3.2.2 CAN Visualization Framework

Interactions with the hardware development platform shown in Fig. 10.4 are facil-
itated with a software framework. The isolated CAN communication bus in the
hardware development platform is connected to an external PC through a CAN
adapter. A custom-designed CAN visualization framework is developed in Python
environment. Figure 10.10 shows the screenshot of the visualization framework
that is used to control, record, and analyze the communication messages and in
turn the behavior of the distributed BMS hardware development platform. A live
view of the transmitted cell parameters is shown on the right side, while update
rate and a list of the sent messages are displayed in the mid and left sections,
respectively. The framework can be used to visualize and record CAN messages that
are sent between the controllers in the hardware development platform. Moreover,
the recorded messages can be exported to a database for structured storage and
analysis at a later point in time. In addition to the CAN messages, the framework
can also be used to measure and store the cell status with high precision that can be
used for model validation purposes.

The lower part of the framework is used for controlling the parameters for
broadcasting and monitoring, active balancing status, sending debug-messages,
and recording messaging sessions. The control part of the framework shown on
the bottom side involves setting of timing parameters for the balancing control
signals, initiating a charge transfer between any two cells in the platform. Active
balancing can be enabled and disabled globally and single forced transactions to
test the transfer of charge between specified cells can also be triggered. In addition,
the framework also comes with predefined active cell balancing strategies (bottom
right) proposed in [31]. The hardware platform can be controlled using the CAN
visualizing framework to perform any of the predefined strategies thereby enabling
to compare the performance of the individual algorithms. In combination with the
hardware platform, the CAN visualization framework facilitates in performing HIL
simulation studies to evaluate the performance of different balancing architectures,
equalization strategies, and several distributed battery management algorithms.

10.4 Summary

There is a huge overhead involved in terms of time and cost to develop circuit
architectures and software algorithms for distributed BMSs, as it requires custom
development platforms to verify each of the interested functionality. In this chapter,
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Fig. 10.10 Screenshot of the CAN visualization framework that is used to control the distributed
BMS hardware development platform
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we presented a hardware/software development platform for accelerating the design
and verification of distributed BMSs. The hardware development platform can be
flexibly reconfigured to emulate different types of distributed BMS topologies.
Moreover, development boards for evaluating active cell balancing functionality are
also introduced. Interactions with the hardware development platform are supported
by the proposed software framework, which facilitates to visualize, control, and
record the status of the individual cells in the development platform. Together these
hardware and software development platforms enable to perform HIL simulation
studies for functional verification of active cell balancing architectures, model
validation and evaluation of distributed active cell balancing algorithms. All design
files regarding the hardware development platform and the software framework are
uploaded in an online repository [21] and made publicly available. This enables
easy replication of the development platforms with minimal integration efforts and
facilitates the scientific community in rapid development of distributed BMS circuit
architectures, active cell balancing topologies, and their equalization algorithms.
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