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Preface

We are delighted to introduce the proceedings of the 13th European Alliance for
Innovation (EAI) International Conference on Testbeds and Research Infrastructures
for the Development of Networks and Communities (TridentCom 2018). This con-
ference brought together technical experts and researchers from academic and industry
from all around the world to discuss the emerging technologies of big data,
cyber-physical systems, and computer communications.

The technical program of TridentCom 2018 consisted of ten full papers. The con-
ference sessions were: Session 1, Wireless and Testbed Application; Session 2,
Uncertainty Analytics and Formal Verification; and Session 3, Knowledge Graph.
Aside from the high-quality technical paper presentations, the technical program also
featured two keynote speeches given by Dr. Zhi Wang from Zhejiang University and
Dr. Yang Yang from Shanghai Tech University.

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference. We sincerely appreciate his constant support and guidance. It was
also a great pleasure to work with such an excellent Organizing Committee team for
their hard work in organizing and supporting the conference. In particular, we thank the
Technical Program Committee, led by our TPC co-chairs, Dr. Yuyu Yin and
Dr. Xiaoxian Yang, who completed the peer-review process of technical papers and
created a high-quality technical program. We are also grateful to the conference
manager, Andrea Piekova, for her support and to all the authors who submitted their
papers to the TridentCom 2018 conference.

We strongly believe that TridentCom provides a good forum for researchers,
developers, and practitioners to discuss all science and technology aspects that are
relevant to big data, cyber-physical systems, and computer communications. We also
expect that future TridentCom conferences will be as successful and stimulating, as
indicated by the contributions presented in this volume.

January 2019 Honghao Gao
Huaikou Miao

The original version of the book was revised: The title of the book has been corrected. The correction
to the book is available at https://doi.org/10.1007/978-3-030-12971-2_11



Organization

Steering Committee
Imrich Chlamtac Bruno Kessler Professor, University of Trento, Italy

Organizing Committee

General Co-chairs

Honghao Gao Shanghai University, China
Huaikou Miao Shanghai University, China

Technical Program Committee Co-chairs

Yuyu Yin Hangzhou Dianzi University, China
Xiaoxian Yang Shanghai Polytechnic University, China
Web Chair

Wangiu Huang Shanghai University, China

Publicity and Social Media Chair
Yuan Tao Shanghai University, China

Workshops Chair

Yucong Duan Hainan University, China

Publications Chair

Youhuizi Li Hangzhou Dianzi University, China

Local Chair
Qiming Zuo Shanghai University, China

Conference Manager
Andrea Piekova EAI, Italy

Technical Program Committee

Abdelrahman Osman Elfaki  University of Tabuk, Saudi Arabia
Ajay Kattepur Tata Consultancy Services
Alex Norta Tallinn University of Technology, Estonia



VI Organization
Amit Dvir

Antonella Longo
Chengzhong Xu
Guoray Cai
Honghao Gao
Hong-Linh Truong
Huaikou Miao
HuiYuan Zheng
Jiangchuan Liu
Jiannong Cao
Jianwei Yin
Jianwen Su

Jian Zhao

Jia Zhang

Jilin Zhang
Jingyu Zhang
Joe Tekli

Jue Wang

Klaus-Dieter Schewe
Kumiko Tadano

Lai Xu

Lei Liu

Li Kuang

Limin Shen

Marco Comerio

Nanjangud C. Narendra

Nianjun Joe Zhou
Peng Di

Qiang Duan

Qing Wu

Robert Lagerstrom
Shuiguang Deng

Stephan Reiff-Marganiec

Stephen Wang

Wan Tang
Xiaofei Zhang

Yi Wang
Yucong Duan
YuYu Yin
Zhou Su

Budapest University of Technology and Economics,
Hungary

University of Salento, Italy

Wayne State University, USA

Pennsylvania State University, USA

Shanghai University, China

Vienna University of Technology, Austria

Shanghai University, China

Macquarie University

Simon Fraser University, Canada

Hong Kong Polytechnic University, SAR China

Zhejiang University, China

University of California, USA

Institute for Infocomm Research, Singapore

Northern Illinois University, USA

Hangzhou Dianzi University, China

University of Sydney, Australia

Lebanese American University, Lebanon

Supercomputing Center of the China Academy
of Sciences, China

Information Science Research Centre

Nippon Electric Company

Bournemouth University, UK

Karlsruhe Institute of Technology, Germany

Hangzhou Normal University, China

Yanshan University, China

University of Milano-Bicocca, Italy

MS Ramaiah University of Applied Sciences, India

IBM Thomas J. Watson Research Center, USA

The University of New South Wales, Australia

Pennsylvania State University, USA

Hangzhou Dianzi University, China

KTH Royal Institute of Technology, Sweden

Zheliang University, China

University of Leicester, UK

Toshiba Telecommunications Research
Laboratory Europe

South-Central University for Nationalities

Hong Kong University of Science and Technology,
SAR China

Macquarie University, Australia

Hainan University, China

Hangzhou Dianzi University, China

Waseda University, Japan



Contents

Wireless and Testbed Application

Indriya2: A Heterogeneous Wireless Sensor Network (WSN) Testbed . . . . ..
Paramasiven Appavoo, Ebram Kamal William, Mun Choon Chan,
and Mobashir Mohammad

Throughput Analytics of Data Transfer Infrastructures. . .. ... ..........
Nageswara S. V. Rao, Qiang Liu, Zhengchun Liu, Rajkumar Kettimuthu,
and Ilan Foster

Exploring Intelligent Service Migration in Vehicular Networks. . . ... ... ..
Onyekachukwu A. Ezenwigbo, Vishnu Vardhan Paranthaman,
Glenford Mapp, and Ramona Trestian

A Balanced Cloudlet Management Method for Wireless Metropolitan
Area Networks . . .. .o
Xiaolong Xu, Yuhao Chen, Lianyong Qi, Jing He, and Xuyun Zhang

Uncertainty Analytics and Formal Verification

Uncertainty Analysis of Rainfall Spatial Interpolation in Urban
Small Area. . . ..o
Jie Huang, Changfeng Jing, Jiayun Fu, and Zejun Huang

Automated and Optimized Formal Approach to Verify SDN
Access-Control Misconfigurations . . . ... ....... ..t
Amina Saddaoui, Nihel Ben Youssef Ben Souayeh, and Adel Bouhoula

Energy-Efficient Computation Offloading for Multimedia Workflows

in Mobile Cloud Computing. . . . ........ ... .. ..
Tao Huang, Yi Chen, Shengjun Xue, Haojun Ji, Yuan Xue, Lianyong Qi,
and Xiaolong Xu

A Secure Contained Testbed for Analyzing IoT Botnets. . . .............
Ayush Kumar and Teng Joon Lim



X Contents

Knowledge Graph

Capturing Domain Knowledge Through Extensible Components. . . . ... ...
Erik Kline, Genevieve Bartlett, Geoff Lawler, Robert Story,
and Michael Elkins

Formalizing DIKW Architecture for Modeling Security and Privacy
as Typed Resources. . . . ... ..
Yucong Duan, Lougao Zhan, Xinyue Zhang, and Yuanyuan Zhang

Correction to: Testbeds and Research Infrastructures for the Development
of Networks and Communities . . . . . ... ... ..ttt
Honghao Gao, Yuyu Yin, Xiaoxian Yang, and Huaikou Miao

Author Index . ... ... .. ... . . ... e



Wireless and Testbed Application



®

Check for
updates

Indriya2: A Heterogeneous Wireless
Sensor Network (WSN) Testbed

Paramasiven Appavoo™), Ebram Kamal William, Mun Choon Chan,
and Mobashir Mohammad

National University of Singapore, Singapore, Singapore
{pappavoo, ebramkw, chanmc ,mobashir}@comp.nus.edu.sg

Abstract. Wireless sensor network testbeds are important elements of
sensor network/IoT research. The Indriya testbed has been serving the
sensor network community for the last 8 years. Researchers from more
than a hundred institutions around the world have been actively using
the testbed in their work. However, given that Indriya has been deployed
for over 8 years, it has a number of limitations. For example, it lacks sup-
port for heterogeneous devices and the ability to handle data generated
by the testbed with no loss, even at a relatively low sampling rate. In
this paper, we present the design and implementation of an upgraded
version of Indriya, Indriya2, with the following improvements, namely
(1) support for heterogeneous sensor devices, (2) support for higher data
rate through the infrastructure, (3) support for multiple users to sched-
ule jobs over non-overlapping set of heterogeneous nodes at the same
time, and (4) a real-time publish/subscribe architecture to send/receive
data to/from the testbed nodes.

Keywords: Testbed * Internet of Things - Wireless sensor network

1 Introduction

With the emergence of Internet-of-Things (IoT), the ability to experiment and
evaluate different sensor network protocols in large, realistic environments con-
tinued to be important. Indriya [1], is a wireless sensor network testbed deployed
at the School of Computing, National University of Singapore. Indriya has been
available as an open testbed for use by the research communities for more than
8 years (since December 2009). It has served more than 500 users from over 150
institutions with over 13,000 jobs executed.

While Indriya has served its purpose well, it has limitations. First, its software
is derived from MoteLab [18], an even older wireless sensor network testbed and
much of the internal design is based on software tools and components that are
very dated. This makes system upgrade and maintenance difficult. Second, the
current design of Indriya can support only one single hardware platform (TelsoB
[4]). With many new sensor hardware platforms available in the last few years

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved

H. Gao et al. (Eds.): TridentCom 2018, LNICST 270, pp. 3-19, 2019.
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and with more likely to emerge in the future, it is important that the testbed is
able to support newer hardware platforms.

In this paper, we present the design of Indriya2. Indriya2 is designed to
address the limitations of Indriya and has the following objectives. First, it
should be able to support different sensor platforms and wireless network tech-
nologies. Second, the infrastructure should support higher data rate to handle
high influx of time-stamped data generated by nodes for either debugging or
application purposes. The need to support higher aggregated data rate comes
from the possible increase in either number of sensor nodes in the testbed or
higher traffic rate generated to support experimentation.

We have completed the design and implementation of Indriya2. The main
features are summarized as follow:

1. It can support different hardware platforms. Currently, Indriya2 can support
a mixture of TelosB, SensorTag CC2650 and SensorTag CC1350. New device
types can be easily added to the testbed by adding a small device specific
components for flashing. Indriya2 also supports different operating systems
(TinyOS [19] and Contiki [20]) and wireless network technologies (BLE and
IEEE 802.15.4g).

2. The internal design of Indriya2 has been completely overhauled to improve
software portability and overall performance. It uses a time-series database,
InfluxDB, that supports high influx of streaming sensor data. Experiments
show that the database can easily support over 2000 transactions per second
running on a mid-range commodity server.

3. The front-end interface allows multiple users to run multiple experiments at
the same time using different set of nodes. For real-time sensor data monitor-
ing, all the data generated by the active nodes, i.e. under running experiments,
are available in real-time through a MQTT server.

The paper is organized as follows. We briefly presented related work in Sect. 2
and recap the design of Indriya in Sect.3. The design and user interface of
Indriya2 are covered in Sect. 4 and 5 respectively. Testbed results are presented
in Sect.6 and conclusion in Sect. 7.

2 Related Work

In this section, we will give a short description of the other common testbeds for
wireless sensor networking that are popular in the research community.

FlockLab [14] is a wireless sensor network testbed developed and run by the
Computer Engineering and Networks Laboratory at the Swiss Federal Institute
of Technology Zurich in Switzerland with TinyNodel84, Tmote Sky (TelosB),
Opal, OpenMote, and MSP430-CCRF as the sensor motes. It provides reliable
power and energy measurements while JamLab [15] allows for generation and
reproduction of interference patterns.

FIT IoT-LAB [16] is a large scale infrastructure for wireless sensor networks
developed by a consortium of five French institutions of higher education and
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research with over 2000 nodes using WSN430, M3, and A8 as the sensor platform.
One unique feature of the IoT-LAB is that it includes mobile robots.

The TKN Wlreless NetworkS Testbed (TWIST) [17] is developed by the
Telecommunication Networks Group (TKN) at the Technische Universitét
Berlin. TWIST uses 46 single-board and wall-powered computers to manage
204 testbed nodes. Sensor nodes include both the TmoteSky and eyesIFXv2
nodes.

Indriya2 mostly uses the same USB wiring and hardware infrastructure as
Indriya. The major changes are in the software design and architecture which
allows more support for requirements of an Internet of Things platform, including
heterogeneous hardware that supports different wireless technology, and times-
tamped data access through MQTT service.

3 Indriya

Indriya is deployed across three different floors of our main School of Computing
building (COM1). Indriya2’s deployment remains the same. The deployment
covers spaces used for different purposes, including laboratories, tutorial rooms,
seminar rooms, study areas, and walkways. The backend is based on a cluster-
based design with each cluster consisting of a single cluster-head. The motes
are connected to the cluster-head using USB hubs and active USB cables. The
cluster-heads are connected to a server via Ethernet. The server manages the
testbed and provides a user interface.

Over the past 8 years, Indriya has registered more than 500 users from more
than 150 institutions and over 25 countries. More than 65% of the users are from
overseas, including India, Germany, Switzerland, Sweden, United Kingdom and
Brazil. The total number of jobs scheduled exceeds 13,000 averaging more than
1,400 per year.

Due to the deployment inside a very active university building, the devices
experience real world interference from coexisting WiFi operating in the 2.4 GHz
spectrum. This give the users a very realistic testbed to try out and improve their
protocols. Besides interference, due to the 3 dimensional deployment of nodes
across the three levels of the building, the communication suffers from random
occlusion from different objects, giving constantly changing topologies of up to
7 hops at maximum transmission power.

In spite of its popular usage, there are a number of limitations to Indriya’s
design and implementation. We highlight some of the issues below.

— The design is tightly coupled with TinyOS [2] infrastructure, whose latest
release is dated August 2012. Additional class files are required to properly
format the output.

— The MySQL database used is not suited for high influx of time series data
produced by the sensor network due to the combination of large number of
sensor motes sending data on the back channel at (relatively) high rate.
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— The system supports only one type of node, that is the CrossBow TelosB [4].
TelosB is a very old platform with limited sensors. The sensor data collected
is also relatively noisy when compared to newer sensor hardware like the
CC2650 SensorTag [3].

— The source is written in multiple programming languages including C, Perl,
and PHP with numerous dependencies, making it difficult to maintain and
update.

Indriya2 is designed to address these issues. We will present its design in the
next two sections.

4 System Architecture

The system architecture for Indriya2 is shown in Fig. 1. The main components
are (1) nodes, like TelosB, SensorTags c¢c2650, and others, (2) gateways, which
are mini desktops like mac-mini and tiny-lenovo, and (3) server(s). Currently,
the gateways for Indriya2 are 6 mac-minis running Ubuntu 14 and the server is
a quad-core machine with 16 GB RAM running Ubuntu 16.

4.1 Hardware

In this section, we will show how Indriya2 is deployed at the School of Com-
puting of National University of Singapore. Figure 2 shows a picture of c¢c2650

Node(s) Gateway(s) Server(s) User(s)

Mosquitto
MQTT ~ Je---=----~ Pttt
server N MQTT
“~. protocol

AN ’
N .
N .
N .
Ny ,
R .
> Web ’
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level REST *1-%»
->
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Fig. 1. System architecture of Indriya2
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as deployed in the building. Figure 3 shows the gateway connected to the USB
hubs and the active cables at the ceiling of the building.

4.2 Gateway Sub-components

The nodes are connected to the gateways via USB hubs. The gateways see the
devices with unique names under linux directory system of “/dev/serial/by-id/”.
For each type of device, the appropriate flasher application program is used to
flash a particular device, based on its physical ID, with the user program. The
flasher [5] used for flashing the TelosB can also be used for the Zolertia Z1 [6]
and Arago Systems WisMote [7]. As for the SensorTags, the standalone flasher
generated from the standard Uniflash interface [8], provided by the manufacturer
(Texas Instrument), is used. It can flash other types of nodes from the same fam-
ily including CC13xx, CC25xx, CC26xx, CC3220, CC3120, and others. Adding
a new device category requires only adding, if needed, a new flasher program.

The data generated by the user programs are transmitted through the serial
port to the network port using the ser2net program. The current version used
[9] allows for multiple connections, whenever required, unlike the default ver-
sion provided in the Linux installation. All the devices are uniquely mapped
to a network port based on their physical ID. Table 1 shows the permanent ID
used for the device as opposed to connection/temporary ID, which varies, as it
is assigned at connection time. The table also shows excerpts for two types of
devices, namely TelosB and CC2650, and their respective settings and configu-
rations.

Given that a network port is associated with the serial data port of the
device, a remote server program, namely the aggregator in our architecture,
can connect to any selected node, identified by its network port and gateway IP
address.

4.3 Server Sub-components

The main sub-components of the server are as follows:

Aggregator. The aggregator retrieves data from the nodes generated by the
active job(s). One copy of the data is forwarded to the database (Influx DB)
another copy is published to the appropriate active users via the MQTT server.
The latter allows end-users to view in real-time, the output of the nodes. End-
users can also push data to the nodes via the MQTT server. The facility to
pull and push data enable applications that have both monitor and control
requirements, include those that perform feedback control.

Scheduler. The scheduler starts/ends the jobs at the scheduled times. If the
job is successfully started, the nodes’ status change to active and the aggregator
starts forwarding the data to the data store. In case a node encounters a flashing
failure, retries are performed up to three times. At the end of a job, the nodes’
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Fig. 2. Motes as deployed in the building.

status is changed to inactive and the data stored for that job into the Influx DB
is zipped and archived on the file system.

The Python Event Scheduler [10] was used, running on time resolution of
microseconds.
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Fig. 3. Gateway connected to USB hubs and active cables.

Table 1. Mapping device serial to TCP network port

Device type Connection ID Permanent ID in Map to ser2net mapping
by device serial /dev/serial/by-id TCP port | configuration line
port in /dev/tty*
TelosB /dev/ttyUSBO /dev/serial/by-id 4000 4000:raw:0:/dev/
/usb-XBOW_Crossbow serial/by-id/usb
_Telos_Rev.B_XBTNPM -XBOW_Crossbow_Telos_
52-if00-port0 Rev.B_XBTNPM52-if00-
port0:115200,
SDATABITS,NONE,
1STOPBIT
CC2650 /dev/ttyACMO /dev/serial/by-id/ | 4100 4100:raw:0:/dev/
usb-Texas_ serial/by-id/usb-
Instruments_XDS110 Texas_Instruments._
--02.03.00.08__ XDS110_.02.03.00.08
Embed_with_CMSIS _-Embed_with_CMSIS-
-DAP_L.3002833-if00 DAP_L3002833-if00:
115200, 8DATABITS,
NONE, 1STOPBIT
/dev/ttyACM1 /dev/serial/by

-id/usb-Texas_
Instruments_XDS110
~-02.03.00.08__
Embed_with CMSIS-
DAP_L3002833-1f03

MQTT Server. The Mosquitto MQTT server [11] is used. The MQTT server
allows the user or a remote program to process the data generated from the
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user’s job in real-time. The user can also publish, i.e. send data, to a particular
node which is part of his running job. While the MQTT ensures that legitimate
users are allowed to publish, the aggregator makes sure that users only publish
to node of their currently active jobs. The different levels of QoS supported by
the server are 0 for at most once, 1 for at least once, and 2 for exactly once.

High Influx Database. Influx DB [12] is selected because of its ability to
handle timestamped data at very high rate. Our evaluation shows that Influx
DB meets our current and future requirements based on nodes capabilities to
generate data at high rate. Note that sending records of timestamped data in
batches, using JSON format over REST, allows for even higher data rate compare
to writing records individually.

Job/User Manager. All users and respective job information are maintained
using the MySQL DB. Upon user activation by the administrator, the former is
given a limited quota of 30 min for scheduling jobs. Statistics on jobs scheduled
can be viewed as well as editing jobs information and statistics is allowed.

REST APIs. The higher and lower levels of Indriya2 are loosely-coupled as
shown in Fig. 1. The low level REST APIs allows for any form of interface as long
as REST calls can be performed. Moreover, even the front-end can be accessed
with REST APIs. This allows for smooth federation with other testbed platforms
in the future if needed. To enhance security while using the REST APIs, using
the API requires adding a timestamp token to the job schedule request to protect
against replay attack. Hash value of the request is calculated and appended which
is used to preserve the integrity. The request is encrypted using the user’s MQTT
credentials which preserve authenticity and confidentiality.

5 Executing a Job

In this section, we will describe the steps to create, schedule, and get the results
from the job from the graphical user interface! as well as on the backend. After
the user signs in, the user can create a job as shown in Fig.4 where the user
specifies the job name, chooses the mote-type, and selects the binary files to
be used. In the next step, in Fig.5, the user associates different binary files to
different motes and creates the job. After creating the job, the user can schedule
the job in a free time slot as shown in Fig. 6.

When it is time to execute a particular job, the scheduler locks the job so
that its cancellation cannot be executed on that particular job during that time
it is going to be flashed. This is done because once the flashing procedure is
launched on the device, it cannot be interrupted. For each node to be flashed,
a thread is launched that firstly uses rsync, without overwriting, to copy the

! https://indriya.comp.nus.edu.sg/.


https://indriya.comp.nus.edu.sg/

Indriya2: A Heterogeneous Wireless Sensor Network (WSN) Testbed 11

Add a new job

J0b name:
Mote Type: *  ¢c2650 E

Add File(s): * 2 files selected.

Cancel /| Next

Fig. 4. Start creating a job.

required binary file to the respective gateway. Secondly, ssh is used to launch the
appropriate flasher command with the required parameters to burn the binary
files to the targeted nodes. The process is depicted in Fig. 7.

When an active user sends data to a node of his running job via the MQTT
server, the latter checks whether the user is legitimate and the aggregator checks
whether the running node is under that particular active user. The data is then
pushed to the node by the aggregator through the network connection.

Finally, at the end of the job, the scheduler executes functions to: (1) set the
status of the active users/nodes lists, so that the aggregator stops forwarding
activities for the users/nodes related to that job, (2) retrieve the job’s data from
the Influx DB, zip and save it on the file system so that it can retrieved by the
web server, and (3) run a maintenance job that flashes a default program to
reset the node to a default behavior.

6 Evaluation

The wiring infrastructure of Indriya2 allows the installation of more than 140
sensor nodes. In this evaluation, the configuration has 102 motes out of which
74 are TelosBs and 28 are CC2650 sensortags. TelosB comes with an 8 MHz T1
MSP430 microcontroller with 10 KB RAM and most of them have light, tem-
perature and humidity sensors integrated. The CC2650 sensortag has an ARM
Cortex-M3, reaching up to 48 MHz, with 28 KB SRAM. It has more sensors,
including barometer, microphone, gyroscope, accelerometer, magnetometer by
default.

In this section, we present two sets of experimental results. In the first set
of experiments (Sect. 6.1 to 6.3) we present results on the network connectivity
across the entire network as well as within each device cluster. In Sect. 6.4, we
look at the performance of the MQTT server.

In order to measure network connectivity, we program each node to broadcast
one packet every second for a total of 100s each in a round robin fashion. When
a node is not transmitting, it listens to the channel and records the packets,
including the source of the packet and the received signal strength (RSS) of
each packet. All packets are transmitted on channel 26. As each packet contains
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Job name: Test

Mote Type(s) File(s)
€Cc2650 hello-world.elf

Resources state

Mote(s)
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a sequence number and we know the total number of packets transmitted by
each node, we can compute the packet reception ratio (PRR) of the wireless link
between two nodes.

6.1 Nodes’ Connectivity

The network connectivity measured is shown in Fig.8. Blue squares and red
circles are used to denote CC2650s and TelosBs respectively. We used black
solid links to indicate links with PRR greater than or equal to 0.8 and dotted
lines for links with PRR between 0.5 and 0.8. Links with PRR less than 0.5 are
not shown.

Tables2 and 3 summarize the connectivity in different forms, considering
links with different PRRs. We can make the following observations. First, con-
nectivity is clearly not symmetric as in-degrees are different from out-degrees.
Considering the case for PRR > 0.8, the median connectivity for TelosB and
CC2650 are 6 and 4 respectively.

6.2 PRR and RSS Distribution

The overall link quality of the different clusters, based on PRR and RSS, are
shown in Fig.9. The skewness of the PRR distribution for both the CC2650
and TelosB clusters indicate that the link quality is either high or low. The
RSS observed by the TelosB cluster is clearly centered at a lower dBm, while in
general, the RSS observed is highest around —85 dBm.

6.3 Correlating Performance (PRR) with RSS

The correlation between RSS and PRR is useful for protocol that uses RSS to esti-
mate the link quality (PRR). From Fig. 10, both the TelosB and the CC2650 clus-
ters shows a clear correlation between higher PRR with higher RSS. However, it
is also noted that there are some cases where the RSS is low but PRR is still high.
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Table 2. Nodes connectivity (PRR > 80)

Cluster TelosB (74) | CC2650 (26) | Heterogeneous (102)
Link type | Percentile
In-degree | 10th percentile | 3 1.5 4.1
Median 6 4 9
90th percentile | 10 6 17
Out-degree | 10th percentile | 1.3 2 3.1
Median 6 4 10
90th percentile | 11 7 17
Cluster density (0-1) 0.087 0.157 0.096

Table 3. Nodes connectivity (PRR > 50)

Cluster TelosB (74) | CC2650 (28) | Heterogeneous (102)
Link type | Percentile
In-degree | 10th percentile | 5 2 7
Median 9 5 13
90th percentile | 13 8 20.9
Out-degree | 10th percentile | 3.3 2 5
Median 9 5 13
90th percentile | 14 7 21.9
Cluster density (0-1) 0.123 0.187 0.136

6.4 Benchmarking for Scalability

Firstly, to evaluate the performance of the MQTT server, two tests were per-
formed. In the first test, we want to find out how scalable is the testbed infras-
tructure as more nodes are added and each node may transmit at high data rate.
Currently, a node on the testbed can generate on the average around 11,500 bytes
(115 lines/samples of 100 bytes) on the serial port. The benchmarking tool from
[13] was used. Evaluation shows that the system can support more than 500
nodes, each sending 115 messages of 100 bytes to our MQTT server.

In the second test, we compare the performance of MQTT subscription
against a direct TCP connection with nodes generating data samples at
approximately 120 Hz. This test compares the performance of using the pub-
lish/subscribe feature provided by MQTT to the approach of fetching data
directly using TCP sockets. While the TCP connection carries only the data
generated by the sensor (for the test we used <loadtest,nodeid,7041,1, this is
a load test>), the content from our MQTT broker also adds some metadata,
namely the timestamp and the node id of the source, as seen in the following
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Fig. 9. PRR and RSS distribution for the TelosB cluster, CC2650 cluster and both
combined as a heterogeneous cluster using the IEEE 802.15.4 standard.

< “nodeid”, “7041” “value”: “loadtest,nodeid,7041,1, this is a load test”, “time”:
“2018-06-29T12:85:45.7310537Z7>. In this experiment, the relative delay using
the two modes of connection, to receive/subscribe to the data, are shown in

Fig. 11.
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In the evaluation, every two minutes, a node is added to the group of nodes
that are generating data to the MQTT server and the average time difference
taken over each sample received over the period preceding the arrival of the next
node is computed and plotted. It is noted that after the arrival of the 16th and
17th nodes, the average time difference is still less than 500 ms. At that time,
the total number of messages generated and received in one second is over 2000.
This implies that the testbed can easily support 200 nodes generating data at
10 Hz, which is sufficient for most wireless sensor network applications.

For the evaluation of the Influx database, nearly 300 millions messages were
generated and successfully recorded over a period of 4 h. This means that the
system can support 200 nodes generating data at 100 Hz over a period of 4 h.
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Conclusion

The migration of Indriya to Indriya2 allows for more features. The testbed
supports heterogeneous nodes and usage of different wireless network technolo-
gies. The new architecture, with REST APIs, allows the system to be federated
with other testbeds fairly easily. In the IoT era, Indriya?2 is equipped with the
lightweight protocol, MQTT, and a database allowing for high influx of time
series data. Benchmarking results show that Indriya2 can easily scale up to a
large number of nodes.
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Abstract. To support increasingly distributed scientific and big-data
applications, powerful data transfer infrastructures are being built with
dedicated networks and software frameworks customized to distributed
file systems and data transfer nodes. The data transfer performance of
such infrastructures critically depends on the combined choices of file,
disk, and host systems as well as network protocols and file transfer soft-
ware, all of which may vary across sites. The randomness of throughput
measurements makes it challenging to assess the impact of these choices
on the performance of infrastructure or its parts. We propose regression-
based throughput profiles by aggregating measurements from sites of
the infrastructure, with RT'T as the independent variable. The peak val-
ues and convex-concave shape of a profile together determine the overall
throughput performance of memory and file transfers, and its variations
show the performance differences among the sites. We then present pro-
jection and difference operators, and coefficients of throughput profiles
to characterize the performance of infrastructure and its parts, includ-
ing sites and file transfer tools. In particular, the utilization-concavity
coefficient provides a value in the range [0, 1] that reflects overall trans-
fer effectiveness. We present results of measurements collected using (i)
testbed experiments over dedicated 0-366 ms 10 Gbps connections with
combinations of TCP versions, file systems, host systems and transfer
tools, and (ii) Globus GridFTP transfers over production infrastructure
with varying site configurations.
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1 Introduction

Data transport infrastructures consisting of dedicated network connections,
file systems, data transfer nodes, and custom software frameworks are being
deployed in scientific and commercial environments. These infrastructures are
critical to many High Performance Computing (HPC) scientific workflows, which
increasingly demand higher data volumes and sophistication (e.g., streaming,
computational monitoring and steering) [21]. The data transfer performance of
such infrastructures critically depends on the configuration choices of:

(i) data transfer host systems, which can vary significantly in terms of number
of cores, Network Interface Card (NIC) capability, and connectivity;

(ii) file and disk systems, such as Lustre [22], GPFS [9], and XFS [37] installed
on Solid State Disk (SSD) or hard disk arrays;

(iii) network protocols, for example, CUBIC [32], H-TCP [34], and BBR [7]
versions of Transmission Control Protocol (TCP); and

(iv) file transfer software such as Globus [4] and GridFTP [3], XDD [33,36],
UDT [10], MDTM [25], and Aspera [6], and LNet extensions of Lustre [28].

Our main focus is on workloads with sufficient data volumes to require a close-
to-full utilization of the underlying file, IO and network capacities.

Big data and scientific applications are becoming increasingly distributed,
and often require coordinated computations at geographically distributed sites
that require access to memory data and files over Wide-Area Networks
(WANS) [16,21]. Memory transfers are supported by TCP, with performance
depending on its version and parameters such as buffer size and number of
parallel streams. For example, Data Transfer Nodes (DTNs) used in the U. S.
Department of Energy (DOE) infrastructure typically employ H-TCP and buffer
sizes recommended for 200 ms Round Trip Time (RTT), and use Globus [4] to
drive multiple streams for a single transfer. Typically, file systems are installed
at local sites, and wide-area file transfers are carried out by using transfer frame-
works [8], mounting file systems over WAN [13,26], and extending IB Lustre to
WAN using LNet routers [28]. In this paper, we specifically consider file trans-
fers over shared and dedicated connections, such as those provisioned by ESnet’s
OSCARS [27] and Google’s Software Defined Network (SDN) [15], and use TCP
for underlying data transport. In our infrastructures, site DTNs and file system
vary significantly but H-TCP and Globus are dominant options.

The transport performance of an infrastructure S is characterized by its
throughput profile é‘z (1) over connections of RT'T 7, where the modality A =T
corresponds to memory-to-memory transfers using TCP and A = E to disk-to-
disk file transfers. Such a profile is generated by aggregating throughput mea-
surements over site connections, and is extrapolated and interpolated to other
values of 7 using regression or machine learning methods. It captures the com-
bined effects of various sites, components and their configurations; in particu-
lar, for file transfers, it reflects the composition effects of file systems, network
connections and their couplings through buffer management, which vary signif-
icantly across the sites of production infrastructures studied here.
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Fig. 1. Measurements used for throughput profiles @ of file transfers. The concave
profile in near-optimal case of XDD transfers in (a) and the convex profile in (b)
due to LNet router limits are both discernable. For Globus transfers over production
infrastructure, the site differences lead to larger variations with respect to RTT.

Consider three scenarios: (a) XDD transfers between identical testbed sites
with XFS file systems mounted on SSD storage, (b) file copies between identical
sites with Lustre file systems extended with LNet routers, and (¢) Globus trans-
fers between various pairs of DOE production sites, each with its own WAN con-
nectivity, local network architectures, network interfaces, file system (e.g., Lus-
tre or GPFS), and storage system. In the first two cases, communications occur
over dedicated 10GigE connections, for 7 € [0,366] ms; in the third case, they
are over the production ESnet infrastructure with 7 € [0, 105] ms. Figures la—c
show profiles for these three scenarios. We observe that the two profiles over
dedicated connections, (a) and (b), are quite different in their peak throughputs
(10 and 4.5 Gbps) and their concave and convex shapes, respectively. While peak
throughput is a direct indicator of performance, the concave-convex geometry is
a more subtle indicator [18,29]: a concave (convex) profile indicates intermediate-
RTT throughput higher (lower) than linear interpolations. The third profile, (¢c),
in contrast, is highly non-smooth, where each point represents measurements
between a pair of DOE sites. From an infrastructure throughput perspective, a
smooth and concave profile similar to Fig. la is desired, which is achieved by
(i) enhancing and optimizing sites so that their profiles closely match, thereby
making the infrastructure profile smooth, and (ii) selecting TCP version and
transport method parameters to make the profile as concave as possible.

We present operators and coefficients of profiles for a part or version S’ of
infrastructure S to assess its component combinations:

— Profile Calculus: The projection and difference operators provide profiles Qi/
corresponding to individual sites and their collections, and to the separate
contributions of TCP and file transfer tools.
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— Performance Coefficients: Coeflicients of a profile @ﬁ, capture the overall
utilization and the extent of concavity-convexity, and the combined overall
effects of those two elements.
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Fig. 2. Summary of Cyc for eight file transfer configurations. In each case, the lower
(blue) region is measured disk-to-disk performance; the middle (green) region is addi-
tional throughput achieved by TCP memory transfers (when measurements are avail-
able); and the upper (yellow) region is network capacity not used by transfers. (Color
figure online)

We propose the utilization-concavity coefficient Cyc € [0, 1], a scalar metric
that captures both the peak throughput and the concave region of éfx/ (1), and
thus enables an objective comparison of different versions S’ of S. By combin-
ing the profiles and coefficients of throughput measurements from testbeds and
production deployments, we analyze the performance of data transfer infrastruc-
tures in terms of current and newer components. A summary of our analytics
is illustrated in Fig.2 with Cyc for eight different file transfer configurations,
wherein the performance decreases from left to right. The two left-most bars
are for Globus transfers over the ESnet testbed DTNs for 0-150 ms connec-
tions, and XDD transfers over dedicated, emulated 0-366 ms connections (data
from Fig.1a). They represent near-optimal configurations. The right-most bar
represents the worst case corresponding to Lustre LNet transfers over emulated
infrastructure (data from Fig.1b). The performance of Globus transfers over
production infrastructure lies in between but below 0.5, indicating potential for
site improvements reflected by Cy¢’s of individual sites in Sect.4.2. In general
our analytics lead to the selection and performance optimizations of various sites
and parts of the infrastructure. These measurements have been collected over
a five-year period to cover various testbed configurations and log production
transfers; individual Cyc computations typically use 10 measurements at each
RTT collected within a few hours. In this paper, we only present summaries that
highlight the significant roles of (i) individual sites and sub-infrastructures, (ii)
buffer sizes, IO limits and parallelism in TCP, GridFTP, XDD and LNet routers,
and (iii) TCP versions and file transfer methods and their parameters.
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The organization of this paper is as follows. Testbed and Globus infras-
tructure used for measurements are described in Sect. 2. In Sect. 3, we present
throughput profiles for various scenarios, and describe their operators and coeffi-
cients. Throughput measurements and analytics are presented in Sect. 4. Related
work is described in Sect. 5 and we conclude the paper in Sect. 6.

2 Testbed and Production Infrastructures

The analyses performed in this paper use a mix of log data for transfers per-
formed by the production Globus service and measurements performed in various
testbed environments.

For the Globus log data, we focus on transfers among the six sites shown
in Fig. 3, each of which has one or more Globus-enabled DTNs, a high-speed
ESnet connection, and various other systems deployed, for example, Lustre and
GPFS file systems at OLCF and ALCF, respectively. This dataset thus comprises
performance data for many transfers with different properties (e.g., number and
size of files) and end system types, performed at different times.

To enable more controlled studies in a similar environment, we also perform
experiments on an emulation testbed at ORNL comprising 32-core (feyni—
feynd, taitl, tait2) and 48-core (bohr05, bohr06) Linux workstations, QDR IB
switches, and 10 Gbps hardware connection emulators. We conduct experiments
in which hosts with identical configurations are connected in pairs while RTT
is varied from 0 to 366 ms. We include the 366 ms RTT case to represent a con-
nection spanning the globe, as a limiting case. We perform memory-to-memory
TCP throughput measurements with iperf [14] and measure the performance
of other transfer tools by running them on the end system computers. Typi-
cally, we use 1-10 parallel streams for each configuration, set TCP buffer sizes
to the largest value allowed by the host kernel to avoid TCP-level performance
bottlenecks (resulting in the allocation of 2 GB socket buffers for iperf), and
repeat throughput measurements 10 times. The emulation testbed also includes
a distributed Lustre file system supported by eight OSTs connected over an 1B
QDR switch. Host systems (bohr#, tait*) are connected to the IB switch via
Host Channel Adapter (HCA) and to Ethernet via 10 Gbps Ethernet NICs. In
addition, our SSD drives are connected over PCI buses on bohr05 and bohr06,
which mount local XFS file systems. We also consider configurations in which
Lustre is mounted over long-haul connections using LNet routers on tait1 and
bohr06; in that case, we use IOzone [1] for throughput measurements for both
site and remote file systems.

We also study a petascale DTN network comprising the Globus end-
points and associated DTNs at ALCF, the National Center for Supercomputing
Applications (NCSA), NERSC, and OLCF. As shown in Table 1, these endpoints
differ in their configurations, but each operates multiple DTNs (compute sys-
tems dedicated for data transfers in distributed science environments [20]) to
enable high-speed data transfers and all are connected at 100 Gbps. We con-
duct experiments on the petascale DTN network transferring a portion of a real
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Fig. 3. File transfer infrastructure, showing the six Globus sites and their connections,
in blue, plus other connections (in red) considered in emulation studies. The sites
are the Argonne Leadership Computing Facility (ALCF) at Argonne National Labora-
tory (ANL), Brookhaven National Laboratory (BNL), National Energy Research Scien-
tific Computing Center (NERSC) at Lawrence Berkeley National Laboratory (LBNL),
Pacific Northwest National Laboratory (PNNL), Oak Ridge Leadership Computing
Facility (OLCF) at Oak Ridge National Laboratory (ORNL), and Large Hadron Col-
lider (LHC) at CERN in Europe.

science data generated by cosmology simulations [11]. The dataset consists of
19,260 files totaling 4.4 TB, with file sizes ranging from 1 byte to 11 GB.

Finally, we conduct experiments between the ESnet testbed data trans-
fer nodes [2] attached to the production production ESnet network. These
DTNs are deployed at NERSC, Chicago, New York and CERN, and are primar-
ily intended for performance testing. Together, these testbed and production
infrastructures provide flexible configurations under which various combinations
of file systems, TCP versions, XDD, and GridF'TP, and their parameters can be
assessed. The many combinations resulted in the collection of several Terabytes
of measurements data, which we analyze in this paper.

Table 1. Network configurations at the four petascale DTN network sites. All have
100 Gbps WAN connectivity

Institution | ALCF |NCSA | NERSC | OLCF
No. of DTNs | 12 23 9 8
Filesystem | GPFS | Lustre | GPFS | Lustre
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Fig. 4. Physical and emulated connections between hosts

3 Profiles and Coefficients

We consider an infrastructure S = {51, Ss, ..., Sy}, where each site S; comprises
file system F; and transfer host H;, and is connected to other sites S;,j # 1.
For example, N = 7 for the emulation scenario with sites, ANL, BNL, NERSC,
PNL, ORNL, CERN and round-the-earth site, in Fig. 3. Let S;, denote the set
of RTTs of connections used by site S; to support transfers, and S, is set of
all connections of all sites of S. The throughput profile éi(T) is generated by
using measurements at selected RTT 7, ; € S; between sites S; and S; and
“extended” to other 7, for example, using measurements to additional client
sites and computational methods such as piece-wise linear extrapolation. This
concept generalizes the throughput profiles to infrastructures with multiple sites
from its previous use for single client-server connections [31].

3.1 Variety of Throughput Profiles

The throughput profile éi(T) is a complex composition of profiles of host and
file systems, TCP over network connections, and file transfer software, which
may vary across the sites due to their choices and configurations.

Host and File IO Profiles. 10 profiles of distributed Lustre and GPFS file
systems at OLCF and ALCF with peak write rates of 12 and 60 Gbps, are shown
in Figs. 5a and b, respectively. Such variations in peak rates will be reflected in
file transfer throughput over connections with these file systems as end points,
typically through complex relationships based on the underlying rate limiting
factors. When limited by disk or HCA speeds, they represent peak file transfer
throughput which is not improved by parallel streams; in particular, they expose
throughput limits for large transfers that exceed the host buffers, since in some
cases smaller transfers are handled between buffers at a higher throughput. On
the other hand, they represent per-process limits in the case of distributed file
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systems such as Lustre. File transfer throughput then can be improved signifi-
cantly by multiple stripes and parallel streams, for example by using higher CC
(number of files transferred concurrently) and P (number of TCP streams per
file) parameters [20], respectively, for GridFTP.

ccs-dtn01-atlas1-default: write mira-fs1: write

thru - Gbps

o N & o ©

; 161‘21415 ! 0
segment - log Kbyte 2 677 Sfer-log KByte segment - log Kbyte 2 67%%" sfer-log KByte
(a) OLCF Lustre (b) ALCF GPFS

Fig. 5. Throughput profiles of four file systems used in our experiments

TCP Profiles. We show throughput profiles for CUBIC, H-TCP, and BBR
in Fig.6 for largest allowed buffer sizes on the hosts that are connected by
SONET connections. In all cases, more streams lead to higher throughput, and
H-TCP, which is currently deployed in DTNs, performs better than CUBIC
(Linux default). Recently developed BBR outperforms others with less than 5%
decrease in parallel throughput for 366 ms connections, compared to more than
10% decrease of H-TCP.
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Fig. 6. Throughput profiles for four TCP versions between feyn3 and feyn4 over
SONET
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File Transfer Profiles. File transfer profiles vary significantly based on the
file systems at source and destination and the transfer tool used to move data
between sites. Transfer performance using XDD matches TCP throughput with
the XFS file system on SSD, as shown in Fig. 7a, whereas GridF'TP transfers
between Lustre and XFS achieve much lower throughput, as shown in Fig. 7b, in
part due to Lustre limits. Figures 1c and 7c illustrate profiles for Globus transfers
on the DOE infrastructure and Petascale DTN testbed, respectively. The latter
uses DTNs with optimized configurations, whereas the former features more
diverse DTNs. Overall, we see in Figs. 7Ta—c that as we move from controlled and
dedicated testbeds to heterogeneous, shared production systems, profiles become
more complex.

throughput: xdd xfs - write 5GridFTP-b(M 0GigE-b5-htcp-infrastructure mean thru

ﬁgmz —6—p=10,0=10
I = It
7 0 50°
2 &
86 03
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g 4 52
= £
’ W0
2 1
1
0 0 . - 2
0 B 0 20 20 W %0 40 0 50 100 150 200 250 300 30 400 0 2 4 60 80 100
t-ms it - ms itt-ms
(a) XDD on XFS with SSD(b) GridFTP: Lustre — XFS(c) Petascale DTN testbed
transfers

Fig. 7. Throughput profiles of file transfers.

The infrastructure profiles show significant variations and complex dependen-
cies on the component systems, which motivates the need for simple measures
that capture the overall performance, even if further analysis requires deeper
investigations. Despite the variability, these profiles also satisfy important sta-
bility properties with respect to RTT in emulations in that profiles of its smaller
subsets provide reasonable approximations; as illustrated in Fig. 8, a profile with
five RT'Ts is within 2% of that with 11 RTTs. Consequently, we choose smaller
representative sets of RTTs out of 28 possible values in the analysis of emulation
scenarios, which significantly reduces the measurement collection time.

3.2 Profile Calculus

Consider an infrastructure &’ whose sites have the same configurations as those
of §, for example, its sub-infrastructure. The projection operator R, generates

throughput values for ., given those for S, such that R (QS,S’ ) = ©5'. This
operator can be used to infer a profile for an individual site in S, @5 = O1Si},

and also for a future site S¢ of S as 615¢} based on the RTTs of the new site’s
connections.
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Fig. 8. Profiles constructed from measurements performed on the bohr5-10GigE-bohr6
emulation testbed at 11 RTT values (blue lines, with error bars) vs. profiles constructed
from measurements at just five RTT values (red lines). (Color figure online)

We define the difference operator for two profiles ©; and Oy as
(@1 o @2) (1) = 61(7) — Oy(7). By using different profiles, this operator can
be used to provide, for example, an incremental profile of a file transfer tool, I,
as Op = Opjr = Or © Op. When used with Or for different TCP versions, it
characterizes the effectiveness of file transfer tool F' under a given TCP version.
In ideal cases, O is close to the zero function as in the case of XDD transfers
using XFS on SSD as shown in Fig. 7a.

3.3 Utilization and Convex-Concave Coefficients

Let L represent the connection capacity, and 77, and 7g denote the smallest and
largest RTTs, respectively, of the infrastructure. Then, we define the under uti-

lization coefficient of © as Cy (6) = fTTLR (L - é(T)) dr. By applying to memory

and file transfer throughput, we have Cy(©7) and Cy(Of) that represent the
unused connection capacity by TCP and the file transfer method, respectively,
as shown in Fig.2 for emulation testbed configurations. Then, the file trans-
fer method Cy (@1 & Op) captures its effectiveness by using TCP profile as a
baseline.

The convex and concave properties of O are specified by the area above and
below the linear interpolation of ©(r) and ©(7g), respectively. This area is
positive for a concave profile and negative for a convex profile. We define this
area as the convez-concave coefficient of O, as illustrated in Fig.9a, and it is

given by
Cecc (é) = /TR (é(T) —

TL

= (tr — 1) [é—@M} .

@(TL) + —é(TR) ~6(r) T‘|> dr

TR — TL
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Fig. 9. Throughput profiles and coefficients

Let © : [0,1] — [0,1] denote a normalized version of © such that throughput
values are scaled by L, and the operand 7 is translated and scaled from interval
[7L, Tr] to [0, 1]. We now combine both utilization and convex-concave properties
and define the utilization-concavity coefficient as

cro(6) =5 (- @) [§+ e (6)])

It takes a much simpler form Cyc (é) —6-— éM/Q + 1/4 such that @ is the

average and Om /2 is throughput at midpoint, which are closely related. The
variations with respect to RT'T in profiles, as observed in production Globus
transfers infrastructures in Fig. 1c, lead to lower O and hence lower Cuc. These
variations are due to differences in site systems which lead to lower Cy ¢ compared
to smoother emulation profiles of infrastructures with identical host systems in
Fig. 7a, namely, all with XFS on SSD. However, smoother profiles can also be
achieved for transfers between distributed Lustre and XF'S on single SSD device
as shown in Fig. 7b for CC =10 for GridFTP.

3.4 File Transfer Method Profiles

Let us assume that we have performed performance measurements for both
memory-to-memory and disk-to-disk transfers over some infrastructure, and nor-
malized the results to [0, 1]. We may see something like the network profile O (7)
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and file transfer profile © (1) shown in Fig. 9c. The gap between the two profiles
illustrates the effects of the file system, storage system, and file transfer method.
Since Op(7) encompasses TCP profile O7(7) and host file 10 limits, its lower
values may be due to file IO throughput limits and not necessarily due to how
well the transfer method, for example, manages I0-network transfer buffers. In
particular, lower values of © £(7) could be due to lower file IO throughput of the
file system @, and/or host system O, at site S;. We can assess the performance
of the file transfer method F' itself by suitably normalizing with respect to the
site profiles. If site throughputs are higher, we define the throughput profile of
the file transfer part as Op (1) = Op(7)/Or(7), for 7 € [0,1], as illustrated in
Fig.9d. We consider that TCP profile is a non-increasing function of 7. When
file or host system at a site limits TCP throughput most among the sites such
that min{Op,, Or,} < Or(0), we define

éF(T) _ éE(T)L
éT(T) min{éHi , @AFi } ’

for 7 € [0,1]. Then, the utilization-concavity coefficient of the file transfer part

(2.2)

is given by Cyc (ép)

4 Throughput Profiles and Analytics

Production deployments of data transfer infrastructure spanning multiple sites
could be quite heterogeneous; for example, DOE infrastructure employs differ-
ent file systems (Lustre and GPFS), protocols (H-TCP on DTNs and CUBIC
on cluster nodes), network connections (10GigE nd 40GigE) and file transfer
software (GridF'TP, bbep and others). The projection and difference operations
enable us to extract the profiles and coefficients of parts of the infrastructure its
profile estimated from measurements. However, they are limited to the existing
components, and assessment of other, in particular, newer components is not
practical since the sites are independently operated and maintained. Our app-
roach combines emulations, testbeds, and production infrastructures to support
these tasks. We use four types of resources to generate datasets that drive the
analytics, as described in Sect. 2.

The emulation testbed enables broad and flexible configurations but only
a limited reflection of production aspects. In contrast, Globus measurements
provide a true reflection of production transfers, but offer limited scope for test-
ing potentially disruptive technologies such as LNet-routed Lustre system. The
ESnet DTN offers more flexible configurations but its connections are limited by
its much smaller footprint, and it does not support cluster nodes and Lustre file
system. The Petascale experiments are constrained by the site systems and foot-
print of current infrastructure but offers several optimizations to select DTNs.
By combining results from all four systems, we gain new insights into current
and future data infrastructures, as discussed subsequently in this section.
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4.1 Testbed Measurements

The dedicated ORNL testbed and its support for Lustre and for XFS on SSD
enables us to test specialized scenarios such as BBR-enabled infrastructure,
LNet-based wide-area extensions of Lustre, and data transfers between DTN-
class hosts and cluster nodes.

Site Profiles. The Cy¢ values for TCP and GridFTP file transfer throughput
for the bohr5-10GigE-bohr6 configuration with H-TCP and 10 parallel streams
are shown in Figs. 10a and b respectively. In addition to infrastructure profiles
(labeled “all”), we also extract site-specific transfer throughput performance
(i.e., transfers to/from a particular site) for ANL, ORNL, and LBNL, and show
their individual Cy¢ values in these figures. We now focus on GridF'TP software
component at each site. The normalized filesystem throughput profile, namely,
the ratio of the end-to-end file transfer and iperf throughput in Eq. (2.2), char-
acterizes the performance of GridFTP specific to sites, and their CUc(é r) plots
are shown in Fig. 10c. We see that these individual site Cyy¢ curves closely match
the infrastructure curve in all three cases, which is an artifact of the site systems
being similar in the testbed.

b5-10GigE-b6-htcp-infrastructure-10 streams: C,(6.) GridFTP-b6-10GigE-bS-cubic-infrastructure: C, (6 ) GridFTP-b6-10GigE-b5-htcp-infrastructure: Cyc (D)
0. 0.

—e—all —e—all —e—all
07 ——ANL 07 ——ANL 07 —— ANL
|—e—ORNL —o—ORNL |—e—ORNL
065 —=—LBNL 065 —s—LBNL 065 —=—LBNL

0. X
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ftt-ms rt-ms ftt-ms

(a) iperf: Cuc(Or) (b) GridFTP  end-to-end:(c) ~GridFTP filesystem:
CUc(QE) CUC(@F)

Fig. 10. Cyc plots for bohr5-10GigE-bohr6 configuration with H-TCP and 10 parallel
streams: Overall and site profiles

File Transfers. We consider transfers similar to those plotted in Fig. 7a but
with Lustre filesystem, where two stripes are used for default and direct 10
options. Figure 11 plots the Cye (@) values for both options with 1, 4, and 8
flows. It is interesting to note that while for direct IO Lustre, the transfer perfor-
mance improves with higher flow counts, as evidenced by the higher CUC(QE)
curves, the default IO Lustre option does not share the same characteristics:
using 4 flows yields the best performance, which has also been observed in [30].
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Fig. 11. CUc(éE) for XDD transfers with two stripes and direct 10 Lustre

Finally, we plot Cy¢ of profiles for TCP,
end-to-end transfer, and file transfer mech-
anism for eight-stripe LNet Lustre config- s
uration in Fig.12. The underlying LNet o} g -_3:2321:3
file transfer mechanism is significantly dif-
ferent from GridFTP and XDD software, || 7 ==-_
and its throughput is limited by LNet peer °
credits which in turn results in lower and o
more convex profile compared to the above
XDD cases. Indeed, the CUC(QE) values are
lower and drop to below 0.4 even at lower O w0 w0 20 20 a0 %o
RTTs, reflecting the inferior LNet perfor-
mance. Here, CUc(éF) for LNet component Fig.12. Cyc values for measure-
is obtained using the difference operator, ments of Lustre file copies
which shows the use of calculus to estimate
its effect on infrastructure throughput, as dis-
cussed in Sect. 3.4.

Cyc: 10zone Lustre 8 flows - write

ESNet DTNs. For ESnet testbed, we consider Globus file transfers among DTNs
located at four sites. We vary both the concurrency C'C and parallelism P values
within {1, 2,4, 8,16} with a total of 25 possible CC and P combinations for each of
the 16 connections. Figure 13a shows throughput profiles for four selected configu-
rations with smallest and largest C'C and P values. The configuration with CC' = 1
exhibits much reduced throughput compared to that with CC' = 16, whereas in
the former case, using P = 16 leads to significantly higher throughput compared
to using P = 1, especially for higher RTTs. The CUC(éE) plots in Fig. 13b also
show a superior performance with higher CC values, as evidenced by the nearly
level Cy ¢ values with increasing RT'T, in stark contrast to the precipitous drop in
CUC when CC' = P =1.
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Fig.13. ESnet testbed DTNs: Globus file transfer throughput and corresponding
Cuc(©E) profiles for different concurrency (CC) and parallelism (P) values.

4.2 Globus Measurements

We processed Globus logs from the four Petascale DTN sites to obtain through-
put profiles, and computed Cyec values in Fig. 14(c) with 100 Gbps network
capacity. The profiles of individual sites are shown in Fig.14a, whose profiles
differ both in peak throughput and rate of decrease; they all have convex pro-
files with Cy ¢ values below 0.5. The infrastructure profile shown in Fig. 7c inter-
estingly has a higher Cy¢ value compared to the sites. The convexity of these
profiles indicates that network flows have not reach their full rates and indeed
the throughput is limited by site IO or file systems). Among the four sites, ANL
and ORNL have file systems with the highest measured throughput (Fig. 5), and
the profile of ANL-ORNL sub-infrastructure is shown in Fig. 14b; although still
convex, its profile is smoother and its Cy¢ is higher than that of both sites.
The second set of Global logs are collected over ESnet production infras-
tructure for a wide variety of transfers that included DTNs and other servers
from five sites ANL, BNL, NERSC, PNNL, and ORNL. Our interest is mainly
in high transfer rates, and we computed profiles using transfers with rates of
at least 100 Mbps as shown in Fig. 15. Unlike the previous case, not all servers
have been configured for high throughput, which resulted in a wide range of
site profiles shown in Fig. 15a. To account for them in computing Cyc, we use
a lower connection capacity of 10 Gbps. This profile of the infrastructure with
five sites is much more complex than its counterpart in testbed measurements,
reflecting the more varied nature of site configurations; however, the overall pro-
file decreases with RTT and is convex as indicated by Cyc = 0.343. Among the
sites, ANL and ORNL achieve higher throughput and contain concave regions
as reflected by their Cy¢ values above 0.5. However, the profile of ANL-ORNL
sub-infrastructure has additional concave regions as shown in Fig. 15b, and their
combined profile has Cyyo = 0.459, which is lower than that of either site. Thus,
the effect of site profiles on infrastructure profiles is the opposite of the previ-
ous case. The overall convexity of profiles indicates potential improvements in
throughput by overcoming IO and file throughput limits and also improving the
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Fig. 14. Using Globus transfer log data to characterize 100 Gbps-connected Petascale
DTNs at ANL, NCSA, NERSC, and ORNL. (a) Profiles for each site, based on average
performance to each other site. (b) An aggregate profile based on just measurements
from ANL and ORNL to each other site (including each other). (¢) Cuc values for the
aggregate of all sites, just the transfers in (b), and each site in (a).
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Fig. 15. Using log data for Globus transfers of >100 Mbps to characterize 10 Gbps-
connected servers at ANL, BNL, NERSC, PNNL and ORNL. See Fig. 14 for a descrip-
tion of each subfigure.
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network throughput to achieve concave regions. It is possible to achieve broader
concave network profiles with large buffers and more parallel streams but the
IO and file throughput limits must also be mitigated to ensure higher and more
concave infrastructure profiles for file transfers.

Relating these results with corresponding testbed emulations we make the
following inferences about the production infrastructure:

(i) Site Systems: Smooth infrastructure profile indicates well-aligned sites, and
the variations in profile indicate critical differences among the sites, which
in turn lead to lower Cyc. By enhancing all sites to match the top ones,
smoother profiles and hence higher Cy¢c will be achieved; for example, in
ANL-ORNL sub-infrastructure for Petascale scenarios between GPFS and
Lustre file systems as shown in Fig. 14b. Such enhancements are needed
for these Globus transfers, and emulations indicate that they are indeed
feasible.

(ii) Network Transfer Aspects: The convex regions of profiles indicate buffer
or 10 limits which in turn prevent from full TCP flows that have concave
profiles. In addition, file transfer methods that translate between 10 and
network flows lead to rate or buffer limits that in turn result in convex
profiles, which can be overcome by matching parallel IO and TCP flows as
illustrated in Fig. 7a with 8 flows. Again, our testbed emulations indicate
that these improvements are feasible, for example by using BBR TCP and
suitable CC and P values for GridFTP.

(iil) Measurements: The profiles and corresponding Cyc values are generated
from Globus logs of transfers which are collected non-intrusively. They pro-
vide the above valuable information about sites and network transfers with-
out needing extensive site instrumentation.

The inferences based on available Globus logs do not necessarily lead to the best
possible performance improvements, which might indeed require measurements
of transfers specifically designed to exercise the specific site configurations.

5 Related Work

Parallel TCP flows are commonly used to transfer large data over wide-area
networks. Hacker et al. [12] examine the effects of using parallel TCP flows to
improve end-to-end network performance for distributed data-intensive applica-
tions. However, their experiments do not involve storage systems and thus only
partially capture the factors determining end-to-end file transfer performance.
To transfer ATLAS experiment data over a high RTT (~290ms) wide area net-
work, Matsunaga et al. [24] test various combinations of GridFTP parameters,
such as the number of parallel streams and TCP window size. They conclude
that careful parameter optimization is needed for bulk data transfer, especially
over high-RTT networks because default configurations are usually optimized
for short RTTs and large RTTs lead to quite different behavior. Kosar et al.
have also investigated the impact of such parameters and developed automated
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parameter selection methods [5,38,39]. In a different take on the modeling prob-
lem, Liu et al. [21] introduce methods for evaluating potential design points of
a distributed multi-site infrastructure. Their use case demonstrates the benefits
of building such an infrastructure, as well as the requirements of profiling it for
better estimation of end-to-end data movement performance.

A complete understanding of a distributed infrastructure requires explana-
tions for each individual subsystem and their interactions. Liu et al. [19] extract
features for endpoint CPU load, NIC load and transfer characteristics, and use
these features in linear and nonlinear transfer performance models. Some studies
have focused on profiling of subsystems [18,29,30] including network, 10, and
host systems. In particular, both Rao et al. [29] and Liu et al. [18] have inves-
tigated conditions under which the overall memory transfer throughput profile
exhibits the desirable concave characteristic, whereas in Rao et al. [30] extensive
XDD file transfer throughput performance is discussed. This paper extends the
above concavity-convexity analysis to infrastructure data transfers for the first
time, whose variations across sites lead to non-smooth profiles. These findings are
important: although over the decades, several detailed analytical models have
been developed and experimental measurements have been collected for vari-
ous network transport protocols, e.g., several TCP variants, these conventional
models [23,35] provide entirely convex throughput profiles. Thus, they underes-
timate the throughput, and furthermore do not accurately reflect the superior
TCP performance over linear interpolations, at least for smaller RTTs. Liu and
Rao [17] apply similar metrics to describe memory data transfer performance for
client-server connections using a suite of transport protocols but not to much
more complex infrastructure-level file transfers.

For data transfer infrastructures, we know of no reliable analytical methods
in the literature for characterizing the data transfer performance for bottleneck
detection and accurate performance prediction. Largely motivated by recent pro-
liferation of high-performance distributed computing and networking in scien-
tific and commercial applications, this is our first attempt at filling the void
in characterizing data transfer performance by using a single metric applicable
to disparate infrastructures to compare them, and to the sites and file transfer
mechanisms to pinpoint parts to be improved.

6 Conclusions

We have presented analytics of throughput measurements of wide-area data
transfer infrastructures that support science and big data distributed compu-
tations. These measurements include both testbed and production infrastruc-
tures with the GridFTP and XDD file transfer tools, and the Lustre file system
extended with LNet routers. The throughput measurements were quite varied
due to the complexities of host, file, IO, and disk systems, and their inter-
actions, which makes performance assessment and optimization of infrastruc-
tures or their parts challenging. We presented unifying analytics based on the
convexity-concavity geometry of throughput regression profiles, and proposed
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the utilization-concavity coefficient that characterizes the overall transfer per-
formance as a scalar in [0,1] range. The profiles and their coefficients extracted
using measurements from structured testbeds and production infrastructures
provide a high-level, summary performance assessment and also indicate poten-
tial areas for further deeper investigations. Our results also provided guidelines
for performance optimizations by highlighting the significant roles of individual
site configurations, and buffer sizes and utilization, and parallelism implemented
by network protocols and file transfer methods.

Further investigations, including additional test configurations and examina-
tion of additional parameters, are needed to further improve throughput per-
formance over shared connections. In addition to throughput considered here,
other parameters and derived quantities may be studied for objective perfor-
mance comparisons of varied configurations. Of particular importance are the
quantities that indicate the levels of optimizations of a given configuration and
provide insights for further investigations. It would be of future interest to extend
the calculus of throughput profiles described here with a deeper focus on sub-
systems and broader aspects to encompass data streaming infrastructures.
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Abstract. Mobile edge clouds have great potential to address the chal-
lenges in vehicular networks by transferring storage and computing func-
tions to the cloud. This brings many advantages of the cloud closer to the
mobile user, by installing small cloud infrastructures at the network edge.
However, it is still a challenge to efficiently utilize heterogeneous commu-
nication and edge computing architectures. In this paper, we investigate
the impact of live service migration within a Vehicular Ad-hoc Network
environment by making use of the results collected from a real experimen-
tal test-bed. A new proactive service migration model which considers
both the mobility of the user and the service migration time for different
services is introduced. Results collected from a real experimental test-
bed of connected vehicles show that there is a need to explore proactive
service migration based on the mobility of users. This can result in better
resource usage and better Quality of Service for the mobile user. Addi-
tionally, a study on the performance of the transport protocol and its
impact in the context of live service migration for highly mobile envi-
ronments is presented with results in terms of latency, bandwidth, and
burst and their potential effect on the time it takes to migrate services.

Keywords: Edge Computing - Service migration -
Vehicular Ad-hoc Network - Quality of Service

1 Introduction

Over the years, the cloud-based mobile applications have seen a significant
increase in popularity, making it apparent that the next move within the net-
working arena would be towards an intelligent edge environment. In this context,
one of the primary issues is the provision of guaranteed Quality of Service (QoS)
for a wide variety of services. The existing centralized structure of the cloud-
based architecture has made a general large geographical separation between
mobile users and the cloud infrastructure. In this scenario, end-to-end commu-
nication between the mobile user and the cloud infrastructure can involve a lot
of network hops, thereby introducing high network latency. Additionally, the
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network bandwidth of the cloud may also depreciate because the cloud infras-
tructure is accessed on a many-to-one basis [12]. The new approach to resolve
the above problems is to install computing infrastructures at the edge of the
network.

Technological advances in personal computers, tablets, and smartphones have
increased the demand and fabrication of applications and services to support
these developments. This has necessitated a rising need for QoS and Quality of
Experience(QoE). The processing, memory and storage capacity of these new
mobile, portable devices are becoming more industrious but not in terms of
supporting high processing application demand within an expected time. These
high demanding applications also result in a high level of battery consumption
reducing the duration of user device usage. It is on this premise that the Mobile
Cloud Computing (MCC) concept was adopted to provide the Mobile Node
(MN) with the opportunity of cloud computing [3]. The MCC utilises strong
reserved centralized clouds through a core network of a mobile operator and the
internet to provide computing and storage facilities to MNs. The MCC is highly
beneficial [1] as among other advantages, it helps to offload computing, storage
and memory of applications to the cloud which prolongs battery life; allowing
the mobile user to access highly developed and demanding applications; as well
as making increased storage facilities available to users. However, the traditional
cloud for mobile users results in high latency since data is sent to a central cloud
sever that is remotely located from its users in terms of network topology.

Furthermore, Edge Computing (EC) is an existing and capable approach
to access large data locally and evade extensive latency [19,23], especially in
vehicular networks as the MN moves at a high speed and hence, requires low
latency. Vehicular users requesting services through a core network from edge
networks far from the cloud may cause extensive latency. The EC is established
to overcome these disadvantages of traditional cloud computing [17,22]. A lot of
research have motivated Vehicular Edge Computing (VEC). Most of the recent
research focused on the VEC architecture design still fail to look into mobility
and how it can affect service migration in a highly mobile environment.

Moreover, the migration of the cloud services close to MNs helps to address
the problem of high latency by moving services close to the MNs, i.e., to the
edge of mobile network as considered in newly emerging EC paradigm as part of
MCC. However, in the conventional MCC, the cloud services are called up via the
Internet connection [16] whereas in the case of the EC, the computing resources
are located in proximity of the MNs. Therefore, the EC can offer significantly
lower latencies and jitter when compared to the traditional MCC. On the other
hand, the EC provides only limited computational and storage resources with
respect to the centralised cloud computing.

The Vehicular Ad-Hoc Networks (VANETSs) have emerged as a promising
field of development and research, VANETs will enable the communication
between vehicles and infrastructures on the road to provide services such safety,
entertainment and infotainment. In VANET, vehicles and RSUs (Road-Side
Units), i.e. network nodes, will be equipped with on-board computation and
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communication modules to make sure better communication is possible between
them. It supports 802.11p which is required to support Intelligent Transportation
Systems (ITS) applications because of available high bandwidth [4,15]. Exist-
ing research on VANET focuses on communication between end nodes and the
infrastructure and hence has failed to look into end to end communication with
required QoS and security. Service migration is a technique which can helps in
gaining high QoS and QoE by migrating the services closer to the user. Due
to the high rate of vehicular mobility in a VANET environment, the highly
dynamic topologies are frequently prone to network disconnection and fragmen-
tation. Consequently, these inherent characteristics are bound to degrade the
QoS provided by the VANET infrastructures. Therefore, the establishment of
robust VANETS that could effectively support applications and services on a
large geographical scale remains an open challenge.

There are lots of research efforts that look into migrating the services from
the core cloud to the edge of the network but the focus of this paper is to explore
service migration between nodes at the edge of the network in order to provide
better QoS in vehicular networks. In this context, this paper investigates the
benefits of integrating Mobile Edge Computing (MEC) within the Vehicular Ad-
Hoc Network (VANET) scenario. A real experimental vehicular network test-bed
is introduced. Results collected from this test-bed are used to better understand
the impact of live service migration within a VANET environment.

The rest of the paper is structured as follows. Section 2 introduces the liter-
ature review while Sect. 3 looks at service delivery for mobile clients. Section 4
analyses the wireless coverage parameters for mobile networks and Sect. 5 shows
edge to edge service migration. Section 6 looks at the experimental test-bed and
results in detail. Section 7 concludes the paper.

2 Literature Review

In order to analyse the effects of EC on reducing web response time authors
in [6] derived a formula that reduces the response time of web pages by deliv-
ering objects from edge nodes. They investigated the effect of edge computing
in different web categories such as sports and news. They were able to achieve
this with their numerical evaluations using the data obtained by browsing about
1,000 web pages from 12 locations in the world.

Furthermore, authors of [5] proposed a model for system latency of two dis-
tributed processing scenarios by analysing the system latency of EC for multi-
media data processing in the pipeline and parallel processing scenarios. They
highlighted that both models can follow the actual characteristics of system
latency. With regard to delay constrained offloading for MEC in cloud-enabled
vehicular networks, the authors in [25] proposed a vehicular offloading framework
in a cloud-based MEC environment. They were able to investigate the compu-
tation offloading mechanism. The latency and the resource limitations of MEC
servers were taken into consideration which enabled the proposal of a compu-
tation, resource allocation and a contract-based offloading scheme. The scheme
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intends to exploit the utility of the MEC service provider to satisfy the offloading
requirements of the task.

Given the significance of increased research in combining networking with
MEC to support the development of 5G, the authors in [19] investigated the
conceivable outcomes of engaging coordinated fiber-wireless (Fi-Wi) to get net-
works to offer MEC abilities. More predominantly, planned deployments of MEC
over Fi-Wi networks for typical Radio Access Network(RAN) advancements were
explored, representing both network architecture and enhanced resource man-
agement. Moreover, authors of [24] showed the architectural description of a
MEC platform along with the key functionalities. They agreed that the RAN is
enhanced by the computation and storage capacity provided using MEC. The
primary benefit of MEC is to allow significant latency reduction to applications
and services as well as reduced bandwidth consumption. The enhancement of
RAN with the MECs capability can rely on its edge server cloud resources to
provide the context-aware services to nearby mobile users in addition to con-
ducting the packet forwarding.

For performance evaluation of edge cloud computing systems for big data
applications, acceptable performance was revealed in [2] using Hadoop to build
a visualisation machine for small clouds. In [10,20,21], the intended functioning
of the projected system has been presented in an attempt to determine if the
migration of a service is required. The proposed model allows services to migrate
from one cloud to another. Kikuchi et al. [7] proposed a MEC-based VM migra-
tion scheme whereby a VM migration is conducted to reduce congestion at the
edge of the network. They addressed two QoS problems which were the conges-
tion in a wireless access network and congestion in computing resources on an
edge with the use of TCP throughput.

Kim et al. [8] did a study on service instance allocation algorithms to maintain
the QoS for mobile user with the help of a service migration tool. They were
able to show simulations and compared their result to a heuristic algorithm
and reference algorithms. This led to the understanding that their proposed
algorithm performed better in a larger user population imbalance.

Recently, the ability of using low cost devices that have virtualization services
was regarded as a better alternative to support computational requirements at
the edge of a network. Lertsinsrubtavee et al. [9] introduced PiCasso, which is a
lightweight service orchestration at the edge of the network. They further anal-
ysed and discussed their benchmarking results which enabled them to identify
important parameters PiCasso would need in order to be taken into considera-
tions for use in future network architecture.

A recent survey on architecture and computation offloading in MEC [11],
explained that current research carried out regarding the MEC is basically how
to guarantee service continuity in highly dynamic scenarios. They clearly state
that this part is lacking in terms of research and is one of the stopping point to the
use of the MEC concept in real world scenarios. Furthermore, they argued that
recent validated research will not be acceptable due to their simplistic scenarios,
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simulations or analytical evaluations. Instead real tests and trials are further
required in realistic scenarios.

With all the works mentioned above, the authors did not take into account
the communication dynamics in highly mobile environments such as vehicular
network i.e., handover in wireless network which is essential in order to provide
a fully supported edge cloud computing environment and this is the focus of this

paper.

3 Service Delivery for Mobile Clients

Current networks consist of three parts i.e., the core network, core end-point, and
edge. The core network provides services to the users and has high computation,
memory, and storage capacity. The core end-points are the end devices such as
routers which enables communication and connectivity to other clouds and the
edge network. Edge network consist of edge servers, access point, base station,
etc., and has relatively low computation, memory, and storage capacity compared
to the core network.

Providing services to the highly mobile system such as a vehicular network
with high QoS is a key challenge in the future networks as the MN will be
switching to different networks due to mobility. In order to address this challenge
several works have proposed service migration as a solution. Service migration
involves continuous migration of services closer to users as they move around
resulting in reduced latency and better QoE [24]. For example, let us consider a
scenario as shown in Fig. 1, where the cloud server is in the core network, routers
are Core Endpoints, wireless access points are at the edge network and the MN
as the client. There are four possible cases as described below:

— Case 1: A mobile user is travelling in a car and the user experiences a service
offered by the core network i.e. the cloud that offers the service and the client
receives it.

— Case 2: The service is running from the Core Endpoint, therefore, the delay
between the Core Endpoint and the client should be lower than the case 1.

— Case 3: Services are running at the edge i.e., Edge server, Access point, etc.
Therefore, the delay should be lower than the previous cases.

— Case 4: Here, the service are running within the client. This will be useful
when the users have enough computing, memory and storage resources.

In this paper, we study the impact of service migration between the edge
access points in a vehicular network which is called the Road-side Unit (RSU) in
order to support better QoS for highly mobile nodes. There are several factors
or functional requirements that have to be considered in migration of a service
as explained below [20]:

— Requirements 1: A service needs to be recognisable by a unique ID and
guaranteed to a set of parameters that can interoperate with the platform
providers. The minimum required parameters must include CPU time, mem-
ory and storage, security protocols, network bandwidth and latency, and
dependencies on other services.
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Fig. 1. Service migration scenario

Requirements 2: The service should allow personalisation in terms of per-
formance by the user, this would enable a user to make upgrades in terms of
extra features or services. These parameters may include: maximum latency,
a fixed allocated bandwidth to the user, security level, amount of storage, as
well as taking into account the mobility of the user.

Requirements 3: Platform providers (Clouds) can accept or reject services
based on their set of requirements. They are required to bill service providers
for processing, network and storage usage for any services and additional com-
ponents running on their Cloud infrastructure. Furthermore, Cloud provider
have the ability to decide which technology should be used for service migra-
tions as long as it meets the service’s minimum requirements.
Requirements 4: To provide maximum benefits to their users, services have
to be aware of their QoS level on a per-client basis. A server should stay
alert in order to be aware of the client’s network provider and current loca-
tion. Such data can be gathered directly by the service and its processes, the
client’s device or a transport protocol that can report such information. This
information will help to determine when and where to migrate.
Requirements 5: If a service is requesting migration, it must pass informa-
tion about the client’s network provider to the platform provider to allow the
finding of the best alternative Cloud to host the service. If possible a Cloud
that is directly peering or local to the client’s network.

Requirements 6: Any Cloud offering resources for incoming services should
report nominal values of network latency and bandwidth to the user’s net-
work. This helps to ensure that an incoming service will not only have
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sufficient Cloud resources to run but also satisfactory network performance
to deliver its content at the QoS demanded by the client.

— Requirements 7: The Serviced clients should have the ability to select the
best possible network for handover via a querying mechanism which will con-
firm that the desired QoS level is deliverable through the new network. There-
fore, clients will not rely on reported nominal values to determine the best
network for service. If a handover to a network with less QoS is imminent,
the service should migrate to an appropriate location (if it exists) to better

the QoS.

Based on several requirements mentioned above the service migration time
(ST) i.e, the time taken to migrate a service will be developed. In a highly mobile
environment, ST is not the only parameter that can be used to decide whether a
service can be migrated or not. In addition to the ST, the mobility aspects of the
user has to be considered i.e, the time MN is expected to spend in the network
coverage. If ST is greater than communication time (within the coverage region)
then, by the time the service is migrated, the MN will be out of the coverage
region, therefore, the service will not be successful. For example, Let us assume it
takes 20 s to migrate a service from one RSU to another, when a MN is moving to
the next coverage region and spends more than 20 s then service can be migrated
and the service can be received from the RSU. But if the MN is spending less
than 20s in the new network then communication would be void because MN
will be out of the coverage region. The following section will describe in detail
the communication and mobility aspects in a highly mobile environments.

4 Wireless Coverage Parameters for Mobile Networks

In this section, we introduce a set of network coverage parameters that will be
used in the following sections to demonstrate the service migration in highly
mobile environment. The network coverage area is a region with an irregular
shape where signals from a given Point of Attachment (PoA) i.e., Access Point or
Base Station can be detected by a MN. The signals from the PoA are unreliable
at the boundary and beyond the coverage area as the signals from the PoA
cannot be detected. For seamless communication, handover should be finished
before the coverage boundary is reached.

Therefore, a circle known as the handover radius (Ry) and exit radius (Rg)
was defined in [13] to ensure smooth handover. The work states that the handover
must begin at the exit radius and should be completed before reaching the
handover radius boundary as shown in Fig. 2.

The exit radius will therefore be dependent on the velocity, v, of the MN. If
we represent the time taken to execute a handover by Try, then:

(Ruw — Rg)

14

Tpp <

(1)

Hence, exit radius can be given as shown in Eq. (2)
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So, the faster a MIN moves, the smaller the Rg at which handover must begin.
Given that we know the time taken to execute a handover, the velocity of the MN
and handover radius, then we can calculate the exit radius which is dependent
on the handover radius. A good estimation of the handover radius is required
for the proposed approach which is dependent on the propagation models being
used. The time taken to effect a handover was shown to be dependent on various
factors such as Detection Time (¢4¢¢), Configuration Time (tcon), Registration
Time (t,ey) and Adaptation Time (t,qp) as discussed in [13].

Our previous work on proactive handover in [14] showed that the above-
mentioned coverage parameters can be segmented into communication ranges
and presented an in-depth analysis of such segmentation and their importance
in-order to achieve a seamless handover as shown in Fig. 3. This segmentation can
be put into effective use for achieving proactive handover, resource allocation,
and service migration for a highly mobile environment.

Time before handover (') is the time after which the handover process should
start and Time to handover (%) is the time before which the handover to next
coverage range has to be completed. Network Dwell Time (R) is the time MN will
spend in the coverage i.e., the Network Dwell Distance (NDD) of new network.

Resource Hold Time (N) is the resource usage time or when actual exchange
of data is taking place. i and N are the two key parameters that has to be
considered for service migration in highly mobile networks.

5 Edge to Edge Service Migration

Let’s suppose the MN is travelling at a velocity, v from one RSU’s coverage
region to the next one: with an estimate of the 7", A and N, it is possible to
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decide whether a service should be migrated with the knowledge of ST. Hence,
ST should be less than the sum of & and N in order to have a seamless service. If
the ST is greater than the sum of & and N then the MN will be out of coverage
of the next RSU due to mobility by the time the service is migrated. Therefore,
in order to get effective service

(i + N)>ST (3)

Hence, for a seamless service to the MN the ratio of the communication times
due to mobility and the service migration time has to be always greater than 1
as shown in the equation below. Here, & is usually very small as it is the time
taken to handover.

ST

The above equation denotes a reactive approach i.e., the service migration
will only start after the MN reaches the next RSU’s coverage. Therefore, when
the MN reaches the next coverage range where " = 0, i.e, during handover,
the serivce will be migrated to the next RSU. In summary, communication and
service handover takes place at the same time, this is called a reactive commu-
nication and service handover. The reactive migration approach might disrupt
the service due to mobility for services with higher migration time. Hence, we
need a proactive service migration to be adopted for better QoS and QoE.

In the proposed proactive approach the service migration will begin before the
T i.e., before the communication handover as shown in Fig. 4. The point where
the service is starting to migrate is called as proactive service migration time
(X). When the service begins to migrate at point X before the communication
handover, so the amount of time left is ST-X. This means that, X should be less
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than or equal to ST, which will ensure that the service is not migrated far ahead
before the MN reaches the coverage. Therefore,

(h+ N)>(ST — X) (5)

As explained earlier for a seamless service to the MN the ratio of the com-
munication times due to mobility and the service migration time has to always
be greater than 1 as shown below:

(h+N)

©T-x) >1 (6)

6 Experimental Framework

In order to explore Eq. 6, the values of the parameters 7 and N were obtained
using a VANET test-bed. In addition, the Service Time (ST) was obtained for
different applications and services which include No application, Game server,
RAM Simulation, Video Streaming, and Face Detection. These applications were
fully explored in a previous paper and accurate values of ST were obtained and
used later in the paper to calculate service migration ratio as shown in Eq. 6.

6.1 Experimental Test-Bed and Results

This section provides the details of the real experimental VANET test-bed. The
Connected Vehicle Test-bed, was built by Middlesex University and the Depart-
ment of Transport (DfT) using ETSI Intelligent Transport System (ITS) G5
(VANET) technology [15]. The test-beds were built on the Hendon Campus in
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London and alongside the surrounding roads. The test-bed uses seven RSUs
and also extends to the A4l (Watford Way) behind the campus. Four RSUs,
which were deployed on the MDX buildings, were backhauled directly to the
university’s gigabit ethernet network and the three RSUs deployed along the
A41 were backhauled using LTE with a secure VPN tunnel service provided by
Mobius Network as shown in Fig.5. They are now fully operational and trials
have been held to fully understand the technology and concerns around its wide-
scale deployment as well as communication dynamics needed to attain seamless
communication for this environment.

VANET
Cloud Server-

SDN Switch

Mobius
Network

Fig.5. MDX VANET testbed network diagram

The coverage map of this testbed is as shown in Fig.6. The NDD for each
RSU was measured from the coverage map and with the NDD, the Y\ can be
calculated if the velocity of the vehicle is known. Table 1 shows the X and N for
two different velocities i.e., 30 Mph and 50 Mph for all the RSUs. We know from
[13] that the handover execution time i.e., fi is 4s and therefore, the N is:

N=R-h (7)

With the knowledge of the mobility, N, A, and in addition, if the ST can be
estimated, then we can efficiently decide when and where to migrate a service.
The following subsection will present the result of our approach.
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Table 1. Communication coverage segmentation distance and time (7 =4s).

RSU No. |[NDD | 30 Mph 50 Mph

N N N N
RSU 1 300m | 22.37s|18.37 |13.42s | 9.42s
RSU 2 456m | 34.00s|30.00s|20.40s | 16.40s
RSU 3 517m | 38.55s | 34.55s23.13s5|19.13s
RSU 4 248m | 18.49s 14.49s11.09s| 7.09s
RSU 5 974m | 72.63s|68.63s|43.57s|39.57s
RSU 6 1390m | 103.64s | 99.64s | 62.19s | 58.19s
RSU 7 1140m | 85.00s|81.00s | 51.00s|47.00s

6.2 Live Service Migration Use Case Scenario Results

Moving a service across the edge nodes is an essential factor with regards to
ensuring that users have good performance with proximity especially in a highly
mobile network like vehicular networks. This section investigates the impact of
live service migration within a VANET environment by making use of the results
collected from the real experimental VANET test-bed as well as the results for
ST presented in [12] for different services. We have considered two RSUs; RSU
2 located at Williams building and RSU 3 located at Hatchcroft building. The
scenario considered was a MN travelling at two different velocities i.e., 30 Mph
and 50 Mph which is being handing over from RSU 3 to RSU 2. The NDD of
these RSUs from the MDX VANET test-bed has been used in this paper to
demonstrate the effectiveness of our service migration model.

The authors in [12] detail a layered framework for migrating active service
applications which are condensed in virtual machines (VMs) and containers.
Containers are a developing technology and they consume less storage space
compared to VMs, therefore, will be appropriate for service migration. Under
the given framework, the migration performance in terms of ST for both VM and
containers were examined in a controlled test-bed environment. They have con-
sidered five different applications for migration; No Application, Game Server,
RAM Simulation, Video Streaming and Face Detection. The results on the per-
formance of two i.e., 2 layer and 3 layer approaches for different applications
with container technology as shown in Table2 have been used in this work for
the evaluation of our model.

Given the measurement results for service migration as listed in Table 2, we
consider two use-cases for two different velocities i.e., 30 Mph and 50 Mph:

— Reactive Approach where the service migration starts once the MN reaches
the next RSU’s coverage region.

— Proactive Approach where the service migration starts before the MN reaches
the next RSU’s coverage region at point X called the proactive service migra-
tion time.
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Table 2. Migration results for two-layer and three layer configurations [12]

Services ST/data transferred

2 layer 3 layer

No Application |6.5s/1.4 MB 11.0s/1.9MB
Game Server 7.3s/2.2MB 10.9s/2.7MB
RAM Simulation | 20.2s/97.1 MB | 27.2s/97.6 MB
Video Streaming | 27.55/180.2 MB | 37.3s/184.6 MB
Face Detection |52.0s/363.1 MB | 70.1s/365.0 MB

The graphs presented in Figs. 7 and 8 show the ratio for reactive and proactive
service migration derived from Eqs. 4 and 6 respectively for different application
services presented in Table 2. For a service to be successfully migrated the ratio
has to be above 1, which is the threshold.

In case 1, we can observe that the service migration in a mobile environment
is successful for both No application, and Game server with 2 layer and 3 layer
approach for both 30 Mph and 50 Mph as shown in Fig.7. This is due to the
fact that the size of the service is small compared to others. RAM Simulation
service cannot be successfully migrated for 3 layer approach at 50 Mph, this is
due to the high speed and rest of the cases for RAM Simulation service can
be successfully migrated. The other two services i.e, Video streaming and Face
detection cannot be migrated in a reactive service migration.

= |_ayer 2 (30Mph)
Layer 3 (30Mph)
Layer 2 (50Mph) | 4
== ayer 3 (50Mph)

0
No Application Game Server  RAM Simulation Video Streaming Face Detection
Services

Fig. 7. Service migration for reactive handover
In case 2, Fig. 8 shows the results of proactive approach i.e, service is migrated

at the proactive service migration time, X. This is not a constant value and
it changes according to the type of the service. We consider the values of X
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(in seconds) for No Application and Game server as 5s, RAM simulation and
video streaming to be 15s and then finally face detection as 45s. The results
show that the No Application, Game server, and RAM Simulation are success-
fully migrated for all cases. Video streaming, and Face detection are almost
nearing the threshold 1 for 3 layer approach at 50 Mph and all other cases can
be successfully migrated. This shows the need for a proactive service migration
approach in a highly mobile edge environment. In addition, proactive service
migration time, X has to be explored in the future to develop efficient algo-
rithms for such service migration. Here, the ST was measured in a controlled
environment and therefore, estimating the ST in real-time is necessary.

30

=== Layer 2 (30Mph)
Layer 3 (30Mph)
)
)

Layer 2 (50Mph) | 4
== |_ayer 3 (50Mph
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20

0 L 1 |
No Application Game Server  RAM Simulation Video Streaming Face Detection
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Fig. 8. Service migration for proactive handover

6.3 Transport Protocol Performance Evaluation over VANET

To be able to estimate the ST in real time, the underlying transport protocol
plays a significant role. In this context, this section compares the performance
of two transport protocols: Simple Lightweight Transport Protocol (SLTP) and
Transmission Control Protocol (TCP). The details on SLTP functionality and
its internal structure can be found in [18]. The aim is to demonstrate the effec-
tiveness of SLTP as a low latency protocol which works by measuring the service
time based on the available bandwidth. Two sets of experiments are conducted

— RSU to VANET server link performance
— RSU to RSU link performance.

Our first set of results will look at SLTP running at the VANET server and
the RSU. Packets of different sizes were sent and the time taken to receive them
back at the sender was measured. This gives us a direct measurement of protocol
performance. We performed our benchmarks by using the following hardware
specifications as shown in Table 3 for the VANET server and the RSU. It can be
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Table 3. Hardware specifications

Specifications | VANET server RSU

Processor Intel (R) Xeon (R) CPU E5-2683 v4 | MIPS 24Kc V7.4 (1 core)
RAM 32GB 64 MB SDRAM (512 Mbits)
Storage 500 GB 16 MB Flash

Network 1 Gigabit Ethernet 1 Gigabit Ethernet

OS Type Debian 3.16.43 (64 Bit) Debian 2.6.32.27 (32 Bit)

clearly seen that the resources on the RSU are quite limited compared with the
VANET server or a modern PC.

Since SLTP runs over User Datagram Protocol (UDP), the size of a single
SLTP packet can be up to (64KBs - 8 bytes, the size of the UDP header).
However, for testing we wanted to ensure that SLTP packets could fit into a