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Left Ventricular Strain and Relaxation Are
Independently Associated with Renal
Cortical Perfusion in Hypertensive
Patients

Arkadiusz Lubas, Robert Ryczek, Artur Maliborski,
Przemysław Dyrla, Longin Niemczyk, and Stanisław Niemczyk

Abstract

Renal perfusion, which depends on cardiac func-
tion, is a factor conditioning the work of kidneys.
The objective of the study was to assess the
influence of cardiac function, including left ven-
tricular contractility and relaxation, on renal corti-
cal perfusion in patients with hypertension and
chronic kidney disease treated pharmacologically.
There were 63 patients (7 F and 56 M; aged
56 � 14) with hypertension and stable chronic
kidney disease enrolled into the study. Serum
cystatin C, with estimated glomerular filtration
rate (eGFR), ambulatory blood pressure monitor-
ing, carotid intima-media thickness (cIMT),

echocardiography with speckle tracking imaging
and the calculation of global longitudinal strain
(GLS), diameter of vena cava inferior (VCI), and
an ultrasound dynamic tissue perfusion measure-
ment of the renal cortex were performed. We
found that the renal cortical perfusion correlated
significantlywith age, renal function, cIMT,GLS,
left ventricular ejection fraction (LVEF), left ven-
tricular mass index (LVMI), diastolic peak values
of early (E) and late (A) mitral inflow velocities
ratio (E/A) and E to early diastolic mitral annular
tissue velocity (E/E0), but not with VCI, or the
right ventricle echocardiographic parameters. In
multivariable regression analysis adjusted to age,
only eGFR, E/E0, and GLS were independently
related to renal cortical perfusion (r2 ¼ 0.44;
p < 0.001). In conclusion, the intensity of left
ventricular strain and relaxation independently
influence renal cortical perfusion in hypertensive
patients with chronic kidney disease. A reduction
in left ventricular global longitudinal strain is
superior to left ventricular ejection fraction in the
prediction of a decline in renal cortical perfusion.
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1 Introduction

Renal perfusion depends on cardiac function.
Maintaining a proper renal blood circulation is a
prerequisite for normal kidney functioning. It is
believed that a reduction in the cardiac output to
less than 1.5 L/min/1.73m2 results in deficiency of
blood flow and oxygenation of kidneys leading to
their functional deterioration (Ljungman et al.
1990). In the physiological condition, intrarenal
mechanisms responsible for the renal blood flow
autoregulation ensure stabilization of renal func-
tion in the mean arterial pressure range of
70–130 mmHg (Burke et al. 2014). However,
many drugs used to treat hypertension interfere
with the mechanisms of renal autoregulation,
which results in the kidney exposure to arterial
pressure fluctuations (Meyrier 2015). On the other
hand, intrarenal changes occurring in the course of
a chronic kidney disease also limit the efficiency
of renal autoregulation. Previous studies have
shown a significant correlation of renal perfusion,
assessed by ultrasound dynamic tissue perfusion
measurement, with biochemical (troponin I,
NT-proBNP), functional (left ventricular ejection
fraction (LVEF), cardiac index (CI), and stroke
volume), and structural (left ventricular mass
index (LVMI)) indices of cardiac function
(Lubas et al. 2013, 2015). In patients with acute
decompensated heart failure, there is a greater
influence of venous congestion and elevated pres-
sure in the right ventricle than that of reduced
LVEF on the deterioration of renal function
(Gnanaraj et al. 2013). Further, studies on the
cardiotoxicity of anticancer drugs have shown
that severe disturbances in the contractility of left
ventricular longitudinal fibers, expressed as a
global longitudinal strain (GLS), can be deter-
mined before the decrease in LVEF becomes sig-
nificant (Smiseth et al. 2016). Likewise, reduction
in GLS with normal LVEF has been reported in
patients with three-vessel coronary artery disease,
heart failure with preserved LVEF, and tight aortic
stenosis (Attias et al. 2013; Choi et al. 2009; Liu
et al. 2009). All that suggests a greater sensitivity
of GLS, compared to LVEF, in the detection of
subclinical damage to the left ventricular muscle.

The objective of the present study was to
assess the influence of hemodynamic cardiac
function, including contractility of the left ven-
tricular longitudinal fibers, on renal perfusion in
pharmacologically treated patients with hyperten-
sion and chronic kidney.

2 Methods

The study included 63 consecutive patients (7 F
and 56 M; aged 56 � 14) with hypertension and
stable chronic kidney disease, seeking medical
attention in the nephrology clinic. Exclusion
criteria were acute cardiac or renal disease, glo-
merulonephritis requiring immunosuppressive
therapy, renal focal lesions disallowing the ade-
quate ultrasound assessment of renal perfusion,
pelvicalyceal system dilatation, past renal artery
stenosis, chronic kidney disease in stage
5 (National Kidney Foundation 2002), symptoms
of heart failure, significant valvular heart disease,
segmental contractility disturbances noticed in
echocardiography, previous myocardial infarct,
arrhythmias, tachycardia found in the perfusion
ultrasound or echocardiography, hyperkinetic
state, active inflammation, cardiorenal diseases
in the course of other pathologies (connective
tissue diseases, diabetes mellitus, or amyloidosis),
generalized neoplastic disease, and current or past
anticancer treatment.

2.1 Cardiorenal Function

Ambulatory 24-h blood pressure monitoring was
conducted in all patients using an ABPM-04
monitor (Meditech, Budapest, Hungary), with
measurements taken every 15 min during daytime
and every 30 min during nighttime.

Carotid Sonography To assess the severity of
vascular changes occurring in the course of arte-
rial hypertension, which can affect renal perfu-
sion, each patient underwent a measurement of
left common carotid artery intima-media
thickness (cIMT) using the 11 L transducer
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(10–13 MHz). To calculate cIMT, three manual
measurements of intima-media complex on the
far wall of the left carotid artery, at least 10 mm
from the carotid sinus, were averaged.

Cardiac Sonography Echocardiography was
performed at the day when the blood pressure
monitor was disconnected, using the Vivid S6
system with the M4S-RS sector transducer of
1.5–3.6 MHz (GE Healthcare, Chicago, IL).
Measurements of the tricuspid annular plane sys-
tolic excursion (TAPSE), diameter of vena cava
inferior (VCI), and wall thickness and diameter of
the left ventricular cavity were performed in the
M-mode imaging in accordance with the
recommendations of the American Society of
Echocardiography (Sahn et al. 1978). Left ven-
tricular mass was calculated from the Devereux
et al. (1986) formula and then normalized for
body surface area, calculated according to
Mosteller (1987), to obtain the LVMI index.
The LVEF in the Simpson’s biplane method, CI,
and the indices of diastolic LV function such as
the peak values of early (E wave) and late
(A wave) mitral inflow velocities and tissue
Doppler early diastolic mitral annular velocity
(E0) at the septal corner of mitral annulus were
measured. Then, E/A and E/E0 ratios were calcu-
lated as previously described (Lubas et al. 2017;
Lang et al. 2006). The LV longitudinal strain
calculations were based upon the speckle tracking
technique, using the dedicated automated func-
tional imaging protocol. The measurements were
done at post-processing, using
electrocardiography-gained loop images acquired
in typical apical views. The tracked area was
detected automatically and then manually
corrected. The GLS was the arithmetic mean of
longitudinal strain in four-, two-, and three-
chamber views.

Kidney Ultrasound After having the biochemis-
try tests done, patients underwent kidney ultra-
sound examination using the 4 L 2–5 MHz
convex transducer (Logiq P6; GE Healthcare,
Seoul, Korea). Renal perfusion was assessed
using the same transducer in the color Doppler

mode, as previously described (Lubas et al. 2013,
2015). Short sequences of video clips recorded in
the DICOM format presenting the color-coded
flow velocity in the renal cortex were then
evaluated (PixelFlux medical device;
Chameleon-Software, Leipzig, Germany)
according to the ultrasound dynamic tissue perfu-
sion measurement method (Scholbach et al.
2004). The size of averaged total (arterial and
venous) renal cortical perfusion (RCP) in cm/s
was evaluated as a surrogate of right and left
heart function on kidney perfusion.

Estimated glomerular filtration rate (eGFR)
was assessed using the chronic kidney disease
epidemiology formula based on the measurement
of cystatin C in the serum (Levey et al. 2009).

2.2 Statistical Analysis

Data were presented as means �SD. Correlations
between variables were examined using the
Pearson or Spearman method depending on the
fulfillment of the normal distribution condition.
The presence of intragroup differences was tested
using the Kruskal-Wallis analysis of variance
(ANOVA). Stepwise multivariable regression
analysis was used to identify the factors indepen-
dently associated with RCP. Receiver operating
characteristic (ROC) analysis was performed to
identify the nadir value of LVEF corresponding
to the threshold value of RCP. For statistical
evaluation, a commercial Statistica 12 package
was used (StatSoft Inc., Tulsa, Oklahoma, USA).

3 Results

Baseline patient characteristics and the results of
echocardiography and RCP measurements are
presented in Table 1.

In the study group, hypertension was treated
with angiotensin-converting enzyme inhibitors or
angiotensin receptor blockers in 36 patients.
Thirty-six patients received β-blockers,
23 calcium channel blockers, and 38 diuretics,
and 12 received α-blockers. RCP associated

Left Ventricular Strain and Relaxation Are Independently Associated with. . . 3



significantly with age, renal function, LVMI, and
with the functional indices of the left ventricle
(Table 1). However, the TAPSE and TRPG
indices of right ventricular function assessed in
the standard echocardiographic examination and
the diameter of VCI failed to associate with RCP.

Although the initial LVEF significantly
associated with RCP, after dividing patients into
four groups by quartiles of RCP, the Kruskal-
Wallis ANOVA showed significant differences
only in the E/E0, GLS, and renal function, but
not in LVEF (Table 2; Fig. 1; Panel I and II). In

Table 1 Baseline patient characteristics and results

Indices

All patients RCP

(n ¼ 63) Correlation coefficient

Age (yr) 55.6 � 13.9 �0.349*
BMI (kg/m2) 28.4 � 3.6 �0.055
Cystatin C (mg/dL) 1.47 � 0.60 �0.636*
eGFR (ml/min/1.73 m2) 59.2 � 30.8 0.663*
SBP (mmHg) 126.2 � 16.1 �0.205
DBP (mmHg) 75.7 � 11.2 0.039
MAP (mmHg) 92.6 � 12.7 �0.047
PP (mmHg) 50.5 � 10.3 �0.270
cIMT (mm) 0.83 � 0.22 �0.373*
VCI (cm) 1.77 � 0.39 0.149
TRPG (mmHg) 22.3 � 8.3 0.009
TAPSE (cm) 2.4 � 0.4 0.104
LVMI (g/m2) 102.7 � 33.3 �0.300*
LVEF (%) 61.6 � 9.3 0.299*
CI (L/min/m2) 4.4 � 1.2 �0.101
E/A 1.08 � 0.48 0.330*
E/E0 10.2 � 2.8 �0.414*
GLS (%) �17.2 � 3.9 �0.427*
RCP (cm/s) 0.25 � 0.18 –

Data are means �SD and correlation coefficients; BMI body mass index, eGFR estimated glomerular filtration rate, CI
cardiac index, cIMT carotid intima-media thickness, E/A early and late mitral inflow velocities ratio, E/E0 early mitral
inflow velocity and mitral annular early diastolic velocity ratio, LVEF left ventricular ejection fraction, GLS left
ventricular global longitudinal strain, LVMI left ventricular mass index, SBP, DBP, MAP, PP, systolic, diastolic, mean
arterial pressure and pulse pressure, VCI diameter of vena cava inferior, TAPSE tricuspid annular plane systolic
excursion, TRPG Bernoulli equation-derived pressure gradient from the peak tricuspid regurgitation velocity, RCP
renal cortical perfusion
*p < 0.05

Table 2 Comparison of left ventricular ejection fraction (LVEF) and left ventricular global longitudinal strain (GLS) on
renal cortical perfusion (RCP) in groups stratified by quartiles of RCP

Quartile I Quartile II Quartile III Quartile IV p-value quartile

(n ¼ 16) (n ¼ 16) (n ¼ 16) (n ¼ 15) I:II:III:IV

RCP (cm/s) 0.06 � 0.04* 0.16 � 0.30* 0.29 � 0.05* 0.52 � 0.13* <0.001
eGFR (mL/min/1.73 m2) 34.6 � 14.1* 48.8 � 23.6** 74.8 � 26.7* 81.7 � 33.2** <0.001
GLS (%) �14.6 � 3.9*** �17.6 � 3.6 �17.6 � 3.4 �19.2 � 3.3*** 0.011
E/E0 11.6 � 3.0 11.2 � 3.3 9.1 � 2.0 9.0 � 1.9 0.015
LVEF (%) 57.1 � 11.5 62.2 � 8.2 61.6 � 8.4 65.9 � 7.2 0.094

eGFR estimated glomerular filtration rate, E/E0 early mitral inflow velocity and mitral annular early diastolic velocity
ratio
*p < 0.001; **p ¼ 0.033; ***p ¼ 0.007
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the multivariable regression analysis performed
in relation to age and taking into account the
indices that associated with RCP, i.e., LVMI,
LVEF, GLS, E/E0, IMT, PP, and eGFR, only the
eGFR (r ¼ 0.418; p < 0.001), E/E0 (r ¼ �0.259,
p ¼ 0.022), and GLS (r ¼ �0.238, p ¼ 0.035)
were found to independently affect the value of
RCP (r2 ¼ 0.440, p < 0.001; power of the test
0.999 for probability of type I error α ¼ 0.05).
The examples of predicted RCP values with
known LV GLS, E/E0, and eGFR values are
shown in Table 3.

The use of the known threshold values for the
results of normal and abnormal indices that sig-
nificantly related to RCP enabled to predict the

threshold value of RCP ¼ 0.284 (95%CI 0.231;
0.337). In order to obtain an approximate LVEF
result corresponding to the threshold value of
RCP, ROC analysis was performed in which the
highest sensitivity (70%) and specificity (52%)
were found for LVEF of 64.8%. However, this
result was insignificant (AUC¼ 0.611, p¼ 0.121).

4 Discussion

The present study demonstrates that indices of
renal function and left ventricular systolic and
diastolic function are independent factors enable
to explain approximately 44% of the variability in

Fig. 1 Imaging examples
of renal cortex perfusion in
a patient with normal left
ventricular global
longitudinal strain (GLS)
(Panel I) and with
abnormal GLS (Panel II)

Left Ventricular Strain and Relaxation Are Independently Associated with. . . 5



RCP. GLS assessed by speckle tracking echocar-
diography is a measure of the averaged strain of
the longitudinal myocardium fibers in all
segments of the left ventricle, examined during
contraction. The shortening of longitudinal fibers
is expressed in negative percentage values, where
the higher is the absolute value the greater the
shortening of the fibers in question (normal
GLS < 16%) (Yingchoncharoen et al. 2013).
GLS is considered an equivalent to the left ven-
tricular systolic function, and it appears an earlier
and more sensitive marker of left ventricular mus-
cle damage than LVEF (Smiseth et al. 2016).
Moreover, GLS has been found of predictive
value for LVEF decrease in patients with heart
failure (Adamo et al. 2017; Romano et al. 2017).
GLS is a quantitative, objective method, mostly
dependent on the software, and is characterized
by a greater repeatability (intra-observer 3.3%;
inter-observer 4.0%), while the variability of
LVEF results, largely conditioned by the experi-
ence of the experimenter, is nearly twice as high
(intra-observer 6.3%, inter-observer 10.3%)
(King et al. 2016). In the present study, GLS
had a greater impact on the RCP value than the
calculated LVEF. Although the attempt to estimate
the LVEF value corresponding to the borderline
RCP was estimated at approximately 65%, this
result was not significant and due to the Ray et
al. (2010) criteria, had a poor diagnostic value.

The E/E0 ratio is a quotient of the maximal
velocity of early mitral valve inflow (E) and
early diastolic velocity of the mitral annulus (E0)
and it correlates with the left ventricular filling
pressure that is higher in case of left ventricular
diastolic dysfunction. In this study, E/E0 was sig-
nificantly inversely associated with renal perfu-
sion, and it was an independent factor modifying

the RCP value. This means that the higher the
E/E0 ratio (normal <8 cm/s, abnormal >13 cm/s),
the lower the renal perfusion. Thus, both systolic
(GLS) and diastolic (E/E0) left ventricular func-
tion affect renal perfusion. The evaluation of the
left ventricular function is therefore essential for
the diagnosis of disorders of the cardiorenal axis.
On the other hand, it may be expected that
patients with heart failure with preserved ejection
fraction (HFpEF), i.e., so-called isolated diastolic
insufficiency, would also be characterized by
lower RCP indices compared to those without
heart failure with the same LVEF value. In this
sense, the evaluation of RCP can be useful in the
early diagnosis of cardiorenal syndrome.

The study by Gnanaraj et al. (2013) has shown
a significant role of venous congestion in reduc-
ing renal perfusion in patients with acute
decompensated heart failure, while the observed
markers of decreased cardiac output are not of
such significance. However, that study has used
LVEF, without the GLS assessment. Further, in
patients with decompensated heart failure, venous
congestion is the main symptomatic problem
forcing the patients to seek hospital help. It is
thus difficult to expect that the impaired renal
venous outflow will not cause a decrease in
renal blood flow, particularly in the presence of
reduced arterial perfusion. In the present study,
patients were in the optimal condition, with a
well-controlled arterial pressure and without
symptoms of heart failure. The functional indices
of the right heart (TAPSE, TRPG) and VCI diam-
eter measured directly before the right atrium
were not significantly related to renal perfusion.

The majority of antihypertensive drugs used in
the treatment of high blood pressure impair renal
autoregulation and significantly modify renal

Table 3 Prediction of renal cortical perfusion (RCP) values based on multivariate regression analysis

eGFR

GLS (%) E/E0 Predicted RCP (95%CI) (cm/s)(mL/min/1.73 m2)

90 �16 8 0.36 (0.30; 0.42)
60 �16 8 0.28 (0.23; 0.34)
60 �20 8 0.33 (0.27; 0.39)
60 �16 10 0.25 (0.21; 0.29)

eGFR estimated glomerular filtration rate,GLS left ventricular global longitudinal strain, E/E0 early mitral inflow velocity
and mitral annular early diastolic velocity ratio, 95%CI 95% confidence intervals
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perfusion (Digne-Malcolm et al. 2016). Hence,
there is a greater dependence of renal perfusion
on functional indices of the heart in the patients.
On the other hand, in the studies performed so far,
a significant impact of antihypertensive drugs on
RCP has been found, which explains approxi-
mately 29% of RCP variability (Lubas et al.
2018). Such a relation of renal hemodynamics
may be reduced in patients who are not on hypo-
tensive treatment and have preserved renal
autoregulation. The active antihypertensive ther-
apy should not be considered an undesirable fac-
tor, because a vast majority of patients with
cardiorenal disorders are undergoing
cardioprotective or nephro-protective treatment,
which largely coincides with antihypertensive
therapy.

The present work has several limitations.
Patients with a stable kidney disease during the
preceding 3 months, without renal biopsy, were
qualified for the study; so the etiology of the
kidney damage was unknown. Nonetheless,
patients were not on active immunosuppressive
therapy and showed no symptoms of
hypervolemia, which minimized the probability
of active pathology of renal hemodynamics.
Another limitation of the study was a greater
number of men than women and the lack of
comparison with a group of healthy individuals.
Despite the limitations, we believe we have
shown that the left ventricular systolic and dia-
stolic indices are independently associated with
renal cortex perfusion in patients with hyperten-
sion and chronic kidney disease. Left ventricular
global longitudinal strain seems better correlated
with renal cortical perfusion compared to left
ventricle ejection fraction.
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Abstract

The aim of the study was to assess blood
pressure–subarachnoid space (BP–SAS)
width coupling properties using time–fre-
quency bispectral analysis based on wavelet

transforms during handgrip and cold tests.
The experiments were performed on a group
of 16 healthy subjects (F/M; 7/9) of the mean
age 27.2 � 6.8 years and body mass index of
23.8 � 4.1 kg/m2. The sequence of challenges
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was first handgrip and then cold test. The
handgrip challenge consisted of a 2-min strain,
indicated by oral communication from the
investigator, at 30% of maximum strength.
The cold test consisted of 2 min of hand
immersion to approximately wrist level in
cold water of 4 �C, verified by a digital ther-
mometer. Each test was preceded by 10 min at
baseline and was followed by 10-min recovery
recordings. BP and SAS were recorded simul-
taneously. Three 2-min stages of the proce-
dure, baseline, test, and recovery, were
analyzed. We found that BP–SAS coupling
was present only at cardiac frequency, while
at respiratory frequency both oscillators were
uncoupled. Handgrip and cold test failed to
affect BP–SAS cardiac–respiratory coupling.
We showed similar handgrip and cold test
cardiac bispectral coupling for individual
subjects. Further studies are required to estab-
lish whether the observed intersubject
variability concerning the BP–SAS coupling
at cardiac frequency has any potential clinical
predictive value.

Keywords

Bispectral analysis · Blood pressure · Cardiac
frequency · Cold test · Handgrip test ·
Subarachnoid space width

1 Introduction

The handgrip test and the cold test are widely
used to assess the stress response and activation
of the sympathetic nervous system in humans.
Nevertheless, the neural circuits involved in
information processing differ between these
tests. Particularly, neural processing of handgrip
involves motor components, while cold test
involves pain components (Vaegter et al. 2014;
Macey et al. 2012). We and others also observed
significant differences in cerebral blood volume
and subarachnoid space (SAS) width responses to
handgrip and cold tests (Winklewski et al. 2015a,
b; Wilson et al. 2005). SAS width can be consid-

ered an indirect marker of cerebrospinal fluid
volume (CSF) (Gruszecki et al. 2018b).

Both stress and pain are associated with white
matter dysfunction and changes in neural plastic-
ity and overall neural architecture (Coppieters
et al. 2018; Bishop et al. 2017; Nugent et al.
2015; Sheikh et al. 2014; Upadhyay et al. 2012).
One of the possible mechanisms that might be
involved in white matter alterations is abnormal
CSF pulsatility (Beggs et al. 2016a, b; Bateman
et al. 2008). CSF pulsatile flow is driven by heart-
and lung-generated blood inflows and outflows to
and from the brain (Gruszecki et al. 2018a, b; Shi
et al. 2018).

Periodic oscillations in CSF volume can be
indirectly assessed using SASwidth as a surrogate.
In short, the main assumption for near-infrared
transillumination/backscattering sounding
(NIR-T/BSS), the technique we use, is that trans-
lucent CSF in SAS acts as a propagation duct for
infrared radiation, a technique resembling optical
fiber engineering. This allows for measurement of
SAS width to estimate changes in CSF volume
(Frydrychowski and Pluciński 2007; Pluciński
and Frydrychowski 2007; Pluciński et al. 2000).
NIR-T/BSS has been validated against magnetic
resonance imaging, showing comparable SAS
width alterations induced by shifts in the body
position (Frydrychowski et al. 2012).

The handgrip test results in increased blood
pressure (BP) (Macey et al. 2012; Wszedybyl–
Winklewska et al. 2012). Therefore, it seemed
logical that relatively quick BP elevation may
result in substantial alterations in the BP–SAS
relationship. Quite surprisingly, analysis of
amplitude coherences between these two signals
has not revealed any substantial changes. On the
contrary, sympathetic nervous system activation
seems to stabilize the BP–SAS relationship
(Winklewski et al. 2015a, b). Nevertheless, a
lack of change in the amplitude coherence does
not preclude alterations in the BP–SAS coupling
detected with other mathematical methods.

The aim of the study was to assess the BP–
SAS coupling properties using time–frequency
bispectral analysis based on wavelet transforms
(Clemson et al. 2016; Jamšek et al. 2004, 2007).
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Consequently, our goal was to track time
variability in coupling between these two
oscillators at cardiac and respiratory frequencies.
We hypothesized that both handgrip and cold
tests will show substantial intersubject heteroge-
neity in the BP–SAS coupling. Nevertheless, as
sympathetic nervous activation seems to domi-
nate in terms of inter-signal behavior, we
expected a similar handgrip and cold test
bispectral coupling in individual volunteers.

2 Methods

2.1 Experimental Design

Experiments were performed on a group of
16 healthy volunteers, aged 27.2 � 6.8 years
and BMI of 23.8 � 4.1 kg/m2 (F/M; 7/9); none
of them were smokers. All the subjects received
detailed information about the study objectives
and any potential adverse reactions. Although
none of the participants suffered from known
disorders or were taking any medication, a gen-
eral and neurological examination was performed
before the experiment. Nicotine, coffee, tea,
cocoa, and methylxanthine-containing food and
beverages were not permitted for 8 h before the
tests. Additionally, prior to each test, the subjects
were asked to rest comfortably for 30 min in the
supine position.

All tests were conducted breathing ambient air
at room temperature of 21 oC. The sequence of
challenges was first handgrip and then cold test.
For the handgrip challenge, subjects were
instructed to squeeze an electronic dynamometer
by the right hand at maximum force. They were
initially directed to briefly squeeze at maximum
effort as a reference. The challenge consisted of a
2-min strain, indicated by oral communication
from the investigator, at 30% of the maximum.
After the practice, subjects were allowed to return
to a baseline state. The cold test consisted of
10 min at baseline, 2 min of hand immersion to
the wrist level in the water of 4 �C, verified by a
digital thermometer, and 10 min recovery. The
investigator helped insert the hand into the water
and take it out at the appropriate times.

2.2 Measurements

The mean BP was measured using continuous
finger-pulse photoplethysmography (CNAP,
CNSystems Medizintechnik AG, Graz, Austria).
Finger blood pressure was calibrated against bra-
chial arterial pressure. Oxyhemoglobin saturation
(SaO2) was measured continuously (Massimo
Oximeter, Massimo, Milan, Italy) with a finger-
clip sensor. Expired air was analyzed with the
spirometry module of a medical monitoring sys-
tem (Datex-Ohmeda, GE Healthcare,
Wauwatosa, WI) for respiratory rate (RR) and
minute ventilation (MV). Gas samples from the
mouthpiece were constantly analyzed using the
sidestream technique for end-tidal CO2 (EtCO2)
and end-tidal O2 (EtO2) with the metabolic mod-
ule of the same medical monitoring system. The
NIR-T/BSS SAS signal was recorded with a
head-mounted SAS 100 Monitor (NIRTI SA,
Wierzbice, Poland). The theoretical and practical
foundations of the NIR-T/BSS method have been
published previously (Frydrychowski and
Pluciński 2007; Frydrychowski et al. 2002). All
variables were recorded continuously or
videotaped, and the signals were digitally saved
on the computer for further analysis.

2.3 Bispectral Analysis

Bispectrum analysis provides information about
the coupling properties between interacting
oscillators. The bispectrum is a frequency–fre-
quency domain method that arises from higher-
order statistics (Jamšek et al. 2004). However, the
frequency–frequency domain is still unable to
track time variability. Therefore, similarly to the
time–frequency analysis, time–frequency–fre-
quency analysis leads to a proposal of wavelet-
based bispectral analysis (Jamšek et al. 2004,
2007) given by:

B f 1; f 2ð Þ ¼
Z

WT f 1; tð ÞWT f 2; tð ÞW∗
T f 3; tð Þdt
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where f 3 ¼ 1= 1
f 1
þ 1

f 2

� �
is the wavelet coefficient

and “*” denotes complex conjugation.
Additionally, to introduce the time-dependent

variable, it is possible to define the bispectrum
amplitude:

A f 1; f 2; tð Þ ¼j WT f 1; tð ÞWT f 2; tð ÞW∗
T f 3; tð Þ j

and bispectrum phase:

ϕ f 1; f 2; tð Þ ¼ ϕ f 1; tð Þ þ ϕ f 2; tð Þ � ϕ f 3; tð Þ:
To be able to conclude that coupling between

two oscillations at f1 and f2 exists, two conditions
must be fulfilled (Clemson et al. 2016):

– A constant biphase ϕ( f1, f2, t) during at least
ten periods of the lower-frequency interacting
component.

– Peaks in the wavelet bispectrum B( f1, f2) must
be present at the same time as the biphase
plateau.

In this study we were interested in finding a
coupling between oscillations from different
signals. The cross-bispectrum can be defined
according to Clemson et al. (2016):

B122 f 1; f 2ð Þ ¼
Z

W1 f 1; tð ÞW2 f 2; tð ÞW∗
2 f 3; tð Þdt

where W1 and W2 are the wavelet transforms of
the corresponding time series.

It is also possible to calculate the cross-
bispectrum from different combinations of
signals:

B211 f 1; f 2ð Þ,B111 f 1; f 2ð Þ or B222 f 1; f 2ð Þ:
In this way we can obtain information about

the direction of coupling between the oscillations
in two different signals. Additionally, to remove
the effect that the amplitude of the bispectrum is
dependent on the amplitude of oscillations in the
wavelet transform, a normalized cross-bispectrum
can be defined as (Clemson et al. 2016):

b122 f 1; f 2ð Þ
¼ j B122 f 1; f 2ð Þ jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR

W2 f 1; tð ÞW2 f 2; tð Þj j2dt R W1 f 3; tð Þj j2dt
q

2.4 Signal Processing

Three signals were recorded simultaneously from
16 subjects: blood pressure (BP), SASLEFT (SAS
width in the left hemisphere), and SASRIGHT
(SAS width in the right hemisphere). We
analyzed three 2-min stages (total time 6 min) of
the procedure: baseline, test, and recovery. The
signals were resampled at 50 Hz. This gave an
opportunity to analyze cardiac and respiratory
frequency bands (Gruszecki et al. 2018a;
Stefanovska et al. 1999). The characteristic car-
diac (CF) and respiratory (RF) frequencies were
identified: for each subject, the wavelet power
spectrum was computed to identify those charac-
teristic frequencies. Although the characteristic
frequencies differ from subject to subject, they
all lie within the defined frequency bands, defined
by Stefanovska et al. (1999). Then, the wavelet
cross-bispectrum was calculated as illustrated in
Fig. 1. The value was calculated for the whole
frequency domain and the entire duration of the
procedure for one subject. It is apparent that the
highest peak is located at the bifrequency
(0.904 Hz, 0.904 Hz) belonging to the cardiac–
cardiac (CF–CF) interaction. The lower peaks
correspond to (0.22 Hz, 0.22 Hz) respiratory–
respiratory (RF–RF) and (0.904 Hz, 0.22 Hz)
cardiac–respiratory (CF–RF) interactions.

2.5 Statistical Analysis

The Wilcoxon signed-rank test was used to com-
pare the changes in the median of the time-
averaged measured values during the experiment
(see Tables 1 and 2) for all the subjects. We
compared the baseline to both tests’ values.
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Fig. 1 Normalized wavelet
cross-bispectrum b122
analysis for the two
simultaneously measured
signals: blood pressure
(BP) (1) and subarachnoid
space (SASLEFT) (2) for one
of the subject. Similar
results we obtained for b211.
The plot was prepared for
the cold test for the entire
duration of the procedure.
Red (blue) dashed lines
correspond to cardiac
(respiratory) frequency

Table 1 Effects of 2-min cold test on the measured signals

Variable Baseline Cold test p*

BP (mmHg) 120 �16 121 �15 ns
SASLEFT (AU) 1.43 �0.44 1.49 �0.46 0.010
SASRIGHT (AU) 1.62 �1.16 1.66 �1.17 ns
HR (beats/min) 64 �7 72 �8 0.003
SaO2 (%) 99.1 �1.4 99.4 �1.2 ns
End-tidal CO2 (kPa) 5.3 �0.6 5.2 �0.5 ns
End-tidal O2 (kPa) 14.6 �0.6 15.4 �0.5 0.020
Respiratory rate (breaths/min) 15 �5 16 �4 0.040
MV (L/min) 7.3 �1.3 8.9 �1.5 0.006

Data are means �SD. BP blood pressure, SAS subarachnoid space width, AU arbitrary units, HR heart rate, SaO2

oxyhemoglobin saturation, CO2 carbon dioxide, O2 oxygen, MV minute ventilation, p* for baseline vs. cold test
difference, ns nonsignificant

Table 2 Effects of 2-min handgrip test on the measured signals

Variable Baseline Handgrip test p*

BP (mmHg) 121 �14 129 �17 0.003
SASLEFT (AU) 1.43 �0.44 1.39 �0.39 ns
SASRIGHT (AU) 1.57 �1.07 1.52 �1.06 0.030
HR (beats/min) 64 �7 75 �19 0.001
SaO2 (%) 97.4 �2.1 97.9 �1.9 ns
End-tidal CO2 (kPa) 4.9 �0.8 4.7 �0.6 ns
End-tidal O2 (kPa) 15.1 �0.7 15.6 �0.6 0.040
Respiratory rate (breaths/min) 14 �4 17 �4 0.007
MV (L/min) 8.4 �1.9 9.1 �1.2 0.003

Data are means �SD. BP blood pressure, SAS subarachnoid space width, AU arbitrary units, HR heart rate, SaO2

oxyhemoglobin saturation, CO2 carbon dioxide, O2 oxygen, MV minute ventilation, p* for baseline vs. handgrip test
difference, ns nonsignificant
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3 Results

The time biphase was calculated at the defined
bifrequency peaks (CF–RF, RF–RF, and CF–
CF). Figure 2 shows the bispectral phase
corresponding to the two peaks of the frequency
pair CF–RF (a) and RF–RF (b) from Fig. 1. It is
apparent that the biphases for both bifrequencies
are not constant over time, which causes a lack of
coupling for those pairs of bifrequencies. For all
our subjects, we observed the same biphasic pat-
tern for the pairs of bifrequencies.

We also estimated the time evolution of a
biphase for the highest peak from Fig. 1, which
corresponds to CF–CF bifrequencies. Figure 3
(panel a) illustrates the results obtained. The
biphase for the whole time interval (baseline-

test-recovery) remained constant, and we
observed a clear coupling for those pairs of
bifrequencies. We observed a similar behavior
for 10 out of the 16 subjects. For 2 out of the
16, the biphase was constant for the baseline and
recovery stages but not for the test stage. This
case is shown in Fig. 3b. In 4 out of the
16 subjects, the biphase for the whole procedure
(no coupling) was variable (see Fig. 3c). Each
subject showed the same behavior for both tests
(handgrip and cold) and for the cross-bispectrum
for the other combination of signals: BP and
SASRIGHT. Descriptive statistics of recorded
values are provided in Tables 1 and 2. The direc-
tion of change was very similar to those in our
previous study (Winklewski et al. 2015b).

Fig 2 Bispectral phase corresponding to the frequency
pair (a) cardiac–respiratory and (b) respiratory–respira-
tory. The values were estimated for the same subject as

shown in Fig. 1. Red dashed lines show three stages of
procedures: baseline, test, and recovery
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4 Discussion

There were two main findings of the study:
(1) blood pressure–subarachnoid space (BP–
SAS) width coupling was present only at cardiac
frequency and (2) handgrip and cold tests exerted
the same results concerning the BP–SAS cou-
pling in individual subjects.

Heart-generated blood flow is pulsatile and
needs to be dampened before reaching the micro-
circulation. In the aorta and large vessels, the
Windkessel mechanism develops to store energy
created by the systolic phase of the cardiac cycle.
Consequently, from the thoracic aorta down to the
end of arterioles, pulsatility is progressively
attenuated (Safar and Struijker–Boudier 2010).

Brain microcirculation is additionally protected
by CSF that absorbs abrupt systolic blood inflow,
smooths capillary blood flow, and facilitates dia-
stolic jugular outflow (Bateman et al. 2008).
Therefore, CSF pulsatility is largely dependent
on blood flow pulsatility. CSF pulsatile flow, in
turn, is indispensable for the proper functioning
of the glymphatic system, including utilization of
metabolites and protein wastes of neuronal origin
(Plog and Nedergaard 2018). Consequently, a
better understanding of the relationship between
BP and CSF (SAS) oscillations is of vital clinical
and scientific significance.

Except for two subjects, handgrip and cold
tests did not produce any changes in the BP–
SAS coupling. Therefore, the results of the

Fig. 3 Bispectral phase corresponding to the frequency
pair cardiac–cardiac (a–c). The values in panel (a) were
estimated for the same subject as Fig. 1. Red dashed lines

show three stages of procedures: baseline, test, and recov-
ery. For both handgrip and cold tests, and for each subject,
a bispectral phase showed the same behavior
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study are in line with our previous report that
neither handgrip nor cold test influences the
amplitude coherence between the analyzed
signals (Winklewski et al. 2015a, b). However,
the amplitude coherence does not provide any
information about coupling but only about the
relationship between the amplitude of modes in
the signals measured. The bispectral analysis, in
turn, provides information about the coupling
between modes in the signals. Additionally, we
can learn about the direction and strength of cou-
pling. Therefore, bispectral analysis is a very
robust mathematical tool, which provides us
with useful information about signal properties.

The sympathetic nervous system may poten-
tially interfere with the BP–SAS coupling in sev-
eral ways. The role of sympathetic innervation in
cerebral blood flow regulation remains a matter of
controversy. Nevertheless, evidence accumulates
that the sympathetic system may actually protect
the brain from rapid BP surges (Wszedybyl–
Winklewska et al. 2018; Winklewski and
Frydrychowski 2013; Cassaglia et al. 2008,
2009). The link between cerebral homeostasis
and BP seems, however, to be bidirectional.
Most likely, even incremental alterations in intra-
cranial pressure, for instance, those evoked by
CSF pulsatile flow, may result in sympathetic
activity changes and subsequent BP fluctuations
(McBryde et al. 2017). Our present study
supports the notion that the sympathetic system
stabilizes the BP–SAS oscillation relationship.

Quite interestingly, in 25% of the subjects in
this study (4 out of the 16), BP and SAS signals
were not coupled with cardiac frequency. On the
basis of the available data, we cannot explain this
phenomenon. A larger study including patients
with autonomic and central nervous system
impairments might be needed to verify whether
a lack of coupling between BP and CSF
oscillations has any predictive clinical value.
Importantly, both handgrip and cold tests only
changed the coupling pattern at cardiac frequency
in two subjects. Therefore, most likely, neither
moderate static exercise nor cold affects the rela-
tionship between heart-generated BP and CSF
signals. As we did not observe any differences
between the handgrip and cold tests, we may

speculate that sympathetic activation is the pre-
dominant factor determining the inter-signal
behavior.

Breathing is another physiological process that
affects both BP and SAS (Gruszecki et al. 2018a,
b; Wszedybyl-Winklewska et al. 2017).
Respiratory-driven BP and CSF fluctuations are
largely of a mechanical nature. We have previ-
ously demonstrated clear coherence peaks in the
respiratory interval, using a phase difference anal-
ysis, where BP and SAS signals are independent
and oscillations are most likely generated cen-
trally by the lungs (Gruszecki et al. 2018b). Our
current study largely confirms those findings.
Respiratory BP and SAS oscillations are not cou-
pled to each other, and this lack of coupling is
affected neither by handgrip nor by cold test.

A high within- and between-subject reproduc-
ibility and repeatability of NIR-T/BSS
measurements have been demonstrated previ-
ously (Wszedybyl–Winklewska et al. 2011;
Frydrychowski et al. 2002). Measurements with
the use of infrared light (NIRS and NIR-T/BSS)
do not allow for direct comparisons between
subjects due to differences in skull bone
parameters (Wagner et al. 2003). This limitation
was, however, irrelevant in this study. NIR-T/
BSS shows clear advantages for direct within-
subject comparisons and signal analysis studies
due to a high sampling frequency (Gruszecki
et al. 2018a, b). As long as relative changes are
analyzed, a high between-subject reproducibility
is observed. We did not observe any sex-related
differences. Nevertheless, it should be noticed
that the study was neither aimed at nor powered
to detect such differences.

In conclusion, we demonstrate that BP–SAS
coupling was present only in the cardiac interval,
whereas at respiratory frequency both oscillators
were uncoupled. Neither did handgrip nor cold
test affect BP–SAS cardiac and respiratory cou-
pling. Cardiac bispectral coupling due to hand-
grip and cold tests was similar in individual
subjects. Further studies are required to establish
whether the observed intersubject variability
concerning the BP–SAS coupling at cardiac fre-
quency would be of any potentially predictive
value in a clinical setting.
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Abstract

Key autonomic functions are in continuous
development during adolescence which can
be assessed using the heart rate variability
(HRV). However, the influence of different
demographic and physiological factors on
HRV indices has not been fully explored in
adolescents. In this study we aimed to assess
the effect of age, gender, and heart rate on
HRV indices in two age groups of healthy
adolescents (age ranges, 13–16 and
17–20 years) and two groups of healthy
young adults (21–24 and 25–30 years). We

addressed the issue using 5-min ECG
recordings performed in the sitting position in
255 male and female participants. Time, fre-
quency, and informational domains of HRV
were calculated. Changes in HRV indices
were assessed using a multiple linear regres-
sion model to adjust for the effects of heart
rate, age, and gender. We found that heart rate
produced more significant effects on HRV
indices than age or gender. There was a pro-
gressive reduction in HRV with increasing
age. Sympathetic influence increased with
age and parasympathetic influence
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progressively decreased with age. The influ-
ence of gender was manifest only in younger
adolescents and young adults. In conclusion,
age, gender, and particularly heart rate have a
substantial influence on HRV indices, which
ought to be considered to avoid biases in the
study of the autonomic nervous system devel-
opment. The lack of the gender-related effects
on HRV indices in late adolescence could be
related to non-completely achieved maturity of
the autonomic mechanisms, which deserves
further exploration.

Keywords

Adolescents · Age · Autonomic nervous
system · Gender · Heart rate variability · Power
spectral analysis

1 Introduction

Sequential fluctuations of heart inter-beat intervals
are the most ostensible evidence of the chronotropic
cardiovascular regulation exerted by the autonomic
nervous system. Heart rate variability (HRV) has
become one of the most sensitive, noninvasive, and
reliable assessment of the integrity and functional
status of the autonomic nervous system
(Mestanikova et al. 2016; Tonhajzerova et al.
2016; Sassi et al. 2015; Task Force of ESC and
NASPE 1996; Kuusela 2013; Sosnowski 2011).
Among many factors related to HRV, age and gen-
der are the most recognized and studied (Almeida-
Santos et al. 2016; Pothineni et al. 2016; Sharma
et al. 2015; Abhishekh et al. 2013; Michels et al.
2013; Moodithaya and Avadhany 2012; Antelmi
et al. 2004; Migliaro et al. 2001; Tsuji et al. 1994).
Heart rate is considered a modifying factor of HRV,
but its effect is not always considered in HRV
studies (Voss et al. 2013, 2015; Kuo et al. 1999).
Recently, different reports have emphasized the
importance of heart rate in the HRV analysis (van
Roon et al. 2016; Estévez-Báez et al. 2015a, b;
Goldberger et al. 2014; Monfredi et al. 2014;
Sacha 2013; Nieminen et al. 2007).

The physiological mechanisms during adoles-
cence are actively and progressively changing.

HRV can be used to ascertain the evolution of
the ontogenetic maturation (Evans et al. 2016;
Moodithaya and Avadhany 2012; Dogru et al.
2010; Fontani et al. 2004). Although HRV has
been extensively used to explore the function of
the autonomic nervous system in many different
age ranges, the early (13–16 years) and late
teenagers (17–20 years) have not been fully
explored. Therefore, this study seeks to define
the effects of the main factors known to influence
HRV, such as heart rate, age, and gender in
healthy adolescents and young adults.

2 Methods

2.1 Participants

A cohort of 255 healthy subjects of both genders
was studied. There were two age groups of healthy
adolescents of 13–16 and 17–20 years of age and
another two age groups of healthy young adults of
21–24 and 25–30 years of age. To be included they
had to willingly agree to participate in the study
and to show a normal 12-lead electrocardiogram
(ECG). Exclusion criteria were history of smoking,
cardiorespiratory or neurological disorder, diabetes
mellitus, and the use of medications with known
autonomic nervous system effects. The subjects
were categorized into four age groups: group A
from 13 to 16, group B from 17 to 20, group C
from 21 to 24, and group D from 25 to 30 years of
age. The adolescents included were recruited from
high schools and other educational centers near the
National Institute of Neurology and Neurosurgery
(INN) in Havana, Cuba. The young adults were
recruited from physicians, medical students,
nurses, and technicians from the INN and other
nearby medical institutions.

2.2 Experimental Sessions

All subjects were studied from 08:00 a.m. to
12:00 p.m. They were instructed to abstain from
physical efforts the day before the study, avoid
caffeine, sleep for at least 7 h the night before,
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have their usual breakfast, and to drink a glass of
fruit juice at least 1 h before the study. Body mass
(accuracy 0.1 kg) and body height (accuracy
0.1 cm) were measured with standard clinical
anthropometric instruments. Body mass index
(BMI) was calculated as body mass (kg) divided
by body height (m) squared. Female participants
were studied in the mid-follicular phase of their
menstrual cycle. All participants had to rest for
30 min sitting in a chair in a semi-reclining posi-
tion while the ECG electrodes were placed, the
equipment was set and calibrated, and during the
check of recording quality. The temperature in the
laboratory was maintained about 25 �C.

2.3 Electrocardiogram (ECG)
Recordings

ECG were recorded for 15 min with commercial
amplifiers (monitor Hewlett Packard 78354A,
Palo Alto, CA) and digitized with a 12-bit ana-
log-digital (A/D) converter board (USB-6008
DAQ, National Instruments, Austin, TX). A/D
conversion was carried out with a sampling rate
of 1 kHz. To control the process of digitization
and storing of the ECG signal in the hard PC disk,
specific software was developed by one of the
authors (JDJG) and written in LabView v10.0
(National Instruments, Austin, TX). Filters were
set for a band spectrum of 0.5–45 Hz. The ECG
signal was obtained from disposable electrodes
placed on the chest in positions CM2 and V5.

2.4 Electrocardiogram Analysis,
Edition, and Preprocessing

ECG recordings were imported offline to a soft-
ware tool developed in Delphi Embarcadero XP
by the authors MEB and AMG (MultiTools
v3.1.2, 2009–2016) for visual inspection and
detection of the fiduciary “R” peaks. Accurate
“R” peak automatic detections were visually
checked and properly corrected, as required.
Persons with isolated ventricular ectopic beats or
supraventricular events were not included in this
study. Five-minute segments of artefact free R-R

inter-beat intervals (RRi) were subject to the
preprocessing procedures that included (a) RRi
series resampling using an interpolation method
applying cubic splines with a sampling frequency
of 6.82 Hz, to transform the R-R sequences to
evenly sampled time series; (b) R-R series
demeaning, consisting of subtraction of the
mean RR value from all RR items to significantly
reduce the DC component of RRi series; (c) linear
detrending, computing a least squares fit of a
straight line sequence to the data and subtracting
the resulting function from the RRi series; and
(d) zero-phase-shift digital filtering of the RRi
series using the order 6 Butterworth high-pass
filter with a cutoff frequency of 0.02 Hz, to elimi-
nate undesirable frequency components, without
affecting the phase components.

2.5 HRV Indices

The following HRV indices were calculated in
the time domain: the mean R-R inter-beat period
duration (MRRi), the standard deviation of the
normal RRi (SDNN), the root mean square of
successive differences (RMSSD), and the varia-
tion coefficient ((SDNN/MRRi)*100) expressed
as percent (CVar).

For the frequency domain indices, a total of
2048 samples (5-min RRi series) were used in the
computation of the Welch modified periodogram
with a Hamming window, using segments of
512 samples and overlapping periods of
256 samples (50%). A more detailed description
of this method can be found elsewhere (Estévez-
Báez et al. 2015a, b; Machado et al. 2014;
Machado-Ferrer et al. 2013). The limits for the
spectral HRV very low-frequency (VLF) band
were 0.02–0.04 Hz. The low-frequency band
(LF) was considered 0.04–0.15 Hz and the high-
frequency (HF) band was 0.15–0.40 Hz. The
absolute power spectral density estimations were
calculated as the integral of each one-sided qua-
dratic spectrogram in the frequency ranges previ-
ously defined and marked with the acronyms
P_VLF, P_LF, P_HF, and P_Tot. The ratio of
power spectra of LF-to-HF bands (LF/HF) also
was calculated. The relative power content for the
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three specified bands was normalized as the
corresponding percent of the total power spectral
density of RRi series (P_Tot) and the following
acronyms were used for the indices calculated:
nu_VLF, nu_LF, and nu_HF. The complexity of
the RRi series was calculated with the Shannon
entropy index, considered the informational
domain index (Bravi et al. 2011), using the
expression:

H ¼ �
XN

i¼1

pi log2 pi ð1Þ

where pi is the probability of every possible value
of the RRi duration and N is the total number of
samples.

Digital signal processing in this study was
carried out using the custom-tailored programs
developed by our staff with MATLAB
(MathWorks v9.1.0.441655 R2016b).

2.6 Adjustment of Measured HRV
Indices

The influence of age on HRV indices between the
groups was investigated as the effect of the covari-
ation of heart rate and gender, with the intent to
adjust for those correlations if present. Likewise,
the influence of gender was investigated as the
effect of the covariation of heart rate and age.
The influence of the heart rate on HRV indices
was investigated as the effect of the covariation of
the reciprocal values of heart rate, i.e., the mean
heart inter-beat period duration (MRRi). Gender
was coded as a binary variable with zero
representing female and one representing male. A
linear model was computed for the different HRV
indices and was used for adjustments of heart rate
and gender and for adjustments of heart rate and
age in the following form:

y ¼ β0 þ β1x1 þ β2x2 þ β3x1∗x2 ð2Þ
where y is the adjusted HRV index; β0, β1, β2,
and β3 are the regression coefficients of the
factors included; and their interactions are
represented by the product x1*x2.

The linear model used for the evaluation of the
effect of heart rate, represented by its reciprocal
value, i.e., MRRi, was in the form:

y ¼ β0 þ β1 x1ð Þ ð3Þ
The validity of the linear models was assessed

using an F-test to prove the null hypothesis that
the regression coefficients β1, β2, and β3 were all
equal zero or to say that the model was constant in
the form:

y ¼ β0 ð4Þ
Then, a t-test for each individual regression coef-
ficient determined if the covariation of the factor
associated with the HRV index was significant. If
the F-statistics yielded a nonsignificant result at
p > 0.05, then the HRV index did not require
adjustment. Otherwise, the residuals of the linear
model were calculated as the differences between
the observed values and the values predicted by
the model. If the adjustment was considered
meaningful, its distribution was evaluated with
the Kolmogorov-Smirnov test. For normal distri-
bution, the calculated residuals became the
adjusted values for the HRV index and were
submitted to statistical comparison between the
groups.

2.7 Statistical Analysis

The results are presented as means �SD. For
comparisons between age of male and female
subjects in each of the four groups, a t-test was
used. Possible differences in BMI between
groups were tested using one-way ANOVA.
Normality of data distribution was evaluated
with the Shapiro-Wilk test. The non-normally
distributed data were modified using natural or
common logarithmic transformations. The
parametric correlation measures of the Pearson
product moment were used to test the strength of
the relationships between heart rate and age with
the HRV indices, before and after adjustments.
The Spearman rank nonparametric correlation
measures were used to test the relationships
between gender and HRV indices.
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A one way ANOVA was used for comparing
HRV indices between the four age groups for the
dimensions of: without adjustments, and after
adjusting for MRRi and gender. The statistical
power for each test was only considered valid
for values over 0.7, and the post-hoc comparisons
were conducted using the Scheffe test. To evalu-
ate differences related to gender, after adjusting
for heart rate and age, a factorial ANOVA was
used followed by the post-hoc Duncan test. Sig-
nificance was set at p < 0.05. All statistical
analyses were performed using a commercial sta-
tistical package of Statistica v10 (StatSoft Inc.,
Tulsa, OK).

3 Results

The age and gender characteristics of the
participants included in this study are presented
in Table 1. There were no significant differences
(F (3,251) ¼ 1.968; p ¼ 0.12) between the BMI
values in the four age groups (Group A,
21.1 � 2.2 kg/m2; Group B, 21.1 � 2.7 kg/m2;
Group C, 21.7 � 2.9 kg/m2; and Group D,
21.6 � 2.8 kg/m2). A nonlinear relationship was
shown between the values of the mean heart period
against the corresponding mean heart rate values
(reciprocal values) for the 255 participants of this
study (Fig. 1).

Table 1 Age and gender characteristics of the participants

Groups Age range (years) Males (n) Females (n) Whole group (n) p

A 13–16 (30) 14.4 � 0.7 (31) 14.6 � 0.8 (61) 14.4 � 0.8 0.237
B 17–20 (27) 18.2 � 0.9 (38) 18.4 � 0.9 (65) 18.4 � 0.9 0.318
C 21–24 (31) 22.8 � 1.2 (37) 22.6 � 1.1 (68) 22.6 � 1.2 0.413
D 25–30 (28) 28.3 � 1.6 (33) 27.7 � 1.5 (61) 28.0 � 1.6 0.118
Total 13–30 (116) 21.3 � 5.2 (139) 21.1 � 4.7 (255) 21.2 � 5.0 0.809

Data are means �SD; n number of subjects; p-value, t-test for independent samples for age comparison between males
and females
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Fig. 1 Scatterplot diagram obtained by polynomial fitting
of the values observed in the R-R tachograms of heart
frequency and its corresponding heart period reciprocal
values, in the group of 255 healthy adolescents and
young adults. Points represent observed values and the
continuous line depicts the fitting curve. Note the evident

differences in RR interval ranges (vertical arrows)
corresponding to increments of identical range of the
heart rate values at lower (50–60 bpm) and higher values
(90–100 bpm). MRRi, mean heart inter-beat period dura-
tion; bpm, beats per min
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3.1 Comparisons of Original Heart
Rate Variability (HRV) Indices
Without Corrections

The strength of the relationship between different
HRV indices and MRRi, age, and gender is
substantiated by significant correlations of
MRRi with 10 out of the 11 HVR indices
(90.9%). There were significant correlations of
the age factor with 6 HVR indices (54.5%),
while the gender factor correlated with 4 HVR
(36.4%) (Table 2).

The MRRi values showed significant
differences between the younger adolescents
(Group A) and both groups of adults (C and D)
and between the older adolescents (Group B) and
older adults (Group D) as shown in Table 3. The
complexity Shannon’s entropy index showed sig-
nificant differences only between the adolescents
of group A and the values of the other groups.
The original values of the power spectral density,
expressed as the absolute terms, showed
differences only for the index P_HF between the
younger adolescents (Group A) and the older
adults (Group D) (Table 3). The indices of time
domain variability SDNN and RMSSD did not
show significant differences between age groups.
The values of power spectral density in
normalized units showed significant differences
between Group A and Group C for the nu_LF
index and for the LF/HF ratio.

3.2 Adjustment Procedures

Calculations carried out for the adjustment of
some of the spectral HRV indices detailed in
Methods (Sect. 2.6) are exemplified in Table 4.
Data concern the adjustment for MRRi, age, and
the interaction of the two. The F-tests show
highly significant values for the four HRV indices
and also indicate that the calculated residuals
were distributed normally, checked with the
Kolmogorov-Smirnov tests. According to the

rules of the procedure, these residuals could then
be considered as values statistically free of the
effect of MRRi, age, and their interaction. In
addition to this information, we can observe that
not all the factors, or their interaction, signifi-
cantly contributed to the results of the whole
adjustment procedure. All the t-statistic values
were significant for the beta estimates of the linear
regression model for the P_LF index, but not
entirely so for the other indices. This information
may be used to better understand the strength of
the interrelationships of heart rate, age, and gen-
der included in the regression model.

3.3 Values Adjusted for the Mean
R-R Inter-Beat Period Duration
(MRRi)

The adjustment procedure shows that the nu_VLF
index did not need to be adjusted, because the
F-statistic was nonsignificant. After adjusting for
the effect of MRRi, all HRV indices showed
significant correlations with age, but the
correlations with gender remained unchanged
(Table 2).

There were significant differences between the
age groups for all the absolute HRV power spec-
tral indices except for the values of the VLF band.
The time domain variability indices (SDNN,
RMSSD) showed significant differences between
age groups that were not detected before correc-
tion. The Shannon entropy complexity index
showed significant differences between the values
of the young adolescents (Group A) and the other
three groups and between the older adolescents
(Group B) and the young adults Groups C and D
(Fig. 2). Significant differences between the ado-
lescent Groups A and B were found for the
indices P_HF, SDNN, and RMSSD. The correc-
tion for the LF/HF ratio showed significant
differences between the younger adolescent
Group A and younger adult Group C and also
between Group A and older adult Group D.
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3.4 Values Adjusted for the Effect
of the Mean R-R Inter-Beat
Period Duration (MRRi)
and Gender

The nu_VLF index did not require adjustment,
according to the F-statistic value. The adjustment
produced significant values only for the correla-
tion indices between the HRV indices and the

factor age (Table 2). The HRV indices that sig-
nificantly differed between the age groups are
shown in Fig. 3. The general feature of spectral
indices, expressed as the absolute power, was a
reduction of their values with increasing age. The
LF/HF ratio increased with age. Low frequency,
expressed in normalized units (nu_LF), showed
an increment with age, while the opposite was
observed for high frequency (nu_HF). Corrected

Table 3 Statistical differences observed for the original heart rate variability (HRV) indices calculated in the four age
groups of healthy adolescents and young adults (one-way ANOVA)

HRV index

Group A Group B Group C Group D

F (3251) p

Observed power

(n ¼ 61) (n ¼ 65) (n ¼ 68) (n ¼ 61) (α ¼ 0.05)

MRRi (ms) 781.43 814.75 838.46 873.47 8.16 0.00003 0.99
�92.70 �107.80{ �107.20* �116.40*

SDNN (ms) 65.40 61.50 60.51 58.55 – – –

�22.70 �23.30 �20.30 �23.80
Log10 SDNN (ms) 1.79 1.76 1.76 1.74 1.19 0.31 0.31

�0.15 �0.15 �0.15 �0.17
RMSSD (ms) 61.43 53.53 47.63 50.33 – – –

�32.70 �29.20 �24.01 �36.10
Log10 RMSSD (ms) 1.73 1.67 1.64 1.64 3.01 0.03 0.68

�0.22 �0.22 �0.19 �0.22
Shannon entropy (cu) 6.77 7.64 7.61 7.54 48.28 0.0000 1.00

�0.48 �0.45** �0.45** �0.50**
Ln P_VLF (ms2) 10.82 10.79 10.70 10.77 0.35 0.79 0.12

�0.72 �0.71 �0.75 �0.75
Ln P_LF (ms2) 12.65 12.61 12.67 12.53 0.44 0.73 0.14

�0.78 �0.70 �0.75 �0.77
Ln P_HF (ms2) 12.60 12.36 12.20 12.12 3.23 0.02 0.74

�0.85 �1.00 �0.96 �0.93*
Ln P_Tot (ms2) 13.45 13.34 13.31 13.22 1.01 0.39 0.27

�0.74 �0.75 �0.73 �0.74
nu_VLF (%) 8.12 8.89 8.71 9.93 1.51 0.21 0.40

�4.10 �4.30 �4.20 �4.40
nu_LF (%) 46.67 50.49 54.73 53.17 3.79 0.01 0.81

�12.80 �14.60 �13.70** �13.30
nu_HF (%) 45.20 40.62 36.55 36.90 4.05 0.008 0.84

�14.60 �15.90 �15.70* �17.10**
LF/HF ratio (nu) 1.26 1.63 2.06 2.05 – – –

�0.76 �1.09 �1.53 �1.71
Ln LF/HF ratio (nu) 0.04 0.25 0.47 0.41 4.13 0.007 0.85

�0.63 �0.72 �0.73** �0.85

Values are means �SD; transformed values are presented when it was necessary to achieve normality distributions.
Abbreviations used for HRV indices are those described in Methods; ln natural logarithm; log10 common logarithm (base
10); cu, conventional units, cu normalized units, nu non-dimensional units, F values of Fisher’s statistics for (n, m)
degrees of freedom, p associated probability for observed F values, Observed Power power analysis of the F statistics for
an α error of 0.05 (valid results only were accepted for values over 0.7). Results for significant post hoc Scheffe’s tests are
indicated with symbols in the corresponding columns: *p < 0.05, **p < 0.01 Groups B, C, and D vs. Group A, {p < 0.05
Group B vs. Group D
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Table 4 Summary of calculations of the adjustment procedure applied to some indices of heart rate variability for
MRRi, age, and their interaction in the investigated adolescents and young adult subjects (n ¼ 255)

HRV index

Estimated coefficients of the linear regression model

F(3251) p Kβ estimates SE t-statistic p

P_VLF Intercept 6.527 1.416 4.61 0.00 18.92 0.00.. 0.055
Age 0.085 0.064 1.33 0.184 p > 0.20
MRRi 0.006 0.002 3.36 0.001
Age*MRRi �0.0001 0.0001 �1.74 0.082

P_LF Intercept 7.081 1.445 4.90 0.00 18.66 0.00.. 0.042
Age 0.147 0.065 2.26 0.024
MRRi 0.007 0.002 4.16 0.00 p > 0.20
Age*MRRi �0.0002 0.0001 �2.64 0.009

P_HF Intercept 8.307 1.722 4.82 0.00 32.99 0.00 0.041
Age 0.016 0.077 0.21 0.837 p > 0.20
MRRi 0.007 0.002 3.13 0.002
Age*MRRi �0.001 0.00001 �1.08 0.28

P_Tot Intercept 8.431 1.344 6.28 0.00 33.17 0.00 0.038
Age 0.088 0.060 1.46 0.146 p > 0.20
MRRi 0.007 0.002 4.24 0.00
Age*MRRi �0.0002 0.0001 �2.12 0.034

Abbreviations of HRV indices are those described in Methods. F values of Fisher’s statistics for (n, m) degrees of
freedom, p associated probability to the corresponding F-Statistic values, K value of the Kolmogorov-Smirnov test and
associated probability for rejecting the hypothesis of normality of the calculated residuals; values in bold font correspond
to significant results; 0.00, highly significant values for at least p < 0.00001
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Fig. 2 Comparison of heart rate variability (HRV) indices
in the two age groups of adolescents (A and B) and two
age groups of adults (C and D) after adjusting for the mean
R-R inter-beat period duration (MRRi). The results
obtained from one-way ANOVA are specified in the

upper part of each diagram. Vertical bars denote �SE.
Significant results of post hoc Scheffe tests are represented
by double-arrow lines for p < 0.01. The symbol
(*) indicates p < 0.05
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MRRi values showed a progressive increment
with age, while the variability indices SDNN
and RMSSD evidently decreased with increasing
age. Values of the Shannon entropy index showed
significant differences between all the groups,
with a sharp increase between the younger and
older adolescents (Group A vs. Group B) and
progressive significant reductions between
Group B and both younger and older adults
(Groups C and D).

3.5 Values Adjusted for the Effect
of MRRi and Age Interaction

The nu_VLF index did not require adjustment.
Gender influence, after adjusting the original RRi
series by MRRi and age, was found only in 4 out
of the 11 HRV indices investigated (Fig. 4). For
the nu_LF index, significant inter-gender
differences were detected only in the older adult
Group D, with higher values for males. For the
nu_HF index, significant inter-gender differences

were detected in both younger and older adult
Groups C and D, with higher values for females.
The LF/HF ratio was significantly higher for the
male, compared to female, participants of Group
D. The corrected MRRi index for age was signifi-
cantly lower in female, compared to male,
participants, only in the adolescents of Group A.

4 Discussion

The heart rate factor produced more significant
effects on HRV than age and gender, modifying
the original values in that the detection of
differences between the participants of the four
age groups was strongly reduced. There was a
progressive reduction of HRV with increasing
age, shown by the absolute indices of spectral
power density in all the HRV bands and also for
the total power. Sympathetic influence increased
with age, which consisted of increases in the
LF/HF ratio and in spectral power density
expressed in normalized units for the
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Fig. 3 Comparison of HRV indices showing significant
differences between the two age groups of adolescents
(A and B) and the two age groups of adults (C and D)
after adjusting for the mean heart period and gender.

Vertical bars denote �SE. Significant results of post hoc
Scheffe tests are represented by double-arrow lines for
p < 0.01. The symbol (*) indicates p < 0.05
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low-frequency spectral band (P_LF), and a reduc-
tion in the global variability of the time domain
index SDNN. Parasympathetic influence, on the
other hand, progressively declined with age,
which consisted of decreases in P_HF, nu_HF,
and RMSSD. Nevertheless, the MRRi, an integral
index of the central control of the autonomic
nervous system on cardiac chronotropic activity,
increased progressively with age, leading to a
reduction in HR. The effect of gender on HRV
consisted of significant differences in young
adults (Groups C and D), demonstrating
increments in the sympathetic HRV indices
P_LF and nu_LF and a concomitant reduction in
the parasympathetic nu_HF in males. The MRRi
index was significantly lower, pointing to a
higher heart rate in females, but only in the youn-
ger adolescents (Group A).

To the best of our knowledge, this is the first
study to explore the autonomic cardiovascular
control in adolescents between the ages of
13–16 and 17–20 years, compared with young
adults of 21–24 and 25–30 years of age. Here,
we assessed the influence of age, gender, and
heart rate on HRV indices in these age groups.
The relevance of the two age ranges of
adolescents stems from the fact that in many
cultures individuals aged 17–20 are chronologi-
cally and legally considered as mature enough to
assume a number of responsibilities such as
driving a vehicle, serving in the armed forces,
voting, or marrying (Arnett 2007; Christie and
Viner 2005; Sisk and Foster 2004). We found
considerable age-related differences in several
HRV indices between both adolescent groups as
well as between the older adolescent and both

Fig. 4 Inter-gender differences in the four age groups
after adjusting the HRV original values by age and mean
heart period. Solid lines represent females and dashed lines
represent males. Vertical bars denote �SE. Significant

results of post hoc Duncan tests are represented by
double-arrow lines for p < 0.01. The symbol (*) indicates
p < 0.05
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adult groups. The influence of gender on HRV
akin to that observed in this study has been
reported in a range of age groups in other studies
(Pothineni et al. 2016; Voss et al. 2015;
Abhishekh et al. 2013; Moodithaya and
Avadhany 2012; Lutfi and Sukkar 2011; Reimann
et al. 2010; Kuo et al. 1999). In this study, how-
ever, we did not find any gender-related
differences in the group of older adolescents
aged 17–20. Thus, further exploration of the
effect of gender on the maturity of cardiovascular
control in this age group is required.

Our findings for the influence on HRV of age
factor agree with those reported for other age
groups in other studies (Almeida-Santos et al.
2016; Tonhajzerova et al. 2016; Abhishekh et al.
2013; Voss et al. 2013, 2015; Boettger et al. 2010;
Zhang 2007; Choi et al. 2006; Migliaro et al.
2001; Kuo et al. 1999). Changes in HRV with
age have been related with dynamic changes of
serum levels of testosterone, cortisol, estradiol,
and adrenocorticotrophic hormones (Evans et al.
2016; Dogru et al. 2010; Fontani et al. 2004).
Dynamic changes observed in the different HRV
indices in the two groups of adolescents in the
present study show that the autonomic regulatory
influences on the cardiovascular system are
actively varying during that period of life and
the trend is akin to that observed in the other
extreme age ranges such as fetal development
(Lange et al. 2005) and elderly humans (Antelmi
et al. 2004).

The influence of age and gender has been more
extensively studied than the influence of heart rate
on HRV. It has been long since accepted that
there is a reduction in HRV with increasing
heart rate and vice versa, stemming from a regu-
latory action of the autonomic nervous system.
However, as of the 1990s, a nonlinear relation-
ship between heart rate and its reciprocal value
has been recognized of the kind we found in this
study for the whole group of participants,
depicted in Fig. 1. It has been recommended to
use only the cardiac inter-beat duration for time
and frequency domain calculations of HRV to
avoid a bias (Tsuji et al. 1996; Bigger et al.
1992, 1989). Coumel et al. (1994) have
emphasized that the role of heart rate in the

assessment of HRV could not be longer ignored.
Those authors remark that the observed strong
correlations between heart rate and HRV do not
support the simplified conclusion that “looking at
HRV is just a complex way to measure heart rate
since the information is redundant”. It has been
conclusively shown that HRV indices are not a
mere surrogate of heart rate (Stauss 2014). Heart
rate, expressed in units of frequency or as its
reciprocal (MRRi), is in fact an orthogonal factor
to the time and frequency domains of calculated
HRV indices before and even after applying a
correction for the effect of heart rate on HRV
indices (Estévez-Báez et al. 2015a, b).

The Sacha group of researchers (Sacha 2014a,
b; Sacha et al. 2013; Sacha and Pluta 2008) noted
the nonlinear relationships of heart rate and HRV
and proposed different mathematical correcting
methods. The complexity of this problem has
been highlighted and the correction between the
two time domains of HRV indices, SDNN and
RMSSD, and heart rate has been achieved using
the mathematical expressions that best fit their
experimental results (Monfredi et al. 2014). In
contradistinction, corrections proposed by Sacha
et al. (2013) took into consideration only the
variations in the length of cardiac cycle. The
statistical approach to the correction of HRV
due to the effect of heart rate has consisted of
using the multiple linear regression models
(Estévez-Báez et al. 2015a, b, 2018; Abhishekh
et al. 2013; Lange et al. 2005; Antelmi et al. 2004;
Tsuji et al. 1994, 1996). Recently, a simpler par-
simonious mathematical correction has been pro-
posed by van Roon et al. (2016).

In the present study, the effect of the reciprocal
value of the heart rate (MRRi) on HRV was
clearly described for the four age groups of
healthy participants including the adolescent
groups. Therefore, we strongly recommend to
adjust HRV results for heart rate changes in the
future studies using HRV indices. With respect to
HRV changes in the younger and older groups of
adolescents, we confirm the presence of an appre-
ciable influence of the autonomic nervous system
on the cardiovascular regulation, the influence
that becomes progressively akin to that observed
in young adults.

30 M. Estévez-Báez et al.



5 Conclusions

During adolescence, gender and particularly heart
rate have a substantial influence on heart rate
variability. This influence ought to be considered
to avoid biases in studies on the regulatory effect
of the autonomic nervous system. The observed
absence of gender-related differences in heart rate
variability in late adolescence of 17–20 years of
age could result from the non-completely
achieved maturity of the autonomic mechanisms
involved with the cardiac chronotropic control,
which deserves further exploration with alterna-
tive study designs. It is strongly recommended to
correct for the heart rate effect on heart rate
variability while evaluating the indices of heart
rate variability.
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Abstract

Patients with metastatic clear cell renal cell
carcinoma (mRCC) typically receive systemic
treatment with tyrosine kinase inhibitors
(TKI). Side effects include the hand-foot syn-
drome (HFS), tiredness, nausea, decreased
appetite, diarrhea, myelosuppression, and
hypertension. This study seeks to define the
relationship between the incidence of HFS

after the first cycle of treatment with sunitinib
as the first-line treatment for mRCC (50 mg/
day, 6-week schedule: 4 weeks on and 2 weeks
off) and progression-free survival. We found
that patients, treated with sunitinib for mRCC,
who did not experience HFS had the median
progression-free survival of 9.8 months. HFS
symptoms appeared in 20% of patients after
the first treatment cycle. The appearance of
HFS was a predictor of a longer progression-
free survival. In fact, progression-free survival
was elongated in the HFS group over and
beyond the observation period of 60 months,
which rendered the median progression-free
survival calculation impossible. These
findings reaffirm the importance of monitoring
skin toxicity during treatment with TKI. We
conclude that the appearance of adverse skin
symptoms presages better outcomes in patients
treated with sunitinib for mRCC.
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1 Introduction

Renal cell carcinoma accounts for 3% and 5% of
malignancies in women and men, respectively
(Escudier et al. 2016). The onset is most frequent
in the sixth decade of life. When the carcinoma is
limited to the kidney, it is typically treated with
surgery, while metastatic clear cell renal cell
(mRCC) patients require individualized treatment.
Some patient may benefit from metastasectomy
that should be considered when mRCC is initially
diagnosed. When surgical treatment is impossible,
patients qualify for systemic treatment. Currently,
systemic treatment protocols for mRCC include
tyrosine kinase inhibitors (TKI) or drugs that
inhibit the mammalian target of rapamycin
(mTOR), a serine/threonine-specific protein
kinase. The first-line treatment is selected on the
basis of Memorial Sloan-Kettering Cancer Center
(MSKCC) risk criteria (Motzer et al. 1999).
According to the European Society for Medical
Oncology (ESMO) guidelines, patients in low-
and intermediate-risk groups receive bevacizumab
and interferon-alpha (IFN-α) or TKI, either
pazopanib or sunitinib (Escudier et al. 2016).
These agents inhibit tyrosine kinase receptors,
which participate in tumor growth, angiogenesis,
and metastasis. Sunitinib is an inhibitor of vascular
endothelial growth factor receptors (VEGFR-1,
VEGFR-2, and VEGFR-3), stem cell factor
(SCF) that binds and activates the receptor tyrosine
kinase c-Kit, platelet-derived growth factor
receptors (PDGFRα and β), Fms-like tyrosine
kinase 3 (FLT3), colony-stimulating factor-1
receptors (CSF-1R), and glial cell line-derived
neurotrophic factor receptors (RET) (Chow and
Eckhardt 2007). In a sunitinib approval study that
compared the effectiveness of sunitinib and IFN-α
in patients with metastatic clear cell renal cell
carcinoma, median progression-free survival was
11 months for patients treated with sunitinib and
5 months for those treated with IFN-α (Motzer
et al. 2007). Treatment is usually well tolerated.
The most frequent side effects include the
hand-foot syndrome (HFS), tiredness, nausea,
loss of appetite, diarrhea, myelosuppression, and
hypertension. Some studies have reported an

association between the incidence of adverse
effects and treatment outcomes, including
progression-free survival, overall response rate,
and overall survival (Maráz et al. 2018; Buda–
Nowak et al. 2017; Kucharz et al. 2016; Nakano
et al. 2013; Ravaud and Schmidinger 2013;
Poprach et al. 2012; Bono et al. 2011; Schmidinger
et al. 2011).

The HFS, also known as palmoplantar
erythrodysesthesia, is a clinical manifestation of
dermal toxicity of many oncological drugs. It
encompasses skin reddening, blisters,
hyperkeratotic changes, and associated pain, as
well as paresthesias and dysesthesias (Lipworth
et al. 2009; Chu et al. 2008). These symptoms
typically occur on the palm of the hand and the
sole of the foot. The goal of this study was to
evaluate the association between the appearance
in the first treatment cycle of HFS and
progression-free survival in patients with mRCC
treated with sunitinib.

2 Methods

The study encompassed 28 patients with clear cell
mRCC treated with sunitinib during 2014–2017.
Patients were selected according to the following
criteria:

• �18 years of age
• Histopathological diagnosis of clear cell RCC
• Metastases at the time of the initial diagnosis

or a relapse after radical therapy
• Being after nephrectomy
• Classified either to low or intermediate

MSKCC risk group (0–2 points)
• Systemic sunitinib as the first-line treatment
• Completeness of medical files

Patients who had non-RCC-related malignant
tumors were excluded from the study. Clinical
data were collected, including demographic, path-
ological, laboratory, and radiological indices. The
incidence and intensity of HFS were assessed
after the completion of the first cycle of treatment,
i.e., on the 43rd day of treatment, on the basis of
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the Common Terminology Criteria for Adverse
Events (CTC-AE) scale, version 3.0 (Janusch
et al. 2006). The intensity of HFS is shown in
Table 1.

Continuous variables were expressed as
medians with lower and upper quartiles and
nominal variables as the number or percentage
of patients. Patient groups were compared using
the Mann-Whitney U and chi-squared tests. The
starting point for progression-free survival was
the beginning of treatment, and the ending point
was either disease progression or death. We used
the Kaplan-Meier estimates to compute
progression-free survival. Data of patients who
did not experience either disease progression or
death at the conclusion of the study were cen-
sored. The correlation between the HFS inci-
dence and progression-free survival was
evaluated with the Cox proportional hazards
regression and the log-rank test. Differences
were considered statistically significant at
p < 0.05. All statistical calculations were
conducted using a commercial STATISTICA
package v12.0 (StatSoft, Tulsa, OK).

3 Results

Table 2 shows clinical characteristics of patients.
In 6 (21%) out of the 28 patients, there appeared
HFS of grades 1 to 3 after the first cycle of
sunitinib treatment. The initial diagnosis of a
metastatic clear cell renal cell carcinoma was
more frequent among patients who did not
develop HFS symptoms than in those who did;
the difference was statistically significant. The
HFS and non-HFS patient groups did not differ
in terms of age, gender, weight and BMI, grade of
renal cell carcinoma malignancy, time from onset
of systemic treatment, or the level of
pre-treatment functioning.

We found a significant difference between the
progression-free survival time in patients who
experienced HFS symptoms after the first cycle
of sunitinib treatment and those who did not. The
median progression-free survival amounted to
9.8 months in patients without HFS, but it
extended much over that time in patients with
HFS, which rendered it incalculable during the
study observation period of 60 months (Fig. 1).

Table 1 Grading of the hand-foot syndrome (HFS)

Grade Description

G1 Mild skin changes: redness, swelling, and hyperkeratosis; no pain
G2 Moderate skin changes: redness, swelling hyperkeratosis, scaling, blisters; pain paresthesias; interfering with

fine motor movement
G3 Severe skin changes: redness, swelling, hyperkeratosis, scaling, blisters; pain, paresthesias; interfering with

daily activities and self-care

Table 2 Clinical characteristics of patients

Variable HFS (n ¼ 6)
No HFS
(n ¼ 22) p

Age (range): years 60 (46–65) 66 (63–69) 0.20
Women/men: n (%) 3 (50)/3 (50) 6 (27)/16 (73) 0.30
Weight (range): kg 81 (75–88) 72 (65–77) 0.08
BMI (range): kg/m2 29 (27–30) 27 (25–29) 0.09
Metastatic disease on the initial diagnosis: n (%) 3 (50) 20 (91) 0.02
Fuhrman nuclear grades 1–2/3–4 according to the
American Urological Association (2018): n (%)

2 (33)/4 (67) 8 (36)/14 (64) 0.90

Time from diagnosis to onset of systemic treatment <1 year: n (%) 2 (33) 13 (59) 0.30
MSKCC prognosis: good/intermediate – n (%) 4 (67)/2 (33) 4 (18)/18 (82) 0.02
Performance status before treatment with sunitinib, according to the ECOG
(2018) scale: 0/1 – n (%)

3 (50)/3 (50) 10 (45)/12 (55) 0.90

BMI body mass index, MSKCC Memorial Sloan-Kettering Cancer Center risk criteria, ECOG Eastern Cooperative
Oncology Group – Performance Status
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The association between the appearance of HFS
and progression-free survival was also significant
in the simple Cox regression analysis (Table 3;
Model 1). The multiple Cox regression adjusted
for the variables that differed significantly
between HFS and non-HFS groups confirmed
that HFS significantly predicted progression-free
survival independently of the patients’ MSKCC
prognosis category (Table 3; Model 2) and of
renal cancer metastases found upon the initial
diagnosis (Table 3; Model 3).

Correlation between the incidence of HFS
after the first cycle of treatment and progression-
free survival was independent of the patients’
MSKCC prognostic category or the presence of
metastases on the initial diagnosis (Table 3).

4 Discussion

The HFS symptoms appear in the course of sys-
temic treatment with classical cytostatic agents
such as 5-fluorouracil (Janusch et al. 2006),
capecitabine, pegylated liposomal doxorubicin
(Lorusso et al. 2007), or the targeted tyrosine
kinase inhibitors such as sunitinib or sorafenib
(Motzer et al. 2007, Escudier et al. 2007). A
wide spectrum of HFS symptoms ranges from
redness that causes no discomfort to
complications that prevent the patient from
performing basic functions and require opioid

treatment to alleviate pain. The pathogenesis of
HFS is unclear and probably differs for different
types of drugs. For cytostatics, such as pegylated
liposomal doxorubicin, the pathogenesis is linked
to excretion of the agent from the eccrine glands
that are highly concentrated in the palmar and
plantar skin. The underlying mechanism also has
to do with micro-abrasions caused by daily
activities (Lorusso et al. 2007).

When HFS is induced by administration of
sunitinib and by other tyrosine kinase inhibitors,
its mechanism seems linked to these agents’ influ-
ence on the endothelial and fibroblastic cells that
play an essential role in tissue repair (Li and Gu
2017; Wyganowska–Swiatkowska et al. 2016). A
new theory unique to the tyrosine kinase inhibitors
explains the appearance of HFS as a result of
inhibition of receptors for both platelet-derived
growth factor (PDGF-R) and vascular endothelial
growth factor (VEGF-R), which hinders the vas-
cular repair mechanisms (Pożarowska and
Pożarowski 2016). This disturbance would be the
most clinically apparent in the areas exposed to
high pressure and repeated trauma, such as palms
and soles (Lipworth et al. 2009). Further, the skin
rash of HFS could be used as a surrogate marker
for drug activity. This presumption made it rational
for us to evaluate in the present study the extent of
any relationship between the occurrence of HFS
and progression-free survival in patients with
mRCC who were treated with the tyrosine kinase
inhibitor sunitinib. We found that HFS symptoms
appeared after the first treatment cycle in 20% of
patients, and the appearance of HFS was a predic-
tor of a longer progression-free survival. In fact,
progression-free time was elongated in the HFS
group over and beyond the observation period of
60 months, which rendered the median
progression-free survival calculation impossible
(Fig. 1). At the end of that period, the proportion
of patients with progression-free survival
amounted to about 60%. Our findings were, in
general, in line with those of other studies that
show a variable incidence of all grades of HFS in
mRCC in a range of 14–41%. Poprach et al. (2012)
have investigated the relationship between skin
toxicity and treatment outcomes in 705 patients
receiving sunitinib as the first-line treatment for

Fig. 1 Progression-free survival (PFS) in patients who
did experience HFS after the first cycle of treatment (dot-
ted line) and those who did not (continuous line). The plot
shows log-rank test p-value
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mRCC. In that study, skin toxicity has been
defined as either HFS (any grade) or rash (grade
3 or 4), and patients who experienced these adverse
events show a better treatment outcome. The
median progression-free survival for patients with
significant skin toxicity was 20.8 months, while
that for patients without skin toxicity was
11.1 months. Likewise, median overall survival
amounted to 43.0 and 31.0 months in the respec-
tive groups. It is important to note, however, that
some of the patients in that study had received
cytokine treatment before the study, and the first-
line treatment with TKI was in fact their second-
line treatment for mRCC. Michaelson et al. (2011)
have reported the HFS prevalence at 23% in
mRCC patients treated with sunitinib. They
investigated a large cohort of 770 patients who
had been given two treatment protocols: 71% of
patients received sunitinib in a 6-week treatment
cycle (50 mg/day, 4 weeks on, 2 weeks off), while
the remaining patients received continuous admin-
istration of sunitinib (37.5 mg/day). The overall
response rate was 44.6% and 32.7%, respectively.
Also in that study, patients who developed HFS
had significantly better treatment outcomes than
those who did not, with median progression-free
survival of 14.3 and 8.3 months and the overall
survival of 38.3 and 18.0 months respectively.
The interpretation of those findings is, however,
hampered, as the second option of continuous
administration of sunitinib mentioned above is
currently considered a suboptimal treatment.

In conclusion, the present study reaffirms the
importance of monitoring skin toxicity during
treatment with TKI. The appearance of adverse
skin symptoms, which most often arise in 30 odd

days of treatment, i.e., around the completion of
the first treatment cycle, speaks for a greater effi-
cacy of anticancer treatment. Thus, skin symptoms
are liable to be a presage of a better outcome in
patients treated with sunitinib for mRCC.
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Abstract

The study aimed to determine the usefulness of
the elastography in the diagnosis of
malignancy of solid pancreatic tumors. There
were 123 patients (F/M; 51/72, aged 62 � 14)
enrolled into the study with the diagnosis of
pancreatic masses. Malignant pancreatic
adenocarcinoma was identified in 78 patients
and an inflammatory mass corresponding to
chronic pancreatitis in the remaining
45 patients. The mass elasticity of a tumor
(A–elasticity) and a reference zone (B–
elasticity) and the B/A strain ratio were
measured. All these elastographic parameters
differed between groups and correlated signif-
icantly with malignancies (r ¼ 0.841;
r¼�0.834; r¼ 0.487, respectively). Receiver
operating characteristic (ROC) analysis

showed that A–elasticity between 0.05% and
0.14% alone, as well as the B/A strain ratio
between 7.87 and 18.23 alone, enabled the
recognition of all malignant pancreatic tumors
with 100% sensitivity and � 97.8% specific-
ity. Surprisingly, B–elasticity alone also was
helpful in recognizing malignant tumors (71%
sensitivity, 80% specificity, 0.74 accuracy, and
0.792 area under the curve), although it
appeared worse than A–elasticity and B/A
strain ratio (p < 0.001). In multivariable
regression analysis, A–elasticity identified
89.5% of malignancies (p < 0.001). A–elastic-
ity and B–elasticity were the only significant
independent factors influencing the tumor
identification (r2 ¼ 0.927; p < 0.001). The
assessment of tumor elasticity appears suffi-
cient to identify malignant tumors of the
pancreas.

Keywords

Elastography · Endosonography · Pancreatic
malignancy · ROC analysis · Strain ratio ·
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1 Introduction

Focal pancreatic masses pose a serious diagnostic
problem. The differentiation between malignant
and benign tumors and the evaluation of the
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possibility of surgical treatment are the most
important in the diagnosis of solid pancreatic
tumors. Among malignant tumors, one can distin-
guish adenocarcinoma, neuroendocrine tumors,
solid pseudopapillary neoplasms, stromal tumors,
lymphomas, and metastases. Adenocarcinoma is
the worst prognosing pancreatic neoplasm, for
which the average survival time is less than
6 months and a 5-year survival applies to less
than 5% of patients (Theoharis 2008). It is the
most frequent primary malignant tumor of the exo-
crine part of the pancreas, constituting approxi-
mately 90–95% of cases. Typically, it is located
in the head of the pancreas (60%), less frequently in
the body (15%), and the least in the tail (5%)
(Cascinu et al. 2010). Twenty percent of tumors
are of disseminated character. Less than 30% of
pancreatic cancers are eligible for surgery at diag-
nosis, since of early lymphatic and hematogenous
metastases (Seufferlein et al. 2012). A second
group of pancreatic neoplasms are tumors derived
from pancreatic islets. These are relatively rare
neoplasms (1 per 100 thousand population) of
neuroendocrine origin, representing 1–5% of pan-
creatic tumors (Davis et al. 2009). The pancreas is a
place where B-cell non-Hodgkin lymphoma can be
localized. The original location of these cells in the
pancreas is infrequent and associated with immu-
nosuppression (Aslam and Yee 2006). The most
common metastasis in the pancreas comes from
kidney cancer, but bronchogenic carcinoma, breast
cancer, colon neoplasms, melanoma, and soft tis-
sue tumor metastases can be found as well (Aslam
and Yee 2006; Scatarige et al. 2001; Merkle et al.
2000). Imaging methods play the most important
role in the diagnostic process of solid pancreatic
tumors from the moment of detection and help
evaluate the disease severity and plan the treat-
ment. There is no perfect, widely accepted method
that would meet the challenge of the assessment of
pancreatic malignancy and the possible surgical
approach to it. Currently, endosonography is the
best method for detecting solid pancreatic masses
and, combined with tissue elastography, enables
the determination of a nature of solid pancreatic
tumors. The present study seeks to define the use-
fulness of the elastography parameters alone in the
diagnosis of pancreatic malignancy.

2 Methods

The investigation was designed as a prospective
single-center study conducted in the Department
of Gastroenterology of the Military Institute of
Medicine in Warsaw, Poland. There were
123 patients (F/M; 51/72; mean age
62 � 14 years), with the diagnosis of pancreatic
solid masses, included in this 2-year follow-up
study. The inclusion criterion was a solid pancre-
atic mass diagnosed with imaging techniques.
Pancreatic tumors with cystic or liquid
components were excluded. Each patient was
subjected to endosonography (EUS) and
computed tomography (CT). Elastography
images were recorded using a Pentax EG-3870
UTK EUS linear probes (Pentax, Tokyo, Japan)
combined with a Hitachi Preirus ultrasound
machine (Hitachi Medical Systems, Tokyo,
Japan). For the estimation of mass elasticity, two
different regions of interest (ROI) were selected.
In the tumor area, A–elasticity was assessed,
whereas in a soft peri-pancreatic reference zone
outside the tumor, B–elasticity was assessed. The
measurement was made two times in each ROI,
and the mean of the two was considered for
statistics. The B/A strain ratio of tissue elasticity
was calculated as proposed by Iglesias–Garcia
et al. (2010).

Data were reported as means�SD. Differences
between malignant and benign tumor groups were
evaluated using Student’s t-test or Mann–Whitney
U test for normal and non-normal data distribu-
tion, respectively. Spearman’s correlation analysis
was used to determine the relationship between
the elastographic and other variables. The diag-
nostic accuracy and the predictive value of
elastographic variables for the identification of
pancreatic malignancy were assessed using the
receiver operating curve (ROC) analysis. A step-
wise multivariable linear regression analysis was
used to determine factors independently
connected with the occurrence of malignancy. A
p-value <0.05 defined statistically significant
differences. The analysis was performed with a
commercial statistical package of Statistica v.12
(StatSoft Inc., Tulsa, Oklahoma, USA).
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3 Results

EUS elastography and EUS fine needle aspiration
(EUS–FNA) were performed in all 123 patients.
No complication occurred during the procedures.
The mean maximum diameter of pancreatic
masses was 3.77 � 1.33 cm. Overall, women
were older than men (59 � 14 vs. 66 � 13 years,
respectively; p ¼ 0.005) in the investigated popu-
lation. Pancreatic masses were located in the pan-
creas head in 87 patients, pancreas body in
28 patients, and in the pancreas tail in 8 patients.
Cytologic diagnosis was obtained by EUS–FNA
in all patients after a mean of two needle passes. A
malignant pancreatic adenocarcinoma (Group 1)
was identified in 78 patients (39 women aged
69 � 12, and 39 men aged 64 � 13; p ¼ 0.03).
It was diagnosed by EUS–FNA cytology in
54 cases and by histology of surgical specimens
in 24 patients who underwent surgery. The diag-
nosis of an inflammatory mass in the context of
chronic pancreatitis (Group 2; n ¼ 45) was based
on the presence of inflammatory cells in cytology,
along with the EUS criteria for chronic pancreati-
tis and with the CT images consistent with the
disease (Perez–Johnston et al. 2012;
Shimosegawa et al. 2011; Catalano et al. 2009;
Wiersema et al. 1993). The diagnosis of inflam-
mation was confirmed by histology of surgical
specimens in five patients who underwent sur-
gery. After a follow-up period of about 6–-
8 months, malignancy was definitely excluded
in the remaining 40 patients of Group 2 by clini-
cal and laboratory evaluation, consisting of CT,
EUS, and EUS-guided FNA. Differences in age
and gender between patients with pancreatic
malignant (Group 1) and non-malignant (Group
2) tumors are presented in Table 1.

The frequency of occurrence of pancreatic
malignancies, in relation to all recognized tumors,
was similar in all pancreatic regions (p ¼ 0.459).
The number of estimated elastographic
parameters in tumors (A–elasticity) and in refer-
ential places (B–elasticity) differed between
groups (Table 2). Considering all 123 patients
investigated, A–elasticity correlated somehow
stronger with malignancy than the B/A strain

ratio did (Table 3). In ROC analysis, either the
value of A–elasticity alone between 0.05% and
0.14% or the value of B/A strain ratio alone
between 7.87 and 18.23 enabled the almost per-
fect recognition of all malignant pancreatic
tumors (100% sensitivity, 97.8–100% specificity,
0.992–1.0 accuracy, 1.0 AUC, positive predicted
value (PPV) of 0.987–1.0, and negative predicted
value (NPV) of 1.0) (Figs. 1, 2, and 3).

In comparison to the parameters above
outlined, B–elasticity came out significantly
worse (p < 0.001) for the identification of malig-
nant tumors (71% sensitivity, 80% specificity,
0.74 accuracy, 0.792 AUC, PPV of 0.859, and
NPV of 0.610) (Fig. 4). In multivariable regres-
sion analysis that included age, gender, A–elas-
ticity, B–elasticity, B/A strain ratio, and the tumor
area, A–elasticity identified 89.5% of
malignancies (p < 0.001). A–elasticity and B–
elasticity were the only significant independent
factors influencing the identification of tumors
(r2 ¼ 0.927, p < 0.001). It is worth noticing that
the B/A strain ratio was eliminated during the
regression analysis, as not significantly
connected.

4 Discussion

This study demonstrates a significant connection
between the parameters of A–elasticity, B–elas-
ticity, B/A strain ratio, and malignant masses. The
largest correlation coefficient was observed in the
relationship between A–elasticity and the occur-
rence of malignancies. These data suggest an
advantage of using only the A–elasticity value
in differentiating malignancies from benign

Table 1 Demographic features of patients. Group 1 –

malignant tumor (pancreatic adenocarcinoma) and Group
2 – benign tumor (chronic pancreatitis)

Group 1 Group 2

p-value(n ¼ 78) (n ¼ 45)

F/M 39/39 12/33
Age (F) (yr) 69.2 � 11.8* 56.8 � 13.5 0.007
Age (M) (yr) 63.7 � 13.0* 53.8 � 13.5 0.002

F female, M male
*p ¼ 0.03 for the inter-gender difference in Group 1
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tumors. The ROC analysis showed a similar dis-
criminative ability of designated threshold values
for both A–elasticity and the B/A ratio (sensitivity
of 100% and specificity of 100%), indicating at
least the same diagnostic usefulness of both.
However, in regression analysis, A–elasticity
was the main independent predictor of tumor

malignancy, while the B/A strain ratio was not
considered significant. These results suggest the
possibility of using only the A–elasticity value to
identify malignant pancreatic lesions, with no loss
of sensitivity and specificity, which would allow
to shorten the endoscopic diagnosis. Solid pan-
creatic lesions are most frequently detected inci-
dentally by ultrasound of the abdomen. The

Table 2 Elastography indices. Group 1 – malignant tumor (pancreatic adenocarcinoma) and Group 2 – benign tumor
(chronic pancreatitis) patients

Index

All Group 1 Group 2 p-value for Group 1 vs.
Group 2(n ¼ 123) (n ¼ 78) (n ¼ 45)

A–elasticity (%) 0.111 � 0.121 0.024 � 0.012 0.260 � 0.063 <0.001
B–elasticity (%) 1.083 � 0.549 0.862 � 0.346 1.465 � 0.624 <0.001
SR 28.051 � 22.361 41.052 � 17.973 5.517 � 1.455 <0.001
Tumor area (cm2) 9.50 � 5.81 10.18 � 5.80 8.33 � 5.69 0.043
Mean maximal tumor diameter
(cm)

3.77 � 1.33 3.91 � 1.15 3.53 � 1.05 0.050

A–elasticity, elasticity of tumor area; B–elasticity, elasticity of reference zone area; SR, B/A strain ratio

Table 3 Associations of significance between the indices investigated (Spearman’s correlation coefficient; p < 0.05)

A–elasticity B–elasticity B/A strain ratio

Age �0.309 ns 0.404
Gender (F) �0.180 ns 0.290
Tumor area �0.18 ns 0.245
Malignancy 0.841 0.487 �0.834
A–elasticity – 0.713 �0.829
B–elasticity 0.713 – 0.241
SR �0.829 �0.241 –

A–elasticity, elasticity of tumor area; B–elasticity, elasticity of reference zone area; SR, B/A strain ratio

Fig. 1 Receiver operating characteristic (ROC) curve for
A–elasticity

Fig. 2 A–elasticity: sensitivity and specificity for
identifying malignant pancreatic tumors
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possibility of an adequate differentiation between
malignant and benign pancreatic tumors based on
Doppler perfusion parameters has been reported
(Dyrla et al. 2016).

Currently, the standard procedure is the diag-
nosis using CT, magnetic resonance imaging, and
endosonography (Sharma et al. 2011). Having in
mind that in most cases of pancreatic cancer,
treatment is still ineffective, and acute inflamma-
tion is often a revelator of pancreatic cancer, the
methods enabling the accurate detection and dif-
ferentiation of solid pancreatic lesions are neces-
sary (Munigala et al. 2014; Ryan et al. 2014).
Elastography is a method that enables a real-
time imaging of tissue stiffness, and the test result
is represented by a color image (red–yellow–
green–blue) – an elastogram. The method is

based on the assumption that elasticity of dis-
eased tissue differs from normal with respect to
tissue hardness. The tissue strain is evaluated
based on the difference in the ultrasonic waves
received (Giovannini 2009). In elastography, the
breast is one of the first and most frequently
assessed organs (Itoh et al. 2006). A rapid devel-
opment of ultrasonography and endoscopy has
enabled the introduction of elastography in
endosonography. The assessment of mass elastic-
ity is performed in real time. The result is
presented in the form of a color image applied
to a typical B-mode image (Săftoiu and Vilman
2006).

Endosonography is the best method for
detecting solid pancreatic masses and connected
with a fine needle aspiration (EUS–FNA) is
characterized by a high sensitivity and specificity
in differentiating pancreatic tumors (Iglesias–
García and Domínguez–Muñoz 2007;
Varadarajulu et al. 2005; Harewood and
Wiersema 2002; Chang et al. 1997). In a multi-
center study, Giovannini et al. (2009) have used
elastography to assess focal pancreatic lesions
detected during EUS in 121 patients. Seventy-
two patients were diagnosed with adenocarci-
noma, 16 with neuroendocrine tumor, 3 with
metastases from other organs, and 30 with
chronic pancreatitis, with 80.6% specificity and
92.3%. In another study, Săftoiu et al. (2008)
have used elastography for the assessment of
focal pancreatic lesions detected during EUS in
68 patients, who were then subjected to a
6-month-long follow-up observation. Thirty-two

Fig. 3 B–elasticity/A–
elasticity (B/A) strain
ratio: sensitivity and
specificity for identifying
malignant pancreatic
tumors

Fig. 4 Receiver operating characteristic (ROC) curve for
B–elasticity
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patients were diagnosed with pancreatic adeno-
carcinoma, 11 with chronic pancreatitis, and
3 with pancreatic neuroendocrine tumors, and in
22 the organ was unchanged. That study
employed a special computer software to objec-
tify the assessment of the pathologies observed.
The software enabled the digital development of a
color histogram within the pathology detected
and the determination of tissue hardness, yielding
91.4% sensitivity and 88.9% sensitivity of the
test. In a study of Iglesias–Garcia et al. (2009),
sensitivity of elastography was rated as very high
compared to the reference methods, amounting to
100%, while specificity was 85.5%. Different
results have been obtained by Hirche et al.
(2008), who draw attention to a number of
difficulties connected with elastography. The
size of evaluated tumor appeared a significant
limitation of the method. In case of a tumor larger
than 3.5 cm, the method failed to embrace the
whole tumor and to select a sufficiently large area
of healthy tissue surrounding the lesion, which is
used as a reference. Accordingly, sensitivity of
the B/A strain ratio was rated at 41% and speci-
ficity at 53%.

One of the most interesting reports on the use
of elastography in the differential diagnosis of
solid pancreatic tumors is a study that employed
software enabling the quantitative assessment of
tissue elasticity (Iglesias–Garcia et al. 2010). In
that study, the assessment of tumor elasticity and
B/A strain ratio was performed in each of the
86 patients. Sensitivity of quantitative
elastography for the diagnosis of malignancy,
using a B/A strain ratio of 6.04 as a cut-off
value, was 100%, and specificity was 93%. Fur-
ther, the authors also report that a cut-off value of
0.05 for the tumor mass elasticity (A–elasticity)
differentiates malignant from benign lesions with
sensitivity of 100% and specificity of 88.9%.
These data are partly consistent with the present
study as the two methods of evaluation: A–elas-
ticity and B/A strain ratio yielded comparable
results, with an advantage of A–elasticity over
B/A strain ratio. In our study, the cut-off values
of strain parameters were not arbitrarily chosen,
but were set on the basis of the receiver operating
curve analysis. We demonstrate that A–elasticity

was a somehow better predictor of pancreatic
malignancies than the B/A strain ratio. Yet the
reference of B–elasticity to A–elasticity value
tended to be a more independent parameter. On
the other hand, correlation of B–elasticity with
malignancies suggests that the reference area is
not objective and calls into question the
assumptions of the method. Moreover, according
to our observations and reports of other authors,
the size of tumor exceeding 3.5 cm in diameter
reduces the possibility of an adequate evaluation
of B–elasticity, which further limits the useful-
ness of the assessment of the B/A strain ratio,
which is in contradistinction to the exclusive
evaluation of A–elasticity (Hirche et al. 2008).
In the Kongkam et al. (2015) study, negative
results of both EUS–FNA and B/A strain ratio
appear more reliable to exclude malignant solid
pancreatic tumor, and the sensitivity of EUS
elastography by B/A strain ratio is not superior
to EUS–FNA.

Currently, there are two types of pancreatic
elastography based on different principles,
which are the strain elastography and the shear
wave elastography. However, the latter cannot be
applied in EUS to date (Kawada and Tanaka
2016). In the present study, A–elasticity between
0.05% and 0.14% identified malignancies with
the highest sensitivity and specificity. Similar
results have been obtained by Iglesias–Garcia
et al. (2010) who have used the equipment of
the same company. Unlike A–elasticity, the cut-
off value for the B/A strain ratio of the highest
sensitivity and specificity we found in the present
study varied greatly compared to that indicated by
those authors (range 7.87–18.23 vs. 6.04, respec-
tively), which further supports the exclusive eval-
uation of A–elasticity. Moreover, variability of
the B/A strain ratio cut-off values suggests the
necessity for defining a clinical center-specific
cut-off value, contrary to A strain that seems to
be center independent. This notion is supported
by a significant relation of B strain to A strain
shown for the first time in the presented study and
by the difficulties with obtaining reliable values
of B strain. On the basis of the literature and the
present findings, we propose an isolated assess-
ment of A strain in the identification of malignant
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pancreatic tumors. Nonetheless, this is a single-
center study in which the measurements were
performed by a single operator, which has a lim-
iting effect on the results. A–elasticity and B/A
strain ratio cut-off values obtained in this study,
differentiating malignant from benign tumors,
may vary in comparison to studies performed
with other devices and by different operators.
Therefore, we suggest to verify differential A–
elasticity cut-off and B/A strain ratio values in
larger groups of patients or in various clinical
centers.

In conclusion, the present study suggests the
use of the A–elasticity value obtained during
endosonography examination in differentiating
malignant from benign pancreatic tumors. The
single parameter assessment of tumor mass elas-
ticity is easier to obtain in elastography and
appears sufficient to identify malignant tumors,
without any loss of sensitivity and specificity of
the test, giving an additional advantage of a faster
endoscopic diagnosis.
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Abstract

This study seeks to evaluate the metabolic
parameters such as body mass index (BMI),
percentage of total body fat percentage (%BF),
blood glucose, homeostatic index for quantifi-
cation of insulin resistance and beta-cell func-
tion (HOMA-IR), sleep efficiency, and
physical activity in liver transplant patients.
The study group consisted of 24 male and
18 female patients, which enabled the inter-
gender comparison. We found that a majority
of patients had exceeded the norms for BMI
and %BF. The excessive weight was distinctly
accentuated in male patients. Only 40.5% of
patients have a correct BMI and 21.4% of
patients have a correct %BF. The indices of

glucose metabolism were increased, pointing
to enhanced insulin resistance. Resting energy
expenditure and metabolic equivalent of task
were characteristic of sedentary lifestyle, and
they were lower in female patients. Almost
65% of patients had sleep efficiency below
the desired 85% cut-off level. Further, sleep
efficiency was decreasing with increasing
BMI, %BF, and blood glucose level. In con-
clusion, liver transplant patients are
characterized by excessive body mass and
less physical activity and have a shortened
sleep duration, all of which may lead to a
worse glucose metabolism and increased dis-
ease risk and may also have an impact on
quality of life.

Keywords

Diabetes · Glycemia · Quality of life · Sleep
efficiency · Metabolic status · Liver transplant

1 Introduction

Liver failure is a direct threat to life and results in
liver transplantation in some qualified
hepatologic patients, which provides improve-
ment in patient’s quality of life. Liver transplant
patients become free of dietary restrictions pres-
ent prior to surgery, and they often desire to
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regain the lost body weight, which might result in
excessive weight gain. As compared to the gen-
eral population, such patients have a higher prev-
alence of coronary artery diseases by 9–25%,
hypertension by 60–70%, metabolic syndrome
by 44–58%, type 2 diabetes by 30–40%, and
dyslipidemia by 45–69% (Singh and Watt 2012).

Sleeping disorders affect 3–17% adults, and if
untreated, they increase the risk of
noncommunicable diseases (Shrivastava et al.
2014). Recommended sleep efficiency for adults
is �85%/night (Landry et al. 2015). Sleep loss is
associated with many metabolic consequences,
such as obesity, impaired glucose tolerance or
diabetes, heart attacks, strokes, adverse effects
on mood and behavior (excess mental distress,
depressive symptoms, anxiety, and alcohol use),
and increased age-specific mortality (Poggiogalle
et al. 2018; Colten and Altevogt 2006). Obesity
due to sleep loss is a sequel of lower release of
leptin by adipocytes, a peptide that restrains appe-
tite, and increased release of ghrelin, a peptide
that stimulates appetite. Disruption of the circa-
dian system impairs the central clock based on
melatonin, cortisol, and core body temperature.
That increases the risk of noncommunicable
diseases, since circadian misalignment elevates
glucose, insulin, and triglyceride levels, which is
accompanied by a lower energy expenditure and
impaired peripheral insulin sensitivity
(Poggiogalle et al. 2018).

The aim of the study was to evaluate the meta-
bolic parameters such as body mass index (BMI),
percentage of total body fat (%BF), blood glu-
cose, glycated hemoglobin A1 (HbA1c), homeo-
static model for quantification of insulin
resistance and beta-cell function (HOMA-IR),
sleep efficiency, and physical activity in liver
transplant patients.

2 Methods

The study group consisted of 42 post-transplant
patients (18 women and 24 men), investigated
from September 2015 to May 2016 at the Depart-
ment of Transplant Medicine and Nephrology,
Warsaw Medical University in Warsaw, Poland.

Liver transplantation had been performed in these
patients between 2003 and 2014.

Anthropometric measurements consisted of
weight, height, %BF, and resting energy expen-
diture (REE) (BioScan 920-2S Multi-frequency
Analyzer, Maltron International Ltd., Rayleigh,
Essex, UK). Body mass index (BMI) was
assessed in accordance with the WHO guidelines,
where normal BMI range is 18.5–24.9 kg/m2

(WHO 2003). %BF >25% in men and > 30% in
women indicated metabolic obesity (Zeng et al.
2016; Suliga 2012). Biochemical blood indices
were obtained from the medical history files, as
the patients underwent routine examinations dur-
ing regular control visits after liver transplanta-
tion at the Department of Transplant Medicine
and Nephrology, Warsaw Medical University in
Warsaw.

The SenseWear Pro ArmbandMT (BodyMedia,
Pittsburgh, PA) was used to continuously record
energy expenditure, a surrogate of physical activ-
ity, assessed as the metabolic equivalent of task
(1 MET¼ 1 kcal/kg/h or 3.5 ml O2/kg/min), body
motion, and sleep efficiency. The device is a dual
axis accelerometer that noninvasively senses both
static and dynamic forces of motion and records
rest/activity cycles. The sensor was worn on the
triceps muscle of an arm by patients for 5–7 days.
Sensitivity of the recordings enabled the differen-
tiation among the conditions of sleep, wakeful-
ness, and lying down but awake (Liden et al.
2002). Total time in bed at night was defined as
the length of time from lights off to lights
on. Sleep efficiency was calculated as the percent-
age of time asleep of the total time staying in bed.
The evaluation of sleep efficiency using the
SenseWear Pro ArmbandMT has been found to
closely match that obtained from full night
polysomnography, the gold standard for the esti-
mation of sleep time and its disorders (Sharif and
BaHammam 2013).

Data were presented as mean � SD, when
normally distributed, or median and min–max
range, when non-normally distributed, and as
percentages. A t-test, chi-square, and Mann–
Whitney U test were used for statistical
comparisons. Spearman’s correlation coefficient
was used to evaluate associations between
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parameters. A p-value <0.05 defined the statisti-
cally significant differences. Statistical elabora-
tion was performed with a commercial SPSS
statistical package (IBM Corp, Armonk, NY).

3 Results

The group of liver transplant patients consisted of
42 subjects (18 women and 24 men) of the mean
age 48.6 � 11.1 (range 27–68 years), body
weight 79.2 � 16.3 kg, BMI 27.7 � 5.0 kg/m2,
and %BF 29.6 � 10.5%. The median resting
energy expenditure was 1,612.5 kcal (range
1,227–2,433 kcal/24 h), whereas physical activity
amounted to 1.5 METs (0.9–2.0) kcal/kg/h. Sig-
nificant differences between genders were
observed for weight, height, resting energy
expenditure, and glycemia (Table 1).

Normal BMI was present in 40.5% of liver
transplant patients (Fig. 1) and normal total
body fat in just 21.4% of patients (Fig. 2). Almost
65% of patients had sleep efficiency below the
recommended 85% per night. The mean sleep
efficiency in patients with normal BMI and

normal %BF approximated 85%. Sleep efficiency
in overweight and obese patients and in those
with %BF below or above the norm was
decreased, but differences were insignificant
when compared to normal body weight and nor-
mal %BF (Figs. 3 and 4). No gender differences
were noticeable in BMI, percentage of total body
fat. Gender-related differences were, however,
noticeable in sleep efficiency in liver transplant
patients. Sleep efficiency was significantly
inversely associated with BMI, %BF, and blood
glucose level in men, but not in women, and with
HOMA-IR in women only after liver transplant
(Table 2).

4 Discussion

In this study we found that the majority of liver
transplant patients of 59.5% had excessive body
weight, one-third was overweight and one-fourth
was obese, having the mean weight of
79.2 � 16.3 kg and BMI of 27.7 � 5.0 kg/m2.
That corresponds closely to the 58.6% of
excessive body weight in the Polish general

Table 1 Anthropometric, physical activity, sleep efficiency, and biochemical data of liver transplant patients

Men

n

Women

n p <

Both genders

n
Mean � SD or median
(min-max)

Mean � SD or median
(min-max)

Mean � SD or median
(min-max)

Age (year) 48.4 � 12.0 24 49.0 � 10.2 18 ns 48.6 � 11.1 42
Weight (kg) 85.5 � 15.9 24 70.8 � 13.0 18 0.003 79.2 � 16.3 42
Height (cm) 176.6 � 10.6 24 159.3 � 7.3 18 0.0001 169.2 � 12.7 42
BMI (kg/m2) 27.5 � 5.1 24 28.1 � 5.1 18 ns 27.7 � 5.0 42
%BF 24.1 � 5.1 24 36.9 � 8.8 18 ns 29.6 � 10.5 42
REE
(kcal/24 h)

1,892 (1,499–2,433) 24 1,407 (1,227–1,665) 18 0.0001 1,613 (1,227–2,433) 42

MET
(kcal/kg/h)

1.6 (0.9–2.0) 24 1.4 (1.0–1.9) 18 ns 1.5 (0.9–2.0) 42

SE (%) 80.0 � 8.0 24 84.0 � 7.0 18 ns 81.0 � 8.0 42
BG (mg/dL) 100 (74–187) 24 88.5 (60–103) 18 0.032 92 (60–187) 42
HbA1c (%) 5.3 (4.1–6.5) 21 5.0 (4.4–5.9) 16 ns 5.2 (4.1–6.5) 37
Insulin
(μIU/mL)

7.6 (2.7–22.0) 20 6.9 (3.5–17.9) 17 ns 7.6 (2.7–22.0) 37

HOMA-IR 1.05 (0.38–3.20) 20 0.90 (0.45–2.35) 17 ns 1.02 (0.40–3.20) 37

BMI body mass index, %BF percentage of total body fat, REE resting energy expenditure, MET metabolic equivalent of
task, SE sleep efficiency, BG blood glucose, HbA1c glycated hemoglobin A1, HOMA–IR homeostatic model for
quantification of insulin resistance, ns nonsignificant; p-value denotes inter-gender difference
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population (WHO 2013) and the findings of body
weight and BMI in the American population of
liver transplant patients aged below 65 (85 kg and
28 kg/m2, respectively) reported by Wang et al.
(2015). Excessive body weight was reported in
84% of liver patients by Bulzacka (2008), and
overweight and obesity in 28% and 50% patients,
respectively, by da Silva Alves et al. (2014). We
found that 40.5% of our liver patients had BMI
within the WHO norm. On the other hand, almost
60% of our liver transplant patients had an
excessive percentage of total body fat, with the
mean of 29.6 � 10.5%, while the Dutch and
American studies demonstrate a greater
percentage of body fat, amounting to
26.9 � 6.4% in patients aged 48.0 � 11.8 and
32.5 � 9.6% in those aged 50.1 � 13.1 (Ribeiro
et al. 2014; Berbke et al. 2007).

Physical activity is essential for the proper
functioning of a human body and for the

prevention of noncommunicable diseases.
Patients with regular physical activity show a
greater vitality and experience less restrictions in
their daily-life functioning (Painter et al. 2001).
Reduced physical activity has been observed in
studies examining the quality of life of liver trans-
plant patients (Kotarska et al. 2015a, b; Ribeiro
et al. 2014), which has been shown to increase the
risk of noncommunicable diseases and sleeping
disorders (Poggiogalle et al. 2018; WHO 2003).
In the present study, resting energy expenditure
was lower in the liver transplant patients. Physical
activity amounted, on average, to 1.5 METs
(range 0.9–2.0 METs), which is characteristic of
the sedentary lifestyle. Anastacio et al. (2011) have
reported a mean value of MET for liver transplant
patients of 1.35 �0.17, which is comparable to
the present findings.

Chronobiology is at play in the development
of noncommunicable diseases such as diabetes,
obesity, or hypertension. Circadian rhythms are
essential regulators of glycemia, insulin resis-
tance, glucose tolerance, lipid profile, energy
expenditure, and appetite (Poggiogalle et al.
2018). Sleep quality is essential for the feeling
of well-being and for maintaining the pro-health
behaviors. Sleeping disorders affect 3–17%
adults and, if untreated, they increase the risk of
noncommunicable and mental disorders (Colten
and Altevogt 2006). Recommended sleep effi-
ciency for adults is �85% of nighttime
(Markwald et al. 2016). The prevalence of a
short sleep duration (<5 h daily) in the US adult
population has increased from 1.7% in 1977 to
2.4% in 2009, which is associated with impaired
regulation of blood glucose – odds ratio
(OR) 2.15 (1.85–2.50), and increased risk of
overweight – OR 1.30 (1.19–1.43) or obesity –

OR 2.17 (1.97–2.40) (Girardin et al. 2014). A
deleterious effect on glycemic control of circa-
dian rhythm misalignment has also been noticed
in other studies (Poggiogalle et al. 2018). In the
present study, only 65% of liver transplant
patients had sleep efficiency above 85%, and
sleep efficiency was inversely associated with
overweight/obesity and excess percentage of
total body fat in men, but not in women.
Gender-related differences in sleep efficiency

Fig. 1 Body mass index (BMI) in liver transplant patients

Fig. 2 Percentage of total body fat (%BF) in liver trans-
plant patients
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were also noticeable concerning the glucose
metabolism. Sleep efficiency associated inversely
with increasing blood glucose and HOMA-IR
index levels; the former was significantly
accentuated in men and the latter, which
translates into a greater insulin resistance, in
women with liver transplants.

We conclude that liver transplant patients man-
ifest disordered sleep duration and excessive body
mass, which may worsen glucose metabolism,
may increase disease risk, and may also have an
impact on quality of life. The study points to the
corrective steps to be taken in the management of
patients after liver transplants toward healthy liv-
ing and prevention of noncommunicable diseases,
such patients are vulnerable to.
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Table 2 Associations between the metabolic parameters
investigated and sleep efficiency

Sleep efficiency

r-value p-value

BMI – men (n ¼ 24) �0.41 0.045
BMI – women (n ¼ 18) �0.097 0.703
%BF – men (n ¼ 24) �0.442 0.031
%BF – women (n ¼ 18) �0.027 0.915
Blood glucose – men (n ¼ 24) �0.437 0.033
Blood glucose – women (n ¼ 18) �0.117 0.636
HOMA-IR – men (n ¼ 24) �0.272 0.247
HOMA-IR – women (n ¼ 18) �0.620 0.008

BMI body mass index, %BF percentage of total body fat,
HOMA–IR homeostatic model for quantification of insulin
resistance, r-value Spearman’s correlation coefficient;
bold font indicates significant changes
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Abstract

Exposure to ambient particulate matter
(PM) increases mortality and morbidity due
to respiratory and cardiovascular diseases.
The aim of this study was to assess the effect
of standardized urban dust (UD) on phagocy-
tosis and autophagy in a monocyte-
macrophage cell line (THP-1 cells). The cells
were grown for 24 h in the medium
supplemented with 200 μg�mL�1 coarse car-
bon black (CB) or UD. In some experiments
glutathione (GSH) was depleted in THP-1
cells by buthionine sulfoximine. The cells
were double stained with green latex beads
(phagocytosis) and with red autophagy marker
(LC3) and were evaluated in a flow cytometer.
In naïve THP-1 cells, about 61% of them were
classified as “negative”, while 39% were
classified as “double-positive”. Both GSH
depletion and UD treatment produced
three distinct subpopulations of cells on
bivariate scatterplots. A new subpopulation
of cells (about 24% of the total number)

appeared, with a lower autophagy and
phagocytosis, but with a higher autophagy/
phagocytosis ratio, when compared to highly
positive cells. CB affected, to some extent,
phagocytosis without a substantial effect on
autophagy. In conclusion, the research on dis-
tinct pathways of immune cell activation may
be relevant to the diagnostics and therapy of
PM-induced pneumotoxicity, inflammation,
and tumorigenesis.

Keywords

Autophagy · Carbon black · Phagocytosis ·
THP-1 cells · Urban dust

1 Introduction

Exposure to ambient particulate matter
(PM) increases mortality and morbidity of respi-
ratory and cardiovascular diseases (Anderson
et al. 2012). Environmental pollutants damage
respiratory epithelial cells, causing inflammation
and tissue injury (Bai et al. 2016). The molecular
mechanisms of PM-mediated toxicity and
immunotoxicity are unclear, yet oxidative stress
and DNA damage are definitely involved
(de Oliveira Alves et al. 2011, 2014). Apart
from direct cytotoxicity, the early cellular
response to environmental pollutants involves

A. Holownia (*), A. Niechoda, J. Lachowicz,
E. Golabiewska, and U. Baranowska
Department of Pharmacology, Medical University,
Bialystok, Poland
e-mail: adam.holownia@umb.edu.pl

55

http://crossmark.crossref.org/dialog/?doi=10.1007/5584_2018_323&domain=pdf
mailto:adam.holownia@umb.edu.pl


the activation of biochemical pathways that aim
to reestablish homeostasis. Recent data indicate
that autophagy, which is a lysosome-involving
catabolic, self-digestion process, is relevant to
PM-induced stress (Peixoto et al. 2017). It has
been shown that protein kinase mechanistic target
of rapamycin (mTOR), an element of autophagy
signaling pathways, suppresses the PM-induced
necroptosis, activation of NFκ light-chain
enhancer of activated B cells (NF-κB), and the
inflammatory response in lung macrophages
(Zhang et al. 2012). However, the regulation of
PM-induced inflammatory response is still
unclear. Classical autophagy pathways can be
divided into macroautophagy, microautophagy,
and chaperone-mediated autophagy (Chen and
Klionsky 2011), but some elements of autophagy
participate in noncanonical cell functions, espe-
cially in pathology (Kalai Selvi et al. 2017). The
signaling elements of autophagy can also be
targeted specifically to damaged mitochondria
(mitophagy), altered proteins (aggrephagy), and
internalized pathogens (xenophagy) (Singh et al.
2018). A popular marker of autophagy, the
microtubule-associated protein 1A/1B-light
chain (LC3), can also be recruited to phagosomal
membranes during LC3-associated phagocytosis,
an unconventional form of autophagy (Heckmann
et al. 2017). Of note, classical autophagy and
probably also immune response may be impeded
during noncanonical autophagy, resulting in
changes in inflammatory signaling (Matsuzawa-
Ishimoto et al. 2018). The aim of this study was to
define the effect of standardized urban dust
(UD) on phagocytosis and autophagy in THP-1
cells, a human monocyte-macrophage cell line.

2 Methods

2.1 Cell Culture

The human monocyte-macrophage cell line,
THP-1 cells (TIB202™), was grown in American
Type Culture Collection (ATCC)-formulated
Roswell Park Memorial Institute (RPMI) 1640
medium, supplemented with 2-mercaptoethanol

to a final concentration of 0.05 mM and with
10% FBS. Cells were maintained in 37� C in an
incubator in a humidified atmosphere containing
5% CO2. For the experiments, the cells were
plated out onto 6- or 12-well plates and grown
in control or conditioned media for 24 h.

2.2 Cell Treatment

Carbon black (CB) and urban dust (UD)-
conditioned media were prepared using commer-
cial, standardized UD purchased from the National
Institute of Standards and Technology
(Gaithersburg, MD) or with a coarse CB (260 nm
diameter, Huber 990; Haeffner and Co. Ltd.,
Chepstow, UK), which was used as a reference
substance. According to the Certificate of Analysis
of Standard Reference Material 1649b, the particle
size of UD was within a range of 0.20–110 μm,
with a mean particle size of about 10 μm. For
experiments, particles were suspended in RPMI
1640 medium at a concentration of 10–-
200 μg�mL�1 and sonicated in an ultrasonic
homogenizer (Bandelin Sonoplus; Berlin,
Germany) for 30 s prior to use. CB- and
UD-conditioned media were used within 5 min of
preparation. In some experiments, THP-1 cells
were pretreated overnight with 100 μM buthionine
sulfoximine (BSO) to deplete their content of glu-
tathione (GSH). Cell-free controls were included
to each experiment in order to assess the interfer-
ence of particles with each assay.

2.3 Phagocytosis Assay

Cayman’s Phagocytosis Assay Kit (Ann Arbor,
MI), which employs latex beads coated with fluo-
rescein isothiocyanate (FITC)-labeled rabbit IgG,
was used as a probe at a bead-to-cell ratio of 10:1
for the quantification of phagocytosis in THP-1
cells. After incubation, cells were washed twice
with assay buffer, and signals from the
internalized florescent beads were detected on
Fl1 channel of a flow cytometer (FACSCanto II,
BD Biosciences Systems, San Jose, CA).
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2.4 Autophagy Determination

The autophagy marker LC3 protein, which is
recruited to the double membrane of an
autophagosome, was used to quantify autophagy.
LC3 probes were specific monoclonal LC3A/B
rabbit antibodies, conjugated to Alexa Fluor
647 (Cell Signaling Technology, Danvers, MA).
To quantify LC3 protein, THP-1 cells were
fixed in 4% formaldehyde, permeabilized with
90% methanol, immunostained with specific
antibodies for 1 h, washed twice with the incuba-
tion buffer, and analyzed in a flow cytometer.

2.5 Phagocytosis/Autophagy Assay

THP-1 cells were double stained using a typical
protocol for phagocytosis. Cells were incubated
for 2 h with FITC-labeled latex beads followed by
1 h incubation with anti-LC3 Alexa Fluor
647 antibody, using 4% formaldehyde and 90%
methanol to permeabilize the cell membrane. The
unstained THP-1 cells and single (green or red)-
stained cells served as controls to calibrate the
flow cytometer detectors and compensation.
Samples were analyzed with a FACSCanto II
flow cytometer (BD Biosciences Systems, San
Jose, CA) with a standard filter setup. The green
fluorescence from FITC was detected with a
530 nm, 30 nm bandwidth band-pass filter, in
FL1 channel, and red fluorescence of the Alexa
Fluor 647 was collected in FL3 channel (>600 nm
long-pass filter). All analyses were performed at a
low rate settings with <1000 events/s. The exper-
imental data were plotted as bivariate cytograms,
and then scatterplots and fluorescence histograms
were analyzed using the Flowing Software v2.5
(Cell Imaging Core, Turku Center for Biotechnol-
ogy, Turku, Finland).

2.6 Statistical Analysis

Results were expressed as means of 4–6 assays
�SD. Inter-group differences were evaluated
with one-way or two-way ANOVA followed by

Bonferroni post hoc tests for selected pairs of
data. A p-value <0.05 defined statistically signifi-
cant differences. Statistical analysis was
performed with a commercial package of
Statistica 6.0 software (StatSoft, Cracow, Poland).

3 Results

Preliminarily, time- and concentration-dependent
experiments were done to establish the experi-
mental conditions for double staining of cells for
phagocytosis and autophagy. Firstly, different
numbers of THP-1 cells were incubated for
1–6 h with FITC-labeled latex beads to choose
a convenient incubation time for phagocytosis.
With 50,000 cells/sample, 2 μL of latex beads
bound to FITC and 2 h of incubation about
40% of THP-1 cells were positively stained with
FITC, irrespective of the cell treatment. Thus, 2-h
time was selected as the incubation time with a
phagocytosis marker in the double-staining pro-
tocol. Moreover, 200 μg�mL�1 concentrations of
CB and UD and 24-h exposure time were chosen
due to a limited UD toxicity in THP-1 cells.
Neither CB nor UD by themselves significantly
altered red or green fluorescence signals. Changes
in the cell number (% of cells) and the green/red
fluorescence ratios (phagocytosis/autophagy) are
shown in Table 1, while typical bivariate
cytograms of representative cell treatments are
shown in Fig. 1.

Control naïve THP-1 cells are shown in Fig. 1-
panel a, cells grown for 24 h with 200 μg�mL�1

CB in panel b, cells co-incubated with
200 μg�mL�1 UD in panel c, and cells pretreated
with 100 μM BSO and then treated with CB or
UD are in panels d, e, and f, respectively. There
are two subpopulations of control THP-1 cells
visible (Fig. 1-panel a): “negative” for both
phagocytosis and autophagy in quadrant 3 and
“positive” for both FITC (phagocytosis) and
Alexa Fluor (autophagy) in quadrant 2. In our
experimental conditions, about 61% of control
cells were “negative” (panel a, quadrant 3), and
39% of cells were “positive” (quadrant 2; panel
a). The corresponding relative green and red
fluorescences measured in “positive” control
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cells were expressed as 100 relative units, and
the mean fluorescence ratios were calculated for
each subpopulation of cells (Table 1). In the cells
with depleted GSH content (cells pretreated
overnight with BSO; Fig. 1-panel d), in the cells
grown with UD (panel c), and in the cells with
depleted GSH and then treated with UD (panel f),
there appears another cell subpopulation in quad-
rant 4 (see also Table 1 – “low-positive” cells).
These cells have a lower, but still positive, both
phagocytic activity and autophagy when com-
pared to the cells in quadrant 3, but they have a
higher LC3/phagocytosis ratio, which points to a
more intense autophagy than phagocytosis. The
results were expressed as percentages of the total
(positive and negative) cell numbers. The
corresponding statistical data (frequency, stan-
dard deviations, and relative green/red fluores-
cence ratios) for each group are shown in Table 1.

Considering the population data, cell treatment
with BSO and independently with UD decreased
the “negative” (no phagocytosis and no
autophagy) cell numbers by 31% (BSO;
p < 0.01), 38% (UD; p < 0.01), and 74%
(BSO + UD; p < 0.01) when compared to the
61% of control “negative” cells (panel a, quadrant
3). On the other hand, BSO increased the “low-
positive” cell numbers by more than threefold
(p < 0.01), while UD increased the “low-positive”
cell numbers by about sixfold (p < 0.01), and
when both compounds were applied together,

the number of phagocytic/autophagic cells
increased about sixfold for “low-positive” cell
fraction and by about 56% (p < 0.01) for “high-
positive” cells. Of note, active THP-1 cells grown
with BSO and/or UD, but not with CB, had binary
distribution. On the other hand, cell treatment
with CB resulted in an insignificant decrease in
the “negative” cell numbers and in a small signif-
icant increase in the “high-positive” cell numbers
(20%; p < 0.05). Interestingly, in the presence of
CB, the effect of BSO on the “low-positive” cells
was no longer observed.

Considering quantitative changes in phagocy-
tosis and LC3 expression in two subpopulations
of “positive” cells, the ratio of green-to-red rela-
tive fluorescence intensities, i.e., phagocytosis/
autophagy in the control highly positive cells,
was 0.40. The ratio decreased by BSO
pretreatment to 0.32 and to 0.22 (p < 0.01) in
cells grown with UD, which may indicate the
relative prevalence of autophagy over phagocyto-
sis. Unexpectedly, in the cells treated with both
compounds, this ratio increased to 0.75 (p < 0.01)
in the highly “positive” cells. At the same time,
the numbers of “low-positive” cells with lower
fluorescence intensity and with phagocytosis/
autophagy ratio of 0.11 increased to about 23%
(p < 0.01) of the total cell number. Our data
indicate that these new cells originated from the
unstained “negative” cells, but not from “high-
positive” THP-1 cells.

Table 1 The effects of carbon black (CB) and urban dust
(UD) on phagocytosis and autophagy (LC3A/B expres-
sion) in human monocyte-macrophage cell line – THP-1
cells. Cells were grown for 24 h in the culture medium
supplemented with 200 mg�mL�1 CB or UD. In some
experiment, cells were pretreated for 24 h with
100 mg�mL�1 buthionine sulfoximine (BSO) to deplete

glutathione. Phagocytosis and autophagy were quantified
in flow cytometry in double-(green/red)-stained cells, and
results were expressed as % of positive or negative cells.
Median green/red fluorescence intensities were calculated
and are shown as phagocytosis/autophagy ratios for differ-
ent cell subpopulations

Negative (%)

Low-positive High-positive

Fraction (%) Ratio Fraction (%) Ratio

Control 61 � 8.8 4 � 2.5 39 � 5.2 0.40 � 0.06
BSO 42 � 7.4** 13 � 4.1** 0.20 � 0.04 45 � 7.6 0.32 � 0.05
CB 53 � 7.1## 3 � 2.6## 47 � 5.3* 0.40 � 0.06
UD 38 � 5.6** 24 � 5.3**##^^ 0.20 � 0.05 38 � 4.9## 0.22 � 0.03**^
BSO + CB 54 � 6.9 3 � 3.3## 46 � 5.9* 0.41 � 0.05
BSO + UD 16 � 8.1**##^^ 23 � 4.2**## 0.11 � 0.04#^ 61 � 8.2**##^^ 0.75 � 0.08**##^^

*p < 0.05; **p < 0.01 – for comparisons with the corresponding control cells
##p < 0.01 – for comparisons with the corresponding BSO-treated cells
^p < 0.05; ^^p < 0.01 – for comparisons with CB or UD, respectively
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4 Discussion

Environmental pollutants damage respiratory
cells, cause inflammation, and increase the inci-
dence of respiratory and cardiovascular diseases.
Due to heterogeneous, time- and place-dependent
composition of PM, changeability of exposure,
and highly variable clinical presentations such as
acute and chronic toxicity, inflammation, autoim-
munity, and tumorigenesis, the clinical and exper-
imental problem is complex. Moreover, there is
no valuable diagnostic and predictive biomarker
that can be used in monitoring the risk of PM
exposures and disease progression.

Mononuclear phagocytes are protecting cells
of the respiratory tract. They have the ability to
phagocyte foreign compounds and pathogens and
play important roles in innate and adaptive
immunity and inflammation (Baharom et al.
2017). The activation of phagocytes may be
caused not only by viruses and bacteria (Dale
et al. 2008) but also by different chemical stimuli,
including PM (Alexis et al. 2006). THP-1 cells, a
human monocyte-macrophage cell line, are
widely used an in vitro model for investigating
cell differentiation and changes in cell functions.
THP-1 cells are redox dependent and are useful in
the assessment of effects of PM, a powerful
prooxidant (Lawal 2017). Oxidative stress can
affect the physiology of immune cells. The intra-
cellular redox balance is tightly regulated in
macrophages, where reactive oxygen species are
necessary to cell maturation, interleukin produc-
tion, and phagocytosis (Li et al. 2018; Szab-
ó-Taylor et al. 2017). THP-1 cells are especially
fragile to redox imbalance. These cells require
2-mercaptoethanol-supplemented culture
medium to protect their thiol-dependent homeo-
stasis (Grodzki et al. 2013). Nonetheless, these
cells are often used as a model to study human
inflammatory responses (Nicholas and Sumbayev
2009; Dobrovolskaia et al. 2008).

The present study demonstrates that the
response of THP-1 cells to CB and UD is differ-
ent. The CB was able to affect, to an extent,
phagocytosis of THP-1 cells without a substantial
effect on autophagy, while UD disparately

affected autophagy with only a limited effect on
phagocytosis. Moreover, both UD and, to a
degree, BSO, but not CB, produced binary
scatterplots of cell subpopulations, with two dif-
ferent phagocytic/autophagic cell phenotypes. An
increased number of activated cells with very
high autophagy and phagocytosis was observed
after UD, CB, or BSO. An interesting observation
was that for quite a few, but not all cells with
lower activation profile, autophagy predominated
over phagocytosis. Definitely not all THP-1 cells
responded to UD or BSO in a similar way, and
there are several possible explanations. Firstly, it
seems that autophagy might be stimulated by the
accumulation of damaged proteins, heat shock
proteins, or by apoptosis due to significant
UD-mediated oxidative stress (Lai et al. 2016).
There is experimental evidence on the crosstalk
between apoptosis and autophagy (Booth et al.
2014). Secondly, monocytes may respond to the
UD stimulus by differentiating into macrophages
that are of two phenotypes: M1 and M2.
Activated M1 macrophages produce oxygen and
nitrogen radicals, secrete TNF-α and IL-1, and
facilitate complement-mediated phagocytosis
(Hao et al. 2012). Activated M2 macrophages
express high levels of proteins that are relevant
in the immune suppression and tumor pro-
gression (Mantovani et al. 2003). Thirdly,
UD-induced alterations may also represent
canonical and noncanonical autophagic pro-
cesses, such as LC3-associated phagocytosis,
but more detailed mechanistic study is required
to prove the intermediacy of noncanonical
autophagy in the biological effect of UD. We
submit that the most suitable scenario for
diversified cell activation is the host cellular pro-
tein damage, followed by increased
ubiquitination, stimulation of autophagy, and
phagocytosis since latex beads covered with
FITC-labeled antibodies are probably unable to
induce autophagy by themselves.

The present findings indicate that BSO
pretreatment may induce GSH depletion and
redox imbalance in THP-1 cells (data not
shown) and similar results have been obtained in
THP-1 cells by others (Grodzki et al. 2013).
When GSH is depleted in THP-1 cells, autophagy
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increases, as evidenced by increased expression
of LC3 protein and autophagic vesicle numbers
(Mancilla et al. 2015). It has been shown that
THP-1 cells are activated by PM. Once activated
they release cytokines, TNF-α, superoxides, and
nitric oxides (Park et al. 2016), which may be
relevant to PM-induced effects, especially consid-
ering a strong prooxidative potential of UD
(Manzano-Leon et al. 2013; Donaldson et al.
2001).

In the present experimental model, CB was
able to normalize the BSO-induced increase of
“low-positive” (autophagy/phagocytosis) cell
numbers. Coarse CB should not be definitely
considered as a toxic agent, but the published
data show that a small-size nanomolecular carbon
can trigger toxicity (Stoeger et al. 2006). How-
ever, as a nonreactive substance, CB can affect
rather cell physiology than biochemistry. THP-1
cells are able to uptake CB molecules (Sahu et al.
2014), but in our experiments there was no visible
competition of CB with latex beads in the phago-
cytosis assay. Considering CB and oxidative
stress, it has been shown that fine CB is without
a significant effect on redox imbalance, which
demonstrates the aptitude of surface area-
dependent oxidative stress (Zhao and Riediker
2014; Donaldson et al. 2003).

The present study shows a relatively small
increase in the number of cells stained with
LC3-associated phagocytosis after CB expo-
sure, but the process was stimulated. Moreover,
CB was able to reverse the increasing effect of
BSO pretreatment on “low-positive” phagocy-
tosis/autophagy cell. It is possible that our CB
samples contained some small-size carbon since
carbon nanoparticles can alter the phagocytic
capacity of monocytes (Sahu et al. 2014) or
can induce ubiquitin-dependent autophagy (Liu
et al. 2017).

CB nanoparticles are also reported to cause
cytotoxic injury, increase the level of
proinflammatory chemokines, and inhibit cell
growth (Yamawaki and Iwai 2006). Clinical and
animal studies have also confirmed the role of CB
nanoparticles in aggravating pulmonary disorders
such as asthma, lung cancer, pulmonary fibrosis,
and systemic cardiovascular disorders

(Donaldson et al. 2005). The present findings
show that the effects of CB are less affected by
changes in intracellular GSH levels than those of
UD and that CB molecules are significantly less
disposed to induce prooxidative changes. On the
other hand, there is an asymmetric synergy
between BSO and UD in increasing the number
of highly stimulated (autophagy and phagocyto-
sis) cell, but this type of interaction is not visible
in a fraction of cells with a lower stimulation level
and with relatively higher autophagy. Since
autophagy is considered an important transition
from apoptosis to differentiation of monocyte
(Zhang et al. 2012), the hypothesis on distinct
cellular activation pathways may be functionally
and diagnostically important, but it should be
validated using cell sorting and by additional
functional, biochemical, and cytochemical
assays. It seems, however, that the ability to dis-
criminate between these related, yet probably
distinct, pathways of cell activation may be useful
in the future approaches to PM-induced
pneumotoxicity, inflammation, and
tumorigenesis.
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Abstract

Gender seems to be an important factor
influencing the response to recombinant
human growth hormone (rhGH) therapy in
GH-deficient adolescents and adults. The
results of studies evaluating gender-specific
response to rhGH therapy in prepubertal
GH-deficient children are divergent. The aim
of this study was to determine the effect of
gender on the growth and insulin-like growth
factor-1 (IGF-1) responses in 75 prepubertal
GH-deficient children during the first 2 years
of rhGH therapy. There were no baseline gen-
der differences in age, bone age, anthropo-
metrical parameters, and IGF-1 SDS for bone
age. After the initiation of rhGH therapy, there
were no gender-specific differences
concerning the reduction of height deficit.
Serum IGF-1 levels were higher in the prepu-
bertal GH-deficient girls than in the
age-matched boys, but the difference was not
significant when expressed as IGF-1 SDS for
bone age. The increase in IGF-1 SDS for bone

age was significantly greater in girls versus
boys after the first 6 months of therapy, com-
parable between girls and boys after the first
year of therapy, and tended to be higher in
boys after the second year of therapy. In con-
clusion, prepubertal GH-deficient girls and
boys do not differ significantly in growth
response in the first 2 years of rhGH therapy.

Keywords

Body height · Gender · Growth · Growth
hormone deficiency · Growth hormone
therapy · Insulin-like growth factor ·
Prepubertal children

1 Introduction

Childhood growth hormone deficiency (GHD)
was the first formally approved indication for
administering growth hormone (GH), which was
at first pituitary-derived and then produced with
recombinant DNA technology. The discovery of
recombinant human GH (rhGH) made it possible
to extend the indications for this therapy. Nowa-
days, apart from childhood GHD, therapeutic use
of rhGH includes GHD in transition from child-
hood to adulthood and also adult GHD (Ranke
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and Wit 2018). Treatment with rhGH in pediatric
population seems very effective, especially in
GH-deficient children whose therapy starts before
puberty, but the long-term outcomes are not
always satisfactory (Witkowska–Sędek et al.
2018; Witkowska–Sędek et al. 2016; Reiter
et al. 2006; Lanes 2004; Wit 2002). In children
with GHD, effectiveness of long-term rhGH
replacement therapy depends on both
pre-treatment and treatment-related factors, such
as birth weight, baseline height deficit, age at the
initiation of treatment, height at the start of
puberty, duration of therapy, target height, and
the rhGH dose and frequency of its injection
(Tomaszewski et al. 2018; Polak et al. 2017;
Stagi et al. 2017; Murray et al. 2016; Ross et al.
2010, 2015; Oberbauer 2014; Darendeliler et al.
2011; Cohen et al. 2002; Wasniewska et al.
2000). Gender may also be an important factor
influencing the response to rhGH therapy in
GH-deficient patients, but the results of available
studies indicate that such associations are mainly
found in GH-deficient adolescents during puberty
and in GH-deficient adults, which confirms the
role of sex steroids (Columb et al. 2009; Svensson
et al. 2003; Drake et al. 2001; Span et al. 2000;
Johansson 1999). Several studies have revealed
that GH-deficient women require higher rhGH
doses to achieve the same biological effects as
that in men (Ezzat et al. 2002; Nilsson 2000;
Bengtsson et al. 1999; Hayes et al. 1999; Burman
et al. 1997). The authors evaluating gender-
specific response to rhGH therapy in prepubertal
GH-deficient children report divergent results, but
most indicate an important role of GH doses
administered (Sävendahl et al. 2012; Darendeliler
et al. 2011; Ross et al. 2010; Rose et al. 2005;
Ranke et al. 1999).

Gender-specific differences in the regulation
of neuroendocrine control of the hypothalamic–
pituitary–insulin-like growth factor-1 (IGF-1)
axis and sensitivity to GH and IGF-1 are also
postulated (Cohen et al. 2002; Veldhuis et al.
2000; Giustina and Veldhuis 1998). Taking into
account the fact that prepubertal girls and boys
differ in serum estradiol and testosterone
concentrations, the content of sex steroids could
lead to gender dimorphism in IGF-1 levels and

response to rhGH therapy, even before the onset
of puberty (Courant et al. 2010; Demerath et al.
1999; Klein et al. 1994). The latest observations
suggest that not only growth response but also
metabolic outcomes of rhGH replacement therapy
seem to be gender-specific in GH-deficient pre-
pubertal children (Ciresi et al. 2018). Therefore,
the aim of this study was to determine the effect
of gender on the growth response and changes in
IGF-1 levels in prepubertal GH-deficient children
during the first 2 years of rhGH replacement
therapy.

2 Methods

2.1 Patients

In this retrospective study we analyzed data of
medical files of 75 prepubertal children (28 girls
and 47 boys) with isolated idiopathic GHD
treated with rhGH from 2011 to 2018. We exam-
ined the effect of gender on the growth response
and IGF-1 levels during the first year of rhGH
replacement therapy in all 75 children and during
the first 2 years of therapy in 62 of them (24 girls
and 38 boys). All patients remained prepubertal
until the end of the study time. GHD was
diagnosed based on the peak GH release below
10 ng/ml in a nocturnal test of spontaneous GH
secretion and in two pharmacological tests with
different stimuli (clonidine, insulin, arginine, or
glucagon). All of the children fulfilled the follow-
ing criteria of the Polish program for rhGH
replacement therapy in short children with
GHD: height below the third percentile for age
and gender according to Polish growth charts,
height velocity (HV) below ‐1 SD of the mean
for age- and sex-matched Polish population, and a
delay in bone age. Magnetic resonance imaging
of the hypothalamic–pituitary region was
conducted in all the patients to exclude organic
lesions. Recombinant human GH was given sub-
cutaneously once daily at bedtime. The mean
rhGH doses (mg/kg/week) administered to girls
and boys in the first 6 months and in the first and
second year of rhGH replacement therapy are
reported in Table 1. The following baseline and
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Table 1 Comparison between growth hormone (GH)-deficient prepubertal girls and boys at baseline and during the first
2 years of recombinant human GH (rhGH) replacement therapy

Parameter Girls Boys P-value

Baseline
Number of patients 28 47
Age (years) 7.8 � 2.4 7.4 � 2.1 ns
Bone age (years) 5.9 � 2.6 5.0 � 2.0 ns
Bone age delay (years) 1.9 � 1.0 2.4 � 1.1 ns
Peak GH (ng/ml) 7.7 � 1.4 7.1 � 2.2 ns
Height SDS – 2.58 � 0.49 – 2.71 � 0.61 ns
Weight SDS for height–age – 0.25 � 0.76 – 0.37 � 0.50 ns
BMI SDS for height–age – 0.40 � 1.04 – 0.47 � 0.71 ns
HV (cm/year) 5.2 � 1.2 4.9 � 1.1 ns
IGF-1 (ng/ml) 108.0 (71.3–153.0) 67.7 (42.1–96.9) < 0.01
IGF-1 SDS 0.04 (– 0.40–0.66) – 0.25 (– 0.95–0.43) ns
After 6 months’ therapy
Number of patients 28 47
Height SDS – 2.24 � 0.55*** – 2.28 � 0.56*** ns
Weight SDS for height–age – 0.35 � 0.70 – 0.36 � 0.42 ns
BMI SDS for height–age – 0.46 � 0.95 – 0.49 � 0.57 ns
HV (cm/6 months) 4.5 � 0.8 5.0 � 0.9 < 0.05
IGF-1 (ng/ml) 249.0 (153.0–301.0)** 142.0 (109.0–202.0)** < 0.001
IGF-1 SDS 2.68 (1.03–5.41)** 1.47 (0.45–2.72)** < 0.01
Delta IGF-1 SDSsix months–baseline 3.74 (1.60–5.58) 1.88 (0.90–2.58) < 0.01
GH dose in the first 6 months (mg/kg/week) 0.179 � 0.010 0.178 � 0.010 ns
After 1 year’s therapy
Number of patients 28 47
Age (years) 8.8 � 2.4 8.4 � 2.1 ns
Bone age (years) 7.5 � 2.8*** 6.3 � 2.3*** < 0.05
Bone age delay (years) 1.3 � 1.0*** 2.4 � 2.1 < 0.01
Height SDS – 1.98 � 0.56*** – 2.01 � 0.57*** ns
Weight SDS for height–age – 0.33 � 0.65 – 0.31 � 0.41 ns
BMI SDS for height–age – 0.42 � 0.89 – 0.35 � 0.58 ns
HV (cm/year) 8.6 � 1.2*** 9.0 � 1.4*** ns
IGF-1 (ng/ml) 313.5 (140.0–377.0)** 173.5 (131.0–221.0)** < 0.01
IGF-1 SDS 1.60 (0.66–4.27)** 1.54 (0.89–2.56)** ns
Delta IGF-1 SDSfirst year–baseline 2.09 (0.85–4.08) 1.90 (0.70–3.44) ns
GH dose in the first year (mg/kg/week) 0.179 � 0.010 0.178 � 0.010 ns
After 2 years’ therapy
Number of patients 24 38
Age (years) 10.0 � 2.3 9.5 � 2.1 ns
Bone age (years) 9.0 � 2.7*** 7.9 � 2.2*** ns
Bone age delay (years) 1.0 � 0.9*** 1.6 � 1.1* < 0.05
Height SDS – 1.74 � 0.60*** – 1.66 � 0.6*** ns
Weight SDS for height–age – 0.30 � 0.48 – 0.27 � 0.41 ns
BMI SDS for height–age – 0.33 � 0.62* – 0.30 � 0.55 ns
HV (cm/year) 7.4 � 1.1*** 7.1 � 0.9*** ns
IGF-1 (ng/ml) 316.5 (227.0–431.5)** 217.0 (171.0–327.0)** < 0.05
IGF-1 SDS 2.14 (0.78–2.83)** 2.22 (1.60–4.37)** ns
Delta IGF-1 SDSsecond year–baseline 1.88 (0.77–3.39) 2.77 (1.69–4.37) ns
GH dose in the second year (mg/kg/week) 0.181 � 0.01 0.177 � 0.02 ns

Data are presented as means � SD or median with interquartile ranges. Peak GH maximum growth hormone release in
diagnostic tests, SDS standard deviation score, BMI body mass index, HV height velocity, IGF-1 insulin-like growth
factor-1, delta IGF-1 SDS change in IGF-1 SDS after the initiation of growth hormone replacement therapy, *p < 0.05 vs.
baseline; **p < 0.01 vs. baseline; ***p < 0.001 vs. baseline



treatment parameters were evaluated: peak GH
levels, height, weight, HV, serum IGF-1
concentrations, and bone age. Body mass index
(BMI) was calculated as weight in kilograms
divided by height in square meters. Height
measurements were expressed as standard devia-
tion scores (SDS) for chronological age, while
weight measurements and BMI were expressed
as SDS for height–age. Baseline HV was calcu-
lated using data from 6 to 12 months before the
onset of rhGH therapy. Bone age was evaluated at
baseline and after the first and the second year of
rhGH therapy (Greulich and Pyle 1959).

2.2 Biochemical Analysis

Serum GH content (in pre-treatment diagnostic
tests) and IGF-1 content (at baseline, after
6 months, and after the first and second year of
rhGH replacement therapy) were measured by an
immunoassay using Immulite 2000 Xpi Analyzer
(Siemens; Erlangen, Germany). The IGF-1 con-
tent was converted to IGF-1 SDS for gender and
bone age based on the normative data provided by
the manufacturer (Siemens Healthcare
Diagnostics Inc; Deerfield, IL).

2.3 Statistical Analysis

Data were reported as means �SD or medians
and interquartile ranges. Data distribution was
checked with the Shapiro–Wilk normality test.
Comparisons between girls and boys were
conducted using a t-test for normally distributed
and the Mann–Whitney U test for non-normally
distributed data. Comparisons between baseline
and treatment values of the same parameter were
conducted using repeated measures of ANOVA
with Bonferroni post hoc test for normally
distributed and the Friedman test with post hoc
comparisons for non-normally distributed data. A
P value <0.05 was considered significant. Data
were analyzed using a Statistica v13.1 software
package (StatSoft, Tulsa, OK).

3 Results

The comparison between GH-deficient prepuber-
tal girls and boys at baseline and during the first
2 years of rhGH replacement therapy is presented
in Table 1. At baseline there were no significant
differences in the chronological age, bone age,
peak GH response in diagnostic tests, height
SDS, weight SDS for height–age, BMI SDS for
height–age, or HV between girls and boys.
Although there were no significant gender
differences in baseline bone age delay, the ten-
dency for greater bone age delay was observed in
boys (p ¼ 0.065). Baseline serum IGF-1 levels
were significantly higher in girls than those in
boys (p < 0.01), but after transforming the values
to IGF-1 SDS for bone age, the difference was
insignificant.

HV increased significantly after the first year
of rhGH replacement therapy (p < 0.001 vs. base-
line) and remained higher than baseline in the
second year of rhGH therapy (p < 0.001 vs. base-
line), regardless of gender. Height SDS increased
significantly as early as at the first 6 months of
therapy (p < 0.001 vs. baseline for both girls and
boys). Weight SDS for height–age did not change
significantly during rhGH therapy in either gen-
der. BMI SDS for height–age increased signifi-
cantly (p < 0.05) in girls after the second year of
therapy compared to the baseline values and
tended to increase in the same period in boys,
without reaching statistical significance. Bone
age advanced significantly after the onset of
rhGH therapy in both girls and boys (p < 0.001
vs. baseline). The serum IGF-1 content (p < 0.01
for both genders) and IGF-1 SDS for bone age
(p < 0.01 for both genders) increased significantly
as early as at the first 6 months of therapy and
remained higher than baseline throughout the
2-year treatment period. All the significant
changes in anthropometric and biochemical
parameters during rhGH therapy compared to
the baseline values are reported in Table 1.

There were no significant gender differences in
height SDS, weight SDS for height–age, and BMI
SDS for height–age during rhGH therapy. Height
velocity in the first 6 months of therapy was
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significantly higher in boys than in girls (p <
0.05), but when calculated after the first and the
second year of therapy, it failed to differ signifi-
cantly between genders. Bone age was signifi-
cantly higher in girls (p < 0.05) than that in boys
after the first year and tended to be higher in girls
after the second year of therapy as well (p ¼
0.071). The serum IGF-1 content remained sig-
nificantly higher in girls than that in boys after the
first 6 months (p < 0.001) and after the first (p <
0.01) and second (p < 0.05) year of therapy, but
IGF-1 SDS for bone age was significantly higher
in girls than that in boys only after the first
6 months of therapy (p < 0.01).

There were no significant gender-specific
differences in the reduction in height deficit
(delta height SDS) after the first 6 months, the
first year, and the second year of rhGH therapy
(data not shown). A significant reduction in bone
age delay compared to the baseline values was
observed after the initiation of therapy in both
genders, but in girls it occurred as early as after
the first year of therapy (p < 0.001), and in boys
later, after the second year of therapy (p < 0.05).
Despite that, bone age delay remained signifi-
cantly higher in boys than that in girls after both
the first (p < 0.01) and the second (p < 0.05) years
of rhGH therapy.

The increase in IGF-1 SDS for bone age after
the initiation of rhGH therapy, in comparison to
the baseline values (delta IGF-1 SDS), was sig-
nificantly higher in girls than that in boys after the
first 6 months (IGF-1 SDSsix months–baseline) of
therapy (p < 0.01), did not differ significantly
after the first year (IGF-1 SDSfirst year–baseline),
and tended to be higher in boys after the second
year (IGF-1 SDSsecond year–baseline) of therapy (p¼
0.069). The comparison of changes in IGF-1 SDS
during rhGH replacement therapy between girls
and boys is presented in Fig. 1.

4 Discussion

In this study we failed to find any significant
differences in height deficit, weight SDS for
height–age, and BMI SDS for height–age
between age-matched prepubertal girls and boys

with isolated idiopathic GHD either at baseline or
during the first 2 years of rhGH therapy. Baseline
height velocity, bone age, and peak GH levels in
diagnostic tests did not differ significantly
between genders either. Although height velocity
in the first 6 months of therapy was higher in boys
than in girls, height deficit reduction during that
period was not different between genders. There
were no gender differences in height velocity
calculated after the first year of rhGH therapy or
in height velocity in the second year of therapy.
Our findings were similar to those reported earlier
by other researchers. Rose et al. (2005), who
analyzed data of prepubertal children with
isolated idiopathic GHD from the Pfizer Kabi
International Growth Study (KIGS) database,
did not find any statistically significant gender
differences in height gain and height velocity
after the second and third year of rhGH replace-
ment therapy. In contrast to our observations,
those authors have noticed that baseline height
deficit is greater in girls than in boys, and the
difference remains significant after the initiation
of rhGH therapy. The authors postulate that these
baseline differences in height deficit could reflect
greater societal tolerance for short stature in girls
than in boys. They conclude that their results
support the hypothesis that gender differences in
response to rhGH replacement therapy observed
in GH-deficient patients, mainly adolescents and
adults, result from the effects of sex steroids on
tissues and binding proteins rather than from
chromosomal differences, and that is why the
differences are not apparent before puberty. The
limitations of their study are that IGF-1 content
was not analyzed at baseline and after the initia-
tion of rhGH therapy, and that a narrow range of
rhGH dose was used (0.25–0.35 mg/kg/week).
A later study by Ross et al. (2010) has revealed
that there were no gender-specific differences
during the 2-year-long rhGH therapy not only in
GH-deficient children but also in other groups of
children treated with rhGH, such as children with
idiopathic short stature, multiple pituitary hor-
mone deficiency, or Noonan syndrome. Similar
results of short- and long-term rhGH therapy have
been reported in an earlier study of Haffner et al.
(1998) in a group of prepubertal children with
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chronic renal failure. In contrast to the
abovementioned studies, Sävendahl et al. (2012)
have reported a significantly higher reduction in
height deficit in prepubertal GH-deficient and
small for gestational age boys versus girls during
the first 2 years of rhGH therapy, with no gender
differences in changes of IGF-1 SDS.

In the present study, we found that the serum
baseline IGF-1 levels were significantly higher in
girls than in boys; the gender difference was
sustained after 6 months and the first and second
year of rhGH replacement therapy. This differ-
ence, however, was unaccompanied by other gen-
der differences in chronological age, height
deficit, or peak GH level in diagnostic tests.
Given that our study group consisted of prepuber-
tal children of the mean age not exceeding
8 years, the results are in opposition to the fact
that in healthy prepubertal children the IGF-1
levels do not differ between genders and
depend only on age (Bereket et al. 2006;
Löfqvist et al. 2001). Significant gender-specific
differences in the serum IGF-1 level are observed
after the onset of puberty and reach the highest
values earlier in girls than in boys (14 vs.

15 years) (Bereket et al. 2006; Löfqvist et al.
2001; Juul et al. 1994). On the other hand, Yüksel
et al. (2011), who analyzed data of a large cohort
of healthy children younger than 6 years of age,
confirmed that serum IGF-1 levels slowly
increase with age but simultaneously found that
IGF-1 levels differed between genders, and were
lower in girls than in boys only at the age of
6 months. In the present study, dissimilarities in
serum IGF-1 concentrations were observed at
baseline and during rhGH therapy, but differences
in IGF-1 SDS for bone age were found only after
the first 6 months of rhGH therapy, which could
reflect the gender differences in bone age. The
delay in bone age tended to be higher in boys than
in girls at baseline, and then it became signifi-
cantly higher in boys versus girls after the first
and second year of rhGH therapy. The increase in
IGF-1 SDS during rhGH therapy was signifi-
cantly higher in girls versus boys during the first
6 months of therapy. The increase then did not
differ significantly when calculated after the first
year of therapy and tended to be higher in boys
than in girls within the first 2 years of therapy.
Although the higher increase in IGF-1 SDS
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Fig. 1 Comparison of
changes (delta (Δ)
difference) in insulin-like
growth factor-1 standard
deviation score (IGF-1
SDS) between girls and
boys after 6 months, the
first year, and the second
year of recombinant human
growth hormone (rhGH)
replacement therapy. The
difference between boys
and girls was significant
after 6 months of therapy
(p < 0.05), insignificant
after 1 year of therapy, and
tended to be of borderline
significance after 2 years of
therapy (p ¼ 0.069)
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within the first 6 months of therapy was found in
girls, height velocity in that period was greater in
boys. Those findings seem to support the hypoth-
esis that sensitivity to IGF-1 and responsiveness
to rhGH are gender-specific, even in prepubertal
children (Cohen et al. 2002), and that prepubertal
GH-deficient girls require higher IGF-1 levels to
achieve similar growth response to that of
GH-deficient prepubertal boys. Previous studies,
which indicate gender dimorphism concerning
the content of sex steroids, not only after the
onset of puberty but also in prepubertal children
(Courant et al. 2010; Klein et al. 1994), could
partially explain gender-specific differences in
IGF-1 sensitivity and response to rhGH therapy.
Estradiol levels in prepubertal girls are much
higher than in prepubertal boys (Courant et al.
2010; Klein et al. 1994), and conversely, serum
testosterone is higher in prepubertal boys than in
prepubertal girls (Demerath et al. 1999).
Differences in body composition, reported in pre-
pubertal girls and boys, could also contribute to
gender-specific IGF-1 and GH responsiveness
(Abdenur et al. 1994).

The important role of GH dose administered
to prepubertal GH-deficient children during ther-
apy is worthy of note. Cohen et al. (2002) have
shown that the effects of rhGH therapy on
growth and serum IGF-1 levels are gender-
specific, only in patients who receive sufficiently
high rhGH doses. Those authors randomized
prepubertal GH-deficient children to receive
low (0.025 mg/kg per day), medium (0.05 mg/
kg per day), and high (0.10 mg/kg per day) rhGH
dose and found that the increases in height SDS
and serum IGF-1 and IGF-binding protein-3
(IGFBP-3) were dose- and gender-specific.
Boys had a linear GH dose response, whereas
girls had an apparent plateau of both growth and
IGF-1 SDS responses at medium rhGH dose.
The authors suggest that the efficacy and safety
of GH therapy can be optimized by modulating
the rhGH dose in a gender-specific manner,
based on the growth response and serum IGF-1
and IGFBP-3 levels. All of the patients of the
present study received an rhGH dose, on
average, about 0.18 mg/kg/week, which

approximately corresponds to the lower limit of
the recommended range. We did notice, even
with this small dose, a plateau in the IGF-1
SDS increase of the first 6 months of therapy,
after the further first and second year of therapy.

Ciresi et al. (2018), who have evaluated the
effect of gender on several clinical and glucolipid
metabolism parameters in a cohort of prepubertal
GH-deficient children during the first 2 years of
rhGH replacement therapy, report a lack of
gender-specific differences in height, IGF-1
values, fasting glucose and insulin levels,
glycated hemoglobin (HbA1c), insulin resistance
index (HOMA–IR), and the lipid profile. On the
other hand, those authors have found that after the
second year of therapy, girls show a significantly
higher BMI and lower insulin sensitivity index
(ISI) and oral disposition index (DIo) than
boys. Taking into account that IGF-1 is involved
in the glucose metabolism alterations during
rhGH therapy (Witkowska–Sędek et al. 2018;
Rothermel and Reinehr 2016; Vijayakumar et al.
2010), higher IGF-1 content found in girls in the
present study supports the hypothesis that
girls are at a higher risk of glucose-related
abnormalities. The relationships between gender
and metabolic profile during rhGH therapy require
further studies using alternative study designs.

In conclusion, prepubertal growth hormone-
deficient girls and boys do not differ significantly
in growth response during the first 2 years of
rhGH replacement therapy. Baseline and
on-treatment content of serum insulin-like growth
factor-1 is higher in prepubertal growth hormone-
deficient girls than that in age-matched boys, but
the difference becomes insignificant when
expressed as IGF-1 SDS for bone age at baseline
and after the first and second year of rhGH
therapy.
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Abstract

The incidence of urolithiasis in infants is
unknown. The aim of this study was to inves-
tigate clinical characteristics, nutrition, cal-
cium, phosphate, 25-hydroxyvitamin D (25
(OH)D), alkaline phosphate, and parathyroid
hormone in infants with urolithiasis. There
were 32 infants (23 boys and 9 girls) of the
mean age of 6.4 � 3.7 months (range 2–-
12 months), with diagnosis of urolithiasis
enrolled into the study. Boys were younger
than girls (5.3 vs. 9.1 months, respectively;
p < 0.05). The infants were receiving prophy-
lactic vitamin D3. Twenty-one of them were
fed with milk formula, 9 were breastfed, and
2 were on a mixed diet. The major clinical
symptoms consisted of irritability in
19 (59%) and urinary tract infection in
6 (19%) infants. Hypercalcemia and

hyperphosphatemia were detected in the
serum in 30 (94%) and 19 (60%) infants,
respectively. The serum calcium level was
higher in boys than girls (10.8 vs. 9.8 mg/dL,
respectively; p < 0.05). Four (12.5%) infants
had increased activity of alkaline phosphatase.
The serum level of 25(OH)D was high in
3 (9%), low in 2 (6%), and normal in
27 (85%) infants. Parathyroid hormone was
low in eight (25%) infants. Hypercalciuria
and hyperphosphaturia were found in
11 (34%) boys and 8 (25%) girls. Family his-
tory of urolithiasis was positive in eight (25%)
infants. We conclude that urolithiasis occurs in
infancy more often in boys fed with milk for-
mula and in those who received vitamin D
supplementation. Hypercalcemia, hyperpho-
sphatemia, and hypercalciuria are the most
common changes present in clinical metabolic
tests.

Keywords
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1 Introduction

The incidence of pediatric urolithiasis depends on
the geographic, genetic, and socioeconomic
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factors and is on the rise worldwide (Weigert and
Hoppe 2018; Jobs et al. 2014; López and Hoppe
2010). Approximately 10% of all cases of urinary
stones are diagnosed in infants (Hesse 2005).
Urolithiasis appears at any age in pediatric popu-
lation. In the youngest infants, predisposing
causes can be recognized in 75–80% of patients
(Walther et al. 1980). The most common risk
factors of urinary stone formation are metabolic
changes such as hypercalciuria, hyperoxaluria,
and hypocitraturia (Milliner and Murphy 1993).

25-Hydroxyvitamin D (25(OH)D) has pleio-
tropic effects in human body, since vitamin D
receptors are expressed in the majority of cells
(Unal et al. 2014). The all-presence of vitamin D3

receptors has clinical implications in that it may
have to do with a reduction of risk of cancer,
autoimmune and infectious diseases, depression,
diabetes, and cardiovascular incidents (Pludowski
et al. 2018). Vitamin D3 in a dose of 400 IU a day
for infants, who are exclusively breastfed, is
recommended by the Institute of Medicine of
the US National Academy of Sciences, the Amer-
ican Endocrine Society, the European Society for
Pediatric Gastroenterology Hepatology and
Nutrition, and the American Academy of Pediat-
rics to prevent rickets (Holick et al. 2011; IOM
2011). The serum concentration of 25(OH)D
between 20 and 50 ng/mL is established as the
normal range. A routine measurement of 25(OH)
D is not recommended for healthy infants, but
those with chronic diseases can benefit from mon-
itoring. In some patients, however, vitamin D3

supplementation may have significant adverse
effects such as hypercalcemia, hypercalciuria,
constipation, hypertension, nephrocalcinosis, or
urolithiasis. Therefore, this study seeks to define
the relationship between the content of 25(OH)D
and calcium and urolithiasis in infants aged under
12 months.

2 Methods

Thirty-two infants aged 2–12 months (23 boys
and 9 girls), who had been referred to the Depart-
ment of Pediatrics and Nephrology of Warsaw
Medical University in Warsaw, Poland, due to

newly diagnosed urolithiasis, were investigated.
The exclusion criteria were chronic liver or kid-
ney diseases, history of prematurity or low birth
weight (< 2,500 g), and a failure to growth. The
survey was conducted on nutrition, vitamin D3

supplementation, clinical symptoms, and family
history of urolithiasis. The serum levels of cal-
cium (Ca), phosphate (P), alkaline phosphatase
(ALP), parathyroid hormone (PTH), 25(OH)D,
and capillary blood gas and acid-base content
were investigated. In addition, urinary calcium,
phosphate, magnesium, and creatinine were
investigated in random urine samples. These
measurements were conducted with a
dry-chemistry method (VITROS 5600, Ortho
Clinical Diagnostics, Raritan, NJ 08869). The
PTH content was measured with an
immunoenzymatic method using the Immulite
2000xPi system (Siemens Medical Solutions
Diagnostics, NJ) with a reference range of
10–65 pg/mL. The serum content of vitamin D3

was measured with the chemiluminescence
method using the ARCHITECT i1000SR system
(Abbott Diagnostics; Chicago, IL), with a refer-
ence range of 20–50 ng/mL. The urine calcium/
creatinine (Ca/Cr), magnesium/creatinine, and
phosphate/creatinine (P/Cr) ratios were calcu-
lated. The reference range for Ca/Cr was taken
as less than 0.81 (Habbig et al. 2011; Hoppe and
Kemper 2010). The infants were divided into the
female and male groups. Metabolic indicators
were compared between the two groups.

Data were presented as means �SD and
95 confidence intervals (95%CI). Differences
between the female and male groups were
evaluated with a two-tailed unpaired t-test. A
p-value <0.05 defined statistically significant
differences. The analysis was performed using a
commercial Statistica package v11.0 for
Windows (StatSoft; Tulsa, OK).

3 Results

Table 1 shows the baseline characteristics of
infants with urolithiasis. Urinary stones were
diagnosed by means of abdominal ultrasonogra-
phy. The calculi were seen in the left kidney in

76 A. Szmigielska et al.



25 (78%) infants, in 17 (53%) in the right kidney,
and in 9 (28%) bilaterally. Ultrasonography was
ordered in infants due to unexplained irritability in
19 (59%), urinary tract infection in 6 (19%), or a
dilation of the urinary collecting system in 7 (22%)
cases. The urinary tract infection was caused by
Pseudomonas aeruginosa in one, Klebsiella spp.
in four, and Enterobacter spp. in one infant. All of
the infants received oral vitamin D3 in a total dose
of 400–500 IU a day since the neonatal period.
Twenty-one infants received only milk formula,
supplemented with 40–56 IU of vitamin D3 per
100 ml of milk, 9 were breastfed, and 2 were both
breastfed and also received milk formula. A family
history of urolithiasis was negative in 24 (75%)
infants (Table 1).

Hypercalcemia was detected in 30 (95%) and
hyperphosphatemia in 19 (60%) infants with uro-
lithiasis. The serum PTH content was below 10 pg/
mL in 8 (25%) infants, and there was no single
case of increased PTH. An increased level of ALP
was noticed in only 4 (12%) infants, with the
remaining 28 infants having a normal ALP level.
Blood gas and acid-base content was within the
norm in all infants. The serum 25(OH)D content
was elevated in three (9%) and was below the
lower cutoff value in two (6%) infants with uro-
lithiasis. The remaining 27 infants had the level of
25(OH)D within the normal range (Fig. 1).

All of the infants had a fresh urine sample
examined under light microscopy to exclude cys-
tinuria. Hypercalciuria was found in 11 (34.4%)
patients with urolithiasis; the excretion of calcium
was within the norm in 21 (65.6%) infants.
Hyperphosphaturia was found in eight (25%)
infants. Eighteen (56.2%) infants had the Mg/Cr
ratio > 0.2 (Table 2).

The results also were stratified into the female
(mean age 9.1� 3.3 months) and male (mean age
5.3 � 2.4 months) groups. The only significant
gender difference found was a higher calcium
level in the male infants (Table 3). In addition,
we found a significant inverse correlation
between calcium and both 25(OH)D and ALP
(Table 4).

4 Discussion

Urolithiasis affects infants of all ages. In a large
study done by Zafar et al. (2018), boys are more
frequently affected, during the first 2 years of life.
The current study provided similar results as we
noticed that there were 72% of males and 28% of
females in the investigated population of infants
with urolithiasis. However, symptoms of urolith-
iasis in infants are non-specific and can remain
asymptomatic for a long time. Therefore, the
exact incidence of urinary tract stones is largely
unknown. In a study of Marzuillo et al. (2017),
about half or more infants with urolithiasis
presented abdominal or flank pain without spe-
cific urinary symptoms. In the current study, the
most common symptom of urolithiasis was unex-
plained irritability detected in 59.4% of infants. In
fact, colicky pain, hematuria, sterile pyuria, flank
tenderness, and urinary retention are rather atypi-
cal symptoms for the age of few months. A rou-
tine ultrasonography in a patient with urinary tract
infection is helpful in the diagnosis of the under-
lying urinary tract stones. In the current study, the
etiology of urinary tract infections in infants with
urolithiasis was atypical, consisting mostly of
Pseudomonas aeruginosa, Klebsiella spp., and
Enterobacter spp.

In the clinical setting, a reliable medical his-
tory is extremely important for the appropriate
diagnosis and treatment of urolithiasis in infants.
Approximately 40% of infants with urinary tract
stones have a positive family history (Van’t Hoff
2004). In the infants of the present, 25% of them
had a family history of urolithiasis. We observed
that the most important information from medical
history is that on nutrition and fluid intake.
Although breastfeeding in the first year of life is

Table 1 Baseline demographic and nutritional features of
infants with urolithiasis

Mean age (months) 6.4 � 3.7
Birth weight (g) 3,260–4,020
Males; n (%) 23 (72)
Females; n (%) 9 (28)
Milk formula feeding; n (%) 21 (66)
Breastfeeding; n (%) 9 (28)
Vitamin D3 supplementation; n (%) 32 (100)
Family history of urolithiasis; n (%) 8 (25)
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Table 2 Biochemical tests in infants with urolithiasis

Biochemical tests Reference range

Serum
Ca; mg/dL 10.5 � 1.1 (10.1–10.9) 8.5–10.2
P; mEq/L 4.5 � 1.9 (3.8–5.1) 2.3–3.8
PTH; pg/mL 17.4 � 11.6 (12.9–21.8) 10–65
25(OH)D; ng/mL 35 � 18 (28–42) 20–50
ALP; IU/L 244 � 70 (218–270) 91–258
Urine
Ca/Cr; mg/mg 0.50 � 0.27 (0.40–0.60) <0.81
P/Cr; mg/mg 1.18 � 0.76 (0.90–1.47) 0.30–1.20
Mg/Cr; mg/mg 0.28 � 0.35 (0.14–0.42) 0.10

Data are means �SD (95%CI); Ca calcium, P phosphorus, PTH parathyroid hormone, 25(OH)D 25-hydroxyvitamin D,
ALP alkaline phosphatase, Cr creatinine, Mg magnesium
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Fig. 1 Serum 25(OH)D
content in infants with
urolithiasis

Table 3 Biochemical tests infants with urolithiasis stratified by gender

Biochemical tests Female infants (n=9) Male infants (n=23) Reference range

Serum
Ca; mg/dL 9.8 � 1.8 10.8 � 0.4* 8.5–10.2
P; mEq/L 3.96 � 0.81 4.61 � 2.11 2.25–3.78
PTH; pg/mL 21.1 � 9.9 16.2 � 12.1 10–65
25(OH)D; ng/mL 45 � 30 32 � 12 20–50
ALP; U/L 218 � 61 256 � 72 91–258
Urine
Ca/Cr; mg/mg 0.42 � 0.30 0.53 � 0.26 <0.81
P/Cr; mg/mg 1.24 � 0.77 1.16 � 0.77 0.30–1.20
Mg/Cr; mg/mg 0.23 � 0.12 0.30 � 0.42 0.10

Data are means �SD; Ca calcium, P phosphorus, PTH parathyroid hormone, 25(OH)D 25-hydroxyvitamin D, ALP
alkaline phosphatase, Cr creatinine, Mg magnesium; *p < 0.05
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commonly recommended, most of the infants
studied (66%) received milk formula, which is
fortified with vitamin D3. Yet aside from that,
each infant was supplemented with an additional
dose of 400–500 IU vitamin D daily.

It ought to be recognized that urolithiasis is
only a symptom of other underlying diseases.
Infants with urinary tract stones are more likely
to have metabolic disorders, especially
hypercalciuria and hypocitraturia. The prevalence
of hypercalciuria in healthy infants has been
reported at 3–7% (Skalova and Lutilek 2006).
However, the incidence of hypercalciuria in
patients with urolithiasis is much higher. In the
current study, hypercalciuria was found in 34.4%
of patients. Similar observation has been done in
a study of Ergon et al. (2017) in which
hypercalciuria is observed in 38% of infants
with urolithiasis. Fallahzadeh et al. (2012) have
evaluated 36 infants with urolithiasis and found
the presence of hypercalciuria in 27.8% of them.

Hypercalciuria can be primary or secondary.
Primary idiopathic hypercalciuria is the most com-
mon cause of calcium-containing stones in infants.
Hypercalciuria and metabolic alkalosis also are
observed in a number of genetic diseases such as
Bartter’s syndrome type 1, type 2, or infantile type
with sensorineural deafness. Other genetic causes
of hypercalciuria with urolithiasis are autosomal
dominant hypocalcemic hypercalciuria (ADHH)
(OMIM Entry – *601199) due to mutations in
the calcium-sensing receptor (CASR) gene, famil-
ial hypomagnesemia 3 (HOMG3) (OMIM Entry –

*248250) due to a defect in renal tubular transport
of magnesium, Claudins such as CLDN19 (OMIM
Entry *603959) due to transmembrane proteins
interacting with the function of tight junctions, or
different types of Dent disease (OMIM Entries
*300008, *300009, *310468) due to misfunction
of voltage-gated chloride ion channel (CLC-5).
Another reason of hypercalciuria is a distal renal
tubular acidosis. In the autosomal dominant renal
tubular acidosis syndromes (OMIM Entry
*179800, *109270), hypocitric aciduria, hypoka-
lemia, and osteomalacia are present. Other types of
renal tubular acidosis are the autosomal recessive
forms (OMIM Entry *602722, *605239) or those
with the accompanying hearing loss (OMIM Entry
*267300, *192132). In case of a suspected genetic
disease, molecular genetic testing should be
performed (Ammenti et al. 2006).

Secondary hypercalciuria in young infants is
mainly caused by vitamin D toxicity or hyper-
parathyroidism. It can develop as a result of
parenteral nutrition, high protein diet, or treat-
ment with furosemide. Hypervitaminosis D,
caused by excessive exogenous supplementation,
can also induce hypercalcemia and
hypercalciuria. However, most studies do not
support the presence of a significant association
between a higher serum level of 25(OH)D and
increased risk of urinary stone formation. Tang
and Chonchol (2013) have demonstrated that a
short-term nutritional vitamin D3 supplementa-
tion in patients with 25(OH)D deficiency does
not increase urinary calcium excretion.

Table 4 Correlation matrix showing the mutual correlations among the biochemical variables investigated in infants
with urolithiasis

Ca P PTH 25OHD ALP Ca/Cr P/Cr Mg/Cr

Ca 1.00 �0.07 0.06 �0.70** 0.26 �0.08 0.30 0.00
P 1.00 �0.04 0.10 �0.07 0.13 �0.03 �0.02
PTH 1.00 �0.16 �0.12 �0.22 0.14 �0.11
25(OH)D 1.00 �0.45 0.08 �0.01 �0.08
ALP 1.00 0.21 0.03 0.04
Ca/Cr 1.00 0.16 0.07
P/Cr 1.00 0.04
Mg/Cr 1.00

Ca calcium, P phosphorus, PTH parathyroid hormone, 25(OH)D 25-hydroxyvitamin D, ALP alkaline phosphatase, Cr
creatinine, Mg magnesium
**p < 0.001
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In the current study, we found that most of the
infants with urolithiasis had hypercalcemia. The
serum level of calcium was higher in boys than in
girls, but it failed to associate with the serum 25
(OH)D level. We excluded the possibility of
hypercalcemia due to the presence of the
Williams-Beuren syndrome (OMIM Entry
*194050) in any of the infants. This study also
demonstrates that most of the infants with urolith-
iasis had the 25(OH)D content within the normal
range and also normal activity of PTH. The serum
content of 25(OH)D was increased in only three
(9.4%) infants. Hypercalcemia and hypercalciuria
in these infants could be ascribed to the
overdosing of vitamin D3. Infants with hypercal-
cemia and a normal level of 25(OH)D have, in all
likelihood, idiopathic hypercalcemia (Nesterova
et al. 2013). The potential reason for idiopathic
infantile hypercalcemia is mutations in the
CYP24A1 gene that encodes for the enzyme
converting the active forms of vitamin D to inac-
tive metabolites (Ketha et al. 2015). Idiopathic
hypercalcemia manifests during infancy with
acute episodes of hypercalcemia, hypercalciuria,
and nephrocalcinosis (Dinour et al. 2013; Gigante
et al. 2016).

A limitation of the current study was a small
group of patients from a single clinical center. We
also encountered some difficulties in the
assessment of calcium excretion. The most impor-
tant tool in the diagnosis of hypercalciuria is a 24-h
urine collection, which is usually difficult in
infants, particularly that bladder catheterization is
not recommended in this case. In the clinical
setting, calcium excretion is most often assessed
from random urine samples, and it may somehow
vary depending on the diet, medication, and fluid
intake.

Despite these limitations we believe we have
demonstrated that the most important risk factor
for urolithiasis in infants is hypercalcemia. Partic-
ular attention should be paid to infants with
hypercalcemia who receive milk formula and
additional vitamin D3 supplementation. This
study also demonstrates that hypercalciuria was
a dominant, but not ubiquitous, metabolic abnor-
mality in urine of infants with urolithiasis. The
incidence of hypercalciuria was lower than that

hypercalcemia. Interestingly, majority of infants
with urolithiasis had a normal serum level of 25
(OH)D. A low incidence of hypercalciuria
detected in infants could be secondary to stone
formation in the urinary tract. We believe that the
possibility of CYP24A1 gene mutations should be
taken into consideration in the diagnostics of
infants with urolithiasis, which may have rele-
vance to foreseeing the risk of urolithiasis in
adulthood.
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Abstract

Transpedicular stabilization is a frequently
used spinal surgery for fractures, degenerative
changes, or neoplastic processes. Improper
screw fixation may cause substantial vascular
or neurological complications. This study
seeks to define detailed morphometric
measurements of the pedicle (height, width,
and surface area) in the aspects of screw length

and girth selection and the trajectory of its
implantation, i.e., sagittal and transverse
angle of placement. The study was based on
CT examinations of 100 Caucasian patients
(51 women and 49 men) aged 27–75 with no
anatomical, degenerative, or post-traumatic
spine changes. The results were stratified by
gender and body side, and they were counter
compared with the available literature
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database. Pedicle height decreased from L1 to
L4, ranging from 15.9 to 13.3 mm. Pedicle
width increased from L1 to L5, extending
from 6.1 to 13.2 mm. Pedicle surface area
increased from L1 to L5, ranging from 63 to
140 mm2. Distance from the point of entry into
the pedicle to the anterior surface of the verte-
bral body, defining the maximum length of a
transpedicular screw, varied from 54.0 to
50.2 mm. Variations concerning body sides
were inappreciable. A transverse angle of
screw trajectory extended from 20� to 32�,
shifting caudally from L1 to L5, with statistical
differences in the L3–L5 segments. A sagittal
angle varied from 10� to 12�, without such
definite relations. We conclude that the L1
and L2 segments display the most distinct
morphometric similarities, while the greatest
differences, in both genders, are noted for L3,
L4, and L5. The findings enable the recom-
mendation of the following screw diameters:
4 mm for L1–L2, 5 mm for L3, 6 mm for
L4–L5, and the length of 50 mm. We believe
the study has extended clinical knowledge on
lumbar spine morphometry, essential in the
training physicians engaged in transpedicular
stabilization.

Keywords

Bone screw fixation · Computed tomography ·
Lumbar vertebrae · Pedicle · Spinal surgery ·
Transpedicular stabilization

1 Introduction

In annual medical records, there is an increasing
number of cases with spinal injuries due to traffic
or work-related accidents, society aging, and mul-
tifarious age-related diseases that require neuro-
surgical interventions. Treatment mainly consists
of transpedicular stabilization. Posterior approach
for the vertebral stabilization is done by inserting
screws through pedicles into the vertebral body
and fixation by titan rods. That enables the cor-
rection of the spine curvature and stabilization of
the vertebral level. Intraoperative radiological

neuronavigation such as fluoroscopy, O-arm, or
computed tomography (CT), and electrophysio-
logical neural monitoring reduces the risk of inap-
propriate positioning of the screws and related
complications (Tannoury et al. 2005). However,
availability of such methods is generally limited
to large traumatic centers, and surgery has often
been done in most hospitals with orthopedic or
neurosurgical departments. A missinsertion of
screws may be associated with damage to the
nerve roots, dural sack (fluid), spinal cord, inter-
costal arteries, pleura, pedicle fracture, and others
(Kleck et al. 2016; Phan et al. 2015; Villavicencio
et al. 2015; Yee et al. 2008; Sponseller et al.
2008). In many cases, damage may be caused
by a selection of an improper length or diameter
of screws. A morphometric knowledge of the
pedicle, angle of entry into the pedicle, trajectory
of a screw passage through the bone vertebral
elements, potential safety zone, and the aware-
ness of individual anatomical variability of lum-
bar sections are essential for avoiding
intraoperative complications (Kunkel et al. 2010).

This study seeks to define the anatomical
elements of the vertebrae and to recommend the
screw size to stabilize the posterior L1–L5 spine
segments in a population of adult Caucasians,
taking into account gender and body side. The
results were compared with those known for other
human races, based on the available literature.

2 Methods

2.1 Patients and Radiological
Imaging Parameters

The study was based on CT examinations of
100 patients (51 women and 49 men) aged
27–75 (mean age 35 years) hospitalized in the
Department of Neurosurgery at the Medical Uni-
versity in Gdansk, Poland, in January–April 2016.
The reason for hospitalization was the diagnostics
of the underlying cause of protracted spinal pain
complaints. The choice of CT was based on the
high sensitivity, noninvasiveness, and reproduc-
ibility of morphometric measurements of this
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radiologic technique. From this group, patients
with diagnosed degenerative disease of the spine
(spondylopathy, hypertrophy of the joints and
ligaments), scoliosis, diseases destroying the struc-
ture of bone tissue (tumors, osteoporosis), and
fractures, both posttraumatic and pathological,
were excluded. Likewise, patients with a history
of disc herniation, vertebral fractures, congenital or
acquired bone deformities, or tumors were
excluded. Only patients with a normal radiological
picture and normal body mass index (BMI) were
selected for the study, which created a theoretical
group of “healthy” spines. The measurements
concerned six anatomical elements, based on a
study of Wolf et al. (2001), which was later
reflected in the selection of surgical instruments
and techniques. Using the bone window on scans,
the following parameters were measured: the axial
plane – 1/ pedicle width (PW) in the isthmus; 2/
transverse angle α, contained between the median
line passing through the center of the spinous pro-
cess and transpedicular screw passing through the
center of the pedicle; 3/ distance (D) from the
point of entry into the pedicle to the anterior sur-
face of the vertebral body, defining the maximum
length of the potential transpedicular screw in the
sagittal plane; 4/ pedicle height (PH) at its
narrowest point (isthmus); 5/ sagittal angle β,

contained between the pedicle axis projection and
the transverse plane in the anatomic position and
coronal plane; 6/ pedicle surface area (PA).

The exemplary measurement points in CT
images are depicted on Figs. 1 and 2. The
measurements were performed bilaterally for the
L1–L5 vertebrae, which gave a total of 1000
results. Statistical analysis was based on the
differences between the investigated lumbar
spine levels (from L1 to L5), the gender, and the
examined side (right or left). The reading accu-
racy was 0.1 mm for both linear and angular
numerical values. All measurements were
performed independently by two radiology
specialists with many years of clinical experience.

2.2 Imaging Protocol and Image
Post-Processing

Non-contrast CT images of Th11 to L5 spine
were taken in 5-mm contiguous axial sections,
with the following imaging parameters:
140 kVp, 335 mA, 0.9s rotation time, number of
images of 56, total exposure time of 6.3 s, and the
computed tomography dose index between
50 and 60 mGy. Raw datasets were loaded into
a dedicated diagnostic workstation (AW 4, GE

Fig. 1 Measurements performed in CT images: (a) axial
plane, distance from the entry point of the pedicle to the
anterior surface of the vertebral body (D), pedicle width

(PW), and the transverse angle α of screw implantation;
(b) sagittal plane, angle β of screw implantation and pedi-
cle height (PH)
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Healthcare Technologies, WI) equipped with a
professional post-processing software package to
generate three-dimensional images of thoracic
and lumbar spine.

2.3 Statistical Analysis

Data are means �SD and ranges. Data distribution
was assessed with the Shapiro-Wilk test and equality
of variances with the Levine test. Continuous
variables were compared using a t-test, if normally
distributed, or Mann-Whitney U test, if
non-normally distributed. One-way ANOVA was
used to assess differences between the means of
more than two measurements between spine levels.
A p-value <0.05 defined statistically significant
differences. A commercial Statistica v12.0 (StatSoft,
Tulsa, OK) or GraphPad Prism v6.05 (La Jolla, CA)
package was used for statistical analysis.

3 Results

3.1 Lumbar Spine Measurements

The mean gender-specific results of the lumbar
spine indices evaluated in this study are presented
in Tables 1 and 2.

3.2 Gender-Dependent Differences
in Lumbar Spine Measurements

Statistical evaluation of inter-gender differences
in the lumbar spine indices stratified by the
lumbar spine level is presented in Table 3
(panels a–e).

3.3 Analysis of Literature on Lumbar
Spine Morphometry

The current results were subjected to a compara-
tive analysis with literature data on lumbar spine
morphometry, derived from the Internet search
engine covering Medline, Embase, and PubMed.
The articles taken into consideration regarded the
measurements performed in radiological images,
in cadavers, and finite element models based on
the adult human spine. Case reports without a
literature review, abstracts, intraoperative
measurements assumed to be taken in sick spines,
and pediatric work were all excluded from the
search. The results tallied are presented in
Tables 4, 5, 6, 7, and 8.

In the present study, PH decreased from L1 to
L5 of the lumbar column in a range of
14.4–13.6 mm in women and 15.9–14.4 mm in
men. However, there was no statistically

Fig. 2 Measurements performed in the coronal plane of CT images: (a) pedicle width (PW) and height (PH); (b) pedicle
area (PA)
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significant gender difference in pedicle height
concerning L1 and L2, as opposed to L3 to L5
where the decreases significantly differed
between women and men (Table 3). A progres-
sive decrease in pedicle height has been also
noticed by others authors (Acharya et al. 2010;
Kadioglu et al. 2003; Zindrick et al. 1987;
Ebraheim et al. 1996; Olsewski et al. 1990). Yet
Mahato (2011), Lien et al. (2007), Noijri et al.
(2005), Hou et al. (1993), and Panjabi et al.

(1992) have failed to observe such a decrease,
using various measurement techniques such as
magnetic resonance imaging (MRI), CT, or the
assessment in cadavers (Table 6).

In contradistinction we found that PW
increased in both gender groups from L1 to L5
of the lumbar column in a range of 6.7–13.3 mm
in women and 5.6–13.1 mm in men. Akin to
pedicle height, we found no significant gender
difference in pedicle width increases concerning

Table 1 Pedicle parameters measured in the lumbar bodies L1, L2, L3, L4, and L5 in women

Parameter Side L1 L2 L3 L4 L5

PH R 14.5 � 1.0 14.2 � 1.2 13.5 � 1.1 13.4 � 1.1 13.4 � 1.9
L 14.2 � 1.4 14.0 � 1.1 13.6 � 1.2 13.1 � 1.2 13.7 � 0.9

PW R 5.6 � 1.0 6.2 � 1.1 7.5 � 2.4 9.7 � 1.5 13.6 � 1.0
L 5.6 � 1.2 6.1 � 1.3 7.7 � 1.4 9.7 � 1.1 12.8 � 2.3

D R 52.7 � 2.9 52.8 � 3.5 53.1 � 4.0 50.9 � 3.9 51.0 � 4.6
L 51.1 � 3.7 51.9 � 4.6 52.9 � 4.4 51.3 � 3.9 51.9 � 4.2

Angle α R 21.5 � 2.4 21.0 � 2.0 22.7 � 2.8 26.3 � 2.3 32.3 � 3.5
L 20.8 � 2.3 21.0 � 2.5 23.3 � 2.4 25.9 � 1.6 32.1 � 3.6

Angle ß R 12.6 � 1.2 12.6 � 1.2 11.7 � 1.0 11.9 � 1.3 11.2 � 1.8
L 12.2 � 1.1 11.9 � 1.4 11.5 � 1.0 11.4 � 1.1 10.8 � 1.5

PA R 63.7 � 15.1 68.1 � 13.9 85.4 � 16.3 101.5 � 15.8 140.5 � 26.9
L 67.2 � 17.2 71.1 � 13.1 84.5 � 14.3 105.2 � 17.3 137.4 � 25.4

Data are means �SD in the unit of lengths (mm) and a corresponding unit of area or in the unit of degree for angular
dimensions. PH pedicle height; PW pedicle width; D distance from the entry point into the pedicle to the anterior surface
of the vertebral body; PA pedicle area; α transverse angle of the pedicle angulation, i.e., the angle between trajectory of
the transpedicle screw and the midline of vertebra; β sagittal angulation, i.e., the angle between trajectory of the
transpedicle screw and the anatomical transverse plane of the spine; M male, F female, R right side, L left side

Table 2 Pedicle parameters measured in the lumbar bodies L1, L2, L3, L4, and L5 in men

Parameter Side L1 L2 L3 L4 L5

PH R 16.2 � 1.0 15.4 � 1.3 15.0 � 1.0 14.5 � 1.3 14.3 � 1.2
L 15.6 � 1.0 15.3 � 1.2 14.8 � 1.3 14.1 � 1.6 14.5 � 1.1

PW R 6.7 � 1.9 7.4 � 2.4 9.0 � 2.6 10.5 � 2.6 13.5 � 2.8
L 6.7 � 1.9 7.1 � 2.1 8.8 � 2.5 10.4 � 2.4 13.2 � 2.8

D R 54.0 � 3.6 54.5 � 3.6 53.6 � 4.0 51.2 � 3.4 50.9 � 4.4
L 53.8 � 4.1 53.3 � 3.9 53.3 � 4.6 51.5 � 3.8 51.0 � 5.2

Angle α R 12.3 � 1.4 12.2 � 1.0 11.7 � 1.0 12.1 � 1.2 11.45 � 1.6
L 12.1 � 1.2 19.9 � 2.8 11.9 � 1.0 11.5 � 1.7 11.2 � 1.7

Angle ß R 20.3 � 3.1 20.6 � 2.2 22.6 � 2.8 26.2 � 3.8 32.15 � 5.1
L 19.5 � 3.3 19.9 � 2.8 22.5 � 3.3 26.1 � 3.6 31.83 � 4.8

PA R 83.6 � 24.7 87.7 � 30.0 104.3 � 32.1 117.1 � 31.7 138.9 � 47.2
L 81.0 � 20.1 91.4 � 26.3 101.3 � 29.9 120.1 � 36.6 142.1 � 42.1

Data are means �SD in the unit of lengths (mm) and a corresponding unit of area or in the unit of degree for angular
dimensions. PH pedicle height; PW pedicle width; D distance from the entry point into the pedicle to the anterior surface
of the vertebral body; PA pedicle area; α transverse angle of the pedicle angulation, i.e., the angle between trajectory of
the transpedicle screw and the midline of vertebra; β sagittal angulation, i.e., the angle between trajectory of the
transpedicle screw and the anatomical transverse plane of the spine; M male, F female, R right side, L left side
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L1 and L2 either, although such differences were
present for L3 to L5 values (Table 3). Decreases
in pedicle width we noticed unequivocally con-
form with other scientific articles reporting on the
subject (Alam et al. 2014; Acharya et al. 2010;
Abuzayed et al. 2010; Lien et al. 2007; Kadioglu

et al. 2003; Chadha et al. 2003; Panjabi et al.
1992; Mitra et al. 2002; McLain et al. 2001;
Mughir et al. 2010; Ebraheim et al. 1996; Kim
et al. 1994; Cheung et al. 1994; Hou et al. 1993;
Olsewski et al. 1990; Zindrick et al. 1987; Berry
et al. 1987 (Table 7). A comparative analysis of

Table 3 Analysis of the parameters tested in the current study stratified by the lumbar spine level L1 to L5 and by
gender

Parameter Male n Female n p <

a
PHa 15.9 � 1.0 98 14.4 � 1.2 102 0.00001
PW 6.7 � 1.9 98 5.6 � 1.1 102 0.00001
D 53.9 � 3.9 94 51.9 � 3.4 102 0.00014
Angle α 19.9 � 3.2 96 21.2 � 2.3 88 0.00214
Angle β 12.2 � 1.3 92 12.4 � 1.2 102 0.26005
PA 83.6 � 24.7 98 63.7 � 15.1 102 0.00001
b
PH 15.3 � 1.3 98 14.1 � 1.2 102 0.00001
PW 7.2 � 2.3 98 6.1 � 1.2 102 0.00003
D 53.9 � 3.8 94 52.3 � 4.1 102 0.00500
Angle α 20.2 � 2.5 96 21.0 � 2.3 88 0.02690
Angle β 12.0 � 1.1 92 12.3 � 1.3 102 0.18500
PA 87.7 � 30.0 98 68.1 � 14.0 102 0.00001
c
PH 14.9 � 1.2 98 13.8 � 1.1 102 0.00001
PW 8.9 � 2.6 98 7. 9 � 1.4 102 0.00058
D 53.4 � 4.3 94 52.3 � 4.1 102 0.07450
Angle α 22.5 � 3.1 96 23.1 � 2.1 88 0.12376
Angle β 11.8 � 1.0 92 11.9 � 1.2 102 0.69281
PA 104.3 � 32.1 98 85.4 � 16.3 102 0.00001
d
PH 14.3 � 1.5 98 13.3 � 1.2 102 0.00001
PW 10.4 � 2.5 98 9.7 � 1.4 102 0.01337
D 51.4 � 3.6 94 51.1 � 3.9 102 0.62706
Angle α 26.1 � 3.7 96 26.1 � 2.0 88 0.92968
Angle β 11.8 � 1.3 92 11.7 � 1.2 102 0.54058
PA 117.1 � 31.7 98 101.5 � 15.8 102 0.00002
e
PH 14.4 � 1.1 98 13.6 � 1.0 102 0.00001
PW 13.3 � 2.8 98 13.1 � 2.2 102 0.52219
D 51.0 � 4.8 94 51.4 � 4.4 102 0.50926
Angle α 32.0 � 4.9 96 32.2 � 3.5 88 0.77931
Angle β 11.3 � 1.6 92 11.0 � 1.6 102 0.11194
PA 138.8 � 47.2 98 140.5 � 26.9 102 0.76319

Data are means �SD in the unit of lengths (mm) and a corresponding unit of area or in the unit of degree for angular
dimensions. PH pedicle height; PW pedicle width; D distance from the entry point into the pedicle to the anterior surface
of the vertebral body; AP pedicle area; α transverse angle of the pedicle angulation, i.e., the angle between trajectory of
the transpedicle screw and the midline of vertebra; β sagittal angulation, i.e., the angle between trajectory of the
transpedicle screw and the anatomical transverse plane of the spine, Mann-Whitney U test was used for the comparison
of group means in all of the panels
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the literature on the Caucasian population
demonstrates that most morphometric lumbar
similarities concern the L1 and L2 vertebral bod-
ies, whereas the pedicle structure varies the most
in the caudal part of lumbar spine, irrespective of
the race.

We further found that the distance from the
entry point into the pedicle to the anterior sur-
face of the vertebral body, otherwise described
as the maximum length of a screw, varies. It
measures 50 mm in total, with a range of
51.0–53.9 mm. Analogous results have been

Table 4 Literature-based analysis of transpedicular screw angle fixation in the lumbar vertebral bodies L1–L5 in the
transverse projection. All parameters were measured in degrees

Author Methodology α L1 α L2 α L3 α L4 α L5

Oertel et al.
(2011)

94 screws
transpedicular
stabilization

17.0 � 7.4 20.0 � 4.3 19.5 � 4.8 17.1 � 5.0 17.6 � 4.6

Abuzayed
et al. (2010)

48 CT scans 13.1 � 5.3 14 � 5.2 18.0 � 4.4 22 � 5.4 33.3 � 10.4

Ebraheim
et al. (1996)

50 lumbar
specimens

25.8 � 2.2 M 27.3 � 2.3 M 29.4 � 2.3 M 33.6 � 2.3 M 40.6 � 2.6 M
24.9 � 2.6 F 27.0 � 2.9 F 29.1 � 2.5 F 33.0 � 3.2 F 39.6 � 3.2 F

Mughir
et al. (2010)

74 CT scans 14.5 M 15.7 M 20.4 M 26.3 M 33.6 M
13.1 F 14.6 F 19.9 F 25.6 F 33.6 F

Acharya
et al. (2010)
(Indians)

50 CT scans 10.9 � 3.1 12.12 � 2.9 15.4 � 3.6 18.4 � 4.3 24.7 � 3.8

Alam et al.
(2014)
(Pakistani)

49 CT scans 13.1 MR; 14.1 FR 13.9 MR;
13.9 FR

16.2 MR;
17.6 FR

16.2 MR;
17.6 FR

22.5 MR;
20.1 FR

13.2 ML;‘14.8 FL 13.9 ML;
14.4 FL

16.8 ML
17.4 FL

16.8 ML
17.4 FL

23.1 ML
21.8 FL

Chadha
et al. (2003)

14–20 CT
scans

8.8 � 5.8 10.0 � 4.3 12.3 � 4.9 15.4 � 5.7 24.3 � 7.0

Lien et al.
(2007)
(Asians)

15 spine
columns

8.3 � 3.1 L 11.5 � 2.7 L 14.1 � 3.4 L 19.7 � 3.2 L 25.3 � 4.7 L
8.6 � 2.5 R 13.2 � 2.8 R 16.4 � 3.7 R 18.1 � 3.4 R 23.4 � 3.9 R

Cheung
et al. (1994)
(Asians)

100 CT scans 16.0 � 2.9 15.9 � 5.0 19.2 � 3.6 22.8 � 4.4 28.5 � 3.9

Kadioglu
et al. (2003)

29 CT scans 13.0 � 0.7 15.1 � 1.5 13.4 � 4.4 15.3 � 3.1 16.8 � 2.5
16 cadaveric
specimens

9.0 � 2.8 11.3 � 2.7 12.2 � 4.4 11.2 � 3.9 12.6 � 3.7

Zindrick
et al. (1987)

26–76 CT
scans

10.9 � 2.2 12.0 � 3.5 14.4 � 3.8 17.7 � 5.2 29.8 � 6.3

Panjabi
et al. (1992)

60 vertebrae 2.9 � 0.7 L 2.1 � 0.6 L 2.4 � 0.7 L 3.0 � 1.2 L 5.7 � 1.5 L
2.2 � 0.7 R 3.3 � 0.7 R 2.9 � 1.1 R 4.8 � 1.1 R 5.2 � 1.8 R

Mitra et al.
(2002)

20 cadaveric
specimens

9.0 M; 5.5 F 10.1 M;
10.0 F

12.3 M;
10.5 F

14.7 M; 8.5 F 29.3 M; 21 F

Olsewski
et al. (1990)

29–45
cadaveric
specimens

7 � 2 M; 5 � 2 F 7 � 2 M;
6 � 2 F

8 � 2 M;
7 � 2 F

11 � 4 M;
10 � 4 F

17 � 7 M;
18 � 8 F

41–42 CT
scans

6 � 2 M; 6 � 2 F 6 � 2 M;
8 � 4 F

7 � 3 M;
13 � 4 F

11 � 5 M;
16 � 5 F

22 � 5 M;
29 � 6 F

Wolf et al.
(2001)
(Israel)

55 CT scans 11.8 � 1.3 11.0 � 1.7 12.8 � 2.2 14.1 � 2.1 18.5 � 3.9

Data are means�SD. α pedicle angulation, i.e., the angle between trajectory of the transpedicle screw and the midline of
vertebra, M male, F female, R right side, L left side
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obtained by other authors (Acharya et al. 2010;
Mughir et al. 2010; Noijri et al. 2005; Chadha
et al. 2003; Kadioglu et al. 2003; Hou et al.
1993; Zindrick et al. 1987) (Table 8). The PA,
in its narrowest section, increased from L1 to
L5, with a range of 63.7–140.5 mm2 in both
genders; the increases were morphometrically
akin to each other down along the lumbar bod-
ies (Tables 1, 2, and 3). The PA measurements
could not be counter compared due to the lack
of relevant literature data.

As the curvature of the spine column changes,
the angle of screw insertion also changes. We
used two angles to describe the screw location
in the sagittal and transvers projections. The sag-
ittal angle β decreased along L1 to L5 from 12.4�

to 11.0�, with no appreciable difference between
body sides or between women and men. Similar
decreases have been noticed by other authors
(Abuzayed et al. 2010; Mughir et al. 2010; Lien

et al. 2007; Ebraheim et al. 1996; Panjabi et al.
1992). However, other authors report the lack of
angle β decrease or even a reverse tendency
(Alam et al. 2014; Kadioglu et al. 2003; Olsewski
et al. 1990) (Table 5). The transverse angle α of
transpedicular screw fixation increased along L1
to L5 from 19.9� to 32.2� on both left and right
body side and in both genders. A similar finding
has been described by some (Alam et al. 2014;
Abuzayed et al. 2010; Acharya et al. 2010;
Mughir et al. 2010; Lien et al. 2007; Chadha
et al. 2003; Cheung et al. 1994; Zindrick et al.
1987), but not by the other authors (Oertel et al.
2011; Kadioglu et al. 2003; Panjabi et al. 1992)
(Table 4).

Overall, in the current study, we show that the
most significant differences in PH, PW, and PA
occurred in the L3-L5 vertebral bodies, which has
not been acknowledged in the available literature
database reviewed herein. In the upper lumbar

Table 5 Literature-based analysis of transpedicular screw angle fixation in the lumbar vertebral bodies L1–L5 in the
sagittal projection. All parameters were measured in degrees

Author Methodology β L1 β L2 β L3 β L4 β L5

Abuzayed et al.
2010*

48 CT scans 19.4 � 8.8 16.4 � 7.2 15.6 � 10.1 12.6 � 4.5 12.1 � 5.7

Ebraheim et al.
1996**

50 lumbar
specimens

6.7 � 1.0 M 5.1 � 0.9 M 3.9 � 0.8 M 3.6 � 0.8 M 2.7 � 1.1 M
6.1 � 0.9 F 4.6 � 0.9 F 3.6 � 0.8 F 3.2 � 0.9 F 2.6 � 0.9 F

Mughir et al.
2010

74 CT scans 19.6 M;
17.8 F

18.7 M;
18.3 F

17.6 M;
17.8 F

16.8 M;
16.7 F

16.5 M;
14.9 F

Alam et al. 2014
(Pakistani)

49 CT scans 3.7 MR;
4.4 FR

4.0 MR;
4.6 FR

4.7 MR;
4.9 FR

4.7 MR;
4.9 FR

4.1 MR;
4.2 FR

3.8 ML;
4.0 FL

4.2 ML;
4.3 FL

4.5 ML;
4.8 FL

4.5 ML;
4.8 FL

3.8 ML;
4.8 FL

Lien et al. 2007
(Asians)

15 spine columns
in cadavers

5.4 � 1.2 L 5.1 � 0.9 L 4.6 � 0.7 L 3.5 � 0.8 L 2.8 � 0.7 L
6.8 � 2.1 R 5.8 � 1.5 R 5.4 � 0.8 R 3.2 � 0.6 R 3.0 � 0.8 R

Kadioglu et al.
2003

29 CT scans 14.0 � 2.6 13.8 � 2.7 13.7 � 2.8 14.2 � 3.1 14.9 � 3.2
16 cadaveric
specimens

7.2 � 1.0 8.7 � 2.7 8.2 � 2.6 9.1 � 3.3 10.0 � 4.6

Zindrick et al.
1987

22–52 CT scans 2.4 � 6.3 1.8 � 5.5 0.2 � 4.7 0.2 � 3.9 �1.8 � 3.5

Panjabi et al.
1992

60 vertebrae 12.4 � 1.9 L 11.2 � 2.0 L 17.1 � 1.6 L 14.7 � 2.2 L 23.2 � 2.5 L
16.5 � 5.0 R 17.1 � 3.7 R 19.8 � 2.3 R 18.4 � 1.7 R 25.9 � 1.7 R

Olsewski et al.
1990

26–44 cadaveric
specimens

5 � 1 M;
6 � 2 F

6 � 2 M;
5 � 2 F

6 � 2 M;
6 � 2 F

6 � 2 M;
7 � 2 F

5 � 2 M;
8 � 3 F

30–42 CT scans 6 � 2 M;
7 � 3 F

6 � 2 M;
6 � 2 F

6 � 2 M;
7 � 3 F

7 � 2 M;
8 � 3 F

7 � 4 M;
7 � 4 F

Data are means �SD. β sagittal angulation, i.e., the angle between trajectory of the transpedicle screw and the body of
vertebra in the sagittal plane,Mmale, F female, R right side, L left side; *angle between the pedicle axis and the superior
vertebral body border in the sagittal plane; **angle between the pedicle axis projection and the transverse plane in the
anatomic position
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segments L1 and L2, neither were multiple nor
significant differences determined. Therefore, it
may be surmised that the anatomical inter-
individual similarity of lumbar vertebral bodies
decreases caudally.

4 Discussion

The major finding of this study was that the first
and second lumbar vertebral bodies show the
most morphological likeness. Significant mor-
phometric differences appear in the caudal part
of the lumbar spine from L3 to L5 in both
genders. The selection of the spine points
measured in the present study stemmed from the

following rationale: 1/ excessively thick screw
may damage the pedicle or adjacent nerves; 2/
stabilization of the resistant forces in motion can-
not be placed too superficially; 3/ 50–80% of the
width of the vertebral body is the recommended
value; and 4/ too long a screw can pierce the
anterior periosteum and damage the retroperito-
neal vessels of the abdomen. Neuronavigation
enables the antecedent in vivo planning, due to
the possibility of 3D image reconstruction, of the
spine implant selection. It also increases the accu-
racy of the insertion of transpedicular screws and,
indisputably, safety of posterior stabilization sur-
gery. This is especially true in case of advanced
deformation that causes difficulties in the identi-
fication of radiological points of pedicle surface.

Table 6 Literature-based analysis of pedicle height measured bilaterally in the lumbar spine L1–L5. All parameters
were measured in millimeters

Author Methodology PH L1 PH L2 PH L3 PH L4 PH L5

Mahato (2011) 50 X-ray 15.8 � 2.2 R 16.2 � 1.9 R 16.3 � 1.6 R 15.7 � 1.7 R 14.2 � 2.4 R
15.4 � 2.0 L 16.8 � 1.8 L 15.9 � 1.8 L 15.3 � 1.9 L 15.1 � 2.1 L

Ebraheim et al.
(1996)

50 lumbar
specimens

14.1 � 1.5 M 14.2 � 1.3 M 13.9 � 1.4 M 12.7 � 1.7 M 11.4 � 1.3 M
14.0 � 1.0 F 13.8 � 1.0 F 13.8 � 1.1 F 12.8 � 1.6 F 11.4 � 1.5 F

Noijri et al.
(2005)
(Japanese)

103 cadaveric
specimens

15.9 � 2.8 M 14.8 � 1.6 M 14.7 � 1.3 M 15.5 � 2.0 M 20.7 � 3.0 M
15.2 � 1.4 F 14.4 � 1.2 F 14.2 � 1.1 F 15.0 � 1.8 F 20.2 � 2.3 F

Alam et al.
(2014)
(Pakistani)

49 CT scans 13.5 MR;
12.8 FR

13.4 MR;
12.3 FR

12.0 MR;
11.7 FR

12.0 MR;
11.7 FR

11.5 MR;
10.9 FR

13.2 ML;
12.6 FL

13.5 ML;
11.9 FL

12.4 ML;
11.4 FL

12.4 ML;
11.4 FL

10.3 ML;
10.8 FL

Hou et al. (1993) 40 spinal
columns

15.9 � 1.4 15.4 � 1.6 15.3 � 1.7 15.3 � 1.9 20.5 � 3.6

Lien et al.
(2007) (Asians)

15 spinal
columns

13.6 � 1.4 L 14.0 � 1.7 L 13.9 � 1.6 L 12.5 � 2.2 L 12.3 � 2.3 L
13.7 � 1.5 R 14.1 � 1.8 R 13.9 � 1.7 R 13.0 � 2.3 R 12.7 � 2.1 R

Kadioglu et al.
(2003)

29 CT scans 14.7 � 1.7 14.5 � 2.4 13.6 � 1.6 13.6 � 1.8 13.4 � 1.7
16 cadaveric
specimens

14.2 � 1.3 14.2 � 2.9 13.1 � 2.4 13.0 � 2.1 13.2 � 1.6

Zindrick et al.
(1987)

21–52 CT
scans

15.4 � 2.8 15.0 � 1.5 14.9 � 2.4 14.8 � 2.1 14.0 � 2.3

Panjabi et al.
(1992)

60 vertebrae 18.8 � 0.7 L 14.9 � 0.5 L 14.6 � 0.6 L 14.7 � 0.5 L 19.2 � 1.0 L
15.9 � 0.8 R 15.0 � 0.5 R 14.2 � 0.6 R 13.4 � 0.2 R 18.0 � 1.0 R

Mitra et al.
(2002)

20 cadaveric
specimens

15.6 M;
15.7 F

15.2 M;
15.7 F

15.0 M;
15.4 F

14.8 M;
14.7 F

15.7 M;
17.0 F

Olsewski et al.
(1990)

31–47
cadaveric
specimens

17.0 � 1.7 M 16.0 � 2.2 M 16.1 � 2.1 M 16.4 � 2.5 M 17.4 � 3.4 M

37–42 CT
scans

15.3 � 2.0 F 15.3 � 2.0 F 15.0 � 1.5 F 14.9 � 1.5 F 16.2 � 1.9 F
16.4 � 1.7 M 15.4 � 1.5 M 15.4 � 1.6 M 15.4 � 2.0 M 16.2 � 2.1 M
18.2 � 1.7 F 17.2 � 1.7 F 16.9 � 1.3 F 15.6 � 1.5 F 13.8 � 1.9 F

Data are means �SD. PH pedicle height, M male, F female, R right side, L left side
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Table 7 Literature-based analysis of pedicle width measured in its narrowest section in the vertebral bodies of the
lumbar spine L1–L5. All parameters were measured in millimeters

Author Methodology PW L1 PW L2 PW L3 PW L4 PW L5

Mahato (2011) 50 X–ray 7.8 � 1.2 R 8.2 � 1.7 R 9.7 � 2.0 R 12.0 � 2.1 R 14.6 � 2.4 R
7.9 � 1.3 L 8.3 � 1.1 L 10.3 � 1.7 L 12.7 � 1.8 L 15.1 � 2.4 L

Abuzayed
et al. (2010)

48 CT scans 7.2 � 1.51 8.3 � 1.5 10.0 � 1.5 11.8 � 1.9 14.9 � 2.9

Ebraheim et al.
(1996)

50 lumbar
specimens

7.4 � 1.3 M 8.4 � 1.4 M 9.8 � 1.8 M 12.8 � 2.0 M 18.3 � 1.7 M
7.5 � 1.6 F 7.9 � 1.2 F 9.7 � 1.4 F 12.5 � 1.8 F 17.6 � 3.1 F

Mughir et al.
(2010)

74 CT scans 7.3 M; 5.9 F 8.2 M; 6.4 F 10.1 M; 8.1 F 12.0 M;
10.0 F

16.2 M;
13.9 F

Noijri et al.
(2005)
(Japanese)

103 cadaveric
specimens

7.4 � 2.0 M 7.8 � 1.7 M 9.1 � 1.7 M 10.1 � 1.7 M 11.1 � 1.7 M
6.9 � 1.5 F 7.4 � 1.5 F 8.9 � 1.6 F 9.7 � 1.4 F 10.6 � 1.5 F

Acharya et al.
(2010)
(Indians)

50 CT scans 7.2 � 0.9 7.6 � 0.8 9.0 � 1.1 11.1 � 1.0 13.9 � 1.2

Alam et al.
(2014)
(Pakistani)

49 CT scans 6.4 MR;
5.6 FR

7.3 MR;
6.4 FR

10.5 MR;
9.6 FR

10.5 MR;
9.6 FR

13.5 MR;
12.2 FR

6.1 ML;
5.9 LF

7.3 ML;
6.4 LF

10.6 ML;
9.7 LF

10.6 ML;
9.7 LF

13.5 ML;
12.7 LF

Chadha et al.
(2003)

14–20 CT scans 6.69 � 1.55 7.26 � 1.43 8.43 � 1.42 10.81 � 1.17 13.47 � 1.43

Hou et al.
(1993)

40 spinal columns 7.2 � 1.3 7.6 � 1.2 9.4 � 1.6 10.8 � 1.4 12.8 � 2.7

Lien et al.
(2007)
(Asians)

15 cadaveric
specimens spinal
columns

6.5 � 1.7 R 7.0 � 1.8 R 9.0 � 1.8 R 12.2 � 2.3 R 17.7 � 2.7 R
6.4 � 1.6 L 7.4 � 1.7 L 9.3 � 1.9 L 11.6 � 2.1 L 17.5 � 2.6 L

Cheung et al.
(1994)
(Asians)

100 CT scans 5.3 � 0.6 6.7 � 1.0 9.5 � 1.6 11.5 � 1.7 14.7 � 1.9

Kadioglu et al.
(2003)

29 CT scans 8.8 � 0.4 9.7 � 2.0 10.3 � 2.0 10.8 � 2.5 14.6 � 3.8
16 cadaveric
specimens

6.4 � 2.0 6.6 � 2.3 8.6 � 3.8 10.8 � 3.3 12.4 � 2.4

Zindrick et al.
(1987)

26–56 CT scans 8.7 � 2.3 8.9 � 2.2 10.3 � 2.6 12.9 � 2.1 18.0 � 4.1

Panjabi et al.
(1992)

60 vertebrae 9.2 � 0.9 L 8.7 � 0.8 L 10.1 � 0.5 L 14.7 � 0.5 L 19.2 � 1.0 L
8.0 � 0.9 R 7.8 � 0.6 R 10.2 � 0.7 R 13.4 � 0.2 R 18.0 � 1.0 R

Berry et al.
(1987)

30 spinal columns 7.0 � 1.9 L 7.4 � 1.6 L 9.2 � 1.3 L 10.3 � 1.6 L 10.9 � 3.4 L
6.9 � 1.7 R 7.5 � 1.5 R 9.1 � 1.6 R 10.4 � 1.6 R 10.5 � 2.9 R

Kim et al.
(1994)

73 spinal columns 7.0 � 1.5 M 7.5 � 1.1 M 9.9 � 1.5 M 12.7 � 2.3 M 18.9 � 2.5 M
6.6 � 1.5 F 6.9 � 1.6 F 8.9 � 3.0 F 11.9 � 2.3 F 17.6 � 2.0 F

Mitra et al.
(2002)

20 cadaveric
specimens

7.05 M;
5.95 F

7.85 M;
6.5 F

9.01 M;
7.55 F

11.6 M;
9.25 F

16.19 M;
12.75 F

Olsewski et al.
(1990)

34–47 spinal
columns

9.5 � 2.9 M 9.6 � 2.2 M 11.7 � 2.5 M 14.7 � 2.7 M 21.1 � 3.4 M

39–42 CT scans 7.7 � 1.9 F 7.9 � 1.9 F 9.6 � 2.4 F 12.5 � 2.3 F 18.4 � 3.6 F
8.2 � 2.3 M 8.4 � 2.1 M 10.2 � 2.5 M 13.2 � 2.5 M 20.1 � 3.7 M
8.2 � 1.8 F 8.3 � 1.8 F 10.0 � 1.9 F 12.6 � 2.3 F 16.6 � 2.5 F

Data are means �SD. PW pedicle width, M male, F female, R right side, L left side
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Nevertheless, even intraoperative use of mod-
ern radiological techniques such as navigation
with CT, fluoroscopy, or O-arm carries a several
percent risk of a screw misplacement (Klatka
et al. 2017; Pastuszak et al. 2017; Aoude et al.
2015). Kleck et al. (2016) have reported a 95%
frequency for the conventional technique and
85% for the neuronavigation technique of
correctly inserted trans-pedicular screws. A con-
ventional technique disadvantage can be
attributed to neurological consequences such as
pain, parasthesia, weakness of the senses, bladder
dysfunction, and skeletal muscle weakness. Other
complications include dislocation or breakage of
the pedicle by the inserted screw, reported in
14–40% cases without neuronavigation, the inci-
dence of which drops to 4.1–11.5% with the use
of neuronavigation.

A problem occurs when only an intraoperative
X-ray view is done or a freehand pedicle screw
placement is employed. A malpositioned screw
can be replaced during the surgical procedure.
However, tinkering with the implanted screw
involves a risk of breaking the bone structure
with damage to the nerve roots or weakening
the bone stability and endurance (Yee et al.
2008; Sponseller et al. 2008). These are the

circumstances, sometimes arising in surgery with-
out neuronavigation, in which the data presented
in this study can be conducive to the antecedent
selection of an appropriately fitting screw for a
given vertebral level.

Recent years have resulted in a number of
morphometric articles related to the construction
of the vertebral canal, vertebral processes, facial
joints, pedicular angulation, intervertebral
openings, and intervertebral discs. Due to the
great interest of medical industry, prosthesis
manufacturers, and transpedicular stabilization
systems for spinal surgery, considerable
anatomical work focuses on the spine biomechan-
ics. A limited availability of anatomical
specimens and adequate anatomical laboratories,
and consequently the cost of such research has led
to the creation of virtual models based on finite
element models (Dzierżanowski et al. 2014). The
models are constructed on the basis of spine mor-
phometry of sheep, llamas, or on the fragments of
human spine. Unfortunately, the assumptions
involved in the modeling show some
imperfections. Firstly, some of the articles show
a considerable divergence between the construc-
tion of animal and human spines. This is a result
of different function specifics of an animal spine

Table 8 Literature-based analysis of axial length, i.e.,
distance from the posterior aspect of the laminar cortex
to the anterior aspect of the vertebral body cortex along the

pedicle axis of the lumbar spine L1–L5. All parameters
were measured in millimeters

Author Methodology

Axial length

PH L1 PH L2 PH L3 PH L4 PH L5

Noijri et al.
(2005) (Japanese)

103 cadaveric
specimens

42.5 � 3.7 M 44.0 � 3.5 M 45.0 � 3.7 M 44.3 � 3.6 M 43.4 � 3.7 M
40.6 � 3.3 F 42.7 � 3.4 F 43.6 � 3.4 F 43.0 � 3.3 F 41.2 � 5.5 F

Mughir et al.
(2010)

74 CT scans 48.6 M;
41.7 F

49.6 M;
42.9 F

49.9 M;
43.1 F

47.3 M;
40.4 F

46.2 M;
39.8 F

Acharya et al.
(2010) (Indians)

50 CT scans 47.0 � 3.4 49.0 � 2.8 47.2 � 3.9 47.5 � 5.4 48.9 � 4.4

Chadha et al.
(2003)

14–20 CT
scans

47.5 � 3.3 49.1 � 5.7 46.3 � 6.1 46.3 � 8.3 49.5 � 6.2

Hou et al. (1993) 40 spinal
columns

55.6 � 3.2 55.4 � 3.8 55.6 � 3.5 53.9 � 4.0 51.9 � 3.9

Kadioglu et al.
(2003)

29 CT scans 42.7 � 2.7 42.5 � 3.4 41.6 � 3.1 41.3 � 2.1 40.8 � 3.0
16 cadaveric
specimens

42.7 � 3.2 42.5 � 3.1 41.6 � 2.7 41.3 � 3.1 40.8 � 2.4

Zindrick et al.
(1987)

26–74 CT
scans

44.7 � 4.5 45.5 � 3.7 44.4 � 5.1 40.7 � 4.3 33.7 � 5.6

Data are means �SD. PH pedicle height, M male, F female
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due to such aspects as the movement using four
limbs, horizontal spine arrangement, reduced cur-
vature of lordosis, and smaller intervertebral discs
accompanied by more developed spine muscles,
compared to those in humans. The human two
limb gait pattern puts a greater pressure force on
the vertebral elements, which translates into over-
load and degenerative diseases of the spine.
McLain et al. (2001) have shown that the average
angle of the base is statistically greater and the
width of the pedicle is narrower in the goat, pig,
dog, and sheep spine models than those in the
human spine model. The differences also apply to
other anatomical structures such as the vertebral
bodies, canals, processes, and facial joints, rang-
ing from over a dozen to 95%. Similar results
have been obtained in a study of Mageed et al.
(2013), where the difference in size of all
measured spinal components is more than 40%.
On the other hand, the disadvantage of models
based on the human corpses is a small represen-
tativeness of this group. Such models are usually
based on a very large number (hundreds) of
measured points, radiologically scanned in a
small number (several) of specimens. That has
little correspondence to the variability of the liv-
ing population, resulting from the patient’s age,
sex, weight, type of body buildup, or race. The
limitation of the corpse method is also the fact
that the tissue (spine) under study is exposed to
chemicals used during tissue preparation and
sample storage (ligaments, sphincters). Thus,
while the obtained bone morphometry data is
precise, the measurement, for example, of the
proportion of the innate strength of the interverte-
bral disc to that exerted by the external forces and
ligaments during movement may be disputed.
Therefore, osteometric measurements in the
models could be substituted for radiological
measurements that are routinely performed dur-
ing the CT or X-ray diagnostics. This idea is
contained in the presented work. An additional
advantage of radiographic morphometry is the
possibility of having almost unlimited number
of subjects matched in terms of gender, BMI,
age, or race, and the possibility of an evaluation
of morphometric data in relation to the features

above outlined. The pattern of radiological
assessment of the lumbar spine dimensions has
viable practical aspects making it recommendable
in the interdisciplinary scientific fields related to
biomechanics, anatomy, radiology, and surgery.

5 Conclusions

Differences in pedicle shape and dimensions from
L1 to L5 vertebrae bear significance for the selec-
tion of transpedicular screws. A morphometric
method of vertebral measurements herein
described may serve to formulate an equation
model for various types of implants, forgoing
the necessity to employ substantial financial and
technical resources. Taking into account the
values presented, morphometric length of the
transpedicular screw for L4 and L5 is equal for
both genders, and for L1–L3 it should be longer
for men. The recommended average value is
50 mm. The angle of entry is analogous in L3–
L5 segments in both genders, but it is greater in
men in L1 and L2 segments. No difference in
pedicle width was noted in the vertebral body
L5 in either gender. Considering the bone tissue
margin, the recommended diameter of a
transpedicular screw is 4 mm for L1 and L2,
5 mm for L3, and 6 mm for L5. The upper lumbar
vertebrae L1 and L2 bear the greatest morpho-
metric similarity, while the vertebrae L3, L4, and
L5 present the most statistically significant diver-
sity in either sex. We believe the study has
extended clinical knowledge on lumbar spine
morphometry, essential in the training physicians
engaged in transpedicular stabilization.
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Stress and Dehumanizing Behaviors
of Medical Staff Toward Patients

Alicja Głębocka

Abstract

Dehumanization is defined as aggressive
behaviors which offend people’s dignity.
This phenomenon is a serious problem in med-
icine as it affects interpersonal relationships
between medical professionals and patients,
patients’ well-being, and the capability of fol-
lowing medical recommendations. There are a
few factors determining dehumanizing
behaviors: infrahumanization, perceiving
patients as nonhuman beings, compassion
fatigue, and stress. The main goal of this
study was to examine the impact of stress on
dehumanizing behaviors. A quasi-
experimental survey was conducted in a
group of 96 nurses. The following psychomet-
ric measures were employed in the study: scale
of behavioral indicators of patient’s dehuman-
ization (SBIPD), mood adjective checklist
(UMACL), interpersonal reactivity index
(IRI) assessing aspects of empathy, and the
Eysenck personality traits (EPQ-R)
questionnaires. Comparative inter-group anal-
ysis (experimental vs. control) confirmed that
stress on the side of medical professionals
influenced the acceptance of dehumanization;
it particularly influenced the cognitive
evaluations of patent dehumanizing behaviors.

These evaluations have no relationship to
empathy, neuroticism, and psychoticism in
the control group. However, moderate correla-
tion occurred between the patent dehumaniza-
tion and neuroticism in the experimental
group. The findings lead to the conclusion
that stress experienced in the work setting
can have an effect on dehumanizing practices
in medicine. One of the best ways to combat
dehumanization in medicine is to reduce stress
by improving the work conditions.

Keywords

Compassion fatigue · Dehumanization ·
Empathy · Infrahumanization · Medicine

1 Introduction

Dehumanization is defined as aggressive
behaviors which offend people’s dignity. There
are many examples of these behaviors such as
judging, criticizing, taunting, deriding,
disdaining, stigmatizing, and discriminating.
Such behaviors have a significance to affect inter-
personal relationships. Dehumanization affects
many social and psychological consequences.
On one hand, it can result in increased aggression
and violence or reduced interest, understanding,
and empathy for victims’ abuse. On the other
hand, it can lead to fluctuation of self-esteem,
social isolation, and emotional disorders. For
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these reasons, dehumanization of persons and
groups has been being researched by social
psychologists for many years (Haslam and
Stratemeyer 2016; Vaes et al. 2012; Leyens
et al. 2007). Zimbardo (1970) has suggested that
dehumanization is a defensive mechanism of
protecting oneself against strong negative
feelings by treating other people as objects rather
than persons. Leyens et al. (2001) have revealed
that dehumanization could have human and ani-
mal attributions, assignable to the out-group
individuals. Two types of emotions have been
described: secondary, for example, pride or
shame, and primary, joy and rage. Secondary
emotions, described as complex cognitive pro-
cesses, are uniquely human, while the primary
ones are perceived as common to humans and
animals (Demoulin et al. 2004). People are dis-
posed to assign secondary emotions to the
in-group rather than out-group. The
non-uniquely human characteristics are common
for both groups; this bias has been named as
infrahumanization to emphasize that a lower
human status is ascribed to the out-group (Leyens
et al. 2001). Moreover, infrahumanization has
also been observed when groups were compared
in terms of uniquely human (e.g., morality or
rationality) and non-uniquely human (e.g., impul-
siveness or instinct) traits (Capozza et al. 2013;
Costello and Hodson 2010).

Infrahumanization is present at a large variety
of levels: nations, ethnic groups, and stigmatized
social minorities. Much research has examined
factors contributing to infrahumanization and
dehumanization and to their consequences. Yet
few surveys have been done in the area of medi-
cine. Meanwhile, treating patients as nonhuman
individuals can be observed in medical practices.
This manifests itself in various forms: using baby
talk when speaking to the elders, talking about
patients in their presence without their participa-
tion, asking for patients’ opinion only to discredit
it, blocking any patients’ attempts to negotiate,
forcing them to strictly adhere to hospital
procedures, or routinizing the medical care. All
these behaviors ignore the patients’ right to
decide about themselves (Głębocka 2017;
Capozza et al. 2016).

Haque and Waytz (2012) have identified six
major reasons of dehumanization, splitting them
into nonfunctional and functional causes. The
nonfunctional causes are the following:
(i) deindividuating practices – denying a person
“identity” – occurs when patients are perceived as
dependent on others and incapable of making
choices, (ii) impaired patient agency refers to
treating hospitalized people as incapable of
planning any intentional actions, and (iii) dissim-
ilarity that manifests itself in perceiving patients
through their very nature of being ill, i.e., as less
resembling one’s prototypical concept of a human
being. Dissimilarity also involves the labeling
patients as cases rather than humans suffering
from a particular disease. In addition,
asymmetries in the doctor–patient dyad contrib-
ute to dehumanization.

The functional causes of dehumanization are
the following:

(i) Mechanization, i.e., treatment of patients as
a mechanical system consisting of
interacting parts. According to these beliefs,
patients are viewed as being incapable of
emotional responsiveness or interpersonal
warmth. Sometimes, however,
deconstructing patients into organs might
be useful in the diagnostic and therapeutic
procedures. As Haque and Waytz (2012)
suggest, “Some minimal level of dehumani-
zation exists in clinical contexts because
mechanization benefits these tasks”.

(ii) Reduced empathy, i.e., medical staff is inca-
pable of understanding and feeling the affec-
tive state of patients. Perceiving pain
experienced by others usually involves two
steps: Emotional sharing and then cogni-
tively reappraising this emotion (Decety
2011; Han et al. 2008). Some research
indicates that physicians do not experience
even the first step of empathy.

(iii) Moral disengagement, connected with
reduced empathy, is defined as a need to
minimize the guilt of inflicting pain. Current
medicine can reduce pain effectively; none-
theless in some instances, the infliction of
pain is inescapable.
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There is evidence that healthcare professionals
who are deeply involved in emotional relationships
with patients bear severe psychological costs. An
investigation by Vaes and Muratore (2013) has
demonstrated that humanizing a patient’s suffering
by healthcare professionals makes them more vul-
nerable to the symptoms of burnout, especially
when they are strongly engaged in a direct work
with patients. The negative effects also consist of
emotional or mood contagion and secondary trau-
matic stress, also known as compassion fatigue.
The emotional or mood contagion involves trans-
fer of emotional states either from patients or peer
workers (Bakker et al. 2001; Pearlman and
Saakvitne 1995). Compassion fatigue should not
be understood as a simple feeling but rather as a
complex attitude toward others. It also includes the
impingement stemming from the work with
traumatized individuals, with the consequences
such as reduced capacity to withstand the suffering
of people, physical and emotional exhaustion, or a
lack of empathy (Turgoose et al. 2017). A compli-
cated mechanism of compassion involves a reflec-
tion of the mental condition of another person, an
active regard for his kindness as a human being,
and an emotional response. A dynamic interactive
process between individuals includes awareness,
perspective taking, thoughts, emotions, distress
tolerance, and a motivation to relieve suffering
(de Zulueta 2013). Deeply suffering patients
expect the attunement and empathy from medical
staff. Regrettably, healthcare professionals often
distance themselves from patients. They do not
provide patients with the support expected and
often steer clear off difficult issues, focusing on
biomedical facts.

There are many issues that cause a corrosion of
compassion among caregivers. The psychological
reasons involve the existential fear of death and
dying; conscious experience of doubt, uncer-
tainty, anxiety, and guilt; but also high capacity
for feeling and expressing empathy (Figley
2002). However, compassion fatigue and dehu-
manization in medicine also stem from the struc-
tural and organizational rules of functioning of
healthcare facilities. An increase in compassion
fatigue, secondary traumatic stress, and
dehumanizing behaviors over time could be

explained by a cumulative stress model. Frequent
and strong exposure to patient’s trauma decreases
the stress threshold (Turgoose et al. 2017). In
synopsis, the level of stress increases when
patients are treated in a humanized way by
healthcare professionals. Therefore, they use
dehumanization as an antistress strategy (Haque
and Waytz 2012).

As stress provokes dehumanization in medi-
cine, it is of interest to consider how that would
work, what the role of cognition would be in the
process, and how experiencing stress would affect
the evaluation of dehumanizing behavior. In the
present study, I addressed these issues in two
groups of medical nurses: the experimental group
that sat for professional exam just after being sur-
veyed, where examination stress was the experi-
mental intervention, and the control group whose
emotional state was neutral. The study hypotheses
were the following: (i) stressful situation would
induce negative changes in the current affective
state, (ii) experiencing stress would facilitate the
acceptance of dehumanizing behaviors, and (iii)
attitude conducive to dehumanization behavior
would correlate with a lower level of empathy
and a higher level of neuroticism and
psychoticism.

2 Methods

2.1 Participants and Protocol

This research was an empirical interventional
study estimating the influence of an experimental
intervention without a randomized assignment.
The experimental group consisted of nurses tak-
ing part in a professional class ending up with
examination before being accepted by the Medi-
cal Commission. Participants were informed
that the exam would be delayed for 45 min.
They were then asked to fill in the survey
questionnaires. Thus, survey was conducted with-
out the antecedent notice in the emotion-strained
condition immediately before the exam. In the
control group, participants were surveyed in an
emotion–neutral setting, with no exam in the
offing.
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The study involved 96 nurses working in vari-
ous wards of hospitals in the cities of Opole and
Cracow in Poland. There were 49 nurses in the
experimental group and 47 age-matched nurses in
the control group. The mean nurses’ age was
38 � 11 years and 40 � 12 years, respectively.
There were no inter-group differences in job
seniority either: 15 � 11 and 18 � 13 years,
respectively (Table 1).

2.2 Psychometric Tools

The evaluation of dehumanizing behavior was
conducted with the Scale of Behavioral Indicators
of Patient’s Dehumanization (SBIPD) of
Głębocka and Wilczek–Rużyczka (2016). The
questionnaire consists of two subscales: patent
and latent dehumanization. The patent dehumani-
zation subscale describes nine short situations
which provide obvious and clear evidence of
either subjective or objective attitudes of medical
staff toward patients. The latent dehumanization
subscale includes ten items containing
descriptions of situations with hidden signs of
dehumanization. All the situations are rated on a
five-point scale from 1, very bad, to 5, very good.

The nurses were asked to decide whether a given
situation was real or fictitious, although all of the
situations actually occurred in real life. The indi-
cator of questionnaire’s reliability was satisfac-
tory (Cronbach’s alpha ¼ 0.77).

Mood was evaluated with the UMACL Mood
Adjective Checklist of Matthews et al. (1990).
This scale measures self-reported mood and cur-
rent emotional state divided into three
dimensions: (i) tense arousal, (ii) energetic
arousal, and (iii) hedonic tone. Empathy was
evaluated with the interpersonal reactivity index
(IRI) of Davis (1980). The questionnaire contains
four subscales: (i) perspective taking
(PT) evaluating a spontaneous adoption of the
psychological point of view of others,
(ii) fantasy (F) evaluating the tendencies to trans-
pose themselves imaginatively into the feelings
and actions of fictitious characters, (iii) empathic
concern (EC) evaluating the strength of attention
and care of others, and (iv) personal distress
(PD) describing the self-oriented feelings of per-
sonal anxiety reflecting the suffering of others.

Finally, personality traits were explored with
the personality questionnaire (EPQ-R) of
Eysenck et al. (1985). This scale consists of four
subscales: (i) neuroticism, characterized by

Table 1 Inter-group comparisons for study dimensions

Variable Experimental group Control group

Age (years) 38 � 11 40 � 12
Job seniority (years) 15 � 11 18 � 13
Tense arousal (UMACL) 2.6 � 0.4 2.2 � 0.4*
Hedonic tone (UMACL) 2.8 � 0.3 2.7 � 0.3
Energetic arousal (UMACL) 2.8 � 0.5 3.0 � 0.4
Perspective taking (IRI) 2.4 � 0.6 2.3 � 0.5
Fantasy (IRI) 1.7 � 0.7 1.8 � 0.7
Empathic concern (IRI) 2.2 � 0.5 2.3 � 0.5
Personal distress (IRI) 4.3 � 0.4 4.3 � 0.5
Lying scale (EPQ-R) 12.2 � 3.1 12.2 � 3.7
Neuroticism (EPQ-R) 14.9 � 5.0 15.7 � 4.7
Extraversion (EPQ-R) 14.2 � 3.5 14.5 � 4.2
Psychoticism (EPQ-R) 10.0 � 3.4 10.4 � 3.5
Patent dehumanization (SBIPD) 1.6 � 0.5 1.4 � 0.3*
Latent dehumanization (SBIPD) 1.6 � 0.6 1.5 � 0.4

Data are means �SD. (UMACL) The Mood Adjective Checklist, (IRI) The Interpersonal Reactivity Index Assessing
Empathy, (EPQ-R) The Eysenck Personality Questionnaire-Revised, (SBIPD) Scale of Behavioral Indicators of Patient’s
Dehumanization
*means p < 0.05
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instability, nervousness, and anxiety;
(ii) extraversion, signalized sociability, impul-
siveness, hedonism, and a tendency for aggres-
sive behavior, (iii) psychoticism, considered an
antisocial trait of personality, e.g., hostility and
lack of empathy; and (iv) lying scale.

Data were presented as means �SD. For nor-
mally distributed data, statistical differences
between the two groups were evaluated with mul-
tivariate analysis of variance (MANOVA) for
repeated measures, followed by post hoc
Scheffe’s test. Non-normal distributed data were
evaluated with the Kruskal–Wallis test by ranks.

3 Results

The UMACL scores of current mood and emo-
tional state subjected to multivariate analysis of
variance (MANOVA) for repeated measures and
against the group factor (experimental vs. control).
There were significant inter-group differences for
main effects (F(1,93) ¼ 4.79; p ¼ 0.03 η2 ¼ 0.05)
and for interaction effects (F(2,19) ¼ 11.10;
p ¼ 0.00003, η2 ¼ 0.10). Scheffe’s post hoc anal-
ysis showed significant inter-group differences for
tense arousal, where the experimental group scored
higher than the control one:
2.56 � 0.36 vs. 2.24 � 0.38 points, respectively;
p < 0.001. That result confirmed the effectiveness
of the experimental manipulation used in that the
expectation of examination adversely affected the
emotional state of the nurses as they were more
stressed (afraid or anxious) than the nurses in the
control group (Table 1).

An analysis of dehumanizing behaviors was
split into patent dehumanization and latent dehu-
manization of SBIPD questionnaire. Both
components failed to meet the normal distribution
assumptions and were evaluated with the
Kruskal–Wallis test by ranks. There was a signif-
icant difference between the experimental and
control groups in case of patent dehumanization
(mean scores of 1.6 � 0.5 and 1.4 � 0.3 points,
respectively; p < 0.05) but not in latent dehuman-
ization (mean scores of 1.6 � 0.6 and 1.5 � 0.4
points, respectively; p > 0.05) (Table 1). Despite
that all of the situations included in the patent and

latent dehumanization scales were real,
participants from both groups believed that only
60% of the situations were true. Both groups
expressed a negative attitude toward dehumaniza-
tion behaviors depicted in the real-life accounts,
so that the questionnaire scores were on the low
side. Nonetheless, participants in the experimen-
tal group appeared significantly more accepting
and tolerant for the patent dehumanization
behaviors than those in the control group.

The IRI scores evaluating aspects of empathy
and personality traits were subject to multivariate
analysis of variance (MANOVA) for repeated
measures. There were no significant differences
between the experimental and control groups in
the global empathy score (F(3,28) ¼ 0.74,
p ¼ 0.52, η2 ¼ 0.003), with the mean scores of
2.1 � 0.5 and 2.1 � 0.5 points, respectively;
p > 0.05. Nor were there any appreciable
differences between the two groups among the
dimensions of perspective taking (PT), fantasy
(F), empathic concern (EC), and personal distress
(PD). Likewise, there were no significant inter-
group differences for personality traits evaluated
with the EPQ-R questionnaire such as neuroti-
cism, extraversion, and psychoticism (F
(4,96) ¼ 0.31, p ¼ 0.860). Of note, the mean
scores of 12.0 points in the lying subscale of
EPQ-R in both experimental and control groups
speak for a good reliability of the outcomes
obtained (Table 1).

Finally, correlation analysis was conducted for
each group to explore the associations among
dehumanizing behaviors, current mood, empathy,
and personality features. There appeared somemod-
erate associations, different in either group. In the
experimental group, tense arousal (UMACL)
associated with fantasy (IRI) (r ¼ 0.32, p < 0.05)
and empathy (r ¼ 0.32, p < 0.05), whereas in the
control group, tense arousal (UMACL) associated
with personal distress (IRI) (r ¼ 0.32, p < 0.05).
Patent and latent dehumanization behaviors
(SBIPD) failed to associate with variables apprais-
ing mood and empathy (UMACL and IRI). How-
ever, there was an association between patent
dehumanization and neuroticism (r ¼ 0.36,
p < 0.05) in the experimental group.
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4 Discussion

In this study, the experimental manipulation
consisted of the use of a stress provoking condi-
tion, such as anxiety linked to the ongoing essen-
tial examination for getting licensed for nursing
profession, to evaluate the possible effects of
enhanced level of stress on dehumanizing
behaviors in medical profession. To start with, I
verified the effectiveness of the manipulation in
inducing a negative change in the current affec-
tive state, as the expectation of examination
increased the level of tense arousal, which is
characteristic of stress. The major finding was
that anxiety-prone condition enhanced the pro-
spective nurses’ attitude toward patent
dehumanizing behaviors. They became more
prone to estimate such behaviors as acceptable,
which unmasked a subconscious negative trend.
Patent dehumanization is defined as obvious and
clear evidence of humiliating and harmful
attitudes of medical staff toward patients. Ver-
bally expressed examples of such attitudes may
be as follows:

(i) A patient visits a surgeon to remove early
necrosis of a lower limb. The doctor
examines the patient, causing pain. He then
tells the patient that the real pain would be
felt during surgery and that the patient would
not receive anesthetic.

(ii) An oncology nurse enters the corridor and
tells the patients “Metastatic cancer to the
right, non-metastatic cancer to the left”
(Głębocka and Wilczek–Rużyczka 2016).

Although this study provides evidence only for
the impact of stress on cognitive aspects of atti-
tude, there is a consistent impression that the
acceptance of dehumanization may also affect
behavior of medical staff. The finding of hard
evidence of dehumanizating behaviors in medi-
cine is a difficult task, since tolerance for dehu-
manization, as much as inhuman attributions of
patients, has mostly to do with subconscious
mechanisms (Capozza et al. 2016).

In some previous studies, medical staff has
perceived their own group, be it nurses or
physicians, as having more uniquely human traits,
while less uniquely human traits have been
ascribed to patients. It follows that patients were
assigned a lower human status. Ascribing patients
in this way is tantamount to functional dehuman-
ization, possibly an expression of defensive strat-
egy of coping with stress among medical staff
(Trifiletti et al. 2014; Haque and Waytz 2012).
There is also evidence that patients’ dehumaniza-
tion associates with lower burnout and a higher
level of self-evaluated efficacy and competence
(Vaes and Muratore 2013). Other studies have
examined the role of the individual’s mental
capacity to recognize other people’s mental states
for the relationship between dehumanization and
lower self-reported stress. The results show that
dehumanization associates with lower burnout in
medical staff who has a lower capacity to read
other people’s minds. This mechanism of coping
with stress, consisting of assigning patients to a
lower human status, is used by the staff who is
unable to make out other people’s emotions and
thoughts (Capozza et al. 2016; Decety 2011; Han
et al. 2008). In fact, dehumanization in medicine
seems a strategy to avoid the affective costs of
helping (Bakker et al. 2001; Pearlman and
Saakvitne 1995).

The evidence above discussed points to the
presence of moderators between dehumanization
and stress, such as regard patients as
non-uniquely human or the incapacity to recog-
nize other people’s mental states (Fig. 1). A more
positive evaluation of dehumanizing behavior
under stress, noticed in the present study, relates
possibly more to the latter. However, a number of
further research questions arise, which require
clarification, such as: (i) why does stress influence
the appraisal of patent dehumanization only;
(ii) to what extent stress experienced by medical
staff attributes patients with non-uniquely human
features, as suggested in the literature (Demoulin
et al. 2004; Leyens et al. 2001); and (iii) does
stress determine the individual’s capacity to rec-
ognize patients’ mental states.
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One of the working presumptions in this study
was that a more easily exculpated attitude toward
dehumanization behaviors could relate with a
lower level of empathy and higher levels of neu-
roticism and psychoticism. However, no signifi-
cant relationship between relative tolerance to
dehumanizing behaviors and personality features
was found in the control group, and there was
only a moderate relationship between patent
dehumanization and neuroticism in the experi-
mental group. That could stem from the stress-
enhanced study condition, confirming previous
observations that anxiety and fear correspond
with enhanced tolerance for dehumanization
(Turgoose et al. 2017). Thus, dehumanization in
medicine does not necessarily result from
caregivers’ personality traits or bad intentions. It
rather seems a by-product of specific interper-
sonal relationships and hospital demands strongly
connected with the structural and organizational
rules of healthcare functioning and with the func-
tional psychological demands intrinsic to medical
profession (Haque and Waytz 2012).

Overall, dehumanization in medicine is under-
stood as a dysfunctional strategy of coping with
stress. On the one hand, dehumanized patients are

more vulnerable to unsatisfactory relationships
with medical staff, e.g., stigmatization or preju-
dice, which can adversely affect compliance with
medical recommendations. On the other hand,
dehumanized patients can be perceived by
physicians as less capable of following medical
recommendations. Using dehumanization to
reduce stress may have beneficial effects on
caregivers’ well-being, but not on their
relationships with patients, or on patients’ physi-
cal and psychological well-being. Dehumaniza-
tion connected with emotional exhaustion results
from stress experienced at work, which may also
be influenced by poor working conditions, work
overload, long working hours, inadequate gratifi-
cation, or conflicting interpersonal relationships.
The best way to fight dehumanization among
medical staff is to reduce the level of stress by
eliminating pathological work-related issues
(Bakker et al. 2005; Shirom 1989).
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Abstract

The maximum rate of O2 uptake (V ̇O2max) is
one of the most important positive indicators
of health. While the V̇O2max decreases with
age, reducing the capacity for physical effort,
it can be considerably upregulated through
optimal environmental interventions, includ-
ing systematic physical activity. This study
seeks to determine variations in the cardiore-
spiratory function, estimated from the level of
V ̇O2max, in 798 employed men aged 20–59,
according to biological (age, physical activity,
body mass index (BMI), and limb muscle
strength and agility) and social (place of resi-
dence, education, occupation, economic sta-
tus, and smoking) predictors. We found that
the variables abovementioned, with the excep-
tion of smoking and hand strength, were sig-
nificant predictors of V̇O2max in univariate
logistic regression, with age (OR ¼ 0.52;

95%CI 0.47–0.57) and BMI (OR ¼ 0.91;
95%CI 0.90–0.93) having the greatest effect
on V ̇O2max. The additional predictors,
established in multivariate analysis, were the
place of residence, education, and hand and
arm strength. The multivariate model was
fairly well-fitted (Nagelkerke r2 ¼ 0.54) and
had a satisfactory prognostic value, with over
80% of cases classified correctly. Social vari-
ance in the V̇O2max makes it desirable to
develop and implement the intervention
programs with physical activity dedicated for
men, especially men who are over the age of
50 years and have an excessive body mass, as
this could reduce the risk of disorders and help
improve the quality of life and workplace
effectiveness of this group.

Keywords

Cardiorespiratory function · Health indicators ·
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1 Introduction

In today’s era, the biology of the human body is
increasingly at risk due to a lack of physical
activity and the consequences thereof, in particu-
lar, resulting in overweight and obese condition.
We are observing a steady shift from an active
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lifestyle in the external environment, which has
been natural for the human race, toward a seden-
tary lifestyle in the enclosed spaces (O’Keefe
et al. 2010; Malina and Litle 2008), even though
the beneficial effect of aerobic exercise on the
body is an evolutionary acquisition (Rowe et al.
2014). Endurance-based exercise, involving
prolonged walking and running, has played a
key role in human evolutionary history, and our
species is distinguished from other primates in
this respect (Mattson 2012).

Despite the fact that aerobic activity involves a
high energy expenditure and fatigue, nature has
programed the human body to feel pleasure dur-
ing and after exercise, which is often expressed as
a feeling of “runner’s high”. This is related to the
activity of the reward brain center, resulting from
an increase in the amount of endocannabinoids
that lead to mood improvement. Thus, natural
selection, through the endocannabinoid system,
has helped motivate human beings to perform
physical exercise, which in turn has not only
ensured human survival but has also been crucial
in anthropogenesis (Raichlen et al. 2012).

Today, the role of physical exercise as a pre-
dictor of survival has considerably decreased,
and even the neurobiological rewards are not
enough to encourage physical activity. Nonethe-
less, regular aerobic exercise is indisputably
related to good health and longevity; whereas
the opposite is true for a sedentary lifestyle,
which leads to various health issues and prema-
ture mortality (Després 2016; Laukkanen et al.
2016; Arem et al. 2015; Gebel et al. 2015; Hupin
et al. 2015; Blair 2009). A shift from a
traditionally active lifestyle to a sedentary one
is a global phenomenon. Types of physical
activity requiring large energy expenditures
(heavy physical labor and traveling on foot)
have been replaced with low-energy forms of
activity (office work and mechanized travel)
(Katzmarzyk and Mason 2009).

The World Health Organization classifies
physical inactivity as the fourth leading cause of
global mortality and the primary cause of many
chronic disorders (WHO 2009). The term physi-
cal activity transition has been coined to underline

this harmful tendency, which is particularly dan-
gerous to the health of children and youth
(Katzmarzyk and Mason 2009). The yearly health
costs resulting from a low level of physical activ-
ity are estimated to exceed $67 billion globally,
and a sedentary lifestyle causes about 5 million
deaths per year (i.e., almost 10% of the deaths not
resulting from violence) (Ding et al. 2016). Hallal
et al.’s (2012) analysis of the data collected from
122 countries shows that over 31% of adolescents
and adults aged over 15 years are physically
inactive. The inactivity is more common in
wealthy countries and among women and elderly
persons, and it factors in the development of
noncommunicable diseases (Dumith et al. 2011).
Age, sex, health, obesity, self-efficacy, and moti-
vation are other factors associated with the level
of physical activity. The evidence shows that the
availability of a sport and recreation infrastructure
close to one’s place of residence has a positive
causal relationship with the level of physical
activity among both youths and adults (Smith
et al. 2017; Bauman et al. 2012).

One of the best measures of functional effi-
ciency is the maximal oxygen uptake (V ̇O2max).
Oxygen requirement of the working muscles is an
objective indicator of the cardiorespiratory func-
tion (CRF) related to habitual physical activity.
The V ̇O2max is an independent, diagnostic, and
prognostic health indicator (Lee et al. 2010) that
determines predispositions for prolonged aerobic
exercise (Kenney et al. 2015; Araújo et al. 2013;
Hawkins et al. 2007). Oxygen plays a key role in
CRF as it is needed for the conversion of adeno-
sine triphosphate into energy in the muscle cells.
Consequently, the greater the oxygen uptake, the
more energy can be produced.

V̇O2max represents the highest rate at which
oxygen can be transported and used during aero-
bic exercise. It denotes the maximum volume of
oxygen that a person can process per minute.
Except the highly trained athletes, the contempo-
rary global population displays a lower V ̇O2max
than it could have had (Powell et al. 2011; Sagiv
et al. 2007). After the age of about 30 years, the
V ̇O2max begins to decrease consistently by about
0.5–0.6 ml/kg/min per year, due primarily to
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evolutionary changes that take place in the car-
diopulmonary system and in the muscles. A value
approaching 50 ml/kg/min is considered satisfac-
tory for middle-aged men. The lowest relative
value of the V ̇O2max, required for a full locomo-
tive independence, is about 15 ml/kg/min.

Social determinants of health play a central
role in morbidity and mortality among men and
contribute to a heath-wise gender disparity
(Leone and Rovito 2013; Lee et al. 2010, 2011).
Men tend to undertake riskier health behaviors
and are more likely to avoid prophylactic care
than women do. These differences concern not
only the men themselves but also their relatives
and may have a negative effect on their participa-
tion in the job market (Giorgianni et al. 2013;
Kwan et al. 2012; Evans et al. 2011). Therefore,
the main aim of this study was to assess
differences in CRF based on the V̇O2max of
working men aged 20–59 years, according to
social and biological predictors.

2 Methods

The study was conducted at several workplaces in
the Swiętokrzyskie province in Poland during the
spring of 2015. Participants consisted of a cohort
of 798 men, stratified into 4 age groups: 20–29,
30–39, 40–49, and 50–59 years. The basic inclu-
sion criterion was a combination of
non-probability and random sampling, with pri-
ority given to randomly selected workplaces that
employed mostly men and to divisions of the
provincial vocational training center that
conducted training for persons in various
occupations who lived in both urban and rural
areas and who had different levels of education.
The inclusion criteria were a lack of health
contraindications for performing a voluntary
physical exercise workout. During a qualification
interview, the participants were instructed about
the scope of the study and were informed that
they could opt out at any stage without providing
a reason. All measurements were taken before
noon, and the workouts were preceded by a
warm-up.

The independent variables characterizing the
social variation among the study participants
were determined using a categorized interview,
and they comprised of place of residence (large
city, small city, or village), level of education
(higher, secondary, or vocational), occupation
(involving intellectual or physical labor), finan-
cial status (low, average, or good), and smoking
habits (non-smoker, occasional smokers, or
smokers over six cigarettes per day) (Table 1).
The biological variables were age as a continuous
categorized variable (20–29, 30–39, 40–49, or
50–59 years), BMI (kg/m2) as a continuous and
categorized variable (normal body mass, over-
weight, or obesity) according to the WHO
(2008) classification, and the interview-based
level of free-time physical activity categorized
into low, moderate, or high. Physical activity
was assessed on the basis of the number of days
per week in which the participant performed at
least 30 min of intense physical exercise (as a
one-time exercise or a sum of the exercise periods
for at least 10 min), i.e., the exercise that would
create a feeling of tiredness. The applied measure
of physical activity was the number of minutes
spent on exercise in a week multiplied by the
average intensity of exercise expressed in MET
(metabolic equivalent). 1 MET corresponds to
oxygen uptake during rest and amounts to
3.5 ml O2/kg/min (Zhang et al. 2003; Araújo
et al. 2017). Physical activity was stratified into
three groups, according to the method of Lakoski
et al. (2011): low (1–449 MET/min/week), mod-
erate (450–749 MET/min/week), and high (�750
MET/min/week). In addition, several indices of
motor ability were taken into account, such as
static handgrip strength, static arm strength,
dynamic leg strength, and overall agility
(a component of speed, involving the coordina-
tion of body maneuverability), where:

• Static grip strength of the dominant hand was
measured to an accuracy of 1 kg using a
hydraulic manual dynamometer.

• Dynamic arm strength was measured based on
the number of flexions and extensions of the
arms performed within 30 s during exercise
with a front support.
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Table 1 Characteristics of the study participants according to aerobic capacity (V ̇O2max); numbers (%) of participants
and means �SD are provided for the qualitative and continuous variables, respectively

Variable
V̇O2max below median (<33.0 ml/
kg/min) (n ¼ 400)

V̇O2max above median (>33.0 ml/
kg/min) (n ¼ 398)

Total
(n ¼ 798)

Age (years) 44.5 � 10.1 34.8 � 9.9 39.7 � 11.1
20–29 42 (10.5) 128 (32.2) 170 (21.3)
30–39 74 (18.5) 141 (35.4) 215 (26.9)
40–49 136 (34.0) 99 (24.9) 235 (29.5)
50–59 148 (37.0) 30 (7.5) 178 (22.3)

BMI (kg/m2)a 27.1 � 2.8 23.5 � 2.2 25.3 � 3.1
Normal 76 (19.0) 299 (75.5) 375 (47.1)
Overweight 275 (68.7) 96 (24.2) 371 (46.6)
Obese 49 (12.3) 1 (0.3) 50 (6.3)

Place of residence
Village 76 (19.0) 136 (34.2) 212 (26.6)
Small city 92 (23.0) 82 (20.6) 174 (21.8)
Large city 232 (58.0) 180 (45.2) 412 (51.6)

Education
Vocational 138 (34.5) 178 (44.7) 316 (39.6)
Secondary 144 (36.0) 125 (31.4) 269 (33.7)
Higher 118 (29.5) 95 (23.9) 213 (26.7)

Occupation
Physical labor 205 (51.2) 272 (68.3) 477 (59.8)
Intellectual labor 195 (48.8) 126 (31.7) 321 (40.2)

Financial status
Below average 52 (13.0) 79 (19.8) 131 (16.4)
Average 266 (66.5) 266 (66.6) 531 (66.5)
Good 82 (20.5) 82 (13.6) 136 (17.1)

Smoking
Non-smokers 163 (40.8) 159 (39.9) 322 (40.4)
Occasional

smokers
86 (21.5) 70 (17.6) 156 (19.5)

Smokers >6
cigarettes/day

151 (37.7) 169 (42.5) 320 (40.1)

Physical activity
Low 272 (68.0) 234 (58.8) 506 (63.4)
Moderate 102 (25.5) 122 (30.7) 224 (28.1)
High 26 (6.5) 42 (10.5) 68 (8.5)

Static hand strength
(kg)

43.1 � 8.9 42.8 � 9.5 42.9 � 9.2

Dynamic arm
strength (n)

13.5 � 8.3 17.8 � 8.4 15.7 � 8.6

Dynamic leg strength
(cm)

162.5 � 36.0 183.6 � 32.3 173.0 � 35.8

Agility (s) 28.5 � 3.3 27.6 � 3.1 28.0 � 3.2
V̇O2max (ml/kg/min) 27.5 � 4.2 40.4 � 6.5 34.0 � 8.5
V̇O2max (l/min) 2.2 � 0.3 2.8 � 0.4 2.5 � 0.5
an ¼ 796; two underweight persons were excluded from analysis
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• Explosive strength of legs was measured based
on a standing long jump (cm).

• Agility was measured based on a zigzag run
within a 5 � 3 m area (three laps); the
participants had to move around five poles
(four in the corners and one in the middle),
while the running time was measured to an
accuracy of 0.1 s, with the better result from
two attempts taken into account.

V̇O2max was determined indirectly using the
Astrand test performed on a Monark LC6 cycle
ergometer (Monark Exercise AB, Vansbro,
Sweden). This test was divided into two stages:
3-min warm-up under a load of 50 W and 5–6-
min exercise under a submaximal workload of
100–150 W, performed until the participant’s
heart rate, measured with a cardiometer,
stabilized at 130–160 beats/min. The V ̇O2max
was then calculated using the Astrand and
Ryhming (1954) tables, according to the heart
rate, workload, body mass, and age. The
participants’ characteristics and V ̇O2max levels
are presented in Table 1.

The results were expressed as means �SD or
numbers and corresponding percentages.
Relationships between the qualitative variables
were assessed using a chi-squared test; Cramér’s
V was used as a measure of effect size. Groups
with a V̇O2max below and above the median
(Me) of 33.0 ml/kg/min were selected for the
purpose of a logistic regression. Univariate and
multivariate models of logistic regressions were
used to assess the probability of the occurrence of
a higher level of V̇O2max (dependent variable)
according to the age, BMI, and social and physi-
cal variables (independent variables). Multivari-
ate analyses were conducted using the backward
stepwise procedure, with age and BMI analyzed
in the categorized forms. For the independent
variables, odds ratios (OR) with 95% confidence
intervals (CI) were calculated, and the
Nagelkerke r2 was estimated as a measure of
effect size. The statistical significance was
assumed at α ¼ 0.05 for all analyses.

3 Results

Table 2 presents the odds ratios for the occurrence
of a higher V̇O2max, estimated through the univar-
iate logistic regression analysis. Significant
predictors of the V̇O2max were found to comprise
nearly all the variables, with the exception of
smoking and static hand strength. The factors that
had the largest effect on the V̇O2max were the age
and BMI (p < 0.001), both with inverse
correlations. An increase in BMI by 1 point
correlated with a nearly twice as low probability
of a higher V̇O2max (OR ¼ 0.52; 95%CI
0.47–0.57), and an increase in age by 1 year
correlated with a 10% lower probability of a higher
V̇O2max (OR ¼ 0.91; 95%CI 0.90–0.93). Among
the oldest participants and the obese participants,
the probability of a higher V̇O2max was over
14 times lower (OR ¼ 0.07; 95%CI 0.04–0.11)
and 100 times lower, respectively, compared to the
younger participants and the participants with a
correct body mass. Only 1 in 50 of the obese
participants showed a higher V̇O2max, compared
to about 75% of the participants with a correct
BMI (Table 2). Furthermore, the variables of living
in a city and performing intellectual labor
correlated with a nearly twice as low probability
of a higher V̇O2max (OR 0.5 and 0.49, respec-
tively), compared to the participants that lived in
rural areas and performed physical labor. In turn, a
higher level of physical activity and better results
in the arm flexion test (dynamic arm strength) and
the standing long jump test (dynamic leg strength)
increased the probability of a higher V̇O2max. For
the persons who declared a high level of physical
activity, the probability of a higher V̇O2max was
nearly twice as high (OR ¼ 1.88; 95%CI
1.12–3.16) compared to those who declared low
levels of physical activity. An improvement in the
results of the arm flexion test and the standing long
jump test by one unit correlated with a 7% and 2%
higher probability of a higher V̇O2max,
respectively.

The multivariate logistic regression analysis
conducted with the backward stepwise method

Biological and Social Determinants of Maximum Oxygen Uptake in Adult Men 109



confirmed the correlation between the V̇O2max
and age, BMI, education, and place of residence
(Table 3). In addition, the dynamic arm strength
was found to be a significant predictor of V̇O2max
(OR ¼ 1.04; 95% CI 1.02–1.07), and the static
hand strength showed a negative correlation with
the V̇O2max (OR ¼ 0.96; 95% CI 0.94–0.99) in
contrast to the results of the univariate analysis.
The other variables were insignificant, and they

were not included in the final model. They
correlated strongly with the variables included in
the model and were thus redundant: physical activ-
ity correlated with age (χ26,798 ¼ 50.9; p < 0.001;
Cramér’s V¼ 0.18) and education (χ24,798 ¼ 40.3;
p < 0.001; Cramér’s V ¼ 0.16); occupation
correlated with the place of residence
(χ22,798 ¼ 78.1; p < 0.001; Cramér’s V ¼ 0.31);
and financial status correlated with the level of

Table 2 Odds ratios of a higher V ̇O2max (> median V ̇O2max) according to the biosocial variables studied, based on the
univariate models of logistic regression (n ¼ 798)

Variable OR 95%CI p Nagelkerke r2

Age 0.91 0.90–0.93 <0.001 0.25
20–29 1 0.24
30–39 0.63 0.40–0.98 0.04
40–49 0.24 0.15–0.37 <0.001
50–59 0.07 0.04–0.11 <0.001

BMI 0.52 0.47–0.57 <0.001 0.48
Normal 1 0.41
Overweight 0.09 0.06–0.12 <0.001
Obese 0.01 0.00–0.04 <0.001

Place of residence
Village 1 0.04
Small city 0.50 0.33–0.75 <0.001
Large city 0.43 0.31–0.61 <0.001

Education
Vocational 1 0.01
Secondary 0.67 0.49–0.93 0.02
Higher 0.62 0.44–0.89 0.01

Occupation
Physical labor 1 0.04
Intellectual labor 0.49 0.37–0.65 <0.001

Financial status
Below average 1 0.02
Average 0.66 0.44–0.97 0.03
Good 0.43 0.27–0.71 <0.001

Smoking
Non-smokers 1 <0.01
Occasional smokers 0.83 0.57–1.22 0.36
Smokers >6 cigarettes/day 1.15 0.84–1.56 0.38

Physical activity
Low 1 0.01
Moderate 1.39 1.01–1.91 0.04
High 1.88 1.12–3.16 0.02

Static hand strength 1.00 0.98–1.01 0.594 <0.001
Dynamic arm strength 1.07 1.05–1.09 <0.001 0.09
Dynamic leg strength 1.02 1.01–1.02 <0.001 0.12
Agility 0.92 0.88–0.96 <0.001 0.03
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education (χ24,798 ¼ 80.1; p < 0.001; Cramér’s
V ¼ 0.22). Overall, the estimated multivariate
model was found to be fairly well-fitted
(Nagelkerke r2 ¼ 0.54) and to have a satisfactory
prognostic value as over 80% of the cases were
correctly classified.

4 Discussion

In this study, we found that significant predictors
of the aerobic capacity, based on V ̇O2max using,
comprised almost all of the variables studied,
with the exception of static hand strength. A
univariate analysis shows that the largest effect
on the V ̇O2max was exerted by the BMI, age,
and, to a slightly lesser extent, the place of resi-
dence and education. These results are in line
with the research conducted at the Cooper Clinic
in Dallas, Texas, between 2000 and 2010 that
investigated the modified and unmodified
determinants of the cardiorespiratory function
(CRF) (Lakoski et al. 2011). In that research, the
strongest clinical factors were determined using a
linear regression model. The BMI, age, gender,
and physical activity have been found the most

important factors related to CRF, accounting for
56% of the variation. Akin to the present study,
the BMI was the strongest clinical risk factor
related to CRF, alongside unmodified risk factors,
such as the participant’s age or gender. For the
participants with a similar level of physical activ-
ity, those with a normal BMI had a higher CRF
compared to obese persons. Overall, the data sug-
gest that obesity may negate the benefits of phys-
ical activity, even in a healthy population of men
and women.

The specifics of a steep decline in peek aerobic
capacity in persons undergoing training have
been described by Sagiv et al. (2007). Those
authors demonstrate that the rate of the muscle
strength and aerobic capacity decline, indexed as
the peak V ̇O2, are key from the viewpoint of
quality of life and functional independence. The
decline is not constant in healthy adults, as may
be assumed from cross-sectional studies showing
a 5–10% decline per decade of age in untrained
persons, but rather, it appreciably increases each
decade of age, especially in men. Fleg et al.
(2005) have suggested that the rate of decline
increases from 3–6% at 20–30 years of age to
over 20% per decade after the age of 70, and it

Table 3 Odds ratios of a higher V̇O2max, (> median V̇O2max) according to the biosocial variables studied, based on the
multivariate analysis of logistic regression (n ¼ 798)

Variable OR OR 95%CI p Nagelkerke r2

Age 0.54
20–29 1
30–39 0.74 0.41–1.30 0.29
40–49 0.30 0.17–0.53 <0.001
50–59 0.08 0.04–0.16 <0.001

BMI
Normal 1
Overweight 0.12 0.08–0.17 <0.001
Obese 0.01 0.00–0.04 <0.001

Place of residence
Village 1
Small city 0.58 0.32–1.05 0.07
Large city 0.52 0.32–0.85 0.01

Education
Vocational 1
Secondary 0.47 0.29–0.76 <0.002
Higher 0.38 0.22–0.65 <0.001

Static hand strength 0.96 0.94–0.99 <0.004
Dynamic arm strength 1.04 1.02–1.07 <0.002
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can also be indexed per kilogram of body mass or
kilogram of lean body mass.

The effect of social determinants on the
V ̇O2max has been shown in a study that com-
pared the population of Tsimané Indians living in
Bolivian Amazonia to a highly industrialized
Canadian population, a part of the Tsimané
Health and Life History Project carried out
between 2002 and 2010. The Indians have a con-
siderably higher V̇O2max and, notably, a lower
rate of decline than the Canadians do. The
Indians’ V ̇O2max is consistent with a high physi-
cal activity stemming from farming and contract
work (Gurven et al. 2013; Pisor et al. 2013).
Living in a rural environment, even the alpine
one, and leading a farming-based lifestyle may
not be sufficient for a better CRF and physical
fitness. Physical activity always needs to have an
optimal volume and intensity (Beall et al. 1985).
Nonetheless, a lower socioeconomic status of
rural population is usually accompanied by a
higher level of physical activity and aerobic
capacity when compared to better off urban pop-
ulation. This has been confirmed by studies such
as the one conducted by Muthuri et al. (2014)
among African children, in whom a higher level
of physical activity translated into a higher aero-
bic capacity. That study also demonstrates that a
lower education and living in a rural environment
associates with a higher V̇O2max in men than
women. However, the effect of various environ-
mental factors, and rather their aggregation as a
single factor can never be solely responsible,
should be taken into account when considering
different social predictors.

Physical activity improves V̇O2max and con-
sequently health. However, different forms of
physical activity promote different physiological
changes and different levels of health-related
benefits (Pimentel et al. 2003). The type, level,
volume, and frequency of physical activity are
important considerations. According to the
recommendations of the US Department of
Health and Human Services (2008), adults should
perform 500–1000 MET min/week of moderate-
to-intense activity. This volume of activity, which
corresponds to 150–300 min of fast walk or
75–150 min of jogging, provides major health

benefits. The present study confirm the benefit
of physical activity on V ̇O2max as physically
active persons had nearly twice as high a proba-
bility of achieving a higher level of V ̇O2max
compared to persons with low physical activity.
However, in multivariate analysis, physical activ-
ity appeared an insignificant predictor of
V ̇O2max, due likely to its correlation with age
and education. Nonetheless, it should be noted
that even a low level of physical activity is better
than no activity at all, and it may result in health
benefits if it is appropriately distributed over time
(Powell et al. 2011). Hagströmer et al. (2015)
have emphasized that all forms of physical activ-
ity, including everyday activities, influence
health. They have also demonstrated that the
risk of mortality among persons who spend 10 h
a day in a sedative lifestyle is over 2.5 times
greater than among those who limit their sedative
lifestyle to 6.5 h a day. Everyday physical activity
for more than half an hour may decrease the risk
of death by as much as 50%. Post-training
changes in V ̇O2max are nonlinear and depend
on the exercise intensity and duration and on the
frequency and length of a training program.

Huang et al. (2016) have determined the dura-
tion and parameters of the optimal aerobic train-
ing for healthy older persons who lead a sedentary
lifestyle. Such persons should participate in a
30–40-week health improvement training pro-
gram, carried out in 3–4 training sessions a
week. Each session should last 40–50 min and
have an intensity amounting to 66–73% of the
heart rate reserve. The CRF decreases linearly,
and its decline increases after the age of
45 years in both men and women. Maintaining a
correct body mass, level of physical activity, and
not smoking all distinctly contribute to a higher
CRF (Jackson et al. 2009).

A decrease in cardiorespiratory function is due
primarily to a sedentary lifestyle, which in turn
contributes to increased BMI. Undertaking a
physical activity is therefore important for health
and quality of life in every stage of ontogenesis,
and it appears to be indispensable in older age.
The present study, conducted in a large cohort of
working men, confirms these issues. A limitation
of this study is the use of an indirect method of
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assessing V ̇O2max based on the subject’s sub-
maximal heart rate. That caused an arbitrary
enforcement of the age-specific decline in CRF,
which could introduce inaccuracies. In addition, a
cross-sectional study design revealed just the
cohort effects, whereas, as suggested by Nussey
et al. (2008), changes in V̇O2max could be better
explained in longitudinal research due to the
issues related to inter-individual heterogenicity
and individual aspects of aging.

In conclusion, age and body mass index have
the largest effect on cardiorespiratory function,
estimated from the level of V̇O2max, in working
men aged 20–59, which was confirmed in multi-
variate analysis using the backward stepwise
method. We submit that it would be socially
desirable to implement an intervention program
involving recreational physical activity dedicated
to middle-aged men with overweight or obesity,
as that could reduce the risk of illness and
improve quality of life and occupational
effectiveness.
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