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Preface

The quadrennial Scientific Assembly of the International Association of Geodesy (IAG) was
held together with the International Association of Seismology and Physics of the Earth’s
Interior (IASPEI) in Kobe, Japan, from 30 July to 4 August 2017. The theme of the scientific
assembly was “Advancing Geodesy in a Changing World”, and it explored a broad range of
science and applications in geodesy and seismology. The joint assembly had 1,107 participants
from 63 countries and featured a total of 1,119 presentations. Of these, 254 were in IAG
symposia and 301 in joint symposia; so about half of the presentations in total involved
geodesy. There were 7 IAG symposia and 9 joint symposia.

The seven IAG symposia were structured according to the four IAG commissions and the
three GGOS focus areas:

1. Reference frames
2. Static gravity field
3. Time variable gravity field
4. Earth rotation and geodynamics
5. Multi-signal positioning: Theory and applications
6. Geodetic remote sensing
7. Global Geodetic Observing System (GGOS) and Earth monitoring services

The joint symposia supported by the IAG were:

• Monitoring of the cryosphere
• Recent large and destructive earthquakes
• Deformation of the lithosphere: Integrating seismology and geodesy through modelling
• Geohazard early warning systems
• Crustal dynamics: multidisciplinary approach to seismogenesis
• The spectrum of fault-zone deformation processes (from slow slip to earthquake)
• Tracking the seafloor in motion
• Imaging and interpreting lithospheric structures using seismic and geodetic approaches
• Geodesy and seismology general contributions

This volume contains peer-reviewed papers contributed from all of the symposia related
to IAG. We warmly recognize the contributions and support of the associated editors and
reviewers (see the list in later pages).

East Lansing, MI, USA Jeffrey T. Freymueller
Munich, Germany Laura Sánchez
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DGFI-TUMAnalysis and Scale Investigations
of the Latest Terrestrial Reference Frame
Realizations

Mathis Bloßfeld, Detlef Angermann, and Manuela Seitz

Abstract

Solutions for the most recent realization of the International Terrestrial Reference System
(ITRS) were computed by the three ITRS Combination Centers (CCs) of the International
Earth Rotation and Reference Systems Service (IERS), namely the IGN in Paris (France),
the JPL in Pasadena (USA), and the DGFI-TUM in Munich (Germany). Thereby, the
solutions of IGN and DGFI-TUM comprise conventional parameters of the ITRS (station
coordinates and velocities) at a reference epoch as defined in the IERS Conventions
2010. Although the two solutions are based on identical input data, there exist systematic
differences between them.

Within all ITRS realizations, the scale is realized as a mean scale between SLR (satellite
laser ranging) and VLBI (very long baseline interferometry). If the combined scale is
compared to the scale realized by both techniques itself, the IGN solution reveals significant
differences between SLR and VLBI whereas the DGFI-TUM solution shows much smaller
differences.

When the combined solutions of IGN and DGFI-TUM as well as the single-technique
solutions of both institutions are investigated and compared, a significant scale difference
between SLR and VLBI is only visible in the IGN analysis but not in the results of the
two other ITRS CCs. It is also found that the scale analysis via Helmert parameter is very
difficult since the results are quite sensitive w.r.t. particular station networks. In addition,
scale comparisons of the IVS and ILRS CCs also do not confirm a systematic scale offset.

Keywords

DTRF2014 � ITRF2014 � JTRF2014 � Local ties � TRF scale � VLBI and SLR co-locations

1 Introduction

Three Combination Centres (CCs) of the International
Earth Rotation and Reference Systems Service (IERS) are
in charge of computing a realization of the International
Terrestrial Reference System (ITRS). The most recent
realizations are called DTRF2014 (Seitz et al. 2016), which

M. Bloßfeld (�) � D. Angermann � M. Seitz
Deutsches Geodätisches Forschungsinstitut, Technische Universität
München (DGFI-TUM), Munich, Germany
e-mail: mathis.blossfeld@tum.de

was computed using the combination scheme described in
Seitz et al. (2012), ITRF2014 (Altamimi et al. 2016), and
JTRF2014 (Wu et al. 2015). The advantage of multiple
realizations using identical input data is, that errors or
systematics caused by the combination approach, the analyst,
or the software can be identified.

An example for such a systematic effect is the potential
scale difference between SLR and VLBI. By comparing
the ITRS realizations of DGFI-TUM and IGN via a 14-
parameter similarity (Helmert) transformation, a significant
scale difference between the SLR and VLBI subnet of the
DTRF2014 and the ITRF2014 of about 0:6 ppb (opposite
sign for both techniques) and nearly no scale rate is found.

© Springer Nature Switzerland AG 2018
J. T. Freymueller, L. Sánchez (eds.), International Symposium on Advancing Geodesy in a Changing World,
International Association of Geodesy Symposia 149, https://doi.org/10.1007/1345_2018_47
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4 M. Bloßfeld et al.

This leads to a scale difference of about 1:2 ppb which
is equivalent to a height change of about 7:5mm at the
Earth’s surface. This result (at least the order of magnitude)
is confirmed by the analysis of the IGN where the ITRF2014
solution reveals a significant scale bias between VLBI and
SLR of 1:37 ppb (rate: 0:02 ppb/yr) (Altamimi et al. 2016).
In contrast to this, the DTRF2014 does not show such a
large scale discrepancy (up to 3:3mm, depending on the test
scenario).

This paper focuses on dedicated investigations of a poten-
tial scale bias between SLR and VLBI by applying various
test scenarios. A major goal is to quantify its magnitude and
to study the impact of different transformations to assess the
reliability of the results. In Sect. 2, the following compar-
isons based on Helmert transformations using only stable and
well-performing stations (low scatter, few discontinuities,
long observation time span, etc.) are discussed:

(Section 2.1) SLR and VLBI single-technique solutions
provided by DGFI-TUM and IGN,

(Section 2.2) DGFI-TUM’s SLR and VLBI single-
technique solutions using local ties between
co-located instruments (direct approach),

(Section 2.3) DGFI-TUM’s SLR and VLBI single-
technique solutions via GNSS co-locations
(indirect approach),

(Section 2.4) combined IVS solutions w.r.t. different TRF
realizations (test done by IVS CC at BKG,
Germany),

(Section 2.5) combined ILRSA solutions w.r.t. different
TRF realizations (test done by ILRSA CC at
ASI, Italy).

2 Scale Investigations: Test Scenarios

Here, we test if there is a significant scale difference between
SLR and VLBI and we assess the reliability of the transfor-
mations used to determine a scale bias. Therefore, internal
as well as external comparisons of the DGFI-TUM and the
IGN solution are provided in this paper. The secular ITRS
realizations comprise station positions and velocities, which
can be compared by 14-parameter Helmert transformations
in terms of estimated scale offset and rate between SLR
and VLBI. In contrast to them, the JPL solution provides
epoch-wise (sub-secular) station position estimates which
are investigated in Sects. 2.4 and 2.5.

2.1 Comparison of Single-Technique
Solutions

In this sub-section, the single-technique SLR and VLBI
solutions provided by DGFI-TUM and IGN are compared

Fig. 1 Comparison of the SLR and VLBI single-technique solutions of
DGFI-TUM and IGN. The black arrows indicate the Helmert transfor-
mations

Table 1 Scale offsets and rates obtained by 14-parameter Helmert
transformations of SLR and VLBI single-technique solutions of DGFI-
TUM and IGN

Technique
epoch VLBI SLR(IGN w.r.t. DGFI-TUM)

Scale offset [mm] 2000:0 0:2 ˙ 0:20 2:2 ˙ 1:00

2010:0 1:5 ˙ 0:50 0:7 ˙ 0:90

Scale rate [mm/yr] 2000:0 0:1 ˙ 0:04 �0:1 ˙ 0:11

2010:0 0:0 ˙ 0:05 0:0 ˙ 0:07

Number of stations 22 19

(used for transformation)

The transformations are computed at two different epochs 2000:0 and
2010:0

(Fig. 1). All solutions are based on identical input data with-
out any deformation due to the inter-technique combination.
The solutions are obtained after epoch-wise input data were
accumulated and the geodetic datum was realized. These
steps had been performed by the respective institutes. In case
of the DGFI-TUM VLBI-only solution, datum-free normal
equations (NEQs) were accumulated, station velocities were
introduced and No-Net-Translation (NNT) as well as No-
Net-Rotation (NNR) conditions were applied to the station
coordinates and velocities to realize the origin and the orien-
tation of the VLBI TRF. In case of the DGFI-TUMSLR-only
solution, only the orientation has to be realized. This study
allows to test if either SLR or VLBI are solely responsible
for the scale bias between SLR and VLBI seen in the ITRF.
The transformation results are listed in Table 1.

We find that there is neither a prominent scale offset
nor rate between the DGFI-TUM and IGN single-technique
solutions for SLR and VLBI as found for the ITRF. If the
transformation epoch is changed from 2000:0 to 2010:0, the
scale offset increases from 0:2 to 1:5mm (0:2 ppb) which
still does not explain the large bias seen by Altamimi et al.
(2016). The opposite behavior is achieved in case of the
SLR transformation. Here, the scale bias decreases from
2:2mm at 2000:0 to 0:7mm (0:1 ppb) at 2010:0. The small
scale biases between the single-technique solutions might
be caused by the fact that IGN accumulates the epoch-
wise VLBI and SLR solutions while introducing Helmert
parameters whereas DGFI-TUM directly combines datum-
free NEQs. This point needs further investigations. For the
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transformation, the technique-specific core station networks
are used. As a conclusion, we can state that the scale bias
reported for the ITRF is not present in the technique-specific
input data which indicates that this effect might be caused by
the inter-technique combination.

2.2 Comparison of Single-Technique
Solutions: Direct Via Local Ties

In this test we transform a selected VLBI network on the
co-located SLR network. Since SLR and VLBI observations
refer to different reference points, we use local tie vectors
(terrestrially measured vectors between instrument’s refer-
ence points) to compute a “VLBI reference point” at an
SLR marker. Afterwards, we can directly compare the trans-
formed VLBI-only solution (referred to the SLR marker)
with the SLR-only solution (see Fig. 2).

Important issues in this investigation are the number, the
quality, and the global distribution of co-locations between
SLR and VLBI. A high number of co-locations is neces-
sary to achieve stable transformation results. In addition,
also the quality of the co-locations impacts the transforma-
tion. Thereby, the common observation time span of SLR
and VLBI should be as long as possible to get reliable
results.

In Fig. 3 (upper panel), the SLR observation time spans
(blue bars) for 19 possible co-location sites between SLR
and VLBI are shown together with the VLBI observation
time spans (red bars) and the common observation time
spans of both techniques (green bars). Out of 19 sites, only
9 have a common observation time span longer than 5

years. An example for a high quality co-location station is
Hartebeesthoek in South Africa (left panel in Fig. 3) which
provides 22 years of parallel SLR and VLBI observations.
Even if there are 5 years of common observations, these
observations could also be made more than 20 years ago
(e.g., Quincy, USA, middle panel). Any error in the velocity
estimation of the SLR or VLBI reference point would result
in large errors at the transformation epoch (e.g., 2010:0)
when the old local tie measurement is used to derive the
marker coordinates. The example in the right panel of Fig. 3

Fig. 2 Direct comparison of DGFI-TUM’s VLBI and SLR single-
technique solutions by using local ties between co-located instruments

shows Yarragadee in Australia which provides 3 years of
parallel observations during the most recent years which
are far away from the transformation epoch 2000:0 (large
interpolation error).

Besides the common observation time interval and the
quality of the co-locations, also their global distribution
affects the transformation. Figure 4 shows the global distri-
bution of 19 co-locations (Fig. 3) according to their common
observation time span. The longer the common time span
of SLR and VLBI observations is, the more reliable is the
computation of the “VLBI reference point”. First of all, a
clear inequality of the number of co-locations on the northern
hemisphere compared to the southern hemisphere can be
found. Secondly, the importance of Hartebeesthoek (South
Africa) for the global coverage becomes visible.

Table 2 shows the transformation parameters between the
SLR and the VLBI single-technique solutions using local ties
obtained for the DTRF2014. The transformation parameters
of three different station networks are compared at three
different epochs. In summary, we can say that in test case
A, the scale offset is between 3 and 4mm for all epochs
using the 9 co-locations (out of 19 possible ones). If we add
Yarragadee to the transformation network (test case B), we
see a significant impact of this station on the obtained offsets
(as well as on the rates) with a small scale offset at the epoch
2010:0. This is caused by the fact that the VLBI telescope
starts operation around 2012 which is 2 years away to the
newest transformation epoch (including the LT measurement
epoch). Test case C shows that the extrapolation of Quincy
from 1991 over 9 years to all transformation epochs is
problematic. In that case, a clear scale bias between SLR
and VLBI is visible. This effect is a consequence of the
velocity handling within the DTRF2014 computation. If two
velocities are statistically not equal, they are not equalized in
our solution with the consequence that the reference points
drift away from each other with time.

The conclusion of this sub-section is that the results
of a direct comparison between SLR and VLBI are quite
sensitive w.r.t. particular stations used in the transformations.
However, the most stable transformation with 9 co-locations
does not explain the large scale bias between the SLR and
the VLBI solutions of ITRF2014.

2.3 Comparison of Single-Technique
Solutions: Indirect Via GNSS

In this section, we describe the indirect transformation
approach between SLR and VLBI using the co-locations
to GNSS. One big advantage of this indirect approach is the
improved network geometry. Whereas there are only 9 long-
term (more than 5 years common observations) co-locations
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Fig. 3 Time span of SLR (blue) and VLBI (red) observations and
common time span of both techniques (green). In the lower panels,
selected examples for the stations in Hartebeesthoek (South Africa, left

panel), Quincy (USA, middle panel), and Yarragadee (Australia, right
panel) are shown together with the local tie (LT) measurement epochs

Fig. 4 Global distribution of VLBI and SLR co-location sites. The radii of the circles indicate the common observation time span of VLBI and
SLR
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Table 2 Scale offsets [mm] obtained from 14-parameter Helmert
transformations of SLR and VLBI single-technique solutions of DGFI-
TUM

Test Co-locations 2000.0 2005.0 2010.0

A 9 “stable” 3:2 ˙ 1:9 2:9 ˙ 1:8 4:0 ˙ 3:7

B 9 C Ya. �6:8 ˙ 3:7 �3:2 ˙ 3:2 0:3 ˙ 2:6

C 9 C Ya. C Qu. �9:8 ˙ 3:9 �8:0 ˙ 4:0 �6:1 ˙ 5:3

The transformations are computed directly for three different epochs
using local ties (see Fig. 2). “Ya.” means Yarragadee, “Qu.” means
Quincy. The obtained scale rates are small and not shown here

between SLR and VLBI directly (see Sect. 2.2), we have
up to 31 co-locations between SLR and GNSS and up to
36 between VLBI and GNSS, respectively, if a threshold
of 25mm is applied for the local tie accuracy. In analogy
to Sect. 2.2, we use the local ties to GNSS to compute
GNSS markers from SLR and VLBI reference points (see
Fig. 5). After the marker computation, we transform the
GNSS markers to the GNSS-only solution of DGFI-TUM at
the epoch 2000:0 and subtract the obtained transformation
parameters. At the end, we achieve an indirect estimate of the
scale difference between SLR and VLBI using the improved
network geometry of the GNSS station network.

Table 3 summarizes the scale differences between SLR
and VLBI using the indirect approach via the GNSS co-
locations. To test the robustness of this comparison, we
use four different local tie thresholds for the discrepancy
between the single-technique coordinates of the reference
points and the measured local tie vectors. As we can see, a
restrictive local tie selection (e.g., 7mm threshold) results in
the smallest number of transformation stations (20 for VLBI,
15 for SLR) and a scale bias of 0:1 ppb (0:7mm at the
Earth’s crust). If the threshold is increased to 25mm, also the
number of transformation stations increases to 36 stations,
but a scale bias of �0:5 ppb (�3:3mm) is obtained. This
large threshold primarily deform the SLR network since the
scale bias increases by nearly 5mm. In total, three test sce-
narios show VLBI and SLR scale differences below 0:15 ppb
(1mm). Although the better network geometry gives more
stable transformation results, it should also be noticed here
that the large number of GNSS discontinuities is a critical
issue for the scale comparison since co-locations in the
past might not be transferred properly to the transformation

epoch. In other words, a measured local tie is not valid any
more if a discontinuity is introduced.

2.4 VLBI Scale Comparisons Performed
by IVS CC

A different approach to assess the scale bias between SLR
and VLBI is to look a the scale differences which the Com-
bination Centre (CC) of the International VLBI Service for
Geodesy and Astrometry (IVS) located at BKG (Germany)
obtained. They compared the estimated scale parameters
of the epoch-wise IVS combined solutions (VLBI-only) to
several different TRF realizations (see Fig. 6). The results
indicate that the DTRF2008, the DTRF2014, the JTRF2014,
and the quarterly VLBI-only TRF solution VTRF2015q2
agree well with the IVS combined solutions in terms of scale
offsets showing a mean value close to zero. The ITRF2008 as
well as the ITRF2014 reveal a mean offset of about �0:5 ppb
(�3:4mm) by construction. The mean value of both ITRF
solutions w.r.t. the IVS combined solutions can be explained
by the obtained scale bias between SLR and VLBI in the
ITRF solutions. Since the ITRF scale is a mean of the SLR
and the VLBI scale, each technique-only solution must show
an offset w.r.t. the ITRFs. Despite this fact, all other solutions
do not show any long-term mean offset which means that the
VLBI-only station networks within these combined solutions
realize a scale which is identical scale to the VLBI-only
scale.

2.5 SLR Scale Comparisons Performed
by ILRS CC

Similarly to the VLBI-only scale, this sub-section focuses on
the external comparison of the SLR-only scale. Therefore,
the primary (A) CC of the International Laser Ranging
Service (ILRS) located at ASI (Italy) named ILRSA in the
following provided epoch-wise estimated scale differences
of the weekly combined ILRSA solutions w.r.t. the most
recent ITRS realizations (Fig. 7). Again, the DTRF2014 as
well as the JTRF2014 do not show a long-term mean offset
w.r.t. the SLR-only solutions whereas there is a mean scale

Fig. 5 Transformation of DGFI-TUM’s VLBI and SLR single-technique solutions via GNSS co-locations (indirect approach, but improved
network geometry). After the transformation, the obtained transformation parameters are subtracted from each other
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Table 3 Scale offsets [mm] obtained from 14-parameter Helmert transformations of GNSS markers computed using local ties (LTs) from SLR
and VLBI reference points (DTRF2014 single-technique solutions) at the epoch 2000:0 (see Fig. 5)

LT VLBI w.r.t. Number of SLR w.r.t. Number of � scale (VLBI
threshold GNSS [mm] stations GNSS [mm] stations w.r.t. SLR) [mm]

7mm 0:3 ˙ 0:8 20 �0:4 ˙ 0:7 15 0:7 ˙ 1:1

10mm 0:9 ˙ 0:7 26 0:3 ˙ 0:6 19 0:6 ˙ 0:9

15mm 1:4 ˙ 0:6 34 1:3 ˙ 0:7 23 0:1 ˙ 0:9

25mm 1:2 ˙ 0:7 36 4:5 ˙ 0:9 31 �3:3 ˙ 1:1

The scale rates are all nearly zero and not listed in this table. For the LTs, different thresholds are tested (see also Seitz et al. 2012)

Fig. 6 Scale of combined IVS solutions w.r.t. different ITRS realizations. This plot has been kindly provided by S. Bachmann (IVS CC at BKG,
Germany)

Fig. 7 Scale of combined ILRSA solutions w.r.t. different ITRS realizations. This plot has been kindly provided by C. Luceri (ILRSA CC at ASI,
Italy)

offset of about �0:6 ppb (�4:0mm) for the ITRF2014.
The sign of this offset depends on the transformation
direction (the opposite sign will be used to quantify the
scale offset between SLR and VLBI). This means that the

DTRF2014 and the JTRF2014 do not adjust the scale of
the SLR subnet since it is implicitly included in the SLR-
only NEQ. The same behavior was found for the VLBI
subnet in the previous section. Thus, the results of the
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comparisons done by the IVS and ILRSA CCs do confirm
the 1:2 ppb (�0:5 ppb for VLBI in Sect. 2.4 and 0:6 ppb for
SLR) apparent scale bias between the SLR and the VLBI
ITRF2014 solutions. Up to now, no explicit explanation
can be found for this behavior but most likely, the scale
difference might be explained by the combination procedure
(adjusting scale parameters for SLR and VLBI or not) or
the local tie and velocity tie handling within the ITRF
solutions.

3 Summary and Conclusions

The three most recent realizations of the ITRS, namely the
DTRF2014, the ITRF2014, and the JTRF2014 provide a
valuable basis to measure the consistency of the combination
processes of the terrestrial reference frame. In this paper,
the SLR and VLBI scale bias investigation was brought into
focus triggered by a bias of 1:37 ppb reported by IGN for the
ITRF2014 which cannot be confirmed by the two other ITRS
CCs and the IVS and ILRSA CCs. To verify the results, we
defined several test scenarios to (1) quantify a possible scale
bias and (2) to assess the reliability of the obtained results.
In the following, the major findings of this investigation are
summarized:
– The single-technique SLR and VLBI solutions do not

show a significant scale offset or rate difference between
IGN and DGFI-TUM.

– A direct comparison between SLR and VLBI (via Helmert
transformations) is quite sensitive w.r.t. particular stations
used in the transformation. If the most stable transfor-
mation with 9 co-locations is used, the large scale bias
observed by IGN between SLR and VLBI is not con-
firmed.

– Transformations via the GNSS network using local ties
provide a much better geometry for the Helmert transfor-

mation. If a reasonable local tie selection is used, only
mean scale offsets of up to 1mm are found.

– The IVS and ILRSA results show a good agreement of
the VLBI and SLR scale w.r.t. the DTRF solutions and the
JTRF2014, but reveal a bias and a drift w.r.t. ITRF2014.
As a final conclusion, we can only state that a scale

bias between VLBI and SLR cannot be explained by our
results. As a consequence, the apparent scale issue seems to
be an effect inherent in ITRF2014 only. Since the single-
technique secular solutions agree quite well to each other
(between DGFI-TUM and IGN), the reason for the scale
bias in the ITRF2014 might be caused in the inter-technique
combination procedure.

In addition, one has to mention that all results presented
in this paper do not converge to a clear and evident statement
if there is a scale bias between SLR and VLBI or not. This
paper tries to extend the common analysis by applying differ-
ent strategies to resolve a potential scale bias. Unfortunately,
further investigations are still necessary to finally answer this
question in an unambiguous way.
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Impact of Different ITRS Realizations on VLBI
Combined EOP and Scale

Sabine Bachmann and Daniela Thaller

Abstract

In this paper we investigate the impact of using the three ITRS realizations DTRF2014,
ITRF2014, and JTRF2014 as a priori TRF for the VLBI combination on EOP and scale.
The scale factor between the IVS routine combined solution and DTRF2014, ITRF2014,
and JTRF2014 shows a significant offset of �0.59 ppb with respect to ITRF2014 and of
0.19 ppb with respect to JTRF2014. No significant offset was found for the DTRF2014-
based solution. The investigation of the EOP of all four TRF-based solutions (DTRF2014-,
ITRF2014-, JTRF2014- and VTRF2015q2-based) shows specific effects when comparing to
the reference time series IERS 14C04, IGS, and ILRS. Relative to the VTRF2015q2-based
solution, x-pole differences with respect to the DTRF2014-based solution (positive trend)
and JTRF2014-based solution (scatter and negative trend), as well as an offset concerning
the y-pole for all three TRF-based solutions with an additional scatter for the JTRF2014-
based solution are recognized.No significant differenceswere found for pole rates, nutation,
and LOD, but using ITRF2014 or JTRF2014 leads to marginal larger scatter with respect
to the VTRF-based EOP series for LOD. In addition, a significant impact was found when
comparing dUT1. All three TRF-based solutions show a significant offset comparing to
IERS 14C04, whereas no offset is detected for the VTRF2015q2-based solution.

Keywords

Earth orientation parameters � ITRS realizations � Scale factor � VLBI

1 Introduction and Input Contributions

In the framework of the latest realization of the International
Terrestrial Reference System (ITRS), each of the three ITRS
Combination Centers of the International Earth Rotation
and Reference System Service (IERS) provides an inter-
technique combined terrestrial reference frame (TRF) using
different station coordinate parameterizations. The German
Geodetic Research Institute/Technical University of Munich
(DGFI-TUM) (Seitz et al. 2016) provides the DTRF2014,

S. Bachmann (�) � D. Thaller
Federal Agency for Cartography and Geodesy, Frankfurt am Main,
Germany
e-mail: sabine.bachmann@bkg.bund.de

using a piece-wise linear station model with improved geo-
physical modeling. The official ITRF solution, ITRF2014, is
provided by Institut national de l’information géographique
et forestière (IGN, France) (Altamimi et al. 2016), using
a piece-wise linear station model and an additional post-
seismic deformation model. Finally, Jet Propulsion Labo-
ratory (JPL, USA) (Abbondanza et al. 2017) provides the
JTRF2014, using Kalman filtered weekly estimations of
station coordinates.

In our study we investigate the impact on VLBI combined
Earth Orientation Parameter (EOP) and scale when using
these three TRF solutions as a priori station coordinates.
The combination is performed session-wise on the normal
equation level using the contributions provided by the Anal-
ysis Centers (AC) of the International VLBI Service for

© Springer International Publishing AG, part of Springer Nature 2018
J. T. Freymueller, L. Sánchez (eds.), International Symposium on Advancing Geodesy in a Changing World,
International Association of Geodesy Symposia 149, https://doi.org/10.1007/1345_2018_36
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AC1 AC2 […] ACn

DTRF2014 ITRF2014 JTRF2014

Combined solution

a priori TRF

Combined solution Combined solution

a priori TRF a priori TRF

Fig. 1 AC input contributions and processing scheme to make a solu-
tion based on a given a priori TRF

Geodesy and Astrometry (IVS).1 The combination process
is sketched in Fig. 1. Datum free normal equations from
the IVS ACs are stacked and the datum is applied to the
combined contributions by fixing the station coordinates
to their a priori values coming from each of the three
TRF solutions. A detailed description of the combination
process is described in Bachmann et al. (2016). Overall,
we generate three different combined EOP solutions, using
DTRF2014, ITRF2014, and JTRF2014 as a priori station
coordinates, denoted here as DTRF2014-based, ITRF2014-
based and JTRF2014-based solution, respectively. Addition-
ally, we include a fourth solution in our comparisons, which
is a routine VLBI-only combined quarterly TRF solution
called VTRF2015q2 (aligned to ITRF2008).

In Sect. 2, we compare the scale parameter between dif-
ferent ITRS realizations and the routine VLBI combined
solution. This parameter is particularly interesting, since
VLBI – together with Satellite Laser Ranging (SLR) – are
the only space geodetic techniques with reliable access to
this parameter. Therefore, investigating the scale is of vital
interest in VLBI. EOP comparisons follow in Sect. 3, a
conclusion is drawn in Sect. 4.

2 Scale Parameter Comparison

We evaluate the scale parameter by estimating a seven-
parameter Helmert transformation between the session-wise
routine VLBI combined solution (VTRF2015q2 as a priori
TRF) and each of the ITRS realizations. Sessions observed
between 1990.0 and 2015.0 are taken into account, i.e., that
time-span with good VLBI sessions that is also used as input
for the ITRF2014. By default, all stations included in the
respective network are used for the Helmert transformation
datum definition, taking into account the smaller networks
containing only three or four stations. However, stations with
discontinuities (e.g. caused by earthquakes) are excluded

1https://ivscc.gsfc.nasa.gov/.

from the datum definition in the period after the earthquake
took place.

Figure 2 shows the 90-days median-smoothed scale (7
days overlap) between the three ITRS realizations and the
VLBI combined solution. Additionally, previous ITRS real-
izations, like DTRF2008 and ITRF2008, as well as the
VTRF2015q2 are shown. The peculiarities that can be seen
in each of the scale plots before 1994, around 2004 and 2014
can be explained by unfavorable VLBI network geometry.
The figure shows a good agreement of the scale with respect
to the two DTRF solutions (DTRF2008, DTRF2014), the
VTRF2015q2 solution, and the JTRF2014 solution, scatter-
ing around the zero line. Between about 1998 and 2002
a variation of the scale with respect to JTRF2014 can be
observed.We see a noticeable offset for the scale with respect
to the two ITRF solutions (ITRF2008 and ITRF2014), and a
trend with respect to the ITRF2014 solution. Table 1 shows
the weighted mean of the scale time series as presented in
Fig. 2. The weightedmean for the two DGFI solutions as well
as the VTRF solution is not significant. For the JTRF2014,
a weighted mean of 0.19 ppb is estimated, mainly result-
ing from the scale irregularities between 1998 and 2002.
The weighted mean compared to ITRF2008 is �0.38 ppb,
and compared to ITRF2014 �0.59 ppb, i.e., �3.8mm on
the Earth’s surface. This value corresponds well with the
scale factor between VLBI and SLR of 1.37 ppb found by
Altamimi et al. (2016) and the offset of the SLR solution
with respect to the ITRF2014 of about 0.7 ppb as found by V.
Luceri for the SLR intra-technique combined solution (per-
sonal communication2) (opposite transformation direction
causing inverted sign). Looking at the WRMS of the scale
time series, the scale factor with respect to JTRF2014 shows
the smallest value of 0.78 ppb, which can be most likely
explained by the Kalman filter approach in JTRF2014, which
allows the best-possible adaption on a weekly basis. The
highest value of 1.02 ppb has been detected for scale factor
with respect to ITRF2008. Possible reasons for the differ-
ences between the ITRF and DTRF scale factors are equating
station velocities, treatment of local ties, and parameter
estimation within the inter-technique combination process.

3 EOP Comparison

In this section we investigate the impact of the various ITRS
realizations on the VLBI-derived EOP. Therefore, in Sect. 3.1
we compare the EOP resulting from the VLBI combination
(as described in Sect. 1) with external EOP series from IERS
14C04 (a combined solution including VLBI, GNSS, and
SLR EOP time series aligned to ITRF2014) (Bizouard et al.

2https://ilrs.cddis.eosdis.nasa.gov/docs/2017/ILRS_ASC_EGU2017_
PRESENTATIONS.pdf.

https://ivscc.gsfc.nasa.gov/
https://ilrs.cddis.eosdis.nasa.gov/docs/2017/ILRS_ASC_EGU2017_PRESENTATIONS.pdf
https://ilrs.cddis.eosdis.nasa.gov/docs/2017/ILRS_ASC_EGU2017_PRESENTATIONS.pdf
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Fig. 2 90-Days median-smoothed scale between the different ITRS realizations and the session-wise VLBI combined solution: DTRF2008 (light
blue), DTRF2014 (dark blue), ITRF2008 (light red), ITRF2014 (dark red), JTRF2014 (black) and VTRF2015q2 (ocher)

Table 1 Weighted mean and WRMS of the scale time series

Weighted mean WRMS
ITRS realization [ppb] [ppb]
DTRF2014 �0.01 ˙0.01 (�0.1mm) 0.88

ITRF2014 �0.59 ˙0.02 (�3.8mm) 0.95

JTRF2014 0.19 ˙0.01 (1.2mm) 0.78

VTRF2015q2 0.01 ˙0.01 (�0.1mm) 0.91

DTRF2008 0.02 ˙0.02 (0.1mm) 0.98
ITRF2008 �0.38 ˙0.02 (�2.4mm) 1.02

2017), IGS finals and ILRS combined EOP time series
resulting from the ILRS input contribution to ITRF2014.
Additionally, we compare dUT1 to IERS 08C04 (aligned to
ITRF2008). In Sect. 3.2 we use the EOP time series which
are commonly estimated with the respective ITRS realiza-
tions, i.e., DTRF2014, ITRF2014 and JTRF2014 (denoted
DGFI, IGN and JPL hereafter). These external EOP time
series are provided by the IERS ITRS Combination Centers
along with the respective TRF. We compare these EOP time
series with the IVS EOP long-term combined time series
using the VTRF2015q2 for a priori station coordinates.

3.1 Comparison to IERS 14C04, IGS and
ILRS

The x-pole comparison in Fig. 3 with respect to the IERS
14C04 series (upper left figure) shows no evident charac-
teristics and a scatter about zero commonly for each of the
EOP solutions. The same yields for the comparison to the
ILRS solution (lower right figure), except for a characteristic
peak around 2010/2011 (leaving aside the early, less accurate
years before 2000). In contrast, for the comparison to the IGS
finals (upper right figure) we observe a slope between the
years around 2002 and 2015. This slope is associated with
IGS analysis only, since it is not visible in ILRS comparisons.
We notice an offset and a larger scatter of the JTRF2014-
based EOP until 2007 comparing to the IVS VTRF2015q2-
based solution (lower right figure). Also, the differences
between the various TRF solutions become larger again from

2013 on. Furthermore, we see a drift for the differences with
respect to the DTRF2014-based solution, but no significant
characteristic for the ITRF2014-based solution is visible.
The reason for the drift remains unclear. In Table 2 the
correlation coefficients r between the EOP time series are
shown. We used the 14C04 solution as reference to reduce
the EOP for long-term periods. It states, that the DTRF2014-
based, ITRF2014-based, and VTRF2015q2-based solutions
are highly correlated with r between 0.93 and 0.96, whereas
the JTRF2014-based solution is lowly correlated (r between
0.23 and 0.24).

Figure 4 shows the comparison of the y-pole. Compar-
ing each EOP solution to IERS 14C04 (upper left) and
IGS (upper right figure) we see a peculiarity around 2006.
Whereas the comparison to IERS 14C04 shows a scatter
about zero with no visible characteristics, we observe a drift
in the IGS comparison starting around 2011 and an offset
from 2010/2011 on in comparison with the ILRS solution
(lower left figure). These characteristics are common for each
of the EOP solutions. According to SLR analysts, this offset
is due to modifications in the network configuration, and
not induced by earthquake affected stations. Common to the
x-pole comparison, the differences between the three TRF
solutions become larger from 2013 on. As already observed
for the x-pole, the inter-TRF-based comparisons for the y-
pole shows an offset of the JTRF2014-based EOP, as well
(lower right figure), with negative sign before 2002/2003 and
positive sign afterward. Also, a larger scatter can be seen
than for the DTRF2014- and ITRF2014-based solutions. The
latter two solutions show a small offset of about 50�as.
This behavior is also reflected in the correlation coefficients
between the respective EOP solutions. As Table 2 shows,
the y-pole is highly correlated between the DTRF2014-,
ITRF2014-, and VTRF2015q2-based solutions (r between
0.88 and 0.92), but moderately correlated to the JTRF2014-
based EOP (0.47–0.50).

Contrary to the pole coordinates, the comparison of LOD
shows little characteristic differences with a regular scatter
about zero commonly for all EOP solutions in compar-
isons to IERS 14C04, IGS, and ILRS (not shown). Also,
the comparison with the VTRF2015q2-based IVS solution
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Fig. 3 X-pole differences between the solutions based on the different
TRFs and IERS 14C04 (upper left), IGS finals (upper right), ILRS
input for ITRF2014 (lower left). Additionally, the differences to the

VTRF2015q2-based IVS solution are shown (lower right). 90 days
median smoothed values are shown

Table 2 Correlation coefficients r for x-, and y-pole, and dUT1
between the investigated EOP time series based on DTRF2014,
ITRF2014, JTRF2014, and VTRF2015q2 (IERS 14C04 series sub-
tracted)

Correlation coefficient r x-pole y-pole dUT1

DTRF2014, ITRF2014 0.93 0.90 0.78

DTRF2014, JTRF2014 0.23 0.50 0.41
DTRF2014, VTRF2015q2 0.96 0.92 0.91

ITRF2014, JTRF2014 0.23 0.47 0.40

ITRF2014, VTRF2015q2 0.95 0.88 0.83

JTRF2014, VTRF2015q2 0.24 0.50 0.42

shows a homogeneous scatter about zero with a moderately
larger amplitude for both ITRF2014-, and JTRF2014-based
solutions as shown in Fig. 5. This is also reflected in the
correlation coefficient between these solutions, where r is
between 0.98 and 0.99 for each correlation, i.e., highly corre-
lated (not included in Table 2). This means, that other effects
than the choice of the a priori TRF impact the estimated LOD
parameter.

In contrast to the comparison of LOD estimates, the dUT1
parameter shows significant differences comparing to IERS
14C04 as shown in Fig. 6 (left figure). The DTRF2014-
and ITRF2014-based solutions show an offset of about
5�s and strong variations between the years 2000 and
2015. The JTRF2014-based solution shows an offset of
about 2�s and strong variations between 2000 and 2015, as
well. However, the VTRF2015q2-based IVS solution shows
no noticeable offset and a regular scatter about zero. For
the dUT1 comparison, significant differences between the
IERS 14C04 (aligned to ITRF2014) and 08C04 (aligned
to ITRF2008) are visible. We see a discontinuity in 2000

for the IERS 08C04 comparison (right figure) for each
of the EOP solutions. This discontinuity disappears when
comparing the dUT1 time series with the IERS 14C04
series. It is somehow surprising that this discontinuity
disappears for the VTRF2015q2-based solution as well,
since this solution is aligned to ITRF2008. We assume that
this discontinuity is related to the IERS 08C04 series itself
and not depending on the a priori TRF used for the EOP
generation. As expected from the left figure, offsets for
all three EOP solutions can be observed in comparison to
the VTRF2015q2-based dUT1, as well as a larger scatter
for the JTRF2014-based solution. Again, the correlation
coefficient r for the JTRF2014-based solution shows lowly
correlation to the other three solutions with r between
0.4 and 0.42. Contrary, the DTRF2014-, ITRF2014-,
and VTRF2015q2-based solution show a correlation
coefficient between 0.78 and 0.91 (see Table 2).

3.2 Comparison to TRF EOP

In this section we investigate the EOP time series that are
generated commonly with the ITRS realizations and which
are provided by DGFI, IGN and JPL, respectively. We com-
pare these external EOP solutions to the VTRF2015q2-based
combined EOP solution and to IERS 14C04 series. The pole
coordinates show no peculiarities and are not shown here. For
the dUT1 differences, the most noticeable is an offset of all
the three EOP time series of about �5�s with respect to the
VLBI-only combined dUT1 solution, similar to the results
seen in Fig. 6. Furthermore, a systematic time dependent
signal can be accounted for all three EOP differences in



Impact of Different TRF Parameterizations on VLBI Combined EOP 15

14C04

Y-
Po

le
 d

iff
. w

.r.
t. 

14
C

04
 [µ

as
]

Y-
Po

le
 d

iff
. w

.r.
t. 

IG
S 

[µ
as

]

Y-
Po

le
 d

iff
. w

.r.
t. 

IL
R

S 
[µ

as
]

Y-
Po

le
 d

iff
. w

.r.
t. 

IV
S 

[µ
as

]

Fig. 4 Y-pole differences between the solutions based on the different
TRFs and IERS 14C04 (upper left), IGS finals (upper right), ILRS
input for ITRF2014 (lower left). Additionally, the differences to the

VTRF2015q2-based IVS solution are shown (lower right). 90 days
median smoothed values are shown

Fig. 5 LOD differences between
the solutions based on the
different TRFs and the
VTRF2015q2-based IVS solution
are shown. 90 days median
smoothed values are shown
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a range of about ˙5�s (not shown). The reason for the
offset is not clear, yet. We observe a noticeable difference
with respect to the VTRF2015q2-based solution for all LOD
solutions as shown in Fig. 7 (left figure). It shows significant
larger variations of the DGFI LOD up to 20�s/day (black
line), while the LOD differences for the IGN and the JPL
EOP solutions agree very well (overlapping).

To investigate the origin of the elevated scatter of the
DGFI LOD solution, we perform comparisons to the IERS
14C04 series, and here, the DGFI solution shows smaller
variations in comparison to the IGN, JPL and VTRF2015q2-
based solution (right figure). The reason for these differ-
ences can be explained with the inter-technique combination
procedure applied at the different IERS ITRS Combination
Centers. Contrary to the combination procedure applied at
IGN and JPL (where solely VLBI is used for the determina-
tion of LOD), all space geodetic techniques are incorporated
in the LOD combination at DGFI. This leads to higher
differences when comparing to intra-technique VLBI-only
EOP (Fig. 7, left figure). At the same time, the DGFI LOD
parameter shows a better accordance to the IERS 14C04
series (Fig. 7, right figure), which is a combination of IGS

and ILRS contributions aligned to IVS dUT1 time derivatives
(cf. Bizouard et al. 2017), which is the reasons for the LOD
differences.

4 Conclusion

In Bachmann and Thaller (2017) we showed that no signifi-
cant differences were found for station coordinate estimation
and repeatabilities (WRMS/RMS) using the three ITRS real-
izations as datum information for the VLBI combination. In
this paper we found significant differences in the scale factor
when comparing the routine VLBI combined solution to
DTRF2014, ITRF2014, and JTRF2014. The scale factor with
respect to ITRF2014 shows a significant offset of �0.59 ppb,
whereas the scale factor with respect to DTRF2014 is not
significant. The scale factor with respect to JTRF2014 is
0.19 ppb, which is mainly influenced by an offset between
1998 and 2002. At the same time, it shows the smallest
WRMS value of all ITRS realizations of 0.78 ppb.

The analysis of the TRF-based combined x- and y-pole,
shows specific effects common for all TRF-based solutions
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Fig. 6 dUT1 differences between the solutions based on the different TRFs and IERS 14C04 (left), and IERS 08C04 (right). 90 days median
smoothed values are shown

Fig. 7 Differences between the DGFI (black), IGN (green) and JPL (red) LOD with respect to the VTRF015q3-based solution (left) and to IERS
14C04 (right). 90 days median smoothed values are shown

when comparing to IERS 14C04, IGS and ILRS EOP series.
The JTRF2014-based EOP solution shows a slight offset
compared to the other solutions. For the pole coordinate
rates, nutation, and LOD, we found no significant differences
between the different TRF-based EOP time series and the
reference EOP series, i.e., the choice of the a priori TRF is
secondary. Using ITRF2014 or JTRF2014 leads to marginal
larger scatter with respect to the VTRF-based EOP series.
The most significant impact can be seen comparing dUT1.
All three TRF-based solutions show a significant offset com-
paring to IERS 14C04, while the VTRF-based IVS solution
shows no offset. The reason for the offsets with respect to
IERS 14C04 series remains unclear, especially against the
background that the IERS 14C04 dUT1 series are generated
using solely VLBI contributions. In contrast, comparing
to IERS 08C04, a significant discontinuity for each EOP
series was found in 2000, but no offset for DTRF2014
and JTRF2014 afterward. The comparison of the EOP time
series provided by the ITRS Product Centers along with the
TRFs shows a significant difference for LOD for the DGFI
series. This difference can be explained by the combination
procedure (see Sect. 3.2) as it disappears when comparing
these EOP series to IERS 14C04.

Based on our results found in this paper, we conclude
our investigation with the following recommendations: for
VLBI analysis focusing on scale we recommend to use the
DTRF2014 or JTRF2014 solution as long as the ITRF2014
shows larger differences. For pole coordinate analysis either
DTRF2014 or ITRF2014 are performing equally, JTRF2014

shows larger scatter and slight offsets comparing to the
DTRF2014-, and ITRF2014-based EOP. The EOP time
derivatives including LOD, as well as nutation, each of the
different ITRS realizations performs equally. The JTRF2014
Kalman filter approach allows the best-possible adaption
on a weekly basis. Using it as a priori TRF results in EOP
time series that are independent (uncorrelated) comparing
to piece-wise linear station coordinate modeling, and at the
same time lead to larger scatter. Unfortunately, it is not
extendable into the future beyond 2015.0 (no regular updates
available yet). The same holds for the non-tidal loading
models available for the DTRF2014, which are not provided
after 2015.0 (and thus not used in this study). For future
investigations we plan to focus on the origin of the dUT1
differences with respect to IERS 14C04 and to include non-
tidal loading models provided for DTRF2014 and ITRF2014
and their impact on VLBI combined EOP.

Acknowledgements We thank Vincenza Luceri for providing the
ILRS combined EOP time series for our comparisons.
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Testing Special Relativity with Geodetic VLBI

Oleg Titov and Hana Krásná

Abstract

Geodetic Very Long Baseline Interferometry (VLBI) measures the group delay in the
barycentric reference frame. As the Earth is orbiting around the Solar system barycentre
with the velocity V of 30 km/s, VLBI proves to be a handy tool to detect the subtle effects
of the special and general relativity theory with a magnitude of .V =c/2. The theoretical
correction for the second order terms reaches up to 300 ps, and it is implemented in the
geodetic VLBI group delay model. The total contribution of the second order terms splits
into two effects – the variation of the Earth scale, and the deflection of the apparent
position of the radio source. The Robertson-Mansouri-Sexl (RMS) generalization of the
Lorenz transformation is used for many modern tests of the special relativity theory.
We develop an alteration of the RMS formalism to probe the Lorenz invariance with
the geodetic VLBI data. The kinematic approach implies three parameters (as a function
of the moving reference frame velocity) and the standard Einstein synchronisation. A
generalised relativistic model of geodetic VLBI data includes all three parameters that
could be estimated. Though, since the modern laboratory Michelson-Morley and Kennedy-
Thorndike experiments are more accurate than VLBI technique, the presented equations
may be used to test the VLBI group delay model itself.

Keywords

Lorentz invariance � Special relativity � VLBI

1 Introduction

The Very Long Baseline Interferometry (VLBI) technique
measures time delay – the difference between times of the
signal arrival on two radio telescopes separated by a long
baseline. All measurements are referred to the Solar system
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barycentre, which moves around the Sun with an orbital
velocity about 30 km/s. This makes the Earth a natural flying
platform and VLBI a very effective tool to detect a tiny effect
of special relativity. Each baseline of thousand kilometres
length may serve as a “flying rod”, which is traditionally
used for theoretical calculation. Precision of each single
group delay is about 10 mm and since many observations are
collected over a long period of time (20 years or more) the
estimate of the time dilation effect will be very accurate.

Geodetic VLBI has been used to test general relativity the-
ory either in the frame of the Parameterized Post-Newtonian
(PPN) formalism or the Standard-Model Extension (SME)
(e.g., Robertson and Carter 1984, Shapiro et al. 2004,
Lambert and Le Poncin-Lafitte 2009, or Le Poncin-Lafitte
et al. 2016). However, it has not been considered for testing
special relativity in spite of its interferometric nature directly

© Springer Nature Switzerland AG 2018
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linked to the Michelson-Morley and Kennedy-Thorndike
interferometers yet. In this paper we show a possible
application of the geodetic VLBI to this experimental work.

The conventional group delay �g model to approximate
the observed VLBI data is given by Petit and Luzum (2010,
chap. 11) as

�g D
� .b�s/

c

�
1 � 2GM

c2R � jV j2
2c2 � .V �w2/

c2

�
� .b�V /

c2

�
1C .s�V /

2c

�

1C s�.V Cw2/
c

(1)

where b is the vector of baseline b D r2 � r1, s is the
barycentric unit vector of radio source, V is the barycentric
velocity of the geocentre, w2 is the geocentric velocity of the
second station, c is the speed of light, G is the gravitational
constant, M is the mass of the Sun, and R is the geocentric
distance to the Sun.

The term 2GM
c2R is related to the general relativity effect and

we won’t focus on it in this note. The impact of w2 is small
and may be ignored for the sake of simplicity. After these
alterations, Eq. (1) is given by

�g D
� .b�s/

c

�
1 � jV j2

2c2

�
� 1

c2 .b � V /
�
1C .s�V /

2c

�

1C 1
c .s � V / : (2)

Using the Taylor series expansion .1Cx/�1 D 1�xCx2 for�
1C .s�V /

c

��1
and noting the jV j2

c2
terms only, Eq. (2) reduces

to

�g D .b � s/
c

jV j2
2c2

� 1

c2
.b � V / .s � V /

2c
�

� .b � s/.s � V /2
c3

C 1

c2
.b � V / .s � V /

c
D

D .b � s/jV j2
2c3

� .b � s/.s � V /2
2c3

� .b � V /.s � V /
2c3

C .b � V /.s � V /
c3

� .b � s/.s � V /2
2c3

D

D
.b � s/

�
jV j2 � .s � V /2

�

2c3
C
.s � V /

�
.b � V /� .b � s/.s � V /

�

2c3
:

(3)

In Fig. 1 we introduce the following angles jV j cos � D
.s � V /, jbj cos' D .b � s/ and jbjjV j cos D .b � V /,
and from the equation of spherical trigonometry we get
cos D cos � cos' C sin � sin ' cosA. After applying the
substitution

.b � s/
�
jV j2 � .s � V /2

�
Djbj cos'

�
jV j2 � jV j2 cos2 �

�
D

DjbjjV j2 cos' sin2 �
(4)

Fig. 1 Schematic view of the introduced angles with vectors placed in
the geocentre

and

.s � V /
�
.b � V / � .b � s/.s � V /

�
D

D jV j cos �
�
jbjjV j cos � .jbj cos '/.jV j cos �/

�
D

D jbjjV j2 cos �
�

cos � cos ' C sin � sin ' cosA � cos � cos '
�

(5)

we get Eq. (3) in the following form

�g D jbjjV j2
2c3

cos' sin2 � C jbjjV j2
2c3

sin ' sin � cos � cosA:

(6)

The major term of the geometric delay is

�g D � .b � s/
c

D �jbj cos'

c
: (7)

The components of the baseline vector b and the source
position vector s can be estimated from a large set of data
within an adjustment. The observational delay from a corre-
lator is approximated by the theoretical delay (Eq. (1)), and
the difference between the observational and the theoretical
delay is modelled as follows:

�obs � �calc D @�

@b
�b C @�

@s
�s (8)

or, by applying Eq. (7) one gets

�obs � �calc D ��b1
c

cos' C�s
jbj
c

sin' (9)

which means that the corrections to the baseline vector
components are calculated with the partials proportional
to cos' and corrections to the source vector components
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need partials proportional to sin '. Therefore, the first part
of Eq. (6) is a variation of the baseline vector (i.e., of the
Earth scale) as it is proportional to the factor .jbj cos'/,
and the second part is a variation of the source positions
.jbj sin'/.

2 Lorenz Transformation

There are many approaches to generalise the standard
Lorenz transformation. The first known is the Robertson-
Mansouri-Sexl (RMS) formalism (Robertson 1949;
Mansouri and Sexl 1977a,b) that assumes a possibility of
anisotropic speed of light, i.e., tantamount of a preferred
reference frame existing. For the sake of simplicity,
we develop a new functional form of three functions
A.V /; B.V /; and D.V / instead of the original RMS
formalism.

Let’s consider the Lorenz transformation in a general form
between the preferred reference frame S.x; t/ and another
reference frame S 0.x0; t 0/ moving with a relative velocity V

x0 DDx � .D � B/
.V x/V

jV j2 � BV t

t 0 DA
 
t � V

c2
x

!
:

(10)

Here, we adopt the Einstein synchronisation here. In special

relativity A.V / D B.V / D
�q

1 � jV j2
c2

��1
D � and

D.V / D 1. This form of generalisation is similar to those
proposed by Will (1992) with some alterations.

The velocity transformation between frames S 0 and S

may be derived from Eq. (10) as v0x D dx0

dt 0
and vx D dx

dt

dx0 DDdx � .D � B/
.V dx/V

jV j2 � BV dt

dt 0 DA
 
dt � V

c2
dx

! (11)

v0x Ddx0

dt 0
D
D dx

dt
� .D � B/

�
V dx
dt

�
V

jV j2 � BV

A

�
1 � V dx

dt

c2

�

D
Dvx � .D � B/

.V vx/V

jV j2 � BV

A

�
1 � V vx

c2

� :

(12)

For the propagation of light from an extragalactic radio
source one has to assign the unit vector in the direction of the
source apparent position (moving system S 0) as s0 D � v0x

c ,
and in the preferred reference frame as s D � vx

c . Therefore,
the transformation between s0 and s is given by

s0 D
Ds � .D � B/ .V s/V

jV j2 C BV
c

A
�
1C .V s/

c

� : (13)

Now we apply the traditional expansion (Mansouri and Sexl
1977a; Will 1992):

A.V / D 1C ˛
jV j2
c2

C : : :

B.V / D 1C ˇ
jV j2
c2

C : : :

D.V / D 1C ı
jV j2
c2

C : : :

(14)

to Eq. (13) which gives

s0 D
�
1C ı jV j2

c2

�
s C

�
ˇ � ı

�
.V s/V

c2 C
�
1C ˇ jV j2

c2

�
V
c�

1C ˛ jV j2
c2

��
1C .V s/

c

� :

(15)

With the help of the Taylor series expansion .1 C x/�1 D
1�xCx2 and keeping the terms to V 2

c2 only, we obtain from
Eq. (15)

s0 Ds C V � s.V s/

c
C

s
�
jV j2.ı � ˛/C .V s/2

�

c2

C .ˇ � ı � 1/V .V s/

c2
: (16)

The second term � V
c represents the annual aberration.

The third term (proportional to the vector s only) does
not affect the apparent position of the celestial objects. It
could be ignored by the traditional observational astrometric
techniques but it is essential for the geodetic VLBI. Finally,
the last term in Eq. (16) describes the second order correction
(� jV j2

c2
) in the radio source positions.

Now we convert Eq. (16) to the geometric delay �

� D � .b.s0 � s//

c
D � .bV / � .bs/.V s/

c2

� .bs/.jV j2.ı � ˛/C .V s/2/

c3
� .ˇ � ı � 1/.bV /.V s/

c3
:

(17)
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Since in special relativity ˛ D 1
2
; ˇ D 1

2
and ı D 0, Eq. (17)

may be presented as

� D � .b.s0 � s//

c
D � .bV /� .bs/.V s/

c2

�
.bs/

�
� 1

2
jV j2 C .V s/2

�

c3
C .bV /.V s/

2c3

D � .bV /� .bs/.V s/

c2
C
.bs/

�
jV j2 � .V s/2

�

2c3

C .bV /.V s/

2c3
� .bs/.V s/2

2c3

(18)

where the terms � jV j2
c2

coincide to Eq. (3).
It is essential to note that the sum of the two last terms in

Eq. (17)

�� D .bs/jV j2.˛ � ı/

c3
� .bs/C .V s/2

c3
� .ˇ � ı � 1/.bV /.V s/

c3

D jbjjV j2.˛ � ı/

c3
cos ' � jbjjV j2

c3
cos ' cos2 �

� jbjjV j2.ˇ � ı � 1/

c3
.cos' cos2 � � sin � cos � sin' cosA/

D jbjjV j2.˛ � ı/

c3
cos ' � jbjjV j2.ˇ � ı/

c3
cos' cos2 �

C jbjjV j2.ˇ � ı � 1/

c3
sin � cos � sin' cosA

D jbjjV j2.˛ � ˇ/

c3
cos' C jbjjV j2.ˇ � ı/

c3
cos' sin2 �

C jbjjV j2.ˇ � ı � 1/

c3
sin � cos � sin' cosA

(19)

manifests itself as a combination of the Kennedy-Thorndike
experiment testing the factor .˛�ˇC1/ and the Michelson-
Morley experiment testing the factor .ˇC ı� 1

2
/ (Michelson

and Morley 1887; Kennedy and Thorndike 1932; Mansouri
and Sexl 1977b). In special relativity, the factors equal to .˛�
ˇ/ D 0 and .ˇ�ı/ D 1

2
, therefore only the two last terms are

included in Eq. (1) describing the group delay. The difference
.ˇ � ı/ is tested twice, once with the geodetic parameters
(second term in Eq. (19)), and another time with the apparent
displacement of the extragalactic radio sources (third term
in Eq. (19)). Thus, the second order aberration effect in the
source positions is an alteration of the Michelson-Morley
experiment, which was already noted in Klioner et al. (2012).

If .˛�ˇ/ ¤ 0 in Eq. (19), the Earth scale factor estimated
from geodetic VLBI data would differ from unity by the

factor jV j2.˛�ˇ/
c2

. In this context, the discrepancy between the
VLBI and the SLR (Satellite Laser Ranging) scale factor
(1:37˙ 0:10 ppb), reported by Altamimi et al. (2016) for the
International Terrestrial Reference Frame ITRF2014, may be

interpreted as the violation of the local Lorenz invariance at
the level of .˛ � ˇ/ � 0:14 ˙ 0:01. However, the modern
laboratory Kennedy-Thorndike tests of the Lorenz invariance
(e.g., Herrmann et al. 2009) rule this interpretation out.

All three terms in Eq. (19) can be presented in the form
of Eq. (9), i.e., as a combination of estimated parameters
and partial derivatives. Therefore, the corrections�b and�s
are given by the following equations (note, that the angle A
shows the difference of directions from the source to vectors
b and V , and therefore the function cosA is a part of the
partial derivative):

�b D �jbjjV j2.˛ � ˇ/

c2
� jbjjV j2.ˇ � ı/

c2
sin2 �

�s D jV j2.ˇ � ı � 1/

c2
sin � cos �:

(20)

The barycentric velocity V is well-known from the high-
precision Solar system ephemerids. Therefore, Eq. (20) is a
standard part of the delay model, i.e., Eq. (1).

Let’s apply Eq. (20) to a hypothetical preferred refer-
ence frame. In this preferred reference frame (e.g., Cosmic
Microwave Background (CMB)) the direction of the velocity
vector V is constant. Therefore, if .ˇ � ı/ ¤ 1

2
the shift in

source positions depends on the angle � only, i.e., the system-
atic shift across the sky would show a quadrupole pattern.

If we define the vector s D .cos Ǫ cos Oı; sin Ǫ cos Oı; sin Oı/
where Ǫ and Oı are the right ascension and declination of the
source, respectively, and the vector V D .Vx; Vy; Vz/, we
can further reformulate Eq. (20) for�s using the relationship
jV j cos � D .s � V /, the spherical law of cosine for the angle
� , and the division of sin � in two equations which gives
us the corresponding corrections to the source coordinates
� Ǫ cos Oı and � Oı as

� Ǫ cos Oı D .ˇ � ı � 1/
c2

��
V 2
y � V 2

x

�
cos Oı sin Ǫ cos Ǫ

C VxVy cos 2 Ǫ cos Oı � VxVz sin Ǫ sin Oı

C VyVz cos Ǫ sin Oı
�

(21)
and

� Oı D .ˇ� ı� 1/
c2

 
� 1

2
V 2
x sin 2 Oı cos2 Ǫ � 1

2
V 2
y sin 2 Oı sin2 Ǫ

C 1

2
V 2
z sin 2 Oı � 1

2
VxVy sin 2 Oı sin 2 Ǫ

C VxVz cos 2 Oı cos Ǫ C VyVz cos 2 Oı sin Ǫ
!
:

(22)
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A similar equation is developed for the scale factor from the
�b in Eq. (20) using the formula sin2 � D 1 � cos2 � in
addition:

�b D � jbjjV j2.˛ � ˇ/

c2
� jbj.ˇ � ı/

c2 
� V 2

x cos2 Ǫ cos2 Oı � V 2
y sin2 Ǫ cos2 Oı

� V 2
z sin2 Oı � VxVy cos2 Oı sin 2 Ǫ

� 1

2
VxVz cos Ǫ sin 2 Oı � 1

2
VyVz sin Ǫ sin 2 Oı

!

(23)

which means that the scale factor magnitude depends on the
equatorial coordinates of the observed radio sources.

3 Methodology Comments

Additional consideration of the special relativity in the
geodetic VLBI may be developed in a form of an
arbitrary synchronization of clock instead of the Einstein
synchronization adopted in Eq. (10) or equivalent to the
introduction of the preferred reference frame as in Klioner
et al. (2012).

Any non-Einstein synchronisation comes down to
replacement of the velocity V in the second equation of
Eq. (10) by a function ".V / ¤ V . In this sense, the geodetic
velocity of the second station w2, so far ignored throughout
this paper, could be explicitly introduced to modify the
equation for the time transformation in Eq. (10) as follows:

t 0 D A

 
t � V C w2

c2
x

!
: (24)

This modification immediately results in the appearance of
additional terms in equation of the relativistic time delay:

��g D � .b � s/
c

� .w2 � s/
c

(25)

as a part of Eq. (1) and in addition to Eq. (2). This correction
changes the VLBI scale factor only and it is not relevant to
astrometric positions of reference radio sources, therefore, it
is not part of the final equation by Klioner et al. (2012). Fur-
ther analysis of this term is essential because it lies besides
the traditional discussion on the clock synchronization (see,
for example, discussion by Cole 1976).

Therefore, there is no need in the introduction of the
preferred reference frame explicitly in the VLBI relativistic
group delay equation. The barycentric and geocentric celes-
tial reference systems (BCRS and GCRS) are fully sufficient

to test the Lorentz invariance. The fact of the matter is that
GCRS is moving with respect to BCRS along with the Earth.
Therefore, direction of the relative velocity of GCRS with
respect to BCRS changes as time progresses. This effectively
introduces a set of different inertial reference frames along
the Earth’s orbit. So, introduction of BCRS and GCRS does
not mean that we deal with only two frames. Instead of that
an infinite number of the inertial frames along the Earth’s
orbit are introduced. Therefore, tracking the consistency of
VLBI time-delay residuals over one orbital revolution allows
to compare VLBI observations conducted at different time
of year from different locations of GCRS moving in various
directions and, thus, to test Lorentz invariance.

4 Conclusions

We can conclude that a variety of opportunities is allowed by
the geodetic VLBI technique to test the Lorenz invariance
in a frame of the kinematic RMS formalism. However,
precision of the ground based VLBI measurements is not
competitive to the laboratory experiments. While the geode-
tic VLBI is able to reach an accuracy of the estimation of
the ˛; ˇ and ı parameters at the level of �10�2 using the
barycentric velocity of the Earth in approximation (Smoot
et al. 1977), the laboratory tests set bounds on the anisotropy
of the speed of light to �10�12 with the Michelson-Morley
experiments (Herrmann et al. 2009) and to �10�8 with the
Kennedy-Thorndike experiments (Tobar et al. 2010) using
the velocity of the Sun with respect to the CMB which is
about �370 km/s (Smoot et al. 1977). Theoretically, space
VLBI observations within, e.g., the RadioAstron mission at
baselines �50 times longer than the Earth radius reduced
to the CMB reference frame (as proposed by Klioner et al.
2012) may provide an accuracy of �10�6 for the ˛; ˇ and ı
parameter combinations.
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Development ofWideband Antennas

H. Ujihara, K. Takefuji, M. Sekido, and R. Ichikawa

Abstract

Wideband antennas for VLBI have been under development in NICT Kashima and the
status of the project was reported in the poster session. An aim of this wideband observing
system is Time and Frequency Transfer, the comparison of atomic clocks separated by long
distances of several hundred or thousand kilometers with VLBI, as reported in “Broadband
VLBI System GALA-V” by M. Sekido et al. This report focuses on our wideband antenna
systems.

Keywords

VGOS � VLBI � Wideband

1 Introduction

Very long baseline interferometery, shortened as VLBI, is
used for various scientific observations, such as astronomy
with high angular resolution, geodesy and comparison of
remote atomic clocks with high resolution of delay time in
each station. The latter is known as Time and Frequency
Transfer (TFT) and is our aim in developing this wideband
VLBI system, that can avoid the need for very long optical
fiber connections, or the cost of a two-way satellite transmis-
sion link for TFT. The sensitivity of a VLBI station pair in
continuum observation with bandwidth of B and integration
time T, is described by the SNR as in,

SNR /
s
BT

�1A1�2A2

T sys1T sys2

(1)

H. Ujihara (�) � K. Takefuji � M. Sekido
National Institute of Information and Communications Technology
(NICT), Hirai, Kashima, Japan
e-mail: ujihara@nict.go.jp

R. Ichikawa
NICT/Headquarter, Nukui-Kitamachi, Koganei, Japan

��12 / 1

SNR
(2)

Here, A is the physical surface area of the antenna
aperture. Aperture efficiency � of the large aperture reflector
antenna is defined as the ratio of effective surface area to A,
or simply, the ratio of measured gain to the calculated gain
with ideal illumination. Tsys is the system noise temperature
and �� is the resolution of the delay time of received signals
from a celestial radio source between the antenna pair.
The integration time T is limited by the fluctuation of the
atmosphere and instrumental instability, and Tsys is mainly
associated to LNA noise. So wider bandwidth brings better
sensitivity and is a more cost effective way than reducing
Tsys or improving �, except for spectrum line observations in
astronomy.

2 Development of the Wideband
Antennas

In geodesy, VGOS/VLBI2010 typically uses a newly con-
structed 12 m dish and compact wideband feeds with a wide
opening angle and beam width. Compactness of the feed
efficiently reduces the computational resources required for
simulation in development. However, such a feed cannot
be used to simply upgrade a conventional large aperture

© Springer Nature Switzerland AG 2018
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radio telescope with Cassegrain optics. Our Kashima 34 m
antenna of this type and, also unfortunately, our budget is not
sufficient for the construction of a new VGOS antenna. So
the first wideband feeds with narrow beam for the Cassegrain
optics were developed to refurbish Kashima 34 m antenna.
Also wideband Orthogonal Mode Transducer (OMT)s were
newly developed for the feeds to be capable receiving two
linear polarizations simultaneously. So now, Kashima 34 m
antenna and its accompanying small portable VLBI stations
named MARBLE are ready for wideband VLBI observations
in the 3.2–14.4 GHz frequency range. These wideband feeds
with bandwidth of 3.2–14.4 GHz were named as NINJA
Feed and used for our VLBI TFT project, named Gala-
V (Sekido et al. 2016; Kondo and Takefuji 2016). Also
6.5–15 GHz feeds were developed (named as IGUANA-H
(Ujihara 2017)) and used only in the 34 m antenna for
wideband geodetic observation, simultaneous observations
of both the 6.7 GHz and 12.2 GHz methanol maser transitions
without switching feeds for each band as in conventional
way, and other various wideband radio astronomical obser-
vations.

2.1 Development of theWideband Feeds

Developed wideband feeds for Gala-V are listed in Table 1.
The IGUANA feeds are multimode horns and the NINJA
feeds (shown in Fig. 1) are corrugated horns with lenses.
Apparent radius, angular size of the sub-reflector from the
focus of Kashima 34 m antenna is about 17ı and the MAR-
BLEs (Fig. 2) need a 26ı beam. Beam width of NINJA feeds
are adjustable for various optics in the 15–55ı range through
the arrangement of the structure. They were developed with
a commercial 3D electric and magnetic field simulator,
COMSOL. These feeds can receive both of two linear polar-
izations with wideband Orthogonal Mode Transducer (OMT)
developed in same time. Measured return loss of the NINJA
Feed with OMT is near or less than �10 dB typically.

2.2 Measurement of theWideband
Antennas

With NINJA feed, measured aperture efficiency of MAR-
BLE 2 placed in NICT Koganei are shown in Fig. 3. This
figure shows the typical band performance now, but efforts
to increase the efficiency will be continued with a target
of 50% or more. Radio Frequency Interference (RFI) is
a serious problem for wideband observations. The lowest
frequency of Gala-V was defined 3.2 GHz based on RFI
surveys in advance. Strong RFI may cause increase of Tsys

through intermodulation noise or saturation of the low noise
amplifier. So, the cutoff frequency of the NINJA is designed

Table 1 Developed wideband feeds

Name Frequency Year Used in

IGUANA-H 6.5–15 GHz 2013- 34 m antenna (Kashima)
NINJA 3.2–14.4 GHz 2015- 34 m antenna (Kashima)

2016- MARBLE2 (Koganei)

2017- MARBLE1 (Tsukuba)

Fig. 1 A NINJA feed in measurement of return loss

around 3 GHz to avoid RFI from WLAN from near by
houses or cellular phones. Radars or radio communication
for satellites are not so strong to overcome the power of
signals from celestial radio sources in the case of broad-
band VLBI observations, because they are well removed in
the correlator if they are not so strong that they saturate
the receiver or sampler. However, astronomers may require
further reduction of RFI as they need to observe very weak
sources. Thus, the necessity of filters depends on the site
and aims of observations. MARBLE 1 at Tsukuba needs
no filters. but MARBLE 2 at Koganei needs filter banks
designed for Gala-V. Kashima 34 m antenna required a OMT
with more sharp cutoff because of cellular phones.

3 Conclusions and Future Development
Plan

Wideband feeds were newly developed for conventional
Cassegrain antennas and we could successfully start our TFT
project named Gala-V with them. Kashima 34 m antenna
was refurbished as a wideband radio telescope. We are
using these feeds for geodesy and astronomical observations.
Efficiency of the wideband feeds is increasing and also the
bandwidth of the feeds will be expanded. Wideband feeds
on the 34 m antenna may have super-conductive filters for
astronomical observations in the future.
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Fig. 2 MARBLE with 2.4 m dish and the NINJA feed
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Fig. 3 Measured efficiency of MARBLE2 with NINJA feed
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Boundary Complexity and Kernel Functions
in Classical and Variational Concepts of Solving
Geodetic Boundary Value Problems

Petr Holota and Otakar Nesvadba

Abstract

In gravity field studies the complex structure of the Earth’s surface makes the solution
of geodetic boundary value problems quite challenging. This equally concerns classical
methods of potential theory as well as modern methods often based on a (variational or)
weak solution concept. Aspects of this nature are reflected in the content of the paper. In
case of a spherical Neumann problem the focus is on the classical Green’s function method
and on the use of reproducing kernel and elementary potentials in generating function bases
for Galerkin’s approximations. Similarly, the construction of Neumann’s function – Green’s
function of the second kind and of entries in Galerkin’s matrix for basis functions generated
by the reproducing kernel and by elementary potentials is also highlighted when solving
Neumann’s problem in the exterior of an oblate ellipsoid of revolution. In this connection
the role of elliptic integrals is pointed out. Finally, two concepts applied to the solution of
the linear gravimetric boundary value problem are mentioned. They represent an approach
based on variational methods and on the use of a transformation of coordinates offering an
alternative between the boundary complexity and the complexity of the coefficients of the
partial differential equation governing the solution. Successive approximations are involved
in both the cases.

Keywords

Elliptic integrals � Galerkin’s system � Green’s function � Laplace’s operator � Reproducing
kernel � Transformation of coordinates

1 Introduction

The complexity of the Earth’s surface gives great importance
to the choice of mathematical apparatus suitable for solving
geodetic boundary-value problems. Tools and techniques
that can be used represent a rich mathematical equipment.

P. Holota (�)
Research Institute of Geodesy, Topography and Cartography,
Prague-East, Czech Republic
e-mail: petr.holota@pecny.cz

O. Nesvadba
Land Survey Office, Prague 8, Czech Republic
e-mail: nesvadba@sky.cz

Regarding its development, a broader view may be interest-
ing. Efforts to have a closed form representation for the solu-
tion of mathematical problems, even in more complex cases,
were always given considerable attention. Nevertheless, they
have not led to full success. Various methods for finding a
suitable approximate solution started to develop, especially
finite difference methods, variational methods (weak solution
concept) and boundary element methods, see e.g. Nečas
(1967), Rektorys (1974) and Klees (1997).

Returning to geodetic boundary value problems, we can
see that the solution often rests on a mathematical appa-
ratus that actually was developed for a spherical bound-
ary. On the one hand, this makes the way to the closed
form representation of the solution simpler and has also an
instructive value. In addition, the relation to the apparatus
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of spherical harmonics, which is often used in geodesy,
is quite straightforward in this case. On the other hand,
however, a sphere is rather far from the real shape of the
Earth, which has a negative effect on any attempt to bridge
the deviation of the Earth’s surface from the sphere by
means of an iteration procedure. We, therefore, tried to
discuss the transition from the sphere to a more complicated
boundary.

As an intermediate step we used an oblate ellipsoid of
revolution. For the construction of the apparatus we apply
ellipsoidal harmonics with the aim to follow an analogy to
the role of spherical harmonics in the spherical case.

In this paper we follow the classical as well as the weak
(variational) solution concept. Our aim is to focus on some
of the main construction steps associated with the solution of
Neumann’s and the oblique derivative boundary value prob-
lem. Concerning the notation, xi, iD1, 2, 3, mean rectangular
Cartesian co-ordinates of the general point xD(x1, x2, x3) in

3D Euclidean space R3 and j x j D
�P3

iD1x2i
�1=2

.

2 Spherical Boundary

In this section we suppose that the solution domain is given
by the exterior SR of a sphere of radius R. An assumption like
this represents a suitable level for an initial presentation of
the methods discussed. In the realm of the classical concept
we definitely find the integral representation of the solution
and the Green’s function method, see e.g. Roach (1982). For
instance Green’s function of the second kind (or Neumann’s
function)N(x, y) is associated with the problem to find u such
that

�u D g in SR (1)

and

@u

@n
D �f on @SR; (2)

where � is Laplace’s differential operator, @SR is the bound-
ary of SR and @/@n means the derivative in the direction of the
unit (outer) normal n of @SR. The function N(x, y) enables to
express the solution of the above exterior Neumann problem
by means of the following integral formula

u .y/ D 1

4�

�
x2@SR

N .x;y/ f .x/ dxS

� 1

4�

�
x2SR

N .x;y/ g.x/ dx;
(3)

where dxDdx1dx2dx3 represents the volume element and dS
is the surface element of @SR. In addition in the spherical
case Neumann’s function can be nicely expressed in a closed
form. We have

N .x;y/ D 1

j x � y j C R

j x j
1

j x � y j

� 1

R
ln

j x � y j C j x j � j y j cos 

j y j . 1 � cos /
;

(4)

where

x D R2

jxj2x and j x jj x jD R2 (5)

and  is the angle between the position vectors x and y, see
Holota (2003, 2004).

In physical geodesy for gD0 in SR the problem given
by Eqs. (1) and (2) is often interpreted as an approximate
formulation of the so-called linear (or linearized) gravimetric
boundary value problem. Thus in gravity field studies it
gives a way to the determination (though in spherical
and constant radius approximation) of the disturbing
potential T. For jx j D jy j D R the restriction of the
kernel function N(x, y) can be found, e.g., in Hotine (1969),
Pick et al. (1973) and Hofmann-Wellenhof and Moritz
(2005).

Of course, kernel functions have their position also
in the weak solution concept applied to boundary value
problems. A good example is the reproducing kernel.
Its construction corresponds not only to the geometry
of the solution domain, but also to the scalar product
associated with the particular Hilbert space of functions
used as the functional analytic background of the problem
solved. Consider, e.g., the space H

.1/
2 .SR/ of functions

harmonic in SR that is equipped with the scalar product

.u; v/1 D A.u; v/; A.u; v/ D
3X
iD1

�
SR

@u

@xi

@v

@xi
dx: (6)

One can show that there exists a function K(x, y) which is
an element of H.1/

2 .SR/ for every x 2 SR (or symmetrically
every y 2 SR) and such that

3X
iD1

�
SR

@K .x;y/

@xi

@v .x/

@xi
dx D v .y/

holds for all v 2 H.1/
2 .SR/ :

(7)
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In this case

K .x;y/ D 1

4�R

1X
nD0

2nC1
nC1 znC1Pn .cos / ; z D R2

j xky j ;

(8)

where Pn is the usual Legendre’s polynomial of degree n, see
Holota (2004, 2011). Moreover, it is not extremely difficult
to find that

K .x;y/ D 1

4�R

�
2z

L
� ln

LC z � cos 

1 � cos 

�
; (9)

where

L D
p
1 � 2z cos C z2; (10)

cf. Tscherning (1975) and Neyman (1979).
The advantage of using the reproducing kernel K(x, y) can

be seen from the construction of Galerkin’s approximations
to the solution of Neumann’s problem for functions harmonic
in SR. In the numerical solution the function u is approxi-
mated by the linear combinations

un D
nX

jD1
c
.n/
j vj ; (11)

where vj are members of a function basis of H.1/
2 .SR/ and

the coefficients c.n/j can be obtained from the respective
Galerkin’s system

nX
jD1

c
.n/
j A

�
vj ; vk

� D
�
@SR

vk f dS; k D 1; : : : ; n: (12)

Putting

vj .x/ D K
�
x;yj

�
; (13)

we can immediately deduce that in our Galerkin system the
elements A(vj, vk) are given by

A
�
vj ; vk

� D K
�
yj ;yk

�
; (14)

in view of the reproducing property of the kernel, see Holota
(2011) and Holota and Nesvadba (2014).

Clearly, Eq. (14) confirms an exceptional role and advan-
tages connected with the K(x, y) function. Nevertheless, it
is tempting to use also elementary potentials for construct-
ing Galerkin’s approximations. This means that the basis

functions will be of the following form

vj .x/ D 1

j x � yj j D
1X
nD0

ˇ̌
yj
ˇ̌n

jxjnC1 Pn
�

cos j
�

(15)

with yj 2 R3 � SR [ @SR, i.e. outside the closure ˝R of
the domain ˝R, cf. e.g. Heiskanen and Moritz (1967). For
Galerkin’s elements we then obtain

A
�
vj ; vk

� D 4�

R

1X
nD0

nC 1

2nC 1
qnPn

�
cos jk

�
; where

q D j yjkyk j
R2

:
(16)

Concerning the diagonal elements, a standard integration
yields

A
�
vj ; vj

� D �

 
2R

R2 � ˇ̌
yj

ˇ̌2 C 1

j yj j ln
RC j yj j
R� j yj j

!
;

(17)

see an analogue in Holota (1999, 2000). As to the off diago-
nal elements, the situation is a bit more complex. We get

A
�
vj ; vk

� D 2�

R

�
1

L
C S

�
with

L D
q
1 � 2q cos jk C q2

(18)

and

S D
1X
nD0

1

2nC 1
qnPn

�
cos jk

�
: (19)

However, the problem is to find a closed expression for S.
Following Holota and Nesvadba (2014), we can show that

S D 1

2

�
tan

'

2

��1
F .k; '/ ; where

F .k; '/ D
'�
0

d'p
1 � k2sin2'

;

(20)

q is replaced by a new variable ® 2 h 0, �/2 i according to

q D tan2
'

2
; k2 D cos2

 jk

2
(21)

and F (k,®) is the Legendre (incomplete) elliptic integral of
the first kind expressed in a trigonometric form.
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3 Transition to an Ellipsoid

The mathematical apparatus related to the exterior of the
sphere is fairly developed and transparent. However, the
sphere is rather far from the real surface of the Earth.
Therefore, we mention now the construction of an apparatus
applicable for the exterior ˝ell of an oblate ellipsoid of
revolution. We will suppose that a and b, a � b, are the
semi-axes of the ellipsoid and will consider the ellipsoidal
coordinates u, ˇ, � related to x1, x2, x3 by the equations

x1 D
p
u2 C E2 cosˇ cos�; x2 D

p
u2 C E2 cosˇ sin�;

x3 D u sinˇ; (22)

whereED p
a2 � b2 denotes the linear eccentricity. Clearly,

the boundary @˝ell is then defined by uDb.
TakingH.1/

2 .˝el l / as an analogue toH.1/
2 .SR/ and going

back to the notion of reproducing kernel, we instead of
K(x, y) will have Kell(x, y). According to Holota (2004, 2011)
we can deduce that

Kell .x;y/ D 1
4�b

1P
nD0

.2nC 1/
�
Kn0xy Pn .sinˇx/ Pn

�
sinˇy

� C
C 2

nP
mD1

.n�m/Š

.nCm/Š
Knmxy Pnm .sinˇx/ Pnm

�
sinˇy

�
cosm

�
�x��y

�	

(23)

with

Knmxy D iEb

a2
Qnm .zx/

Qnm .z0/

Qnm

�
zy
�

Qnm .z0/



1

Qnm .z0/
dQnm .z0/

dz

�
�1

; (24)

where Pnm and Qnm are associated Legendre’s functions of
the first and the second kind, respectively; while

zx D iux
E
; zy D iuy

E
; z0 D ib

E
and i D p�1: (25)

Nevertheless, the problem is how to approach the summation
of the series representing the reproducing kernel Kell(x, y). A
possible way is to recall that

Qnm.z/ D .�1/m 2nnŠ .nCm/Š

.2nC 1/Š

�
z2 � 1

�� nC1
2

� F
�
nCmC 1

2
;
n �mC 1

2
;
2nC 3

2
I 1

1 � z2

�
;

(26)

where F is a hypergeometric function and to follow Holota
and Nesvadba (2014). In this manner we can deduce that

approximately (terms multiplied by the third and higher
powers of the numerical eccentricity eDE/a are neglected)

Kel l .x;y/ � 1

4�b
K.1/ .x;y/ � E2

4�ab2
K.2/ .x;y/

C E2

4�ab2
K.3/ .x;y/ ;

(27)

where

K.1/ .x;y/ D
1X
nD0

2nC 1

nC 1
�nC1Pn .cos / ; (28)

K.2/ .x;y/ D
1X
nD0

2nC 1

2nC 3
�nC1Pn .cos / ; (29)

K.3/ .x;y/ D �
1X
nD1

2nC 1

.nC 1/2 .2nC 3/
�nC1 @2Pn .cos /

@�2
;

(30)

� means �x or �y (the choice has no effect on the result),

� D a2

p
u2x C E2

q
u2y CE2

(31)

and  denotes the angular distance of points (ˇx,�x) and
(ˇy,�y) on a sphere, when ˇ and � are interpreted as
spherical latitude and longitude, respectively. Note that
in the derivations above an interpretation like this made
it possible to apply the well-known Legendre’s addition
theorem.

Similarly, we now return to the function basis generated
by elementary potentials with yj 2 R3 � ˝ell [ @˝ell. In
ellipsoidal coordinates, following Hobson (1931, Chap. X,
§3), we have

vj .x/ D i

E

1P
nD0

.2nC 1/
�
Qn.z/Pn

�
zj
�
Pn .sinˇ/ Pn

�
sinˇj

�C

C 2
nP

mD1

.�1/m
�
.n�m/Š

.nCm/Š

�2
Qnm.z/Pnm

�
zj
�
Pnm .sinˇ/

�Pnm �sinˇj
�

cosm
�
�� �j

�	
; (32)

where

z D iu

E
; zj D iuj

E
and i D p�1: (33)

We suppose that uj < u, which guarantees the conver-
gence and will focus on Galerkin’s element A(vj, vk), more
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precisely on Aell(vj, vk). One can show that

Aell
�
vj ; vk

� D 4�b

E2

1P
nD0

.2nC 1/
�
An0jkPn

�
sinˇj

�
Pn .sinˇk/ C

C 2
nP

mD1

�
.n�m/Š

.nCm/Š

�3
Anmjk Pnm

�
sinˇj

�

�Pnm .sinˇk/ cosm
�
�j � �k

�	
; (34)

where

Anmjk D i
a2

bE
Qnm .z0/

dQnm .z0/

d z
Pnm

�
zj
�
Pnm .zk/

and z0 D ib

E
; (35)

see Holota and Nesvadba (2017). Again, however, the prob-
lem is the summation of the series representing the element
Aell(vj, vk). To solve this problem we apply the apparatus of
hypergeometric functions and series for representing Legen-
dre’s functions Pnm and Qnm. This enables to deduce that
approximately

Anmjk � E2

a2
nC1

.2nC1/2
h
.nCm/Š
.n�m/Š

i2
qn

�
n
1C E2

b2

h
2n2Cn�2

.2n�1/.2nC3/ C m2.2nC5/
.nC1/.2n�1/.2nC3/

i o
;

(36)

where

q D
p

1 � zj
p
1 � zk

1 � z0
D
q

u2j C E2

q
u2k C E2

a2
(37)

and terms multiplied by the third and higher powers of the
numerical eccentricity eDE/a were neglected. Note that q
is less or equal to one for points yj, yk on and below the
ellipsoid. Hence

Ael l
�
vj ; vk

� � 4�b

a2
A.1/

�
vj ; vk

�C 4�E2

a2b
A.2/

�
vj ; vk

�

C 4�E2

a2b
A.3/

�
vj ; vk

�
(38)

with

A.1/
�
vj ; vk

� D
1X
nD0

nC 1

2nC 1
qnPn .cos / ; (39)

A.2/
�
vj ; vk

� D
1X
nD0

nC 1

2nC 1

2n2 C n� 2

.2n� 1/ .2nC 3/
qn Pn .cos / ;

(40)

A.3/
�
vj ; vk

� D �
1X
nD1

2nC 5

.2n � 1/ .2nC 1/ .2nC 3/
qn

�@
2Pn .cos /

@�2
; (41)

where � means �j or �k and  denotes the angular distance
of points (ˇj,�j) and (ˇk,�k) on a sphere, when ˇ and � are
interpreted as spherical latitude and longitude, respectively,
see Holota and Nesvadba (2017).

Of course, the integral formula (3) has its ellipsoidal
analogue too. This means that in Eqs. (1), (2), (3) we
substitute SR and @SR by˝ell and @˝ell and have to construct
the respective Neumann’s function for the domain ˝ell. It
is, however, worth mentioning that for ˝ell given by the
exterior of the ellipsoid of revolution the approach to the
construction of Neumann’s function N is not routine as
yet in contrast to the spherical case and stimulates discus-
sion. The question also is the closed form representation
of N. All this is in full agreement, e.g., with a general
observation in Roach (1970) concerning methods for con-
structing Green’s functions (Neumann’s function is Green’s
function of the second kind) in case of more complicated
boundaries.

Basically we start with the elementary potential

J .x;y/ D 1

j x � y j (42)

and construct a harmonic function HN such that

@HN

@nx
D @J

@nx
for ux D b: (43)

Neumann’s function N is then given by

N .x;y/ D J .x;y/ �HN .x;y/ : (44)

Nevertheless, in practical evaluation of the function N it is
of advantage to take into play also Green’s function of the
first kind, here denoted by G and to use the general relation
between the kernel functions N, G and Kell, i.e.

N .x;y/ D G .x;y/C 4�Kel l .x;y/ ; (45)

see Garabedian (1964) or also Holota (2004). Green’s func-
tion G is given by

G .x;y/ D J .x;y/�HG .x;y/ ; (46)
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but the harmonic function HG meets Dirichlet’s boundary
condition

HG D J for ux D b: (47)

Passing now to ellipsoidal harmonics we have

J .x;y/ D i

E

1X
nD0

.2nC1/ �Pn .zx/Qn

�
zy
�
Pn .sinˇx/Pn

�
sinˇy

�C

C2
nX

mD1

.�1/m
�
.n�m/Š

.nCm/Š

�2
Pnm .zx/Qnm

�
zy
�

� Pnm .sinˇx/ Pnm
�
sinˇy

�
cosm

�
�x � �y

�	
; (48)

where in analogy to Eq. (32)

zx D iux
E
; zy D iuy

E
and i D p�1: (49)

We suppose that ux < uy, which guarantees the convergence
of the series and from Eq. (47) we can deduce that

HG D HG .x;y/ D i

E

1X
nD0

.2nC1/ �Hn0xyPn .sinˇx/Pn
�
sinˇy

� C

C2
nX

mD1

.�1/m
�
.n�m/Š

.nCm/Š

�2
HnmxyPnm .sinˇx/

� Pnm
�
sinˇy

�
cosm

�
�x � �y

�	
; (50)

where

Hnmxy D Qnm .zx/Qnm

�
zy
� Pnm .z0/
Qnm .z0/

and z0 D ib

E
:

(51)

Finally, we again apply the apparatus of hypergeometric
functions and series to represent Legendre’s functions Pnm

andQnm. This enables us to deduce that approximately (terms
multiplied by the third and higher powers of the numerical
eccentricity eDE/a are neglected)

HG .x;y/ � 1

a
H
.1/
G .x;y/ � E2

2a2b
H
.2/
G .x;y/

C 2E2

a2b
H
.3/
G .x;y/ ;

(52)

where

H
.1/
G .x;y/ D

1X
nD0

�nC1Pn .cos / ; (53)

H
.2/
G .x;y/ D

1X
nD0

1

.2nC 3/ .2n � 1/ �
nC1Pn .cos / ;

(54)

H
.3/
G .x;y/ D

1X
nD1

1

.2nC 3/ .2n � 1/
�nC1 @2Pn .cos /

@�2

(55)

and � means �x or �y.

4 Key Role of Elliptic Integrals

Inspecting the components K(1)(x, y), K(2)(x, y), K(3)(x, y),
A(1)(vj, vk), A(2)(vj, vk), A(3)(vj, vk) and similarly H.1/

G .x;y/,

H
.2/
G .x;y/, H

.3/
G .x;y/ that produce the reproducing

kernel Kell(x, y), Galerkin’s element Aell(vj, vk) and the
harmonic part HG(x, y) in our Green function of the
first kind, we can show by means of some algebra and
decomposition that in essence these components, except
for K(1) and H

.1/
G , rest on the following three different

series

S D
1X
nD0

1

2nC 1
. : /nPn .cos / ; (56)

A D
1X
nD0

1

2n � 1
. : /n Pn .cos / (57)

and

B D
1X
nD0

1

2nC 3
. : /nC1 Pn .cos / ; (58)

with ( . ) < 1 substituting � or q, see Holota and Nesvadba
(2014, 2017). For K(1) one can obtain

K.1/ .x;y/ D 2�

L
� ln

LC � � cos 

1 � cos 
(59)

with

L D
p
1 � 2� cos C �2 (60)

in a relatively easy way, cf. Eqs. (8) and (9). Similarly, for
H
.1/
G we have

H
.1/
G .x;y/ D �

L
: (61)

Therefore, it is of key importance for the computation of
Kell(x, y), Aell(vj, vk) and HG(x, y) that the summation of the
series in Eqs. (56), (57), (58) can be made by means of
Legendre (incomplete) elliptic integrals of the first and the
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second kind

F .k; '/ D
'�
0

d'p
1 � k2sin2'

and

E .k; '/ D
'�
0

q
1 � k2sin2' d';

(62)

where

. : / D tan2
'

2
and k2 D cos2

 

2
: (63)

Indeed, we obtain

S D 1

2
F .k; '/ cot

'

2
; (64)

cf. Eqs. (19) and (20),

A D �
q
1 � k2sin2' C 1

2

h
F .k; '/ � 2E

�
k; '

�i
tan

'

2
(65)

and

B D
q
1 � k2sin2' C 1

2

h
F .k; '/ � 2E

�
k; '

�i
cot

'

2
; (66)

see Holota and Nesvadba (2014, 2017). It is interesting that
in contrast to A(1) for the computation ofK(1) andH.1/

G elliptic
integrals need not be used.

5 From the Ellipsoid to the Earth’s
Surface

In reality, the determination of the Earth’s gravity potential
from surface gravity data represents the gravimetric bound-
ary value problem. Its solution domain ˝ is the exterior the
Earth. The problem is usually treated in a linearized form. We
identify W and U with the gravity and a standard (or normal)
potential of the Earth, respectively. Under this notation
gD gradW is the gravity vector and its length gD j gradW j
is the measured gravity. By analogy �DgradU and
�D j gradU j for the normal gravity. Finally, in the general
point x we have T(x)DW(x) � U(x) for the disturbing
potential and ıg(x)Dg(x) � � (x) for the gravity disturbance.

The linear gravimetric boundary value problem then
means to find T such that

�T D div grad T D 0 in ˝; (67)

@T

@s
D hs; grad T i D � ıg on @˝; (68)

where h , i denotes the scalar product, @˝ is the boundary of
˝ and

s D � 1

�
grad U; (69)

see Koch and Pope (1972), Bjerhammar and Svensson (1983)
or Grafarend (1989). Let us add in this connection that the
vector s is assumed to be nowhere tangential to @˝ and when
denoting by n the unit (outer) normal of @˝ , we suppose that
the angle between n and s is less than 90ı, i.e. hs, ni > 0.

The formulation above is rather general and it is natural
that the step towards mathematical formalization involves
a certain idealization. In case of the weak solution concept
we assume that ˝ 0 D R3 �˝ is a domain with a Lipschitz
boundary, for definition see Nečas (1967), Rektorys (1974)
or Kufner et al. (1977) and T is sought as a function
from Sobolev’s space W .1/

2 .˝/, see Holota (1997). Note

that W .1/
2 .˝/ as a part contains H.1/

2 .˝/, an analogue to

H
.1/
2 .SR/ and H

.1/
2 .˝el l / mentioned in Sects. 2 and 3.

Within this concept T is defined by the following integral
identity

A .T; v/ D
�
@˝

vf dS (70)

valid for all v 2 W
.1/
2 .˝/. The function f is assumed

square integrable on @˝ and such that fD � � (@U/@n)�1

ıgDhs,ni�1ıg, where @/@n means the derivative in the direc-
tion of the normal n and A(u, v) is a bilinear form on the
Cartesian product W .1/

2 .˝/ � W
.1/
2 .˝/, but of somewhat

more complex structure in comparison with Eq. (6). Because
the linear gravimetric boundary-value problem is an oblique
derivative problem

A .u; v/ D A1 .u; v/ �A2 .u; v/ ; (71)
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where

A1 .u; v/ D
�
˝

hgrad u; grad v idx; (72)

A2 .u; v/ D
�
˝

hgrad v; a � grad uidx

C
�
˝

v hcurl a; grad uidx

(73)

and aD(a1, a2, a3) is a vector field such that on the boundary
@˝ the vector

� D 1

hs;ni s (74)

and the field a are coupled by � Dn C a � n, see Holota
(1997). We believe that the conventional notation � used here
for the vector product will not be a cause of any confusion
(cf. Cartesian product above).

The realization of the weak solution concept, including
the approximation of A1(u, v) by a bilinear form

A� .u; v/ D
�
˝�

hgrad u; grad v i dx; (75)

where ˝� has a “simpler boundary”, the implementation
of the respective iteration steps and the representation of
the form A2(u, v), is described (with numerical examples)
in Nesvadba et al. (2007) and Holota and Nesvadba (2012).
It turned out, e.g., that for basis functions generated by
elementary potentials and ˝� represented by the exterior of
a sphere the convergence of the iterations is rather slow but
considerably improves for˝� being the exterior of an oblate
ellipsoid of revolution. This motivated the computations
mentioned in Sect. 3.

In the second part of this section we mention still one
more approach. The complexity of the boundary can be
transformed into the coefficients of the partial differential
equation governing the solution. As a starting point for an
alternative like this we can use the mapping given by Eq.
(22), but with uDz C h (ˇ,�), where h (ˇ,�) is a function
that describes the boundary @˝ with respect to the level
ellipsoid @˝ell. We thus have

x1 D
q
Œ z C h .ˇ; �/ �2 C E2 cosˇ cos�; (76)

x2 D
q
Œ z C h .ˇ; �/ �2 C E2 cosˇ sin�; (77)

x3 D Œ z C h .ˇ; �/ � sinˇ; (78)

where z together with ˇ and � form a system of new curvi-
linear coordinates. Interpreting z, ˇ, � as ellipsoidal coor-

dinates again and taking into consideration that @u/@zD1,
we immediately see that the transformation is a one-to-one
mapping between the original solution domain ˝ and the
outer space of our oblate ellipsoid of revolution, i.e. ˝ell.
It is also obvious that @˝ is defined by zDb and its image
coincides with @˝ell. The approach as above represents a
generalization of the concept discussed in Holota (1985,
1986, 1989, 1992a, b, 2016). Here we particularly refer to
Holota and Nesvadba (2016).

Putting y1Dz, y2Dˇ, y3D�, we are ready to write
Laplace’s operator� applied on T in terms of the curvilinear
coordinates yi. Within tensor calculus we generally have

�T D 1p
g

@

@yi

�p
g gij

@T

@yj

�

Dgij @2T

@yi@yj
C 1p

g

@
p
g gij

@yi

@T

@yj
;

(79)

see Sokolnikoff (1971). Here g is the determinant related to
the respective metric tensor gij and gij means the associate
(or conjugate) metric tensor. After some algebra (and a
negligible approximation) we obtain

�T D z2 C E2sin2ˇ

.z C h/2 C E2sin2ˇ
Œ�el lT � ı .T; h/� ; (80)

where

�el lT D 1

z2 CE2sin2ˇ



2z
@T

@z
C �

z2 C E2
� @2T
@z2

C

C @2T

@̌ 2
� sinˇ

cosˇ

@T

@̌
C z2 C E2sin2ˇ

.z2 C E2/ cos2ˇ

@2T

@�2

#
;

(81)

ı .T; h/ D A1
@T
@z C A2

@2T
@z2

C
C A3

1p
z2CE2sin2ˇ

@2T
@z@ˇ C A4

1p
z2CE2 cosˇ

@2T
@z@� ;

(82)

and Ai are topography dependent coefficients given by

A1 D 1

z2 CE2sin2ˇ

�
"

�2h � sinˇ

cosˇ

@h

@ˇ
C @2h

@ˇ2
C z2CE2sin2ˇ�

z2 CE2
�

cos2ˇ

@2h

@�2

#
;

(83)

A2 D � 2zhC h2

z2 C E2sin2ˇ
� 1

z2 C E2sin2ˇ

�
"�

@h

@̌

�2
C z2 C E2sin2ˇ

.z2 C E2/ cos2ˇ

�
@h

@�

�2#
;

(84)
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A3 D 2p
z2 C E2sin2ˇ

@h

@̌
; (85)

A4 D 2p
z2 C E2 cosˇ

@h

@�
: (86)

Obviously, the transformation of coordinates has also an
effect on the boundary condition. Indeed, for the normal
(Somigliana-Pizzeti) potential U the condition given by Eq.
(68) turns into

@T

@z
D � w .z C h; ˇ/ ıg for z D b; (87)

where

w .z C h; ˇ/ D
s
.z C h/2 C E2sin2ˇ

.z C h/2 C E2
(88)

and it follows from differential geometric considerations that
for @/@n denoting now the derivative in the direction of the
unit (outer) normal n of @˝ell

@T

@n
D � p

1C " ıg on @˝el l (89)

with

" D E2
�
2bhC h2

�
cos2ˇ

�
a2sin2ˇ C b2cos2ˇ

� h
.b C h/2 C E2

i (90)

that practically may be neglected, see Holota and Nesvadba
(2016).

Hence, the linear gravimetric boundary value problem
in terms of the curvilinear coordinates z, ˇ, � attains the
form

�el lT D f in ˝el l (91)

and

@T

@n
D � ıg on @˝el l ; (92)

where fD ı(T, h).
Neglecting the fact that f depends on T, we can represent

the solution of the problem formally by means of a classical
apparatus of mathematical physics. Indeed, we can use
Neumann’s function N (Green’s function of the second
kind) constructed in the end of Sect. 3 which enables us to

write

T .y / D 1

4�

�
@˝el l

N .x;y/ ıg .x/ dxS

� 1

4�

�
˝el l

N .x;y/ f .x/ dxV

(93)

with dxS and dxV denoting the surface and the volume
element, respectively, cf. Eq. (3) valid for spherical solution
domain.

Nevertheless, Neumann’s function N can also be used
to solve the transformed linear gravimetric boundary value
problem, where f depends on T. In this case the integral
formula (93) represents an integro-differential equation for T
and an iteration approach has to be applied. For this purpose
we put

F .y/ D 1

4�

�
@˝el l

N .x;y/ ıg .x/ dxS (94)

and

KT .y/ D � 1

4�

�
˝el l

N .x;y/ ı ŒT .x/ h .x/� dxV; (95)

where F( y ) is a harmonic function and KT( y ) is an integro-
differential operator applied on T, such that

�el lKT D ı .T; h/ in ˝el l and
@KT

@n
D 0 on @˝el l :

(96)

Our aim is to find T from TDF CKT by means of the method
of successive approximations

T D lim
n
Tn; Tn D F CKT n�1; (97)

where T0 is the starting approximation, e.g. T0DF.
The crucial point is to show that K is a contraction

mapping which as a sufficient condition guarantees the
convergence of the iteration process according to the famous
Banach’s fixed point theorem, see e.g. Rektorys (1974) or
Gilbarg and Trudinger (1983). This is our next goal. As a
guideline the contractivity proof for the simple gravimetric
boundary value problem investigated in Sobolev’s weight
space W .2/

2 .SR/ in Holota (1985, 1986, 1989, 1992a, b) will
be followed. The most intricate step to estimate the second
order derivatives of Ku has been done by means of a special
case of the Calderon-Zygmund inequality. It belongs to the
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so-called Lp estimates for Poisson’s equation (analogous
to Chauder’s theory in Hölder’s spaces), see Gilbarg and
Trudinger (1983).

6 Conclusions

The boundary value problems considered in this paper are
formulated for an unbounded solution domain that in some
idealized and/or adopted sense reflects the exterior of the
Earth. The solution meets Poisson’s or Laplace’s differential
equation and its directional derivative has to satisfy a given
condition on the boundary. For potential theory and the
theory of partial differential equations the solution of these
problems represents a field of advanced applications. In this
contribution we tried to discuss some of these facts and also
to contribute to methods and solution techniques which come
into consideration.

In the introduction we limited our discussion to Neu-
mann’s problem formulated for the exterior of a sphere. We
focused on the use of three important integral kernels within
the classical and weak solution concept. Concerning the
classical concept, we mentioned the solution of Neumann’s
problem by means of Green’s function method. Neumann’s
function (Green’s function of the second kind) N(x, y) is
of key importance in this approach. The problem appears
in physical geodesy, but usually interpreted for Laplace’s
differential equation. Note that in consequence Neumann’s
function is standardly considered in a restricted form in this
case, i.e., one or both the variable points x and y lie on
the boundary @SR. Nevertheless, in Sect. 2 we showed a
close form representation of Neumann’s function for x and
y moving inside the closure of the solution domain, i.e. x,
y � @SR [ SR, which is a more general result.

Similarly, a closed form representation was shown for
the reproducing kernel of Hilbert’s space H.1/

2 .SR/ and for
Galerkin’s elements in case that the solution of Neumann’s
problem is approximated by a linear combination of elemen-
tary potentials. It may be of interest that for the computation
of Galerkin’s elements it was necessary to use the Legendre
(incomplete) elliptic integral of the first kind. In a sense the
content of Sect. 2 represents a germ of the next discussion.

In Sect. 3 the construction of Neumann’s function, the
reproducing kernel and Galerkin’s elements was approach
again, but this time for the solution domain given by the
exterior of the ellipsoid of revolution, i.e. SR was substituted
by˝ell. The results are represented by infinite series of ellip-
soidal harmonics. They allow a direct numerical treatment
(which we give attention to in parallel), but in this paper
we tried to present an analytic way for their summation.
This was achieved under some approximations. Neglecting
terms multiplied by the third and higher powers of the
numerical eccentricity eDE/a, we give closed form represen-

tation for the reproducing kernel, Galerkin’s elements and
subsequently also for Neumann’s function. The results rest
on the use of Legendre (incomplete) elliptic integrals of the
first and the second kind. This is highlighted in Sect. 4.

The intention to approach reality motivated the last sec-
tion. It is demonstrated for the weak as well as classical
solution concept applied to the linear gravimetric boundary
value problem, in particular for Galerkin’s approximations
of the solution and for the use of Green’s function method.
The Galerkin’s elements are of a somewhat more complex
structure and in the case of Green’s function method in
addition a modification of spatial coordinates was used
to solve the problems associated with the construction of
Neumann’s function for the complicated boundary of the
solution domain. Successive approximations are applied in
both the cases. On the level of individual iteration steps
the mathematical apparatus developed for the ellipsoidal
solution domain is used.
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GEOMED2: High-Resolution Geoid
of theMediterranean
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Abstract

Geoid models for the Mediterranean were computed using the remove-compute-restore
method and Stokes-FFT, using shipborne gravity or altimetry inferred gravity data over
sea and land gravity data. The remove step over sea does not include residual terrain
correction (bathymetry), which leads to slightly worse results. The models were compared
to an independent geoid constructed by subtracting the Mean Dynamic Topography
from the Mean Sea Surface, and secondly to drifter-observed current speeds. Results
revealed significant errors in the gravimetric geoid at smallest scales, and analysis of the
results of this intermediate model showed that improvement is required in the gravity
data preprocessing, specifically the de-biasing of marine data, as well as the gridding
(interpolation) procedure. These issues will be addressed before the release of the final
geoid model early 2018. Based on the drifter comparisons, the geoid based on altimeter
data is the most accurate, more accurate than EIGEN6C4, and notably so at scales less than
50 km.
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1 Introduction

The objective of the GEOMED 2 project is the determination
of a high-accuracy and high resolution marine geoid tak-
ing advantage of the improved global gravity field models,
thanks to GRACE and GOCE in particular, and the compila-
tion of a cleaned-up gravity database of the Mediterranean
based on Bureau Gravimétrique International (BGI) and
Service Hydrographique et Océanographique de la Marine
(SHOM) data (Lequentrec-Lalancette et al. 2016). Computa-
tion of a gravimetric (i.e. using only surface data) geoid of
the Mediterranean Sea is challenging due to:
• marine gravity data coverage is poor over several parts;
• quality of the marine gravity data is not homogeneous

(bias, precision);
• data reduction is not at the level achieved over land.

A geoid computed with gravity inferred from altimetry
data, or a mean sea surface corrected for mean dynamic
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topography (i.e., an ‘oceanographic’ geoid model), can be
used as benchmarks. However, contamination by ocean
dynamic signal is unavoidable, which is why a pure
gravimetric solution is preferred.

An independent quality evaluation of the geoid models is
done by comparison of calculated to drifter-observed current
velocities. This type of evaluation allows a very detailed
quality assessment as a function of region and spatial scale.
This paper presents an intermediate model, which is based on
most but not all available data, and computed with the Stokes
FFT method.

2 Data

All available gravity data from BGI, SHOM, and national
databases from Italy, Croatia and Greece were compiled
in a 10W–40E longitude and 29N–48N latitude window.
In particular, marine gravity data from the Morelli cruises
(Allan and Morelli 1971), and the University of Cambridge
cruises in the eastern basin (Report of the Dept. of Geodesy
and Geophysics, Cambridge University 1974) were used.
The marine data have been validated and preprocessed as
described in a previous paper (Lequentrec-Lalancette et al.
2016). Two main marine gravity data sets have been used.
First of all, data from the BGI database (i.e., data from dif-
ferent national agencies such as SHOM and NOAA/NGDC)
and secondly, the compilation of all Morelli data. The more
recent data available at BGI (SHOM survey data) have
a mean error of 2 mGal, determined through cross over
adjustment, whereas the Morelli data have a mean error of
3.6 mGal. In Lequentrec-Lalancette et al. (2016), the Morelli
data and the SHOM survey data have been compared with
the global gravity field model EIGEN6C4 (Förste et al. 2014)
and the marine gravity model DTU13 (Andersen et al. 2010),
and the results are listed in Table 1.

The offset between data and EIGEN6C4 is higher for
Morelli data than with the more recent survey data. A simple
method of de-biasing has been applied on each sub-cruise of
the survey data and of Morelli data to reduce the mean bias
between marine gravity data and the global gravity model
chosen, in this case the EIGEN6C4 model (Förste et al.
2014). The adopted de-biasing method is a simple adjust-
ment of the mean differences between the model and the
data.

Table 1 Statistics of the differences between data and models, in mGal

Difference Mean StD Min Max

Survey – EIGEN6C4 �1:59 5:71 �53.24 48:94

Morelli – EIGEN6C4 4:07 5:71 �51.60 76:80

Survey – DTU13 �1:78 4:89 �52.08 46:85

Morelli – DTU13 4:25 5:00 �57.84 79:96

Table 2 Statistics of the differences between data and models, in mGal

Difference Mean StD Min Max

BGI data in East Med. – EIGEN6C4 �0.38 9:99 �116.24 72:91

BGI data in East Med. – DTU13 �0.55 9:62 �117.59 75:54

Furthermore, other marine gravity data from the BGI
database were added, mainly to fill in some data gaps in the
Eastern Mediterranean basin. The statistics of these data with
respect to EIGEN6C4 (to d/o 2,190) and DTU13 are listed in
Table 2.

Themarine data were then sampled by selecting the points
closest to the barycenter of a 7.500 � 7.500 regular grid.

Finally, the whole gravity dataset, i.e. marine and land
data, has been reduced with the EIGEN6C4 model to degree
and order (d/o) 1,000, and only the data over land were
corrected for terrain effects with the DTM from Shuttle
Radar Topography Mission (Farr et al. 2007). The marine
data were not reduced using the bathymetry because residual
gravities became slightly larger, which is in line with recent
results of Hirt et al. (2017). Reductions to higher and lower
d/o, as well as with a recent GOCE satellite-only model to
d/o 230 (Bruinsma et al. 2014), were tested too but resulted
in less accurate geoid models. The distribution of the marine
data is shown in Fig. 1.

A second source of marine gravity anomalies is altimetry,
which provides data on a regular 2.50 or 10 grid, without gaps
and currently to within kilometers of the coast. The precision
of the computed gravity anomalies is 2–3 mGal (one sigma),
but locally larger errors are present due to significant ocean
variability (i.e. contamination of the gravity signal), altimeter
re-tracking (i.e. selected waveform), and in the coastal zones
due to different processing methods (geoid vs geoid slope).
In this study, the DTU15 (Andersen et al. 2017) and UCSD
V24.1 (Sandwell et al. 2014)were used. These data grids also
were only reduced with EIGEN6C4 to d/o 1,000. Differences
between these two models are not negligible over the entire
Mediterranean basin (0.5 and 3.7 mGal mean and sigma,
respectively), but are larger for regions with important land
contamination due to islands such as in the Aegean Sea,
where the standard deviation is 6.2 mGal.

3 Method

After the remove step described in the previous section, a
regular 20 grid was constructed with reduced gravity data
using the kriging method with GRAVSOFT’s (Forsberg
and Tscherning 2008) GEOGRID program. The resulting
reduced gravity map for the surface data (land and ship) is
displayed in Fig. 2. A second 20 regular grid based on the
altimetry-inferred gravity was constructed by replacing the
data over sea.
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Fig. 1 The distribution of the shipborne marine gravity data

Fig. 2 The 20 � 20 interpolated residual gravity grid (mGal)
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The residual geoid estimates using the two aforemen-
tioned gravity grids were computed using 1D-FFT spherical
Stokes convolution as (Haagmans et al. 1993)

Nres .®l ; œk/ D R
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where, the geoid prediction is carried out along a parallel
at latitude ' l based on gridded point gravity values along a
parallel ' j. In Eq. (1), Nres denotes residual geoid heights,
�gres the available residual gravity anomalies, R is a mean
Earth radius and S(•) Stokes’s kernel function (Sideris 2013).
Equation (1) is a 1D convolution with respect to longitude,
so that after employing the addition theorem of the discrete
Fourier transform, Stokes’s integral can be evaluated for
the specific parallel (Sideris 2013). Within the GEOMED2
project a tapered version of the Wong-Gore (Wong and Gore
1969) modification of Stokes’s kernel function has been
employed through the SPFOUR software of the GRAVSOFT
package (Forsberg and Tscherning 2008). The tapering has
been employed so as to remove the same wavelengths from
Stokes’ kernel, as was done with the input gravity data, while
the upper bound was set being 10ı higher than the lower one.
The final geoid estimate was obtained through addition of
the EIGEN6C4 geoid to d/o 1,000, i.e. the restore step. The
resulting geoid models are called gravimetric (using surface
data only) and altimetric geoid solution, respectively.

4 Results and Validation

Comparison of the estimated geoids with the ‘oceano-
graphic’ geoid model (hereafter ‘CLS geoid’), based on
the Mean Sea Surface CNES-CLS 15 (https://www.aviso.
altimetry.fr/en/data/products/auxiliary-products/mss.html)
minus MDT SOCIB (Rio et al. 2014), constitutes an
independent validation of our models. The results are listed
in Table 3, which also gives results for EIGEN6C4, i.e. as
the current reference.

Figure 3 shows the difference between the CLS and the
gravimetric and altimetric (DTU15 data) geoids. As one can

Table 3 Mean and standard deviation (StD) of the geoid height differ-
ence, in m

Geoid height difference between Mean StD

CLS & gravimetric geoid 0.048 0.083

CLS & altimetric geoid (DTU15 data) 0.054 0.050

CLS & EIGEN6C4 geoid 0.052 0.055

Gravimetric & altimetric geoid 0.010 0.063

see, the gravimetric geoid has large differences with respect
to the CLS estimate around the Balearic Islands, in the
Alboran Sea, the Aegean Sea, south of Crete and south of
Cyprus. The discrepancies in the Alboran Sea, south of Crete
and Cyprus may be related to ocean dynamics (large Eddy
Kinetic Energy), while the discrepancies in the Aegean Sea
may be due to errors in the altimetric estimate (short arcs
due to the large number of islands in this region). The large
differences around the Balearic Islands are unexpected and
are probably due to some wrong interpolation of the ground
data or to high non corrected bathymetric effects which need
to be carefully checked in future investigations.

On the other hand, and as expected, the discrepancies
between the CLS and the altimetric (DTU15) geoids are
smoother since the two estimates are based on more homo-
geneous and partly the same data.

Furthermore, the relative accuracy of the geoid models
is evaluated through the computation of the ocean Mean
Dynamic Topography (MDT; MSS minus geoid) and
the inferred mean geostrophic currents using the method
described in Mulet et al. (2012), and this is done as a
function of spatial scale and region. Here, the CNES-CLS
15 MSS is used, and scales 10–200 km are analyzed. For
this test, EIGEN6C4 has been considered as the benchmark.
These computations showed that the altimetric geoid is
more accurate than EIGEN6C4 at scales below 50 km,
and equivalent from 50 to 200 km (see Fig. 4, top panels).
On the other hand, the gravimetric geoid is equivalent to
EIGEN6C4 to 100 km, and rapidly getting worse for smaller
scales. Inspection of results for the gravimetric and altimetric
geoids shown in Fig. 4 at the scale of 50 km, computed in
1ı bins, reveal that the gravimetric geoid is more accurate
in certain regions, indicated by the black dot, but that it
suffers from noise at small spatial scales. Specifically, it is
more accurate in the Alboran Sea, the Sicily channel, the
Ionian Sea and the Levantine (zonal). The discrepancies
observed in the gravimetric geoid are due to a combination
of insufficient geographical coverage of the survey near the
coasts and in some places between the cruises (Balearic
islands), inhomogeneous precision, and remaining bias
issues. The results confirm that altimetry derived gravity data
such as DTU15 or UCSD V24.1 models have to be used to
fill the gaps (Lequentrec-Lalancette and Rouxel 2010) if one
requires ultimate precision. That will be done in a next step.

5 Conclusions and Outlook

The intermediate gravimetric geoid presented in this paper
is not competitive yet, since, as a whole, it is less accurate
than EIGEN6C4 and less accurate than a geoid computed
with altimeter-inferred gravity. Still, for certain parts of
the Mediterranean the gravimetric geoid model is the most

https://www.aviso.altimetry.fr/en/data/products/auxiliary-products/mss.html
https://www.aviso.altimetry.fr/en/data/products/auxiliary-products/mss.html
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Fig. 3 The geoid height difference between the CLS and the gravimetric geoid estimate (top) and the altimetric geoid (bottom)
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Fig. 4 The RMS, in cm/s, of the difference between drifter-observed
geostrophic current speeds and geoid-model-inferred as a function of
spatial scale (top) for zonal (left) and meridional (right) components.
Black D altimetric geoid, red D EIGEN6C4 geoid, green D gravimet-

ric geoid. 1ı � 1ı binned maps of the ratio between RMS of predicted
minus drifter observed velocities and drifter velocity std. dev. at 50 km
scale (middle panel D gravimetric geoid, bottom panel D altimetric
geoid). Black dots indicate where the gravimetric geoid compares better

accurate in the comparisons between drifter-observed and
geoid derived geostrophic current speeds. Thus, the altimet-
ric geoid proved to be the most accurate at this point of the
project, but improvements of the gravimetric solution are
expected. Particularly, positive impacts are expected by de-
biasing of shipborne data per track, and by a more drastic
exclusion of marine data, which can reduce the highest
errors of the Morelli dataset (up to 26 mGal; Lequentrec-
Lalancette et al. 2016). More marine data will be added in
some areas like near the Balearic Islands. To obtain a full
coverage over sea, altimetric and gravimetric data will be
combined according to methods described in (Lequentrec-
Lalancette et al. 2003, Lequentrec-Lalancette and Rouxel

2010). Over the land areas some gaps will be filled too. The
methodology of gridding will be improved near the coasts
and some tests with different computation methods will be
performed (collocation, other Stokes modification kernel).
The final geoid model for the Mediterranean, taking all of
the above into account, is expected to be available in 2018.
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Evaluation of Altimetry Data in the Baltic Sea
Region for Computation of NewQuasigeoid
Models over Poland

Joanna Kuczynska-Siehien, Adam Lyszkowicz, and Michael G. Sideris

Abstract

The paper presents the comparison and validation of currently available gravity anomalies
from the satellite altimetry models with the shipborne and airborne gravity anomalies
along the Polish coast and in the Baltic Sea. The mean value of differences between the
investigated DTU10 and GMG V24.1 altimetry-derived models is equal to 0.02 mGal.
However, significant differences can be seen in the coastal areas. Shipborne and airborne
marine gravity datasets, collected over the past 65 years by various institutions, were also
compared.

Furthermore, the new gravimetric quasigeoid models for the territory of Poland were
computed using the new gravity data from the satellite altimetry, the EIGEN-6C4 geopo-
tential model, and the SRTM elevation model. The accuracy of these models, estimated
using the ASG-EUPOS permanent GNSS stations, reaches 1.4 cm.

Keywords

Baltic Sea gravity data � Regional quasigeoid model � Satellite altimetry models

1 Introduction

Numerous gravimetric geoid/quasigeoid models in Poland
were computed using the remove-compute-restore (RCR)
method with Fast Fourier Technique (FFT) (e.g. Lyszkowicz
and Denker 1994), the Least Squares Collocation (LSC)
approach (e.g. Lyszkowicz 2010; Szelachowska and Krynski
2014) and the Royal Institute of Technology (KTH) method
(Kuczynska-Siehien et al. 2016). In all cases the same set of
mean gravity anomalies for the Baltic Sea, obtained based on

J. Kuczynska-Siehien (�) � M. G. Sideris
Department of Geomatics Engineering, University of Calgary, Calgary,
AB, Canada

J. Kuczynska-Siehien (�)
Faculty of Geodesy, Geospatial and Civil Engineering, University of
Warmia and Mazury in Olsztyn, Olsztyn, Poland
e-mail: joanna.kuczynska@uwm.edu.pl

A. Lyszkowicz
Polish Air Force Academy, Deblin, Poland

the data from the geophysical marine missions (Lyszkowicz
1994), were used. These marine gravity anomalies cover the
very limited southern part of the Baltic Sea. The currently
available gravity data from the satellite altimetry, e.g. the
DTU10 (Andersen 2010) and V24.1 (Sandwell et al. 2014)
global marine gravity models, cover the whole Baltic Sea.
Furthermore, the recent geoid/quasigeoid models involved
Earth Geopotential Model 2008 (EGM2008) (Pavlis et al.
2012), and Shuttle Radar Topography Mission (SRTM) data
as a digital elevation model (DEM). These data can be also
replaced with the latest global geopotential models (GGM)
and DEM.

Considering the above, the first aim of the study is to
compare and validate the gravity anomalies from the DTU10
and V24.1 models with the shipborne gravity anomalies
along the Polish coast and in the Baltic Sea. In the next
step, the new gravimetric quasigeoid models for the terri-
tory of Poland are computed using the new gravity data
from the satellite altimetry, the EIGEN-6C4 geopotential
model (Förste et al. 2014), and the SRTM 1 Arc-Second
Global (https://www2.jpl.nasa.gov/srtm/) elevation model.

© Springer International Publishing AG, part of Springer Nature 2018
J. T. Freymueller, L. Sanchez (eds.), International Symposium on Advancing Geodesy in a Changing World,
International Association of Geodesy Symposia 149, https://doi.org/10.1007/1345_2018_35

51

http://crossmark.crossref.org/dialog/?doi=10.1007/1345_35&domain=pdf
mailto:joanna.kuczynska@uwm.edu.pl
https://www2.jpl.nasa.gov/srtm/
https://doi.org/10.1007/1345_2018_35


52 J. Kuczynska-Siehien et al.

The accuracy of the computed new models is estimated
using the high precision ASG-EUPOS network of permanent
Global Navigation Satellite System (GNSS) stations con-
nected to the new Polish vertical datum PL-EVRF2007-NH.

2 Data

Both investigated satellite altimetry models, V24.1 and
DTU10, have a spatial resolution of 10 ( 1–2 km). Global
Marine Gravity (GMG) V24.1 combines radar altimeter
measurements from CryoSat-2 and Jason-1 satellites
(Sandwell et al. 2014). The model is substantially improved
in comparison to the previous versions based on retracked
Geosat and ERS-1 satellites data (Sandwell and Smith 2009).
The second GMG model used, DTU10, was developed
based on ERS-2 and ENVISAT satellites data (Andersen
2010). The DTU10 model is an improved version of the
DNSC08GRA model, which was derived using double
retracking of ERS-1 geodetic mission waveform data
(Andersen et al. 2010).

The Baltic Sea gravity data used in the study consists of
five datasets (Table 1). The dataset #1 is the result of digi-
talization of 1:200,000 scale gravimetric maps and includes
1,293 Faye anomalies. The dataset #2 contains the ship-
track gravity data from Zaria and Turlejski cruises along the
Polish Coast of the Baltic Sea. Mean 50 � 50 free-air gravity
anomalies for the northern part of the Baltic Sea, obtained
from Finnish Geodetic Institute, comprise the dataset #3. The
dataset #4 is a collection of mean 10 � 10 free-air gravity
anomalies computed from the ship gravity measurements
which were carried out by the research team from Riga in
1978 and 1980. Airborne gravity data are included in the
dataset #5.

Terrestrial gravity data used in the study consists of
nine sets of Faye gravity anomalies from Poland and the
neighbouring countries (Krynski 2007). The gravity anoma-
lies were interpolated on 10 � 10 grid nodes for the area
48ıN < ® < 55ıN and 12ıE < œ < 26ıE using GEOGRID
program from the GRAVSOFT package (Forsberg and Tsch-
erning 2008). The interpolation was performed using the
least square collocation method with the correlation length
2.55 km and the standard uncertainties for the observations
1 mGal.

The Gravity Recovery and Climate Experiment (GRACE)
and the Gravity field and steady-state Ocean Circulation
Explorer (GOCE) missions’ data brought an improvement in
the determination of global geopotential models. The used
EIGEN-6C4 model (Förste et al. 2014) is a global combined
gravity field model up to degree and order 2190. It was elabo-
rated jointly by GFZ Potsdam and GRGS Toulouse from the
Laser Geodynamics Satellite (LAGEOS) data, 10 years of
GRACE RL03 data, GOCE data, terrestrial data up to degree
370, DTU12 ocean geoid data and EGM2008 geoid heights
for lands.

Chosen DEM, SRTM 1 Arc-Second Global, has a resolu-
tion of 30 m at the equator, and is provided e.g. by the U.S.
Geological Survey (USGS) portal (https://earthexplorer.usgs.
gov/). The data has a worldwide coverage with void filled
using interpolation methods described in (Reuter et al. 2007).

The obtained geoid models were evaluated on 105 eccen-
tric points of ASG-EUPOS network. It is a network of
permanent GNSS stations fully operating since 2008 (Bosy
et al. 2008). Normal heights of the eccentric points were
determined in PL-EVRF2007-NH, whereas ellipsoidal ones
in ETRF2000 e. 2011. The ellipsoidal heights of the GNSS
network points were determined with an accuracy of 1 cm.
The normal heights of these points were determined by
connecting them to the national precise levelling network.

3 Comparison of Marine Gravity Data

Firstly, the DTU10 and GMG V24.1 altimetry-derived
models were compared to one another to evaluate the
differences between them. Both models were acquired on
a regular latitude/longitude 10 � 10 grid nodes for the area
54ıN < ® < 60ıN and 10ıE < œ < 27ıE, i.e. for the Baltic
Sea. The differences between gravity anomalies from these
models are shown in Fig. 1 and their statistics in the first
raw of Table 2. Their mean value is equal to 0.02 mGal.
However, significant differences up to several dozens of
mGals can be seen, mostly near the coast. The problem with
the accuracy of satellite derived gravity data close to the
coast is well-known (e.g. Deng et al. 2002; Amos et al.
2005; Claessens 2012). This is caused mainly by the poorer
accuracy of applied corrections and losing track close to the
coast.

Table 1 Statistics and origin of marine gravity datasets [mGal]

Dataset Origin Number of points Min Max Mean STD

#1 Institute of Geodesy and Cartography in Warsaw, Poland, 1972 1,293 �32.71 23.80 �0:85 11.36

#2 Institute of Geodesy and Cartography in Warsaw, Poland, 1971 and 1972 1,216 �31.90 16.70 �2:36 10.70

#3 Finnish Geodetic Institute, Finland, 1993 1,346 �83.46 18.17 �36:11 15.52

#4 Space Research Centre PAS, Poland, 1994 14,981 �29.74 22.37 �3:88 12.89

#5 Kort&Matrikelstyrelsen, Denmark, 1999 4,833 �80.60 29.70 �17:3 20.10

https://earthexplorer.usgs.gov
https://earthexplorer.usgs.gov
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Fig. 1 Comparison of DTU10 with GMG V24.1

Table 2 Comparison of altimetric and marine gravity datasets with
GMG V24.1 [mGal]

Dataset Number of outliers Min Max Mean STD

DTU10 – �31:15 52:61 0:02 2.40

#1 56 �7:31 5:79 �3:11 2.20

#2 59 �7:94 4:63 �2:94 2.29

#3 24 �9:28 8:59 �0:68 2.81

#4 304 �6:33 4:47 �0:88 1.30

#5 79 �9:60 9:40 0:60 2.70

Furthermore, all gravity datasets, containing shipborne
and airborne gravity data, were compared to the GMGV24.1
model (Figs. 1, 2, 3, 4, 5, 6) as it is the newest one and the dif-
ferences between this model and DTU10 are negligible out
of coastal areas. Since marine gravity observations near the
Polish coast and in the other areas of the Baltic Sea have been
collected over the past 65 years by various institutions, they
are stored in different formats and in different, not always
known, datums. All datasets were analyzed and transformed,
where necessary and possible, to ensure consistency between
them. For the comparison, the original gridded anomalies
from the GMGV24.1model were interpolated, using bilinear
interpolation, to the positions of the shipborne and airborne
gravity data. The statistics of differences after removing 3¢

outliers are shown in Table 2. Significant differences between
datasets (exceeding the value of standard deviation) are not
noticed. Dataset #1 and #2 have similar values of gravity
anomalies. It can be explained by the fact that these datasets
were created at the same time. Due to the largest number of
points and the lowest standard deviation, the dataset #4 was
chosen for further investigation.

4 Quasigeoid Computation and Results

In the next step, the three quasigeoid models were deter-
mined for the area of Poland and the southern part of the
Baltic Sea, using the RCR method employing FFT. The
differences between them result from the use of the three
different marine gravity datasets, i.e. the shipborne gravity
dataset #4, the DTU10 model and the GMG V24.1 model.
As the RCR method is well-known, it will be only briefly
described here. More details can be found in e.g. Sansò and
Sideris (2013). The general concept of the RCR method
consists of the following steps: (1) removing the effects
of the Earth’s gravity field and the topography from the
data, (2) computing the residual geoid heights using FFT
method, (3) restoring the effect of the Earth’s gravity field
and the topography in geoid heights. As the used Faye gravity
anomalies �gF have already removed the terrain effect,
the residual gravity anomalies �gres are obtained through
removing from them the long wavelength component�gGGM
of the Earth’s gravity field, which is calculated from a GGM:

�gres D �gF � �gGGM (1)

where

�gGGM .r; '; œ/ D GM

r2

nmaxX

nD2

.n � 1/
�a

r

�n
nX

mD0

.CnmcosmœC

CSnmsinmœ/ Pnm .sin'/

(2)
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Fig. 2 Comparison of dataset #1 with GMG V24.1

Fig. 3 Comparison of dataset #2 with GMG V24.1
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Fig. 4 Comparison of dataset #3
with GMG V24.1

where Cnm, Snm are fully normalized spherical harmonic
coefficients of degree n and order m, nmax is the maximum
degree of GGM, GM is the product of the Newtonian grav-
itational constant and mass of the geopotential model, r, ®,
� are spherical polar coordinates, a is the equatorial radius
of geopotential model and Pnm are the fully normalized
associated Legendre’a functions (Torge 2001).

Residual geoid heightsN�gres in the FFT method are com-
puting from the Stokes formula in the planar approximation
(Vaniček and Christou 1994):

N�gres D 1

”
�gres .x; y/ � ln .x; y/ (3)

where:

ln .x; y/ D 1

2 

�
x2 C y2

�� 1
2 (4)

is planar form of Stokes’ kernel function and * denotes
convolution.

Gravimetric geoid heights are obtained according to the
formula:

N D NGGM C N�gres
C NH (5)

where NGGM is determined from GGM:

NGGM .r; '; œ/ D N0 C GM

r�0

nmaxX

nD2

�a

r

�n
nX

mD0

.Cnmcosmœ

CSnmsinmœ/ Pnm .sin'/

(6)

where ”0 is the normal gravity on the ellipsoid and N0 results
from the difference in the mass of the Earth used in IERS
Convention and GRS80 ellipsoid.

Due to the displacement of the topographic masses in
gravity reductions, changing the gravitational potential (the
indirect effect of the topographic reduction), the computed
surface is not the geoid, but a slightly different surface called
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Fig. 5 Comparison of dataset #4 with GMG V24.1

Fig. 6 Comparison of dataset #5 with GMG V24.1
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Fig. 7 Quasigeoid model from terrestrial gravity anomalies and gravity dataset #4

the co-geoid. The vertical distance between the geoid and the
co-geoid can be computed from (Grushinsky 1976):

NH D ��G�

�m

H 2
P (7)

where � is mass density, HP is topographic height of the
point P and �m is the mean normal gravity on the reference
ellipsoid.

The transformation of the geoid undulationN to the height
anomaly 	 is realized, using the Bouguer anomaly 4gB,
according to the formula, e.g. (Torge and Müller 2012):

	 D N � �gB

�m

HP (8)

The gravity anomalies, used for the quasigeoids deter-
mination, were prepared by merging the terrestrial grav-
ity anomalies (described in Data) with the marine gravity
anomalies (i.e. dataset #4, DTU10 and GMG V24.1). More-
over, the EIGEN-6C4 model was used for calculating the
residual gravity anomalies and the geoid undulation NGGM .
The SRTM 1 Arc-Second Global DEM model was used to
compute the indirect effect of topography. The GRAVSOFT

Table 3 Statistics of computed quasigeoid models and their differ-
ences [m]

Model Min Max Mean STD

quasi#1 20:31 47:06 33:55 6.92

quasi#2 20:32 47:33 33:59 6.91

quasi#3 20:30 47:33 33:58 6.92

quasi#1 – quasi#3 �0:70 0:70 �0:04 0.09

quasi#1 – quasi#2 �0:70 0:71 �0:04 0.10

quasi#2 – quasi#3 �0:11 0:09 �0:01 0.02

Marine gravity data included: quasi#1 – Dataset #4; quasi#2 – DTU10;
quasi#3 – GMG V24.1

package (Forsberg and Tscherning 2008) was applied for the
computation of the quasigeoid models. The results are shown
in Fig. 7 and in Table 3.

The computed quasigeoids were compared (Fig. 8, Table
3) and evaluated on 105 eccentric points of ASG-EUPOS
permanent GNSS stations (Figs. 9, 10, Table 4). Theoreti-
cally, the calculated quasigeoid heights 	 should be equal
to the difference between ellipsoidal heights h obtained by
GNSSmeasurements and normal heightsHn. In practice, due
to the occurrence of various random and systematic errors in
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Fig. 8 Comparison of quasigeoid model from terrestrial gravity data combined with DTU10 and with GMG V24.1

Fig. 9 Evaluation of the accuracy of quasigeoid model from terrestrial gravity anomalies and gravity dataset #4 on GNSS/levelling points of the
Polish ASG-EUPOS network
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Fig. 10 Evaluation of quasigeoid model from terrestrial gravity anomalies and GMG V24.1 on GNSS/levelling points of the Polish ASG-EUPOS
network

Table 4 Estimated accuracy of computed quasigeoid models [cm]

Quasigeoid model Number of outliers STD before fit STD after fit

quasi#1 21 3.6 1.4

quasi#2 5 4.2 2.4

quasi#3 7 3.7 2.0

Marine gravity data included: quasi#1 – Dataset #4; quasi#2 – DTU10;
quasi#3 – GMG V24.1

all components, the relationship for each i point is given by:

hi � H n
i � 	i D "i (9)

The elimination of systematic factors "i is necessary in
order to properly assess the calculated quasigeoid models.
After testing several parametric models, the 7-parameter
model (Fotopoulos 2003) was used in the evaluation.

From the results in Table 3, the differences between
the models are small, i.e. the mean value do not exceed
four centimeters. Comparing the quasigeoid models obtained
based on the altimetry data, the mean difference in their
height anomalies equals 1 cm. As it is seen in Fig. 8, the
biggest differences occur in the coastal areas of the Baltic
Sea, but they do not exceed 11 cm.

The estimated accuracy, in terms of the standard deviation
of differences of height anomalies obtained from the models
and corresponding ones from the ASG-EUPOS sites, exceed
three centimeters before fitting. After using the 7-parameter
model, the minimum standard deviation of differences is
1.4 cm for the quasigeoid model obtained with the dataset
#4 as a marine gravity data. However, it can be seen from
Fig. 10 that the use of the altimetry data reduced the number
of outliers in the northern part of Poland. Furthermore, the
differences of height anomalies in that part of the country are
much smaller than in the case of using the dataset #4 (Fig. 9).

5 Conclusions

Comparison, made on the Baltic Sea, between the DTU10
and GMG V24.1 satellite altimetry models shows small
differences with the mean equals 0.02 mGal. Significant dif-
ferences, up to several dozens of mGals, occur near the coast,
which relates to a well-known problem with the accuracy
of satellite derived gravity data. Regarding the investigated
five datasets of airborne and shipborne marine gravity, the
standard deviation of differences between all datasets and
the GMG V24.1 model is 2 mGal and coincides with their
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accuracy. Since these data have been collected in different
formats and datums, their comparison and validation cannot
be done with certainty.

The new quasigeoid models for Poland, through the use
of the altimetry-derived gravity data, were extended for the
Baltic Sea to 57ıN. The accuracy achieved for the both quasi-
geoids, modelled using the DTU10 and GMG V24.1 data, as
it was expected based on the altimetry models’ comparison,
is similar and equals 2 cm. The achieved accuracy is also
comparable to the accuracy of the last quasigeoid models
computed for Poland. Although the best accuracy, with the
standard deviation 1.4 cm, was achieved for the quasigeoid
model based on the marine gravity dataset #4, the number
of outliers for this dataset is the most numerous. The use of
altimetry data not only reduced the number of outliers, but
also increased the accuracy of the quasigeoid model in the
northern part of Poland.
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Abstract

The available gravity data set for Africa consists of land point gravity data as well as
shipborne and altimetry derived gravity anomalies data, but suffers from a lot of significant
large gaps. The establishment of the AFRGDB_V2.0 gravity database for Africa has been
carried out using a weighted least-squares prediction technique. The land gravity data
got the highest precision, while the shipborne and altimetry gravity data got a moderate
precision. The data gaps are filled by an underlying grid utilizing the GOCE Dir_R5 model,
getting the lowest precision within the prediction technique. The window technique has
been used to produce the best reduced anomalies before the interpolation process. The
AFRGDB_V2.0 gravity database on a uniform 50 � 50 grid has been established by the
developed process and has been validated using real data. This validation proved that the
established gravity database for Africa has an internal precision of about 5.5mgal, and an
external accuracy of about 7mgal.
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1 Introduction

The African geoid, being the main product of the IAG Sub-
Commission on the Gravity and Geoid in Africa, will be
determined using Stokes’ integral in the frequency domain.
This requires gridded gravity data. The present investigation
introduces the current status of the ongoing research to
establish the gravity database for Africa.
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The available gravity data set has a lot of significant gaps,
while in some areas the distribution is very dense, besides the
fact that the shipborne and altimetry data have a line structure
(along tracks). This leads to a problem in determining a
reasonable empirical covariance function, and consequently
reduces the capability of the used least-squares prediction
technique. Filtering the available gravity data and degrading
the ocean gravity data took place to overcome this problem.

The existing large data gaps are filled by an underlying
grid employing the GOCE Dir_R5 model (Bruinsma et al.
2013), up to degree and order 300, to avoid the random
freedom of the interpolation solution at the gap areas. The
choice of the Dir_R5 model has been made because it has
proved to give the closest values to the actual gravity field of
Africa (Abd-Elmotaal 2015).

It is well known that the interpolation errors are directly
proportional to the degree of smoothness of the interpolated
field. Accordingly, the window technique (Abd-Elmotaal and
Kühtreiber 2003) has been used to obtain the best reduced
anomalies before the interpolation process. The weighted
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least-squares prediction technique (Moritz 1980) is then used
employing the reduced anomalies to estimate gridded gravity
anomalies.

It should be mentioned that the 50 � 50 gravity anomaly
grid values developed at Leeds University which have been
used to compute the first geoid model for Africa by Merry
et al. (2005) have never become available again.

2 Available Data

2.1 Land Data

The available land gravity data set consists of 154,037
gravity data points. These gravity data have been collected
over the past decade from different sources by the first author.
The land data have been filtered on a 1

0 �1
0

grid (i.e., in each
cell of 1

0 � 1
0

, only one data point, the closest to the cell-
center, has been selected) to enhance the behaviour of the
empirical covariance function by avoiding false empirically
determined covariances larger than the variance near the
origin (cf. Kraiger 1988). The number of land data after the
grid filtering became 127,067 points.

The land data set passed through a smart gross-
error detection scheme developed by Abd-Elmotaal and
Kühtreiber (2014) using the least-squares prediction
technique (Moritz 1980). The gross-error detection technique
estimates the gravity anomaly value at the computational
point employing the surrounding stations. Comparing
the estimated and data values defines a possible gross-
error. Then, the effect of the computational point on
the surrounding stations is examined by comparing the
estimation of their values including and excluding the
computational point. Data points which show a real gross-
error behaviour are removed from the database. The number

of land data after the gross-error removal became 126,202
points.

Figure 1a shows the distribution of the land data set (after
grid filtering and gross-error removal). It illustrates that the
land data contain very large data gaps. The free-air gravity
anomalies on land range between �163:2 and 465.5mgal
with an average of about 9.8mgal and a standard deviation
of 40.9mgal.

2.2 Shipborne Data

The available shipborne gravity data set, after a preliminary
gross-error detection scheme developed by Abd-Elmotaal
and Makhloof (2013), consists of 971,945 gravity data
points. The applied preliminary gross-error detection
approach is based on the least-squares prediction technique.
It estimates the gravity anomaly value at the computational
point utilizing the surrounding stations. Hence, a comparison
between the estimated and data values is used to define
a possible blunder. The gross-error technique works in an
iterative scheme till the standard deviation of the discrepancy
between the data and estimated values becomes less than
1.5mgal.

The shipborne data have been filtered on a 3
0 � 3

0

grid to
enhance the behaviour of the empirical covariance function
as well as to decrease the dominant effect of the ocean data.
The number of shipborne data after the grid filtering became
148,858 points. A smart gross-error detection scheme, sim-
ilar to that applied on the land data (Abd-Elmotaal and
Kühtreiber 2014), has been performed on the shipborne data
set. The number of shipborne data after the smart gross-error
removal became 148,674 points.

Figure 1b shows the distribution of the shipborne gravity
data (after grid filtering and gross-error removal). It illus-

Fig. 1 Distribution of the (a) land, (b) shipborne and (c) altimetry African free-air gravity anomalies
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trates a better distribution than that of the land data. The
remaining gaps of the shipborne data are partially filled with
the altimetry-derived gravity anomalies. The shipborne free-
air gravity anomalies range between �238:3 and 354.4mgal
with an average of about �6:2mgal and a standard deviation
of 34.9mgal.

2.3 Altimetry Data

The available altimetry-derived gravity anomaly data set,
which was constructed from the average of 44 repeated
cycles of GEOSAT by the National Geophysical Data Center
NGDC (www.ngdc.noaa.gov), after applying a preliminary
gross-error detection technique similar to that applied on the
shipborne data, consists of 119,249 gravity data points. A
combination between the shipborne and altimetry data took
place (Abd-Elmotaal and Makhloof 2014). This combination
causes some gaps along altimetry tracks when the altimetry
data don’t match with the shipborne data (cf. Fig. 1c).

The altimetry-derived data have been filtered on a 3
0 � 3

0

grid to enhance the behaviour of the empirical covariance
function as well as to decrease the dominant effect of the
ocean data. The number of altimetry-derived data after the
grid filtering became 70,732 points. A smart gross-error

detection scheme, similar to that applied on the land data,
has been carried out on the altimetry-derived data set. The
number of altimetry-derived data after the smart gross-error
removal became 70,589 points.

Figure 1c shows the distribution of the available altimetry
data (after grid filtering and gross-error removal). It illus-
trates, more or less, a regular distribution. The altimetry free-
air gravity anomalies range between �172:2 and 156.6mgal
with an average of 4:1mgal and a standard deviation of
18.2mgal.

2.4 Digital Height Models

The remove-restore technique requires a set of Digital Ter-
rain Models (DTMs). A set of DTMs for Africa covering the
window (�42ı � � � 44ıI �22ı � � � 62ı) are available
for the current investigation. The AFH16S30 30

00 � 30
00

model has been chosen to represent the fine DTM, and the
AFH16M03 3

0 � 3
0

model has been chosen to represent the
coarse DTM (Abd-Elmotaal et al. 2017). Figure 2 shows the
AFH16S30 30

00�30
00

fine DTM for Africa. The heights range
between �8;291 and 5,777m with an average of �1;623m
and a standard deviation of about 2,407m.

Fig. 2 The 30
00 � 30

00

AFH16S30 DTM for Africa
(after Abd-Elmotaal et al. 2017).
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3 Methodology

As stated earlier, the AFRGDB_V2.0 gravity database is
created by interpolating the best reduced anomalies using the
weighted least-squares interpolation technique, and hence a
restore step took place as the final step of the gravity database
establishment. In the following subsections, the used steps
will be described in detail.

3.1 Window Remove-Restore Technique

The gravity reduction is performed using the window
remove-restore technique. The remove step of the window
remove-restore technique is described by (Abd-Elmotaal and
Kühtreiber 1999, 2003) (cf. Fig. 3)

�gred D �gF � �gTI win � �gGM Adapt

ˇ
ˇ
ˇ

Nmax

nD2

D �gF � �gTI win �
�
�

�gGM

ˇ
ˇ
ˇ

Nmax

nD2

� �gwincof

ˇ
ˇ
ˇ

Nmax

nD2

�

; (1)

where �gF stands for the measured free-air gravity anoma-
lies, �gGM Adapt is the contribution of the adapted reference
field, �gTI win is the contribution of the topographic-isostatic
masses for a fixed data window, �gGM is the contribution
of the used reference field, �gwincof is the contribution of
the dimensionless harmonic coefficients of the topographic-
isostatic masses of the data window and Nmax is the used
maximum degree. A value of Nmax D 1;800 and the
EGM2008 (Pavlis et al. 2012) have been used as reference
field in the current investigation.

a

Adapted GM

P

data window

TC
.

Fig. 3 The window remove-restore technique

For the underlying grid, the free-air gravity anomalies are
computed by

�gF D �gDir_R5

ˇ
ˇ
ˇ

300

nD2

; (2)

where �gDir_R5 stands for the gravity anomalies computed
by using the GOCE DIR_R5 reference model (Bruinsma
et al. 2013). The underlying grid is computed using Eq. (2)
on a 150 � 150 unregistered grid with the final output grid
for the data gaps only (i.e., the underlying grid is shifted
by half of the grid cell of the output grid). The window-
reduced anomalies for the underlying grid are then computed
by Eq. (1).

3.2 Gravity Reduction

Table 1 illustrates the statistics of the free-air and the reduced
anomalies for each data category. It shows that the window
remove-restore anomalies are much better (centered with
smaller standard deviation) than the free-air anomalies. For
the total data set (land + shipborne + altimetry), the standard
deviation has dropped to its one third, while for the land data
only, the standard deviation has dropped to its one fourth.
Table 1 also shows that the statistics of the window-reduced
anomalies for the underlying grid match, to some extent,
those of the window-reduced anomalies for the total data,
which is considered as a good sign.

Table 1 Statistics of the free-air and reduced gravity anomalies

Statistical parameters
Type Category # pts Min Max Mean Std

Free-air Land 126,202 �163.2 465.5 9.8 40.9
Shipborne 148,674 �238.3 354.4 �6.2 34.9
Altimetry 70,589 �172.2 156.6 4.1 18.2
Total 345,465 �238.3 465.5 1.8 35.4
Underlying 48,497 �90.7 127.3 2.5 15.9

Window Land 126,202 �230.6 318.8 �1.0 10.4
reduced Shipborne 148,674 �96.2 58.7 �0.7 11.4

Altimetry 70,589 �85.6 98.6 7.1 12.3
Total 345,465 �230.6 318.8 0.8 11.7
Underlying 48,497 �245.5 198.5 0.2 19.3

Units in mgal
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3.3 Interpolation

The used least-squares interpolation technique employs the
generalized covariance model of Hirvonen (Moritz 1980)

C .s/ D Cı
.1 C A2s2/

p (3)

with

A D 1

�

 

2

1
p � 1

!1
2

; (4)

where Cı and � are the empirically determined variance
and correlation length, respectively, and s is the spherical
distance between the pair of points under consideration.
The dimensionless curvature parameter � is related to the
curvature � of the covariance function at s D 0 by (Kraiger
1988)

� D � �2

Cı
: (5)

Therefore, it affects the values of the covariances near the
origin. The curvature parameter � is related to the parameter
p as (Moritz 1976; Abd-Elmotaal 1992)

� D 2p

 

2

1
p � 1

!

: (6)

The estimation of the parameter p has been made through
the fitting of the empirically determined covariance function
by employing a least-squares regression algorithm developed
by Abd-Elmotaal and Kühtreiber (2016). A value of p D
0:472 has been estimated. The values of the empirically
determined variance Cı and correlation length � for the
empirical covariance function are as follows:

Cı D 165:41mgal2 ;

� D 8:13 km :
(7)

Figure 4 illustrates the fitting of the empirically
determined covariance function performed by least-squares
regression algorithm (Abd-Elmotaal and Kühtreiber 2016).
The very good fitting of the empirically determined
covariance function is evident.

An unequal weight least-squares interpolation process
was applied for the African result window (�40ı � � �
42ıI �20ı � � � 60ı) on a 50 � 50 grid yielding the
interpolated gridded reduced anomalies �gG

red . The used
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Fig. 4 Fitting of the empirically determined covariance function using
least-squares regression algorithm (Abd-Elmotaal and Kühtreiber 2016)

standard deviations for the four gravity anomaly types are as
follows: �land D 1mgal, �shipborne D 3mgal, �alt imet ry D
5mgal, �underlying grid D 20mgal.

3.4 Restore Step

The restore step of the window remove-restore technique,
which took place on the 50 � 50 grid points, is described by
(Abd-Elmotaal and Kühtreiber 1999, 2003)

�gG
F D �gG

red C �gG
TI win C �gG

GM

ˇ
ˇ
ˇ

Nmax

nD2

�

� �gG
wincof

ˇ
ˇ
ˇ

Nmax

nD2

; (8)

where the superscript G stands for values computed at the
grid points. �gG

F computed by (8) represent the values for
the AFRGDB_V2.0 gravity database for Africa.

Figure 5 illustrates the 50 � 50 African free-air gravity
anomaly database AFRGDB_V2.0. These free-air anomalies
range between �243:04 and 468.00mgal with an average of
about 3.04mgal and a standard deviation of 31.94mgal.

It is worth mentioning that the false significantly large
anomalies at the high mountainous area of Morocco
for the previous AFRGDB_V1.0 gravity database (Abd-
Elmotaal et al. 2015) have been eliminated for the current
AFRGDB_V2.0 gravity database.
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Fig. 5 The 50 � 50 African
free-air gravity anomaly database
AFRGDB_V2.0. Units in mgal
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4 Validation

The created AFRGDB_V2.0 gravity database for Africa
has been validated both internally (at the used data points)
and externally (at the non-used data points). The internal
and external validations will be discussed in the following
sections.

4.1 Internal Validation

The created AFRGDB_V2.0 gravity database has been val-
idated internally at the used data points. Figure 6 illustrates
the internal validation of the AFRGDB_V2.0 gravity data-
base. The residuals between the data and the values of the
AFRGDB_V2.0 range between �50:80 and 55.71mgal with
an average of about �0:37mgal and a standard deviation of
5.56mgal. 81.9% of the points have residuals below 5mgal
in magnitude (the white pattern in Fig. 6).

Figure 7 illustrates a histogram of the internal validation
for the AFRGDB_V2.0 gravity database. The residuals (data
minus database values) show a Gaussian normal distribution
with high precision index, which indicates a high precision
of the established gravity database. 84.4% of the data points
have residuals less than 5.56mgal (the standard deviation).

4.2 External Validation

Figure 8 illustrates the distribution of the external valida-
tion points of the AFRGDB_V2.0 gravity database. These
points are those which were not used in the creation of
the AFRGDB_V2.0 gravity database. The number of the
external validation points excluding blunders on land is
around 27 thousand points, while the number of the external
validation points on sea is around 871 thousand points.

The created AFRGDB_V2.0 gravity database has been
validated externally at the non-used data points of Fig. 8. Fig-
ure 9 illustrates the external validation of the AFRGDB_V2.0
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Fig. 6 Internal validation of the
AFRGDB_V2.0 gravity database.
Units in mgal
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Fig. 7 Histogram of the internal
validation for the
AFRGDB_V2.0 gravity database
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Fig. 8 Distribution of the
external validation points of the
AFRGDB_V2.0 gravity database
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gravity database. The residuals between the data and the
values of the AFRGDB_V2.0 range between �66:97 and
67.25mgal with an average of about �0:59mgal and a
standard deviation of 6.99mgal. 71.9% of the points have
residuals below 5mgal in magnitude (the white pattern
in Fig. 9).

It should be pointed out that the distribution of the avail-
able external checking data points on land is too sparse (cf.
Fig. 8). This leads to very large gaps, on which an artificial

pattern of larger residuals are created from the interpolation
method used to plot Fig. 9.

Figure 10 illustrates a histogram of the external valida-
tion for the AFRGDB_V2.0 gravity database. The residuals
(data minus database values) show a Gaussian normal dis-
tribution with high precision index, which indicates a high
accuracy of the established gravity database. 81.4% of the
data points have residuals less than 6.99mgal (the standard
deviation).
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Fig. 9 External validation of the
AFRGDB_V2.0 gravity database.
Units in mgal
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Fig. 10 Histogram of the
external validation for the
AFRGDB_V2.0 gravity database
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5 Conclusion

An updated version of the African gravity database has been
successfully established in the current investigation using a
combination of real data on land and sea and an underlying
grid filling the large data gaps. This underlying grid has been
created using the GOCE Dir_R5 model up to degree and
order 300. A grid filtering of 30 � 30 resolution has been
applied to the sea data to decrease their dominant effect on
the solution. A grid filtering of 10 � 10 resolution has been
applied to the land data to enhance the behaviour of the
empirically determined covariance function, especially near
the origin.

The window remove-restore technique has been used
to get the best smoothed reduced anomalies. An unequal
weight least-squares prediction technique has been carried
out to interpolate the reduced anomalies on a grid of 50 � 50
resolution. The established AFRGDB_V2.0 gravity database
for Africa has an internal precision of about 5.5mgal, and an
external accuracy of about 7mgal, which is considered as a
great achievement so far.
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Combined Use of a Superconducting
Gravimeter and Scintrex Gravimeters for
Hydrological Correction of Precise Gravity
Measurements: A Superhybrid Gravimetry

Yuichi Imanishi, Kazunari Nawa, Yoshiaki Tamura, Hiroshi Ikeda, Ryo Honda,
Takashi Okuda, and Makoto Okubo

Abstract

A variant of hybrid gravimetry using both a superconducting gravimeter and Scintrex
gravimeters is proposed. One of the main factors limiting the accuracy of time lapse gravity
measurements is the instrumental drift of spring-type gravimeters. Running the Scintrex
CG-5 gravimeter in the nighttime on the same pier as the superconducting gravimeter allows
us to model the long-term behavior of the former and to remove efficiently the effect of
irregular drift on measured gravity. Initial tests performed at Ishigakijima, Japan, proved
that accuracy of a few �Gal level can be achieved with this method. This will help us
precisely correct for the effect of underground water on superconducting gravimeters with
2-dimensional local gravity survey.
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SG Superconducting gravimeter

1 Introduction

Microgravity measurement is a powerful tool for inves-
tigating underground structure and dynamics in terms of
density distribution and its temporal changes. Traditionally,
portable spring-type gravimeters were used in survey works
for obtaining spatial distribution of gravity acceleration (e.g.
Furuya et al. 2003). One of the problems in this kind of
study is the effect of instrumental drift of relative gravimeters
which makes it difficult to track long term changes in gravity.
As a solution to this problem, use of an absolute gravimeter
as the base of relative gravity measurements was proposed
(Okubo 2001), and was termed “hybrid gravimetry” because
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it is a combination of absolute and relative gravity mea-
surements. With this method, all relative measurements can
be referred to gravity acceleration in the absolute sense,
allowing us to investigate long term changes of gravity in the
survey area by compiling results from different campaigns.
Practically, accuracy of hybrid gravimetry is limited by the
accuracy of relative gravity measurements, which ranges
typically on the order of 10 �Gal (1 �Gal D 10�8 ms�2),
even if the absolute gravity acceleration at the base station
can be determined more accurately. This is again due to
the instrumental drift of relative gravimeters during the
survey which one can not control. Many researchers have
extensively investigated how to mitigate the influence of drift
in order to improve the accuracy (e.g. Reudink et al. 2014;
Fores et al. 2017).

In this paper, we propose a variant of the hybrid gravime-
try using both a GWR superconducting gravimeter and
Scintrex gravimeters, which may be classified as “super-
hybrid gravimetry” (Sugihara 2009; Hinderer et al. 2015).
The superconducting gravimeter (SG) (Goodkind 1999) is
an extremely stable and precise gravimeter. Basically, it is
installed at a particular site for continuously monitoring
temporal changes in gravity, and it is not regarded as a
portable instrument. Also, the SG has finite instrumental
drift. The drift mostly follows a linear or exponential func-
tion of time (Van Camp and Francis 2007), with typical
magnitude ranging from a few �Gal to some tens of �Gal
per year. Since it is a relative gravimeter in the sense that
it solely does not provide information on absolute gravity
acceleration, calibration of its absolute scale as well as
the instrumental drift must be done by parallel registra-
tion with an absolute gravimeter at least twice. Once it is
calibrated against absolute gravity measurements, the SG
may be regarded as a pseudo absolute gravimeter gener-
ating continuous gravity recordings at a much higher rate.
Then, an obvious advantage of using an SG as the base of
hybrid gravity survey is that one can make measurements
as often as desired, to reduce the sampling interval. In
addition to this, use of a Scintrex CG-3 or CG-5 gravime-
ter in relative measurements provides another important
improvement. The Scintrex gravimeters, unlike traditional
LaCoste G-type gravimeters, can be operated in an auto-
matic acquisition mode without human attendance, allowing
us to obtain continuous recordings which can be directly
compared with those from the SG. As shown later, this
proves to be very useful for modeling long-term instrumental
drift of Scintrex gravimeters and therefore for significantly
improving the accuracy of relative measurements in gravity
survey.

In the following, we will show initial results of a super-
hybrid gravity experiment performed at Ishigakijima, Japan,
obtained with a superconducting gravimeter and two CG-
5’s.

2 Gravity Measurements and Data
Processing

In February 2012, continuous gravity monitoring with the
superconducting gravimeter CT #036 was started at the
VERA Ishigakijima station, Okinawa, Japan (Ikeda et al.
2013). The station is one of the four VLBI stations which
belong to the VERA project (e.g. Honma et al. 2000) of
the National Astronomical Observatory of Japan. The main
purpose of this gravity experiment is detection of possible
gravity signals associated with the long-term slow slip events
occurring beneath the Yaeyama Islands (Heki and Kataoka
2008). Such gravity signals, if they exist at all, are expected
to be small, not exceeding a few �Gal. Therefore, gravity
signals from other sources must be modeled and corrected
precisely so that they do not mask slow slip signals. In par-
ticular, hydrological effects on gravity seem to pose serious
problems at the Ishigakijima station, as in many other gravity
sites employing SGs (Imanishi et al. 2006; Van Camp et al.
2006; Kroner and Jahr 2006; Meurers et al. 2007). Some
evidences acquired up to now show that the underground
water beneath the gravity station is likely to be interacting
with the atmosphere and the ocean, thus affecting observed
gravity in a complicated manner. One of the difficulties in
gravity correction for the underground water lies in the fact
that it requires knowledge of the hydrological nature of the
underground which varies from place to place in general.
Given the geographical location and geological settings of
the Ishigakijima station, a practical strategy for addressing
this problem would be to repeat gravity surveys around the
station (e.g. Hector et al. 2015). This is the motivation of
our gravity survey around the SG station using Scintrex
gravimeter(s) as mobile instruments.

Figure 1 shows the topography of the survey area around
the VERA Ishigakijima station. The SG station is located
near the foot of Mt. Omoto (526 m), and to the southwest
there is a low land expanding toward the sea coast. From the
viewpoint of precise gravimetry, it is of interest to see how
the variable underground water in this area can be detected
with surface gravity measurements. Figure 1 also shows the
local gravity network in Ishigakijima consisting of about 30
stations established for repeated gravity survey (Miyakawa
et al., in preparation). The SG is located at the station named
“09”.

The SG CT #036 had been operated until 2011 at the
Inuyama Observatory of Nagoya University (Nawa et al.
2009). Analysis of the data acquired at Inuyama indicates
that the drift rate of this SG is extremely small, very likely
to be less than 1 �Gal/year (Ikeda et al. 2013). After it was
moved to Ishigakijima in 2012, absolute gravity measure-
ments have been made only once (in 2015) at the VERA
Ishigakijima station. Therefore, the instrumental drift of the
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Fig. 1 Topography of the survey area of this study. Contour interval
is 20 m, except for the dashed contour for 10 m height. Blue square is
the VERA Ishigakijima station where SG (CT #036) is installed. Red
triangles are gravity stations for relative measurements, each of which
is given a temporary two-digit code (not all stations are shown here).
“09” is the SG station

CT #036 has not been calibrated on the basis of absolute
gravity. Analysis of 6 years’ worth of data suggests that the
drift rate of the CT #036 at Ishigakijima is also very small,
not exceeding a few �Gal/year. So, in the analysis below,
we assume that the drift of the CT #036 is negligibly small
within the five-day period of our gravity survey.

Our experiment of superhybrid gravity measurements
took place from January 30 to February 3, 2017. Two
Scintrex CG-5 gravimeters (serial number 120340890 and
140,141,153, hereafter abbreviated as #0890 and #1153)
were used for relative measurements. Figure 2 shows the
processing of the data from CG-5 #0890. At night, the CG-
5’s were operated in the “auto-repeat mode” on the same
pier as the SG at the VERA station. Then, we may assume
that the SG and the CG-5’s sense the same temporal changes
in gravity. The sampling interval of the CG-5’s was either
1 min or 2 min. Considering that the SG data have much
lower noise floor than the CG-5’s, it will be justified to
simply subtract the SG data from the CG-5 data in order to
make correction for gravity signals of natural origin, in other
words, tides, atmosphere, ocean, and so on, as shown in Fig.
2b. This may be regarded as a way of simple separation of
real gravity signals from instrumental drift. The almost linear
trend shown in Fig. 2b consists mostly of instrumental drift
of the CG-5. Fitting a linear function of time to this gives
a residual series shown in Fig. 2c. The gaps in this curve
correspond to the intervals when the meter was employed

in survey outside the VERA station. Here we can see rapid
changes in the data after transportation of the meter. This is
the well-known effect of tilting of the meter (Gettings et al.
2008; Reudink et al. 2014), with typical time scales shorter
than 1 day. Reudink et al. (2014) elaborates on this effect
and presents possible guidelines for mitigating it. Aside from
these, we can also see a large irregular trend having a much
longer time scale. This is surely another issue of instrumental
drift, and can have a serious impact on the accuracy of gravity
survey because it is both large and unpredictable.

Our proposal of addressing this problem is to represent
this trend by some numerical model and to apply it to all
the data acquired in gravity survey. This is made possible
thanks to the side-by-side comparison with the SG in the
nighttime. Here we have used cubic spline functions to
represent the slowly changing drift, as shown in Fig. 2c.
The data are preaveraged so that there are 24 nodes in the
6-day period. Those portions affected by transportation are
not used. By subtracting the modeled drift, we have the final
estimate of residual series for the base station, as shown
in Fig. 2d. Notice that after removing the modeled drift,
the instrumental drift (except the transportation effect) is
suppressed to 1 �Gal level.

The data from CG-5 #1153 are processed with the same
method. Figure 3 shows the result. The linear drift rate
of #1153 is 0.17 mGal/day, smaller than that of #0890
(0.49 mGal/day).

Under the assumption that the long-term irregular drift
of the CG-5 is independent of the transportation effect, the
numerical models can be applied also to the data acquired
at all stations in the gravity survey. Among the stations
employed in our study, let us focus on the station named
“30” (see Fig. 1). This site was measured four times (twice
by #0890 and twice by #1153) in total during the experiment.
Figure 4 and Table 1 show the relative gravity with respect
to the base station for the four measurements. In processing
the gravity data for this station, we have subtracted the SG
data from CG-5 data. In other words, we have assumed that
temporally variable components of gravity are common to
the base station and the station “30” within the period of
the experiment. From the data shown in Fig. 4b, d, #1153
appears to be more susceptible to the effect of transportation
than #0890. Due to the limitation in available time, each
measurement in the survey lasted no longer than 1 h. The
relative gravity values and their errors listed in Table 1 are
the simple averages and their standard deviations of 16 data
points in the latter part for each measurement. It is noted
that these results, obtained on different days and by different
gravimeters, agree with each other within a few �Gal. The
weighted average of these four results is (C5.7388˙ 0.0010)
mGal.

Table 1 also lists the results for the station “23B” where
gravity measurements were made twice using the gravimeter
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Fig. 2 Data from the Scintrex
CG-5 gravimeter (#0890). (a)
Raw readings. Spikes and outliers
have been removed. Correction
for tides is not applied. (b)
Subtracting the SG data from
CG-5 data, the instrumental drift
looks almost like a linear
function of time. (c) After
removing the linear trend (black),
the long-term drift is modeled by
cubic spline functions (red). (d)
With the modeled drift removed,
the instrumental drift is reduced
to 1 �Gal level
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Fig. 3 Same as Fig. 2 but for
CG-5 #1153. No data are
available before January 31 and
after February 3
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Fig. 4 Corrected gravity values
at the station “30” by two
CG-5’s. Gravity is the difference
with respect to the value at the
base station. (a) CG-5 #0890.
The wind was very strong then.
(b) CG-5 #1153. There are two
measurements. (c) CG-5 #0890
(d) CG-5 #1153
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Table 1 Relative gravity acceleration at two stations with respect to
the base station (VERA)

Station ID Date Instrument Relative gravity (mGal)

13 Jan 31, 2017 #0890 C5.7393 ˙ 0.0029

Feb 1, 2017 #1153 C5.7375 ˙ 0.0021

Feb 3, 2017 #0890 C5.7397 ˙ 0.0017

Feb 3, 2017 #1153 C5.7387 ˙ 0.0019

23B Feb 1, 2017 #1153 C5.7976 ˙ 0.0017

Feb 2, 2017 #1153 C5.7948 ˙ 0.0021

#1153 in the experiment. The weighted average of the two
measurements at “23B” is (C5.7965 ˙ 0.0013) mGal. These
results indicate that our strategy has been successful in
retrieving gravity to the accuracy better than a few �Gal.

3 Conclusions

In this paper, we have proposed combined use of the
superconducting gravimeter and the Scintrex gravimeters
for time lapse gravity measurements. Although both types of
gravimeters are relative instruments, the SG, once calibrated
against the absolute scale, can serve as an absolute standard
for hybrid gravimetry. Repeated measurements by means of
Scintrex CG-5 gravimeters at the stations near the SG site at
Ishigakijima proved that use of the SG data as a reference
can help addressing the problem of irregular instrumental
drift of spring-type gravimeters, and therefore improving
the accuracy of the local gravity survey. We plan to repeat
similar experiments at Ishigakijima in order to see if there
are long-term changes in spatial gravity distribution possibly
associated with underground water.
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Evaluation of the Global Altimetric Marine
Gravity Field DTU15: UsingMarine Gravity
and GOCE Satellite Gravity

O. B. Andersen, P. Knudsen, S. Kenyon, S. Holmes, and John K. Factor

Abstract

Global marine gravity field modelling using satellite altimetry has been undergoing constant
improvement since the launch of Cryosat-2 mission in 2010. With its 369 day-repeat
Cryosat-2 provides one repeat of geodetic mission data with 8 km global resolution each
year. Together with the completion of the Jason-1 end-of-life geodetic mission in 2011 and
2012, these new satellites has provided more than 4 times three times as much geodetic
missions altimetric sea surface height observations than ever before. The higher precision
of these new sea surface height observations compared with observations from ERS-1 and
Geosat results in a dramatic improvement of the shorter wavelength of the gravity field
(12–20 km) resulting in much favorable comparison with marine gravity. The pan-Arctic
altimetric gravity field now surpassing 2008 Arctic Gravity Field project derived from
multiple gravity field sources. A direct comparison between Arctic marine gravity fields
and independent gravity field from the Gravity Field and Steady-State Ocean Circulation
Explorer to degree and order 280 confirms this.

Keywords

GOCE � Marine gravity � Satellite altimetry

1 Introduction

Since the release of the DTU10 global marine gravity field
in 2010, the amount of geodetic mission altimetry has nearly
tripled revolutionizing our ability to derive marine gravity
from satellite data (Andersen et al. 2010a). Cryosat-2 has
provided new data along its 369 day near repeat since 2010
(Wingham et al., 2006). Between May 2012 and June 2013
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the Jason-1 satellite provided a 406 days geodetic mission
as part its end of life mission providing data of high spatial
density.

Cryosat-2 and Jason-1 are new generations of satellite
altimeters offering increased range precision compared with
the older ERS-1 and Geosat generation satellites flown more
than 20 years ago. Both satellites offer an improvement in
range precision between 20–50% compared with conven-
tional altimetry. Range precision directly maps into gravity
field accuracy this should also significantly improve global
marine gravity field mapping. The Jason-1 is extremely valu-
able for both global high resolution gravity field modelling at
low to mid latitude (Sandwell et al. 2014). However, north of
66ı degree and throughout the Arctic Ocean only satellites
with a higher inclination like Cryosat-2, ERS-1, ENVISAT
and SARAL/AltiKA provides data.

In this article we try to quantify the accuracy improvement
these new satellites gives to global altimetric gravity field
modeling. We use comparisons with highly accurate marine
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airborne gravity observations. In the Arctic Ocean, where
marine gravity is sparse, we perform a comparison with a
satellite only gravity field from the Gravity Field and Steady-
State Ocean Circulation Explorer (GOCE) to degree and
order 280.

2 Cryosat-2 and Jason-1 Geodetic
Mission Altimetry

Cryosat-2 provides data to 200 km from the North Pole due to
its inclination of 88ı. The limit of former geodetic satellites
was 86ıN for ICESat; 82ıN for ERS-1; 72ıN for GEOSAT
and 66ıN for the Jason satellites.

The availability of the new altimetric data is a quan-
tum leap forward for altimetric gravity field modeling in
Polar region now covered with altimetry data to 200 km
from the North Pole. The ice-covered part of the Arctic
Ocean the high-resolution Synthetic Aperture Radar Altime-
try (SAR) is used (i.e., Raney 1998). SAR is particularly
important in ice-covered regions, as it decrease the footprint
of the radar beam by a factor of 100 and increases the
ability of sea surface height mapping in leads within the
ice.

In order to derive sea surface height in ice-covered Arctic
Ocean we have retracked the Cryosat-2 Level 1B SAR
waveform data over the Arctic Ocean using an empirical
narrow peak retracker (Jain et al. 2015). This retracker is an
in-house developed empirical SAR retracker developed for
the Arctic. Figure 1 shows the number of validated 1-Hz Sea
surface height observations per 10 � 10 km (or 100 km2)
cells in the Arctic Ocean, that can be used to predict gravity

altimetric gravity. The figure shows data from all geodetic
missions including: ERS-1, Geosat, Jason-1 and Cryosat-2.

The 1-Hz altimetric observations are derived by averaging
all 20 Hz individual sea surface height observations within
one-second bins and the associated range error is computed
as the standard deviation of the 20 observations. Typically,
seventeen sea surface height is the lower limit for estimating
1 Hz values in the open ocean.Within the ice-covered regions
(leads) we lowered the limit of 20 Hz observations to four
within each one second bin. Consequently, these data will
have range precision than normal open ocean 1 Hz averaged
sea surface height observations. Details can be found in
Stenseng and Andersen (2012).

3 UpdatedMethodology

After retracking, all available sea-surface heights are cor-
rected for various range corrections (Andersen and Scharroo
2011) and processed to extract the residual geoid information
following the methods described in Andersen et al. (2010b).
A remove-restore technique relative to EGM2008 (Pavlis
et al. 2012) was applied, and the data are processed in global
mesh of tiles of 1ı by 3ı latitude by longitude. North of 88ıN
and on land we augmented DTU15 with EGM2008 free-air
gravity to ensure global coverage.

For the development of DTU15 the methodology was
updated in two ways:

Firstly, the Mean dynamic topography (MDT) associated
with EGM2008 was updated and extended beyond degree
and order 180 as an evaluation with Exact Repeat mission
(ENVISAT and Jason-1) sea surface height data revealed

Fig. 1 Number of sea level
observations per 10 � 10 km
block for the Arctic Ocean
available for the derivation of the
DTU15 global marine gravity
field. Close to the inclination of
the individual satellites (88ı for
Cryosat-2; 82ı for
ERSCENVISATCSARAL; 72ı

for GEOSAT and 66ı for
Jason-1) higher density of
observations will be available
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Fig. 2 The short wavelength residual Mean Dynamic Topography signal in the MDT associated with EGM2008 as computed from repeated
satellite altimetry from Jason-1 and ENVISAT

that this MDT exhibits short wavelength residual signal on
the few cm scale associated with inadequate mapping of the
topography associated with particularly current systems. We
computed a residual MDT, shown in Fig. 2 from altimetry
and removed this along with the EGM08 MDT when cal-
culating DTU15. This significantly stabilizes the crossover
adjustment applied to reduce oceanographic noise in the sea
surface height observations (Andersen et al. 2010a).

Secondly, the spatial filtering in the interpolation of the
residual geoid height was relaxed compared with previous
DTU gravity fields. In the interpolation of residual geoid
heights onto a 1-min grid the correlation length in the second
order Markov covariance function was decreased from 6.5 to
5.5 km half wavelength. In the Fast Fourier Transformation
used to convert gridded residual geoid heights to gravity the
filtering could also be relaxed from 6.5 to 6 km to maintain
wavelength longer than 12 km in the global marine gravity
field.

4 Evaluation with Marine Gravity
Observations

An evaluation with more than 1.4 million high quality edited
un-classified marine gravity observations from the National
Geospatial-intelligence Agency was used to evaluate the
various available global marine gravity fields in the north-

Table 1 Comparison with more than 1.4 mission quality controlled
marine gravity field observations in the northwest Atlantic Ocean

Std (mGal) Mean (mGal) Max (mGal)

DTU15 2.51 0.5 32.3

DTU13 2.83 0.5 32.2

DTU10 3.16 0.5 44.1

SS 23.1 3.13 0.7 43.4

SS 24.1 3.11 0.7 41.9

west part of the Atlantic Ocean between 20ıN and 45ıN
and 270ıE and 330ıE. The Sandwell and Smith marine
gravity field release 23.1 and 24.1 (Sandwell et al. 2013)
are available from http://topex.ucsd.edu/marine_grav/mar_
grav.html were also included in the comparison with marine
observations.

The evaluation shown in Table 1 has marine gravity field
observations all the way from the coast until the deepest part
of the Atlantic Ocean and all across the Gulf Stream.

Compared with former DTU gravity fields DTU10 and
DTU13 as well as the Sandwell and Smith gravity field,
DTU15 shows an improvement in standard deviation with
marine gravity observations of around 12–23%.

The comparison between altimetry and marine gravity
will also include errors in the marine gravity observations.
The accuracy of the marine gravity field observations is
quoted at 1.5 mGal. With an standard deviation of 2.5 mGal

http://topex.ucsd.edu/marine_grav/mar_grav.html
http://topex.ucsd.edu/marine_grav/mar_grav.html
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between DTU15 and the marine gravity field observations,
this means that the accuracy of the DTU15 altimetric gravity
field must be around 2 mGal. A significant part of the
marine gravity observations used in Table 1 is measured in
a region of high sea surface variability (Gulf Stream region).
In regions of high sea surface variability, the accuracy of
altimetric derived marine gravity field is decreased. This
means that for regions of lower sea surface variability the
accuracy of the DTU15 is likely better than 2 mGal.

5 Evaluation in the Arctic Using GOCE

In the Arctic Ocean an evaluation of available marine gravity
field were performed using an independent source of infor-
mation. Here the gravity observations comparison (GOCO)
satellite only geoid model called GOCO05S was used for the
evaluation.

For the comparison we also included the 2008 version of
the Arctic Gravity field (ArcGP) from http://earth-info.nga.
mil/GandG/wgs84/agp/index.html which is based on compi-
lation of available gravity field observations in the Arctic.

Free air gravity field at 5 min spatial resolution was
derived from the GOCO05S geoid to degree and order 280.
Subsequently all land cells within the DTU15 & SS23.1 &
ArcGP gravity field were substituted with these GOCO05S
gravity field values. Hence, all discrepancies with GOCO05S
reflect only differences within the Arctic Ocean. The global
marine gravity fields by Sandwell and Smith are limited to
80ıN leaving a Polar Gap of 10ı. Subsequently we used
DTU15 to augment SS23.1 north of 80ıN.

The comparison in Fig. 3 illustrates the accuracy of recent
altimetric gravity field in the Arctic Ocean. The comparison
with the GOCO05S is limited to degree and order 280
corresponding to wavelength longer than roughly 150 km.
The standard deviation of the differences are 1.097 mGal for
the ArcGP dataset and around 0.8 mGal for both DTU15
and SS23.1 gravity fields. The upper right panel of Fig.
3 illustrate the different gravity sources used to compute
ArcGP. By correlating the ArcGP and GOCO05S it is evident
that the errors in ArcGP is associated with the potential
offsets within the various data compilations in ArcGP. In the
Canadian Basin a tilt in the NRL data seems to degrade the
comparison. Similarly, the KMS-Norway data used around
Svalbard seems to have a bias. North of 80ıN the error in
GOCO05S increases towards the North Pole and we limited
the comparison to 82ıN. The GOCO05S error north of 80
is visible in the lower panels for the comparison for SS
23.1 and DTU15 (SS 23.1 is identical to DTU15 north of
80ıN).

There are visible differences in the comparison between
GOCO05S and SS v23.1 and between GOCO05S and

DTU15. Within the Canadian Arctic Archipelago region
SS 23.1 shows visible differences pointing towards an
offset in SS23.1. In the Baffin Bay between Canada and
Greenland, DTU15 clearly shows the largest discrepancies.
This might indicate problems with the short wavelength
correction shown in Fig. 2, which has the same north-south
direction as the differences with GOCO05S.

6 Conclusion

With the completion of the Jason-1 end-of-life geodetic
mission, and the ongoing Cryosat-2 mission three times as
many sea surface height observations have become available
compared with the old ERS-1 and Geosat geodetic mission
data.

These new data have initiated new era in satellite derived
marine gravity as these second-generation altimetric data
have higher range precision. Particularly the mapping of
gravity field wavelength within the 13–18 km range have
increased dramatically revealing both new gravity field struc-
tures (Stenseng and Andersen 2012) and related bathymetric
signals (Sandwell et al. 2014).

In the Arctic Ocean comparison with marine gravity from
the satellite only geoid model called GOCO05S to degree
and order 280 indicate that particularly the long wavelength
of recent altimetric gravity fields surpasses the 2008 ArcGP
gravity field compilation. A comparison with a huge com-
pilation of more than 1.4 million quality controlled marine
gravity field observations revealed an accuracy of around
2 mGal in the Gulf Stream region for DTU15.

Several interesting developments from these new data
are still to come in the near future. One is the use of the
Synthetic Aperture Radar Altimeter data from other Cryosat-
2 regions. As of 2016 a new unforeseen geodetic mission
has become available with the SARAL/AltiKa which is put
into an uncontrolled geodetic mission due to a problem with
the reaction wheel which is important to maintain the exact
repeat mission. Further to this, Jason-2 entered a 3-year
geodetic end-of-life mission in 2017. This will provide a
novel geodetic mission data with uniform cross-track spacing
of 4 km upon completion in 2019.

Data Availability
TheDTU15 global high-resolutionmarine gravity field along
with the DTU suite of related geophysical products like
bathymetry is available from ftp.space.dtu.dk/pub/DTU15or
by email request to the author at oa@space.dtu.dk.

In Memoriam
Simon Holmes, co-author on this article passed away too
soon in 2017. Simon will be missed as an outstanding
scientist and, most profoundly, as a great friend.
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Fig. 3 Comparison between the GOCO05S gravity field and the ArcGP (upper left), the SS 23.1 (lower left) and DTU15 (lower right). The sources
for the ArcGP are shown in the upper right panel
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Time Variable Gravity Field



Status of Development of the Future
Accelerometers for Next Generation Gravity
Missions

B. Christophe, B. Foulon, F. Liorzou, V. Lebat, D. Boulanger, P.-A. Huynh,
N. Zahzam, Y. Bidel, and A. Bresson

Abstract

The GRACE FO mission, led by the JPL (Jet Propulsion Laboratory) and GFZ (Geo-
ForschungsZentrum), is an Earth-orbiting gravity mission, continuation of the GRACE
mission, which will produce an accurate model of the Earth’s gravity field variation
providing global climatic data during 5 years at least. Europe and US propose new gravity
missions beyond GRACE-FO, with improved performance thanks to laser interferometry
and better accelerometers. ONERA has procured the accelerometers for the previous
geodetic mission (CHAMP, GRACE, GOCE and now GRACE-FO) and continues to
improve the instruments to answer to the challenge of the future missions according to
two main domains: Firstly, a new design of electrostatic accelerometer is proposed, based
on MicroSTAR configuration, a 3-axes ultra-sensitive accelerometer, with a cubic proof-
mass. Secondly, ONERA studies the hybridization of such electrostatic accelerometer with
cold atom interferometer technology in order to take advantage of each instrument (high
sensitivity for electrostatic accelerometer in short term, and absolute measurement for atom
interferometer). A first result of the hybrid instrument, obtained on ground, is presented.

Keywords

Atom interferometer � Electrostatic accelerometer � Gravity

1 Introduction

The knowledge of the Earth gravity field has been deeply
improved since 17 years, thanks to new gravity satellite
missions: the German CHAMP satellite launched in 2000
(Reigber et al. 1999), the twin satellites of the German-US
project GRACE launched in 2002 (Tapley et al. 2004), then
the ESA’s GOCE mission launched in 2009 (Allasio et al.
2009; Drinkwater et al. 2007). These three missions have
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in common to carry ONERA electrostatic accelerometers for
measuring the surface forces.

CHAMP and GOCE satellites end in September 2010
and November 2013 respectively, and GRACE satellites will
be decommissioned at the end of 2017 due to battery cell
problems on one satellite (after more than 15 years in orbit
for an initial mission lifetime of 5 years). The German-
US GRACE Follow-On (GRACE-FO) mission will continue
the GRACE mission objectives with a launch scheduled on
March 21st, 2018 (Flechtner et al. 2014).

Beyond GRACE-FO, European (Panet et al. 2012; Cesare
and Sechi 2013; Elsaka et al. 2014) and US (Wiese et al.
2009, 2012) scientists study future gravity missions, based on
GRACE measurement principle, but with improved instru-
ments. For the accelerometer, the requirements are:
– a noise level between 1:5 � 10�12 m/s2=

p
Hz (Cesare and

Sechi 2013) and 4 � 10�11 m/s2=
p

Hz over 1–10 mHz
(Gruber et al. 2014);
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– an improvement of the low-frequency noise of the
accelerometer (below 1 mHz) with respect to GOCE;

– an identical performance along the three directions;
– the capability to use the accelerometer in the attitude

control, by providing accurate angular acceleration in
complement of the star trackers;
With respect to these requirements, ONERA works into

two complementary directions:
1. an electrostatic accelerometer with a cubic proof-mass,

MicroSTAR, providing three sensitive axes and angular
accelerations;

2. the hybridization of electrostatic accelerometer with atom
interferometer in order to improve the low-frequency
noise.

2 Electrostatic Accelerometer
MicroSTAR

2.1 Description

Up to now, ONERA accelerometers have a less-sensitive
axis in order to levitate the proof-mass on ground under
1 g. This behavior allows a verification of the accelerometers
on an anti-seismic pendulum. With the experience on the
accelerometer design and the new catapult drop tower (von
Kampen et al. 2006), it is possible to envisage ground
verification only through free fall drop, without levitation
under 1 g. It was applied with success with Microscope
mission (Touboul et al. 2011).

The accelerometer MicroSTAR is a three axes sensitive
accelerometer, initially imagined for interplanetary missions
with a bias rejection system (Lenoir et al. 2011). But its
configuration with a cubic proof-mass is also interesting for
future gravity mission as it provides the same performance
along the three axes but also angular accelerations for attitude
control or recovery (Christophe et al. 2015). The proof-mass
is surrounded by three pairs of identical electrode plates in
Ultra Low Expansion material (ULE), each pair controlling
two degrees of freedom. The accelerometer electronic archi-

tecture is composed of six control loops, one for each degree
of freedom of the proof-mass. Along each of the three axes,
one translation and one rotation are controlled by similar
schemes.

2.2 Performance

The performance of the MicroSTAR accelerometer can be
adapted with respect to each mission and spacecraft, as the
acceleration is dependent on the trajectory and on the mass
and surface of the spacecraft. The range and the noise of the
instrument are adjusted during the definition by tuning the
size of the proof-mass in order to modify the gap between
proof-mass and electrodes. The choice of proof-mass mate-
rial gives also opportunity of performance improvement.

For achieving the noise requirement for future gravity
mission, the mechanical core of the accelerometer is com-
posed of an Arcap cubic proof-mass of 30 � 30 � 30mm
and 218 g, surrounded by three pairs of identical electrode
plates, at a distance of 400�m. This configuration provides
a measurement range of ˙6:4�10�6 m/s2. Figure 1a presents
the noise figure leading to a RMS accuracy as low as
˙6:6 � 10�12 m/s2 inside the measurement bandwidth from
0.2 mHz to 0.1 Hz. The main contributors of the noise are
the capacitive detector noise at high frequency, the Analog
to Digital converter (ADC) in the measurement bandwidth
and the thin wire damping (wire for polarizing the proof-
mass), the contact potential noise (CPD) and the bias thermal
fluctuation at low frequency.

With this configuration, the accelerometer provides also
the angular acceleration with a RMS accuracy of as low as
˙2:2� 10�10 rad/s2 inside the measurement bandwidth from
0.2 mHz to 0.1 Hz (see the noise in Fig. 1b)

2.3 Status of Development

A reduced prototype of MicroSTAR, with a cubic proof-
mass of 20 � 20 � 20mm in ULE, was built in order to

Fig. 1 Noise error budget of the
MicroSTAR accelerometer with a
gap of 400�m and a proof-mass
of 218 g for future gravity
mission. (a) Linear output, (b)
angular output
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Fig. 2 MicroSTAR prototype
proof-mass decentering along Y
(a) and Z (b) during three free
fall drops (red, green and blue)
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verify the concept and optimize the accelerometer control
loop. The gap between proof-mass and electrode is adapted
to allow ground levitation along one direction. The front-end
electronic unit is implemented around the mechanical sensor.

In December 2016, three first drops have been done at
Zarm to verify the accelerometer control loop. Figure 2
shows the proof-mass acquisition along Y and Z axis. The
curves show the decentering of the proof-mass with respect
to the cage during each drop. The drop capsule is released
in free fall at 0 s and finishes its fall at 9.4 s. After 2 s, the
control loop of the accelerometer stabilizes the proof-mass
at the center of the cage. The three drops provide the same
figure of acquisition of the proof-mass.

3 Hybridization of Electrostatic
Accelerometer and Atom
Interferometer

3.1 Principle

A new generation of sensors based on cold atom inter-
ferometry is emerging and seems very promising. These
atomic instruments have already demonstrated on ground
impressive results, especially with the development of state-
of-the-art gravimeters (Hu et al. 2013; Gillot et al. 2014;
Freier et al. 2016), and should reach their full potential
only in space, where the microgravity environment allows
long interaction times and providing absolute measurement
(Carraz et al. 2015). It is so natural to think to hybridize
this instrument with electrostatic accelerometer, which has
higher short term sensitivity, but suffers from bias evolution.
An hybrid instrument could be the opportunity to make a big
step in this context for gravity space missions. Following this
idea, this study aims to demonstrate the first colocation of an
electrostatic accelerometer and an atom interferometer.

3.2 Description of Ground Prototype

The hybrid prototype is obtained by mounting an elec-
trostatic accelerometer just below a cold atom gravimeter
(Bidel et al. 2013), the electrostatic accelerometer proof-
mass acting as the Raman mirror for the atom interferom-
eter.

In order to perform an efficient hybridization between the
atom accelerometer and the electrostatic one, both measuring
points should be as close as possible allowing both sensors
to measure exactly the same acceleration. In practice, in
all the experiments having demonstrated the coupling of an
atomic sensor with a mechanical one, the Raman mirror,
acting as the reference for the atomic measurement, is fixed
rigidly to the mechanical accelerometer housing, reducing
the separation between the two measuring points. To our
knowledge, no experiment has reported hybridization by
directly linking the atoms and the proof mass through the
Raman laser.

3.3 Results

One strong feature of a hybrid architecture is to benefit from
the intrinsic long term stability of an atom interferometer to
correct the electrostatic accelerometer drift. To illustrate this
scheme and highlight all its potential, we have implemented
experimentally a hybridization algorithm combining both ES
and atomic outputs. In this Kalman like algorithm, the output
of the hybrid sensor is given at 4 Hz and the electrostatic
accelerometer (the continuous output of the electrostatic
accelerometer is nevertheless still available) is used to deter-
mine the atom interferometer fringe index for each cycle.
Also for each cycle, the electrostatic accelerometer bias is
evaluated thanks to the atom interferometer (Geiger et al.
2011).
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Fig. 3 (a) Root square of Power Spectral Density acceleration noise for
the electrostatic accelerometer (ES), the atom interferometer (AI), and
the hybrid accelerometer. The interrogation time of the atom interfer-
ometer is T D 20ms. (b) Gravity measurement variation according to

the angular orientation  of the electrostatic accelerometer proof-mass.
The measurements are given by the atom interferometer for T D 46ms.
Each point results from around 2 min averaging

Concretely, the bias is calculated by subtracting the values
of both sensors according to the following equation:

biasi D biasi�1 CGb:
�
accESi � biasi�1 � accAIi

�
(1)

where
– biasi is the bias estimated after cycle i,
– Gb is the gain of the bias correction loop,
– accESi is the non-corrected ES output after cycle i,
– accAIi is the AI output after cycle i.

We can see on Fig. 3a such experimental results of this
hybridization algorithm for an interrogation time, T D
20ms, of the atom interferometer that illustrates qualitatively
in a clear way the gain that could be reached in a future space
mission.

Of course, this first experimental result obtained on
ground under 1 g constraint does not allow to reach the
performance expected from an electrostatic accelerometer,
an atom interferometer or a hybrid instrument in a future
space mission: due to the presence of 1 g the free fall time
of the atoms is reduced at T D 20ms and the electrostatic
accelerometer proof-mass is levitated with high voltage
(about 1,000 V). In space, the performance will be improved
by increasing the free fall of the atoms and with a different
geometric and electronic configurations for the electrostatic
accelerometer in order to have the performance announced
in Fig. 1.

Other advantage of the hybridization concept is the fact
that the control of the electrostatic accelerometer proof-
mass could be a way to mitigate satellite rotation impact

on atom interferometer signals. In this study, a first step
has been made towards proof-mass control of the elec-
trostatic accelerometer to ultimately compensate parasitic
rotations. The experiment consists in demonstrating the abil-
ity to control in a precise way the rotation of the proof-
mass around the two horizontal axis � and  . The proof-
mass was thus rotated to retrieve the square dependency
of the measured gravity with misalignment � and  (see
Fig. 3b).

4 Conclusions

ONERA has designed a new electrostatic accelerometer,
MicroSTAR, with the same high performance along the
three-axis. This accelerometer provides also, thanks to a
cubic proof-mass, true angular accelerations. A ground pro-
totype of MicroSTAR has been built and tested through
drop tower tests with good acquisition of the proof-mass
along two axes. In parallel, ONERA studies hybridization of
MicroSTAR with atomic interferometer. A ground prototype
has been built and tested under 1 g. The principle of the
hybridization has been demonstrated with the low-frequency
noise improvement. The use the electrostatic accelerometer
proof-mass as the mirror for the atomic interferometer will
also allow to counteract the attitude motion of the satellite
during the atom free fall.
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On Computation of Potential, Gravity
andGravity Gradient fromGRACE Inter-Satellite
Ranging Data: A Systematic Study

K. Ghobadi-Far, S.-C. Han, B. D. Loomis, and S. B. Luthcke

Abstract

In situ gravimetric observables are computed from GRACE inter-satellite K-band ranging
(KBR) and GPS measurements, along with non-gravitational accelerations. For time-
variable gravity field analysis, residual KBR data could be directly used to approximate
gravimetric observables. We study the systematic errors in approximating potential dif-
ference, line-of-sight (LOS) gravity difference and LOS gravity gradient with residual
KBR data. Based on a simulation study, we show that the approximation errors are
significant at the low frequency part of the gravity spectrum for all three observable types.
The approximation errors remain below 10% of the signal for the potential difference,
LOS gravity difference, and LOS gravity gradient, at frequencies >1 cycle-per-revolution
(CPR), >7 CPR, and 7–40 CPR, respectively. Considering the actual error of residual
KBR data, it is feasible to accurately compute the gravimetric observables directly from
band-pass filtered residual range-rate and range-acceleration data, and employ them for
analyses concerning the regional time-variable gravity field of the Earth such as continental
hydrology.

Keywords

GRACE � KBR � LOS gravity gradient � LOS gravity difference � Potential difference

1 Introduction

The GRACE mission monitored the time-variable gravity
field of the Earth for more than 15 years. The ability of
GRACE to model the temporal variations of the Earth’s
gravity field with an unprecedented accuracy is primarily
due to its ultra-precise inter-satellite K-band ranging (KBR)
measurements (Tapley et al. 2004).
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School of Engineering, University of Newcastle, Callaghan, NSW,
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B. D. Loomis � S. B. Luthcke
Geodesy and Geophysics Laboratory, NASA Goddard Space Flight
Center, Greenbelt, MD, USA

The conventional approach for analysis of GRACE data
is based on the dynamic orbit integration, which directly
deals with the geometric KBR data. Alternatively, based
on a combination of the GRACE GPS and KBR data,
together with orientation information and measurements of
non-gravitational accelerations, in situ gravimetric observ-
ables are computed along the satellite orbit. Potential dif-
ference, line-of-sight (LOS) gravity difference and LOS
gravity gradient are the three GRACE-related gravimetric
observables. For time-variable gravity analysis, a reference
field including static gravity and some other signals like
ocean tide is reduced from GRACE data to form the residual
observations. The (geometric) residual KBR data can be used
to approximate residual gravimetric observables suitable for
studying time-variable gravity signals. The approach based
on gravimetric observables is simpler than the conventional
approach based on orbit integration, but it suffers from
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Fig. 1 Flowchart representing the approximate relations between
gravimetric observables (potential difference V12, LOS gravity differ-
ence Rr12� e12 and LOS gravity gradient Vxx) and KBR data (inter-
satellite range �, range-rate P� and range-acceleration R�)

systematic errors due to approximations. Studying these
systematic errors is the topic of this paper.

In this paper, we briefly review the computation of gravi-
metric observables from GRACE data; for potential differ-
ence, see e.g. Bjerhammar (1967), Jekeli (2017), Guo et al.
(2015), and Han et al. (2005), for LOS gravity difference, see
e.g. Ditmar et al. (2012), Weigelt (2017), Chen et al. (2008),
and Killett et al. (2011), and for LOS gravity gradient, see
Keller and Sharifi (2005). We provide analytical expressions
for approximation errors in terms of state vectors of satellites.
In particular, based on a simulation analysis, we aim to
quantify the systematic errors introduced by approximating
potential difference, LOS gravity difference and LOS grav-
ity gradient by residual range-rate, range-acceleration and
range-acceleration divided by range, respectively. The rela-
tions between (geometric) KBR observations and computed
gravimetric quantities is shown in Fig. 1. In general, it is
known that the errors of such approximations are significant
only at the low frequency part of gravity spectrum (e.g.
Ditmar et al. 2012; Jekeli 2017). The computed in situ
gravimetric observables are directly applicable for studying
various time-variable gravity signals due to hydrology, tides,
earthquakes, etc.

2 Mathematical Formulation

In this section, analytical expressions for approximation
errors, which are defined as the difference between residual
KBR data and gravimetric observables, are provided.

2.1 Potential Difference

The energy integral equation for a satellite pair in the inertial
frame is given by (Jekeli 1999)

V12 D 1

2

�
j Pr2j2 � j Pr1j2

�
C V R

12 C E0;12; (1)

where V, Pr , V R and E0 are potential, velocity vector, rotation
potential and constant of the integration, respectively. In
order to incorporate the range-rate, inter-satellite velocity
vector Pr12 is decomposed into its along-track (or LOS),
cross-track and radial components (Jekeli 2017)

Pr12 D . Pr12� e12/ e12 C . Pr12� en/ en C . Pr12� er / er ; (2)

where e12, en and er are unit vectors along the LOS,
cross-track and radial directions, respectively. Rewriting�
j Pr2j2 � j Pr1j2

�
as Pr12� . Pr2 C Pr1/ and inserting (2) in (1)

results in (Jekeli 2017)

V12 D 1

2
P� . Pr1 C Pr2/ � e12 C 1

2

�
j Pr2� enj2 � j Pr1� enj2

�

C 1

2

�
j Pr2� er j2� j Pr1� er j2

�
C V R

12 C E0;12;

(3)

Finally, since we are interested in time-variable gravity,
the approximation error in terms of residual quantities is
formulated as

�
P� D ı P� � sıV12 D sı

�
�

�1

2

h�
jPr2� enj2�j Pr1� enj2

�
�

�ˇ̌ Prı

2� eı

n

ˇ̌2 � ˇ̌ Prı

1� eı

n

ˇ̌2
�i

�1

2

h�
j Pr2� er j2 � j Pr1� er j2

�
�

�ˇ̌ Prı

2� eı

r

ˇ̌2 � ˇ̌ Prı

1� eı

r

ˇ̌2
�i

�ıV R
12 � ıE0;12

�
:

(4)

where s D 2= . Pr1 C Pr2/ � e12 and quantities with superscript
ı indicate those computed from reference orbits.

It is noted that throughout the paper we assume that
additional terms responsible for non-gravitational accelera-
tions, tides, etc. are taken into account in the reference orbits
computed using dynamic orbit integration.

2.2 LOS Gravity Difference

Differentiating both sides of P� D Pr12� e12 with respect to time
results in

R� D Rr12� e12 C Pr12� Pe12; (5)

which can be reformulated into (Ditmar et al. 2012; Rummel
1979)

R� D Rr12� e12 C 1

�
j. Pr12� en/ en C . Pr12� er / er j2; (6)
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For residual quantities, the approximation error is given
by

� R� D ı R� � ı Rr12� e12 D 1

�ı

�
�
j. Pr12� en/ en C . Pr12� er / er j2

� ˇ̌� Prı
12� eı

n

�
eı

n C � Prı
12� eı

r

�
eı

r

ˇ̌2
�
:

(7)

It is worth mentioning that the approximation error � R� is
the residual centrifugal acceleration in this case.

2.3 LOS Gravity Gradient

LOS gravity gradient, which is evaluated at the barycentre of
twin satellites, can also be computed fromGRACE data. This
is due to the fact that GRACE can be seen as a gradiometer
with arm length � in the LOS direction.

The gradiometric observable (i.e. LOS gravity difference
divided by inter-satellite range) is formulated as (Keller and
Sharifi 2005)

Rr12� e
�

D R�
�

� 1

�2
j. Pr12� en/ en C . Pr12� er / er j2

D eT12G e12 C �grad;

(8)

where G is the 3 � 3 gravity gradient tensor and �grad

represents truncation error due to neglecting higher order
terms in the series. Expressing the right hand side of Eq.
(8) in the Local Orbital Reference Frame (LORF), for which
the x-axis coincides with the LOS direction, provides the
relation between gradiometric observable and LOS gravity
gradient

Rr12� e
�

D V LORF
xx C �grad; (9)

note that this is because eLORF12 D Œ1 0 0�T .
The LOS gravity gradient can be approximated by R�=�.

Combining Eqs. (8) and (9), the approximation error is
derived as

� R�=� D ı R�
�

� ıV LORF
xx D � R�

�0
C �grad: (10)

which is the sum of residual centrifugal acceleration divided
by � (see Eq. 7) and the truncation error of gradiometric
observable (Eq. 9).

3 Quantification of Approximation
Errors

In this section, the approximation errors are quantified using
a simulation analysis. To that end, we simulated reference
orbits of GRACE satellites using the GEODYN software for
March 2004 on the basis of reference force models and non-
gravitational accelerations reported in Luthcke et al. (2013).
The true orbits are simulated by adding the time-variable
gravity model of NASA GSFC mascon of March 2004 to the
reference models. The residual KBR data is computed as the
difference between reference and true dynamic orbits. We
also computed potential difference, LOS gravity difference
and LOS gravity gradient along the reference orbits using
spherical harmonic coefficients of the time-variable gravity
field of the same month. Using the in-orbit comparison
between residual KBR data and gravimetric observables, we
evaluate the approximation errors in time, frequency and
space.

Figure 2 shows a term-by-term analysis of the approxi-
mation errors for the first four orbital revolutions. Figure 2a
shows the case for potential difference as in Eq. (4). It is seen
that the residual range-rate follows the (scaled) potential dif-
ference very closely. Please note that� P� is the sum of the last
three panels in Fig. 2a (see Eq. 4). The radial component of
inter-satellite velocity vector is the primary contributor to the
approximation error. Although its contribution is relatively
high, it is composed of low frequency signals (Jekeli 2017).
Employing the analysis in the spectral domain (see Fig. 3a)
shows that the � P� signal power is concentrated at the 1 cycle-
per-revolution (CPR) frequency. The post-fit KBR residuals,
which are obtained after subtracting the time-variable gravity
solution from ı P�, represent the actual error of GRACE KBR
data. Comparing � P� with the post-fit range-rate residuals in
Fig. 3a shows that, except for the very low frequency part of
the spectrum, the approximation error is at least one order
of magnitude smaller than the actual error of the KBR data.
The KBR thermal noise is also shown for comparison in
Fig. 3.

Figure 2b shows a term-by-term quantification of Eq. (7).
The patterns of ı R� and ı Rr12� e12 are very similar. More-
over, the approximation error � R� is one order of magnitude
smaller than the signal. Similar to the case of range-rate,
the term with the radial component of the inter-satellite
velocity vector is the main contributor to the approxima-
tion error (Weigelt 2017). However, Fig. 3b shows that
unlike � P�, the approximation error of the LOS gravity
difference � R� is significant at frequencies up to 7 CPR
(�1.3 mHz).
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Fig. 2 Term-by-term analysis of the equation of (a) potential difference (Eq. 4), (b) LOS gravity difference (Eq. 7), and (c) LOS gravity gradient
(Eq. 10). See text for description

Fig. 3 PSD of signal and approximation error in the case of (a) poten-
tial difference, (b) LOS gravity difference, and (c) LOS gravity gradient.
Red, blue and black lines show the gravimetric observables, residual
KBR and approximation errors, respectively. Purple and Cyan lines

show the KBR thermal noise and KBR post-fit residuals, respectively.
Dashed vertical green lines indicate 1, 5 and 60 CPR frequencies
(1 CPR D 1.8 � 10�4 Hz)

In the case of LOS gravity gradient, the approximation
error has two components. Figures 2c and 3c show that the
truncation error �grad (the difference between Rr12� e=� and

V LORF
xx as in Eq. 9) is a high frequency signal (see brown

curve in Fig. 3c) that dominates the approximation error at



On Computation of Potential, Gravity and Gravity Gradient from GRACE Inter-Satellite Ranging Data: A Systematic Study 95

Fig. 4 Spatial maps of ı P� (top-left), ı R� (top-middle) and ı R�=� (top-right), together with the approximation errors, band-pass filtered between 0.9
and 10.6 mHz (i.e. 5–60 CPR). Note that 1 mE D 10�121/S2

Fig. 5 Percentage of signal power of approximation errors relative to
their associated KBR signals in the frequency band 1–60 CPR

frequencies above 40 CPR ( 7.1 mHz). At lower frequencies,
similar to the case of LOS gravity difference, the radial
component of the inter-satellite velocity vector dominates the
error.

In order to assess the problem in the spatial domain, Fig. 4
shows the band-pass filtered (between 5 and 60 CPR; i.e.
0.9–10.6 mHz) residual KBR signals and the approximation
errors. It can be seen that in this frequency band, � P� is
the smallest one among all three cases. The signal size of
band-pass filtered � P� is about 3% of ı P�. The approximation
error of ı R�=� is the largest one, reaching as high as 20%
of the signal itself. In the case of range-acceleration, the
approximation error is about 15% of the signal in this
frequency band.

Finally, we compare the three cases by evaluating the
signal power of each approximation error relative to its
correspondingKBR signal in the frequency domain in Fig. 5.
In the case of potential difference, except at 1 CPR, � P�
remains below 5% of ı P� over the full spectrum. � R� and � R�=�

exhibit similar behaviour at frequencies below 13 CPR, while
at higher frequencies (>40 CPR) the signal power of � R�=�

increases rapidly. This result is due to the truncation error of
the gradiometric observable (�grad in Eq. 9).

It should be noted that the approximation errors in this
paper were formulated and quantified in terms of KBR
data (e.g. range-rate) instead of gravimetric observables (e.g.
potential difference), but quantifying the errors in terms of
gravimetric observables would not change the conclusions
of this paper.

4 Conclusions

Inter-satellite ranging residuals, such as from GRACE KBR
system, can be used to approximate in situ potential dif-
ference, LOS gravity difference and LOS gravity gradi-
ent. In this systematic study, we formulated the approx-
imation errors in terms of state vectors of the satellites
and quantified them with a simulation analysis. Numerical
results showed that in all three cases, the radial compo-
nent of the inter-satellite velocity vector causes a long-
wavelength error. The approximation error remains less than
5% of the residual KBR signal in the 10–60 CPR frequency
band for potential difference and LOS gravity difference
(computed from residual range-rate and range-acceleration,
respectively), while the LOS gravity gradient approximation
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error becomes larger than 10% of the signal for frequencies
>40 CPR.

Altogether, this implies that one can treat band-
pass filtered GRACE residual KBR data as an accurate
representation of gravimetric observables. Therefore, it is
advantageous to analyse the band-pass filtered range-rate
and range-acceleration residuals in the recovery of various
regional time-variable gravity signals.
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Calibration of GRACE Accelerometers Using
Two Types of Reference Accelerations

Igor Koch, Akbar Shabanloui, and Jakob Flury

Abstract

Two approaches for the calibration of GRACE (Gravity RecoveryAnd Climate Experiment)
accelerometers are revisited. In the first approach, surface forces acting on the satellite
are considered to derive the reference acceleration. In the second approach, the total
acceleration consisting of a gravitational and a non-gravitational contribution is first
determined from the reduced-dynamic orbits. The approximation of discrete satellite
positions by a polynomial function allows the total acceleration to be obtained by a twofold
derivative w.r.t. time. Calibration parameters (scale factor and bias) and statistical values are
estimated for periods with a low and high solar activity. The quality of these two approaches
shows dependencies on solar activity and consequent variations in the magnitude of the
non-gravitational reference acceleration. Besides, the quality of the presented results is
affected by the orientation of the orbital plane w.r.t. the Sun. The second approach is vitiated
by a periodic disturbing signal on cross-track axis. This signal has been pointed out in
earlier studies (Calabia et al., Aerosp Sci Technol 45, 2015; Calabia and Jin, Aerosp Sci
Technol 49, 2016). We apply a moving window median filter to recover the underlying
non-gravitational signal for accelerometer calibration. The calibration is accomplished by
a direct comparison of reference accelerations and observed accelerometer measurements
without introducing any a priori values or constraints. The focus of this work is more sensor
oriented than gravity field recovery (GFR) related. Nevertheless, the results can be used as
initial values for precise orbit determination (POD) or for pre-processing of accelerometer
measurements in a multi step gravity field recovery approach (Klinger and Mayer-Gürr,
Adv Space Res 58(9), 2016).
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Accelerometry � GRACE � Satellite accelerometer calibration

1 Introduction

The GRACE mission has been in orbit since 2002 and
is based on two twin satellites, GRACE A and B, that
observe static and temporal changes of Earth’s gravity field

I. Koch (�) � A. Shabanloui � J. Flury
Institut für Erdmessung, Leibniz Universität Hannover, Hannover,
Germany
e-mail: koch@ife.uni-hannover.de

(Tapley et al. 2004). For this purpose, the knowledge of
the non-gravitational forces acting on the satellites is of
major importance, since for the recovery of Earth’s gravity
field parameters, acceleration effects of gravitational and
non-gravitational nature have to be separated. Therefore,
an accelerometer that measures the total non-gravitational
acceleration experienced by the satellite is located in the
center of mass of each satellite (Flury et al. 2008). However,
these measurements are not absolute values, but rather have
to be corrected in their magnitude and variational amplitude
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by a calibration in the post-processing. In the scope of gravity
field estimation several methods to calibrate accelerometer
measurements are applied. Usually, calibration parameters
are estimated directly within precise orbit determination
or gravity field recovery procedures, e.g. Van Helleputte
et al. (2009), Dahle et al. (2013), Watkins and Yuan (2014),
Bettadpur (2018). There exist a priori calibration parameters
based on GRACE data between the start of the mission
and end of March 2009, but because of possible variations
due to the specific analysis of the data, these parameters
should only be regarded as recommendations (Bettadpur
2009).

It should be noted that a calibration parameter estimation
within POD or GFR is not part of this work. Here the focus
is laid on constraint-free estimation of non-gravitational
acceleration that is used as reference for the calibration
of accelerometer data. Two approaches for the computa-
tion of the non-gravitational reference acceleration are real-
ized. In the first approach, further denoted as NGM (non-
gravitational modeling), surface accelerations acting on a
spacecraft composed of atmospheric drag and direct solar
radiation pressure are taken into account. This approach
can be regarded as a basic method for the estimation of
non-gravitational reference acceleration. For instance, a two-
step calibration process carried out in Klinger and Mayer-
Gürr (2016) uses approach NGM for initial accelerometer
calibration. The modeled reference acceleration enables a
threshold-based screening of the accelerometer data, while
in a second step the pre-screened accelerometer data is
used within GFR, where the calibration parameters are re-
estimated.

In the second approach, the total acceleration consisting
of a gravitational and non-gravitational contribution is first
determined from the GNSS-based reduced-dynamic orbits.
The approximation of discrete satellite positions by a polyno-
mial function allows the total acceleration to be obtained by a
twofold derivative w.r.t. time. Subtraction of the gravitational
part provides a further reference, onwards referred as NGO
(Non-Gravitational acceleration based on Orbit derivatives),
for accelerometer calibration. By applying different strate-
gies for numerical differentiation of geometric and reduced-
dynamic orbit products, this approach has been presented
in previous studies, e.g. Bezděk (2010) and Calabia et al.
(2015).

The main focus of this work is the comparison of these
two approaches w.r.t. different strengths of solar activity.
Therefore, accelerometer calibration parameters, i.e. scale
factor and bias, and corresponding statistical values for two
periods, one with a high solar activity as Pmax covering from
2002/11/01 to 2003/01/31 and the other with a low solar
activity Pmin covering from 2008/06/01 to 2008/08/31 (cf.
Fig. 1), are estimated and investigated.

2004 2008 2012 2016

Year

50

100

150

200

250

300

S
ol

ar
 fl

ux
 [s

fu
]

2002/11/01-2003/01/31
2008/06/01-2008/08/31

Fig. 1 Solar activity during the period 2002–2016. The two periods
studied in this work are highlighted

Table 1 GRACE Level-1B products used in this study

Product Data

GNV1B Reduced-dynamic position, velocity

ACC1B Linear acceleration
SCA1B Satellite attitude (quaternions)

MAS1B Satellite mass

THR1B Thruster events

2 GRACE Data

In this study several GRACE Level-1B (L1B) data products
are used (Case et al. 2010). An overview is given in Table 1.
GNV1B products contain satellite positions and velocities
at 5s interval obtained from reduced-dynamic POD. Linear
accelerations in the GRACE science reference frame (SRF)
are part of ACC1B data products. These measurements are
given every second. Quaternions from SCA1B are utilized to
transform between inertial and orbital frame. Furthermore,
the mass of the satellite from MAS1B data products is
essential for the calculation of the non-gravitational acceler-
ation effects. Here the daily mean mass is utilized. Thruster
firing events from THR1B are used to filter thruster affected
accelerometer measurements.

3 Methods

3.1 NGMApproach

In the approach NGM, the reference acceleration aref;NGM is
computed as the sum of modeled non-gravitational effects
angr;i :

aref;NGM D
2X

iD1

angr;i : (1)

Non-gravitational acceleration models and parameters that
are used to determine the sum of separate acceleration effects
angr;i are summarized in the upper part of Table 2. Com-
pared to atmospheric drag and solar radiation pressure, the
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Table 2 Overview of the used non-gravitational and gravitational models and parameters

i Acceleration Model: Parameters Reference

no
n-
gr
av
it
at
io
na
l

1 Atmospheric drag Atmospheric density model:
NRLMSISE-00

Picone et al. (2002)

Wind: Earth’s atmosphere co-rotation Montenbruck and Gill
(2005)

Drag coefficient: CD D 3:5 (Pmax),
CD D 2:3 (Pmin)

Satellite macro model Bettadpur (2012)

2 Solar radiation pressure Shadow model: conic Montenbruck and Gill
(2005)

Solar flux at 1 AU: W D 1367 Watt=m2 Montenbruck and Gill
(2005)

Solar ephemerides: DE430 Folkner et al. (2014)

Solar radiation pressure coefficient:
CR D 1:1 (Pmax), CR D 1:0 (Pmin)

Satellite macro model Bettadpur (2012)

gr
av
it
at
io
na
l

1 Static gravity EIGEN-6S4, C20: tide free, nmax D 180 Förste et al. (2015)

2 Temporal gravity Long wavelength: EIGEN-6S4, drift,
annual and semi-annual variations

Förste et al. (2015)

Short wavelength: AOD1B RL06 Dobslaw et al. (2017)

3 Third bodies Ephemerides: DE430 including Sun and
Moon

Folkner et al. (2014)

4 Solid Earth tides Ephemerides: DE430 including Sun and
Moon

Folkner et al. (2014)

5 Ocean tides EOT11a, nmax D 120, admittance theory
for minor waves

Rieser et al. (2012)

6 Relativistic effects Schwarzschild effect Petit and Luzum (2010)

7 Pole tides IERS Conventions 2010 Petit and Luzum (2010)

8 Ocean pole tides IERS Conventions 2010 Petit and Luzum (2010),
Desai (2002)

9 Atmospheric tides N1 model, seasonal means Biancale and Bode
(2006)

corresponding magnitude of these effects is usually several
orders smaller. Therefore, the acceleration caused by albedo
and thermal infrared is not taken into account in this study.
Nevertheless, the influence of these effects will be studied in
future articles.

As a common inertial reference system the Geocentric
Celestial Reference System (GCRS) is used. The transfor-
mation of satellite GNV1B positions that are provided in the
International Terrestrial Reference System (ITRS) is done
according to Petit and Luzum (2010).

3.2 NGOApproach

In the approach NGO, the non-gravitational reference accel-
eration aref;NGO is determined by the difference of the total
acceleration a and the sum of gravitational acceleration
effects agr;i :

aref;NGO D a �
9X

iD1

agr;i : (2)

Gravitational background models and parameters used for
predicting the sum of acceleration effects agr;i can be found
in the bottom part of Table 2. The total acceleration of a
satellite a is obtained by taking the second derivative of the
GNV1B positions w.r.t. time. In this scheme, after transfor-
mation of the positions to GCRS, the smoothing polynomial
approach is used to calculate piece-wise polynomial coeffi-
cients based on least squares adjustment (Luers andWenning
1971). In its general form, a polynomial function of degree n

can be described by Eq. (3):

f .�/ D
nX

iD0

ai �
i : (3)

In this equation ai denote polynomial coefficients and the
argument � corresponds to the time of the sample points.
The parameter vector x containing the piece-wise polynomial
coefficients is estimated by least squares adjustment:

x D �
ATA

��1
ATl: (4)
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Here, l denotes the observation vector which includes the x-,
y- or z-components of satellite’s inertial positions and A is
the corresponding design matrix. For the computation of the
polynomial coefficients a unit weight matrix is employed.
In this work, a polynomial of degree n D 7 has been
fitted to m D 21 position components. Note that the time
arguments �1: : :�m of the regarded position components were
normalized to Œ�1; 1� in order to make the estimation of
the polynomial coefficients numerically stable. This method
takes advantage of the equidistant 5s GNV1B positions, so
� D 0, assumed that m is uneven, always corresponds to the
sample point in the middle of the interval Œ�1; 1� and that is
also the sample point whose acceleration is evaluated.

3.3 Accelerometer Calibration

The magnitude of the ACC1B measurements auncal is cor-
rected by the introduction of a bias vector b. The amplitude
is adjusted by a diagonal scale matrix S containing a scale
factor for each axis:

acal D S auncal C b: (5)

The unknown scale matrices and bias vectors are determined
on a daily basis using least squares adjustment. Note that all
the terms in Eq. (5) refer to the GRACE science reference
frame. In order to use the computed reference accelerations
(cf. Eqs. (1) and (2)) as observations in least squares adjust-
ment, the computed reference accelerations have to be trans-
formed fromGCRS to SRF. For this purpose, SCA1B quater-
nions are used to form the corresponding rotation matrices
as described in Sutton (2008). Accelerometer measurements
that are affected by thruster firings are removed before
adjustment. In order to exclude spike affected accelerometer
measurements from the adjustment, values outside the 3-
sigma distribution are not considered. Although the reduced-
dynamic approach acts as a low-pass filter during orbit
determination, generated positions contain noise that is
amplified during differentiation considerably. In order
to decrease the noisy characteristic of the accelerations
obtained with approach NGO before calibration parameter
estimation, a moving window median filter with a size of 30
acceleration measurements is applied.

4 Results and Discussion

In general, different parameters, variables and assumptions
affect the quality of the reference accelerations. Particularly,
the approach NGM is based on numerous parameters and
models that are often inaccurate and biased. Some of these
parameters are for example the atmospheric density and wind

model, solar flux and geomagnetic proxies, eclipse modeling,
the macro model and variables such as the drag and solar
radiation pressure coefficients (Doornbos 2011). In POD,
the unknown parameters are estimated in order to absorb
biases in the models and noise in the measurements. Besides,
general quality of approach NGO is primary affected by
choice and actuality of employed models (Bezděk 2010).
In this study, extreme solar condition periods are regarded.
The quality of the results is clearly dependent on the mag-
nitude of the non-gravitational acceleration that is affected
by solar activity. The F10.7 solar radio flux during period
Pmax fluctuates between 114 and 213 solar flux units (sfu) (cf.
Fig. 1) which corresponds to a rather high solar activity. The
solar activity during period Pmin varies between 64 and 68

sfu, so this period can be regarded as the least sun-disturbed
period during GRACE operating time. These variations in
solar activity lead to differences in the magnitude of the total
non-gravitational reference accelerations.

To get an impression how the ACC1B measurements
and the computed reference accelerations using the two
approaches fit together, some calibrated datasets are illus-
trated in Fig. 2. The similarity of the calibrated ACC1B
acceleration with the respective reference acceleration has
been quantified by means of the correlation coefficient.
The monthly mean correlation coefficients are shown in
Table 3. It is striking that the variability of NGM related
to the investigated periods is, in contrast to approach NGO,
minimal. The correlation coefficients for NGM range from
0:91 to 0:95, while for approach NGO, a strong variance
can be observed that is dependent on the magnitude of the
computed reference accelerations. Note that the presented
correlation coefficients are not the best quality indicators
for the calibration parameters, especially the biases, but
good indicators to assess the quality of the recovered non-
gravitational signal using approach NGO.

An aspect that determines the quality of the constraint-
free and daily calibration parameter estimation, is the
orientation of the satellite’s orbital plane w.r.t. the Sun,
often referred to as ˇ0 angle. ˇ0 equals 0ı when the satellite’s
orbital plane coincidences with the Earth-Sun line of sight.
If the orbital plane is perpendicular w.r.t. the Earth-Sun
line of sight, ˇ0 equals ˙90ı. The drift of the GRACE
orbit’s ascending node prevents ˇ0 to reach ˙90ı. In this
work, ˇ0 reaches C71ı and �73ı for periods Pmax and
Pmin respectively. It was decided to exclude the epochs
with aforementioned maximum/minimum ˇ0 ˙7ı, since
during this periods unrealistic calibration parameters and
small correlation coefficients were obtained. This period
was neither considered for the calculation of the correlation
coefficients that are shown in Table 3, nor for the mean
calibration parameters that will be presented later in this
chapter. The two excluded periods are highlighted in
Fig. 3.
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Fig. 2 Exemplary calibrated GRACE B ACC1B accelerometer measurements (red) using approaches NGM (left) and NGO (right) for the epoch
2003/01/01. Upper panel: xSRF, middle panel: ySRF and bottom panel: zSRF

Table 3 Mean correlation coefficient of calibrated ACC1B data and
modeled reference acceleration

Pmax Pmin

NGM NGO NGM NGO

xSRF 0:93 0:96 0:93 0:77

ySRF 0:95 0:68 0:91 0:52

zSRF 0:91 0:51 0:93 0:11

An aspect important to consider when applying approach
NGO to the GNV1B reduced-dynamic orbit data, is a dis-
turbing signal of unknown origin in ySRF direction, with an
absolute amplitude of about 1 � 10�6 m/s2 and a dominant
period of half a revolution. This kind of disturbing signal has
already been pointed out in Calabia et al. (2015) and Calabia
and Jin (2016) for different periods of time. In Calabia
and Jin (2016) the authors indicate a maximum amplitude
of 6 � 10�6 m/s2 for ySRF and 1:5 � 10�6 m/s2 for zSRF
direction. In Calabia et al. (2015) the authors refer to Bezděk
(2010), where the ySRF axis seems to be affected by a similar
periodic disturbing signal. By using the aforementioned
moving window median filter an underlying signal that is
suitable for calibration can be retrieved for period Pmax (cf.
Fig. 2). The recovered signal is in good agreement with
the accelerometer measurements. The corresponding mean
correlation coefficient is 0:68 (cf. Table 3). In contrast, during
weak solar activity the correlation coefficient of the recov-
ered reference acceleration w.r.t. the calibrated accelerometer
measurements is only 0:52.

A time series of estimated daily calibration parameters
for the two investigated periods can be seen in Fig. 3. In
addition, long term fits to estimated biases from POD are
plotted as a reference (Bettadpur 2009). Mean estimated

calibration parameters and corresponding standard devia-
tions are reported in Table 4. A comparison of the reference
values with the obtained daily calibration parameters should
be treated warily because different types of approaches are
compared. In this study, assumptions, i.e. that the scale
factors are approximately one over the whole period, are not
introduced. Although, for xSRF often realistic values can be
obtained, daily scales for ySRF and zSRF usually vary a lot, i.e.
Klinger and Mayer-Gürr (2016) and Bruinsma et al. (2007).
Using the two presented approaches, the daily scale factors
and biases are optimal in a least squares sense w.r.t. the
modeled reference accelerations and are not affected by any
constraints. Despite the mentioned variance of the calibration
parameters, the presented calibration procedure may lead
to highly correlated calibration parameters (Bruinsma et al.
2007; Van Helleputte et al. 2009). Although out of the
scope of this study and objective of further investigations,
constraints can be applied to de-correlate scale factors and
biases, i.e. Bruinsma et al. (2007), Van Helleputte et al.
(2009). The long term fits from Bettadpur (2009) are a
generalized form of calibration parameters obtained in POD.
In POD and GFR these values can be treated as initial
values and corrections to these values have to be estimated
iteratively.

In Fig. 3 and Table 4 it can be seen that approach NGO
differs from NGM when estimating parameters for the xSRF

component for period Pmax. The NGO bias time series shows
a stable behavior over the time span of three months and is
in good agreement with the long term biases. Similar aspects
can be observed for the xSRF scale. Although realistic values
are obtained for both approaches (NGM: 0:91, NGO: 0:93),
the standard deviation of approach NGO is more than three
times smaller. To obtain a mean scale value comparable to



102 I. Koch et al.

0

1

2

0

1

2

0

1

2

      b
x

S
R

F

 [m
/s

2
]

          b
y

S
R

F

 [m
/s

2
]

      b
z

S
R

F

 [m
/s

2
]

-1
-0.5

0 10-6

-15
-10
-5
0

10-7

0
1
2

10-5

2002/11/01           2002/12/01           2003/01/01 2008/06/01           2008/07/01           2008/08/01

s
x

S
R

F

 [-
]

s
y

S
R

F

 [-
]

s
z

S
R

F

 [-
]

Date Date

10-6

10-7

10 5-5

NGM NGO TN-02 excluded
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Table 4 Mean accelerometer calibration parameters for the period with a strong solar activity (Pmax: 2002/11/01�2003/01/31) and weak solar
activity (Pmin: 2008/06/01�2008/08/31) using approaches NGM and NGO

Pmax Pmin

Scale Œ�� Bias Œm=s2� Scale Œ�� Bias Œm=s2�

NGM NGO NGM NGO NGM NGO NGM NGO

xSRF Mean 0.91 0:93 �5:38 � 10�7 �5:35 � 10�7 0.92 1.31 �5:69 � 10�7 �8:22 � 10�7

Std 0.13 0:04 6:79 � 10�8 1:42 � 10�8 0.18 0.14 1:12 � 10�7 9:04 � 10�8

ySRF Mean 0.83 0:93 6:72 � 10�6 7:57 � 10�6 0.74 1.26 8:45 � 10�6 1:44 � 10�5

Std 0.09 0:12 7:30 � 10�7 9:18 � 10�7 0.11 0.15 1:22 � 10�6 1:67 � 10�6

zSRF Mean 0.98 0:66 �8:46 � 10�7 �6:15 � 10�7 1.09 0.18 �8:14 � 10�7 �1:45 � 10�7

Std 0.15 0:13 1:29 � 10�7 1:13 � 10�7 0.11 0.24 7:30 � 10�8 1:82 � 10�7

the value derived from approach NGO, the drag coefficient
during period Pmax has to be set rather large (cf. Table 2). It is
important to note that the strong variability of the solar flux
during period Pmax demands the employment of a variable
drag coefficient for approach NGM instead of a constant
coefficient. This means that external information from POD
could help to decrease the standard deviation of the calibra-
tion parameters obtained with approach NGM. For ySRF and
especially zSRF directions, bigger disagreements between the
two approaches can be seen. In comparison to the constant
scale and long term bias, there is a better agreement for
ySRF when using approach NGO. In contrast, for zSRF more
realistic values are obtained using approach NGM. Because
of the weak signal in zSRF and the amplification of noise, it is
more difficult to obtain appropriate scale factors and biases
with approach NGO.

Daily calibration parameters for period Pmin are shown on
the right side of Fig. 3. During small solar activity approach
NGM differs from approach NGO considerably. Compared
to approach NGO, obtained calibration parameters using
approach NGM are closer to the constant scale factors and
long term biases. Especially calibration parameters of the
xSRF and zSRF components fit very well with the refer-
ence values reported in Bettadpur (2009). In comparison
to period Pmax, no meaningful calibration parameters were
obtained using approach NGO. The small magnitude of the
non-gravitational acceleration decreases the signal-to-noise
ratio (SNR) of the non-gravitational accelerations extracted
from the reduced-dynamic orbits and makes it impossible
to obtain adequate calibration parameters without any con-
straints. Most notable deviations from the constant scales and
long term biases around the ˇ0 turning point can be seen
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for xSRF during period Pmin. As the orbital plane reaches
this orientation w.r.t. the Sun, the satellite spends minimal
time in the Earth’s shadow region. This mentioned aspect
in combination with a very small solar activity leads to
measured and modeled non-gravitational accelerations with
minimal variation of the signal amplitude. This small signal
variation causes highly correlated calibration parameters.

5 Conclusions

In this work we studied if two types of modeled accel-
erations can serve as a good reference for the calibration
of accelerometer measurements. We solved for daily scale
factors and biases without the introduction of any a priori
values and constraints for two 90 day periods during strong
and weak solar activities. The approach NGM is first of all
dependent on a reasonable choice of the drag coefficient that
suits the specific activity of the sun. In contrast, approach
NGO needs the employment of accurate time-variable grav-
ity models.

This study showed that the quality of approach NGM is
not as much affected by the solar activity (and therefore
the absolute magnitude of the modeled reference accel-
eration) as approach NGO. For approach NGO, realistic
scales and biases only could be obtained for the xSRF and
ySRF directions during the period with strong solar activity.
The quality of the obtained daily calibration parameters for
the period with low solar activity using approach NGO is
highly affected by the decreased signal-to-noise ratio of the
non-gravitational acceleration extracted from the reduced
dynamic orbits. This makes it impossible to estimate ade-
quate scale factors and biases at the same time. Nevertheless,
we think that if we would only solve for the biases, better
results would always be obtained with approach NGO which
employs GNSS measurements and accurate time-variable
gravity models. To solely solve for the biases guarantees that
the results are not distorted by unrealistic scale factors.

Furthermore, we confirm that when applying approach
NGO to the GNV1B orbits, a disturbing signal on ySRF

axis is present. We used a moving median filter to suc-
cessfully recover the underlying signal. Although further
investigations are needed, our first experiments using our
own computed reduced-dynamic orbits for approach NGO,
show that the disturbing signal is highly likely caused by the
characteristics of the provided GNV1B orbit data.
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PPPWithout Troposphere Estimation: Impact
Assessment of Regional Versus Global
Numerical Weather Models and Delay
Parametrization

Thalia Nikolaidou, Felipe Nievinski, Kyriakos Balidakis, Harald Schuh,
and Marcelo Santos

Abstract

Mapping functions based on global Numerical Weather Models (NWM) have been
developed in recent years to model the tropospheric delay in space geodetic techniques
such as the Global Navigation Satellite Systems (GNSS). However, the estimation of
residual tropospheric delay is still a necessity when high accuracy is required. Additionally,
correlation between the estimated tropospheric delay, the receiver clock offset and the
station height component, prolongs the time required for the solution to converge and
impacts directly the accuracy of the results. In this study, we applied tropospheric
corrections from high resolution NWM in GPS processing, in an attempt to acquire rapid
and accurate positioning results, waiving the need to estimate residual tropospheric delay.
Although high resolution NWM have outperformed standard atmosphere parameters
and global models, it is the first time they have been compared against NWM-derived
corrections, such as the operational Vienna Mapping Function 1 (VMF1) parameters.
The processing strategy employed utilizes different scenarios characterized by their
(a) NWM temporal and spatial resolution (b) grid or site-specific domain and (c) delay
parametrization. The results were assessed in terms of height components bias, convergence
frequency and time as well as residuals of the GPS analysis. Results showed an overall
scenarios agreement of about 20 cm for the height component. However, the site-specific
domain and high resolution NWM scenarios outperformed the grid-based ones in most
of the cases; centimeter compared to decimeter daily height time series bias along faster
convergence time constituted their performance. The final height offset with respect to
their ITRF14 values was almost three times larger for the grid-based scenarios compared
to the site-specific ones. The iono-free least squares adjustment residuals analysis
revealed similar patterns for all the scenarios while the estimated heights experienced a
reduction on the days of heavy precipitation under most of the scenarios; for some of
the stations the advantage of using direct ray-tracing became obvious during those days.
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Abbreviations

CMC Canadian Meteorological Centre
ECMWF European Centre for Medium-Range Weather

Forecasts
GAPS Global Navigation Satellite System Analysis

and Positioning Software
GNSS Global Navigation Satellite Systems
GPS Global Positioning System
HRDPS High Resolution Deterministic Prediction

System
IERS International Earth Rotation and Reference

Systems Service
IGS International GNSS Service
MF Mapping function
NWM Numerical Weather Model
PP Point Positioning
PPP Precise Point Positioning
SD Slant delay
TUW Technische Universität Wien
UNB University of New Brunswick
VMF1 Vienna Mapping Functions 1
ZD Zenith delay

1 Introduction

In the analysis of Global Navigation Satellite Systems
(GNSSS) observations, precise knowledge of the status
of the neutral atmosphere (troposphere) is essential. On the
one hand, for high-accuracy applications, where estimation
of residual zenith tropospheric delay is necessary, existing
correlations between the estimated parameters degrade the
accuracy of the estimated position, prolong the convergence
time and can even lead to faulty parameter estimation when
lacking an adequate number of observations. Specifically,
correlation between the estimated zenith tropospheric
delay, station height and receiver clock offset peaks for
observations at high elevation angles (Nilsson et al. 2013)
and precise modelling of the troposphere is required to
achieve geodetic accuracy. Several methods aiming to
decorrelate the estimated parameters and improve the
modelling for high-accurate GNSS applications have been
developed in past years (e.g., Shi and Gao 2014; Ahn 2016;
Yao et al. 2017; Douša et al. 2018). However, the need of

supplementary data and/or algorithm adjustment as well
as possible shortcomings for real-time applications impede
their general implementation.

On the other hand, for navigation or positioning applica-
tions where the level of absolute accuracy is not demanding,
such as autonomous positioning, i.e., use of single Global
Positioning System (GPS) engine or high-rate relative move-
ment tracking, one may omit estimating the tropospheric
delay especially when few observations are expected. In such
cases, whether single or dual frequency Point Positioning
(PP) is utilized, an external input is required for the elimi-
nation of the tropospheric delay or as it is commonly called,
error. The quality of the external input is critical as any
possible error will affect the estimated station height.

Evidently, whether or not the troposphere is estimated,
precise modelling of it aids positioning accuracy. Several
options exist for the mitigation of the tropospheric error.
The most popular of these are “blind” models, which use
empirical meteorological parameters or “grid-based” ones,
computed via ray-tracing in a Numerical Weather Model
(NWM). The parametrization of the tropospheric error at an
arbitrary elevation angle, referred to as the slant delay (SD),
is performed by means of a mapping function (MF) applied
to the zenith delay (ZD) at the site. The current state-of-art
and recommended by the latest International Earth Rotation
and Reference Systems Service (IERS) conventions MFs
(Petit and Luzum 2010), are the Vienna Mapping Functions 1
(VMF1), (Boehm and Schuh 2004) that utilize the European
Centre for Medium-Range Weather Forecasts (ECMWF)
operational NWM to model the atmosphere.

Although results of such a parametrization can be of suf-
ficient precision, ˙3 mm of station height (Böhm 2007) and
serve the needs of specific applications, under the presence
of atypical atmospheric conditions (e.g., heavy precipita-
tion, severe weather phenomena) the actual meteorological
parameters can be far from the model prediction resulting
in a computed delay bias that can reach up to 2 m for low
elevation angles.

Moreover, when large azimuth asymmetry is present,
especially in mountainous or coastal areas, VMF-type MFs
are unable to capture the azimuth asymmetry due to their
mathematical structure. Existing gradients can reach up to
a few decimeters for low elevation angles (Masoumi et al.
2017) introducing a centimeter bias to the height component
of the station according to the rule of thumb by Niell and
Petrov (2003) and as refined by Boehm and Schuh (2004).
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Modelling of such gradients is required (Boehm and Schuh
2013) and an effort was made to generate azimuth dependent
MF (Boehm et al. 2005) but its inability to supersede the
VMF1 rendered it non-operational (Landskron 2017). Cur-
rently, the asymmetric delay component is treated separately
by employing linear and nonlinear gradient components
(Landskron 2017; Masoumi et al. 2017; Balidakis et al.
2018).

Ray-tracing is able to simulate the delay at each satellite,
with or without the need to map the zenith delay. Addi-
tionally, the NWM provides the atmospheric 3D information
from which one is able to compute or estimate the azimuthal
asymmetry.

Recently, NWM with increased spatial and temporal res-
olution have been made available e.g., by the Canadian
Meteorological Centre (CMC), ECMWF and National Cen-
ter for Environmental Prediction. The scope of this study
is to evaluate the improvement in position when 3D ray-
tracing (Nievinski and Santos 2010) is utilized, compared
to the VMF-parametrization, when alternating the employed
NWMs. The presented results demonstrate the impact a
GPS Precise Point Positioning analysis (PPP) (Zumberge

et al. 1997) when no residual tropospheric delay is esti-
mated.

In the next sections, the research methodology is devel-
oped through five adopted scenarios used to retrieve the tro-
pospheric delay. Two scenarios make use of ray-traced delays
while the rest use the ZD-MF approach, alternating the
employed NWM. More details on the scenarios are provided
in Sect. 2. In the sequel, the retrieved delays are employed
in PPP and the obtained height position is evaluated against
its reference value. The residuals of the PPP analysis are
discussed in Sect. 3, and a summary of the outcomes of the
study is given in Sect. 4.

2 Data andMethodology

From 6th to 8th June, 2017 a severe precipitation event took
place in Victoria Island, BC (Canada), totaling from 24 to
31 mm of rain, depending on the location, the second largest
for that month (Fig. 1). Thus, the considered time duration
to be examined was chosen from 1st to 10th of June 2017.
The research was conducted based on data collected by eight

Fig. 1 Total rain records at meteorological station UCLUELET KENNEDY CAMP. Source: Meteorological Service of Canada, Environment and
Climate Change Canada
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Fig. 2 Location of selected
GNSS stations in British
Colombia, Canada

GNSS stations (Fig. 2). Seven of those stations are located
in the island near the ocean and their proximity allows the
study of local meteorological phenomena. The last station,
WSLB was chosen for its special location in Whistler, BC, at
a height of more than 924 m.

In order to address the scope of this study we define
three approaches to retrieve the tropospheric delay and the
spatial resolution of the NWM: (a) mapping function along
with the zenith delay (ZD-MF) on a geo-grid, (b) ZD-MF
specific to each site, (c) direct ray-tracing for all recorded
ranges. We also alternated the source used to model the atmo-
sphere: global or regional high resolution (Hi-Res) NWM.
In total we had five scenarios: M1, M2, M3, D1 and D2
(Table 1).

Scenario M1 utilizes the VMF1 in the standard way for
GNSS analysis i.e., SDs are expressed as the product of
the ZDs and MF; the ZD values and MF “a” coefficients
are retrieved from the Technische Universität Wien (TUW)
on-line repository.1 The TUW products are interpolated in
space (bilinear) and time (cubic) to match the observations’
processing interval. We shall call this scenario “ZD-MF
VMF1 – grid”.

Scenario M2 differentiates with respect to M1 only due to
the choice of the NWM: M2 uses the Global Deterministic
Forecast System (GDPS) from the Canadian Meteorological
Center (CMC). Although in a previous study (Nikolaidou

1http://ggosatm.hg.tuwien.ac.at/delay.html.

et al. 2018) the equality of the products resulted from the
ECMWF and CMC NWM has been demonstrated in terms
of station position repeatability, under the presence of large
azimuthal tropospheric asymmetry, the use of the latter is
potentially advantageous due to its increased spatial resolu-
tion i.e. CMC has a horizontal resolution of approximately
66 km. Still, the current scenario products were generated at
the same resolution as M1’s to facilitate the comparison. This
scenario is called “ZD-MF CMC-Glb - grid”.

In scenario M3, although still using the ZD-MF approach,
the computation is performed at each site, without grid inter-
polation, using the High Resolution Deterministic Prediction
System (HRDPS), from the CMC. HRDPS has a horizontal
resolution of about 2.5 km and a temporal resolution of
1 h. For this scenario, 2D ray-tracing (Nievinski and Santos
2010) � was performed, for the zenith delays and the
mapping functions’ “a” coefficients, at each site location
and at the GPS data interval (5 min). The motivation for
the creation of this scenario, is the assessment of the ZD-
MF approach with respect to the direct approaches and
particularly scenario D2 (explained below). It is referred to
as “ZD-MF CMC-Reg - site”.

Scenario D1 makes use of direct 3D ray-tracing per-
formed for every station-satellite link, at the data interval of
5 min. The CMC GDPS was used to model the atmosphere
which has median, with respect to ECMWF and HRDPS,
spatial resolution (66 km) and a temporal resolution of 6 h.
We shall refer to this scenario as “SD CMC-Glb - site”.

http://ggosatm.hg.tuwien.ac.at/delay.html
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Table 1 Generated scenarios and their characteristics

Scenario Approach NWM Product spatial resolution Product temporal resolution Name

M1 ZD-MF ECMWF operational On grid (2 � 2.5ı) Every 6 h ZD-MF VMF1 – grid

M2 ZD-MF CMC GLB On grid (2 � 2.5ı) Every 6 h ZD-MF CMC-Glb – grid

M3 ZD-MF CMC HRDPS At the site Every 1 h ZD-MF CMC-Reg – site

D1 SD CMC GLB At the site At observation level SD CMC-Glb – site

D2 SD CMC HRDPS At the site At observation level SD CMC-Reg – site

Fig. 3 Height time series (6 h processing) of every scenario: left BAMF and right UCLU station

Finally, scenario D2 represents again direct 3D ray-
tracing but using the CMC HRDPS, with its high spatial-
temporal resolution. One may suggest this scenario as the
most promising one, in matters of predicting accurately
the state of the atmosphere and thus the tropospheric
delay. We will refer to this scenario as “SD CMC-Reg -
site”.

After acquiring the zenith delays along with the mapping
functions and the slant delays for the direction of all recorded
ranges, for all the stations and days, each approach was
evaluated in GPS Precise Point Positioning (PPP) analysis.
The University of New Brunswick’s (UNB), available on-
line, GNSS Analysis and Positioning Software2 (GAPS)
was employed (Leandro et al. 2007). Precise satellite orbits
and clocks were utilized in a GPS-only processing mode
and the default options for GAPS processing.3 Each day
was processed individually. It is important to be noted that
throughout the analysis no additional tropospheric delay
was estimated. In other words, the tropospheric error was
left to be mitigated solely by the employed scenario. The
results of PPP were analyzed focusing on the height com-
ponent of each station. To make absolute comparisons, the
ITRF14 position of the stations, was considered to be the

2http://gaps.gge.unb.ca.
3http://gaps.gge.unb.ca/strategy.html.

reference value. For the International GNSS Service (IGS)
station ALBH the IGS weekly position was available and
thus was used instead. In the following sections, the height
bias, the convergence time and the root mean square error
of the residuals are examined for each station separately
and then the performance for each scenario is summa-
rized.

3 Analysis

3.1 Height Time Series Bias, RMSE and 95%
Percentile, with Respect
to the Reference Value

The scope of this section is to evaluate the height variation
within each scenario, with respect to the reference value
(ITRF14 or IGS weekly solution), throughout a 6-h worth
processing period and for every station. Consequently, each
scenario performance is accessed over all stations throughout
the processing period of the 10 days.

In the beginning, the estimated height time series, dis-
cerned by scenario (choice), were compared with the refer-
ence value for all the days and each station. In general, and
with the exceptions of few epochs, all scenarios have a maxi-
mum disagreement of 20 cm. Although the scenarios seem to

http://gaps.gge.unb.ca
http://gaps.gge.unb.ca/strategy.html
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Fig. 4 Height time series (6 h of processing) of every scenario: left PTAL and right SCO4 station

Fig. 5 Height time series bias,
averaged over all days, for each
scenario and station, when
excluding initial convergence
time

follow each other (Fig. 3),4 one can easily separate between
the grid-based (M1 and M2) and site-specific approaches
(Fig. 4). It is noticeable, and further discussed below, that
for the latter, the time series bias is smaller. Furthermore,
the weather patterns are characteristically portrayed in the
figures by the sudden height reduction on the 6th (day of year
157) of June for the stations BAMF, UCLU and SCO4 and
then again on the 8th (day of year 159) for all the stations
except SC04. These patterns agree well with the total rain
records of the nearby meteorological stations.

Examining the total performance of each approach among
all stations, although station-based variations exist, the grid
scenarios M1 and M2 have overall the largest unsigned
biases: 7–19 cm (7–15 cm excluding station WSLB). The

4An initial window of 2 h, allowed for convergence, has been excluded
from the plot.

(unsigned) biases for M3, D1 and D2 ranging from 4 to
11 cm (4–8 cm excluding WSLB) are the smallest at station
PTRF and largest in all scenarios for station WSLB, which is
located at an altitude of about 910 m in Whistler. Comparing
the grid-based with the site-based scenarios the latter show
an improvement ranging from 22% (at UCLU) to 67% (at
PGC5) with a mean improvement over all stations of 49%.

Considering that the PPP technique is subject to a conver-
gence time necessary for the parameters to reach their final
value, a respective comparison was conducted excluding a
mean convergence time of 2 h from every processing (Fig. 5).
In this case, the site-based scenarios perform even better with
a minimum improvement of 37% (UCLU) and maximum
78% (PGC5). An overall improvement of 65% is achieved.
To be noted that at station UCLU, the site-based scenario
using the global NWM provides slightly worse or equal, for
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Table 2 Mean height time series bias for every scenario

Scenario M1 M2 M3 D1 D2

Bias (m) 0:128 0:110 0:057 0:059 0:057

Bias (m) excl. conv. 0:104 0:086 0:030 0:033 0:030

the two comparisons respectively, results to the grid ZD-MF
scenario that uses the same NWM.

The mean unsigned bias (with respect to the reference
value) for each scenario is displayed in Table 2. With respect
to the whole time series comparison, the grid approaches
(M1 and M2) have a mean bias of more than 10 cm while
the direct approaches (D1 and D2) and the ZD-MF approach
using the Hi-Res NWM (M3) have a mean bias of about
6 cm. On the other hand, excluding convergence period,
reduces all the biases by approximately 3 cm, allowing for
about 50% improvement for all the site-based scenarios.
It is hard to distinguish between the last three scenarios
considering the small sample (8 stations) and their millimeter
level differences.

The root mean square error (RMSE) of the height time
series with respect to the reference value, when considering
the full time series, is similar for all approaches and varies
only by station; smallest at PTRF and largest at WSLB.
Nonetheless, a slightly larger RMSE is noticed for the two
grid approaches among all stations with the exception at
UCLU. However, excluding the initial convergence period,
besides the resulted scale difference, reveals a more spread
behavior of each scenario (Fig. 6). Specifically, M1 and M2
have a similar (RMSE) standard deviation (STD), over all
stations, of 3.4 cm; M3 has a STD of 2.2 cm followed by D1
and D2 scenarios with 2.3 cm and 1.5 cm respectively. Their
respective RMSE mean values are: 11 and 9.2 cm for the
M1 and M2 respectively and 3.5 cm on average for all the

site-based scenarios (M3, D1 and D2). One may notice the
resemblance between the STD and the presumed accuracy
of each scenario in view of their parametrization and data
source.

Lastly, as another means of assessing the precision of
the scenarios employed, the 95% percentile of the height
residuals (retrieved height time series – reference value)
was calculated for every station and scenario (Fig. 7). As it
can be observed, M1 and M2 scenarios have systematically
the largest residuals; between the site-based scenarios, none
has a systematic behavior over all stations; however, the
following can be concluded: for M1 and M2, with a similar
behavior, 95% of the residuals are below 18 and 15 cm
respectively. This could indicate a slightly smaller frequency
of the extreme-outlier retrieved values. The respective num-
ber for M3 is 7.7 cm while the two direct ray-tracing
scenarios (D1 and D2), have the majority of their residuals
below 8.4 cm and 8 cm respectively. Regardless the slightly
higher values of the direct scenarios compared to the ZD-MF
M3 scenario, which will be discussed later, the results show a
potential superiority of the regional NWM handling extreme
observations. The mean values of the 95% percentiles are
shown in Table 3.

3.2 Convergence to the Reference Value
(ITRF14)

Next, the convergence time of each approach was examined.
Convergence hereafter is defined with respect to the refer-
ence value indicating the confluence of the time series to
the latter: the height parameter is considered as “converged”
if is within 1 cm deviation from the reference value for at
least 20 consecutive minutes. With the above definition for

Fig. 6 Height time series RMSE
for each scenario and station,
when excluding initial
convergence time
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Fig. 7 95% percentile of the
height time series residuals for
each scenario and station

Table 3 95% percentile of the height time series residuals for each
scenario

Scenario M1 M2 M3 D1 D2

95% percentile (m) 0.183 0.153 0.077 0.084 0.080

convergence, Fig. 8 shows the mean number of times, over
the 10 days, an approach has converged for every station.
It is noticed that the grid approaches achieve convergence
only for half of the stations (M1 and M2 did not converge
for stations PGC5, PTAL and WSLB – M1 did not converge
also for SC04). The approaches M3, D1 and D2 achieve
convergence, at least once, for all stations but WSLB. The
meteorological values retrieved from ray-tracing are the
result of interpolation in the NWM grid datapoints. Thus,

the delay at an arbitrary point (which does not coincide
with a NWM datapoint) depicts an average delay of its
neighboring NWM datapoints. The inability of the models
to reach convergence at WSLB station can be attributed to a
poor interpolation due to the ridged topography at the site.
In other words, the poor prediction about the slant delay
presumably resulted to a biased estimation of the station
height.

Considering all the times each approach converged
throughout the days and for all stations, M1 and M2, grid
approaches, converged only 9% of the times (i.e. 7 times
out of all possible 80) (Table 4). The approaches that utilize
the Hi-Res NWM (M3 and D2) converged for about half
of the times. The approach which utilize the global NWM
converged 41% of the times.

Fig. 8 Mean number of times
each scenario converged, to the
reference value, for each scenario
and station
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Table 4 Mean number of times each scenario converged to the refer-
ence value for each scenario

Scenario M1 M2 M3 D1 D2

Total # of times it converged 7 7 40 33 39

% of times it converged 9 9 50 41 49

3.3 Time Required to Converge
to the Reference Value (ITRF14)

Figure 9 shows the mean time taken by each approach to
converge to the reference value. It can be seen that for station
WSLB all the approaches took longer to converge (except
D1 which was longer at UCLU). For station ALBH, in
Albert Head, both the grid (M1 and M2) and the D1 and D2
direct approaches required comparable time to converge. The
direct approaches showed the best results at station PTRF
(again).

Considering all the stations, the direct approach on the Hi-
Res NWM (D2) precedes, reaching convergence after about
3.5 h (212 min) followed by the ZD-MF approach (M3) on
the same NWM (3.8 h) and the other direct approach on the
global NWM (D1) (almost 4 h). About 5.3 h are needed for
the VMF1 and UNB-VMF1 approaches (Table 5).

3.4 Final Height Value Bias with Respect
to the Reference Value

Continuing the analysis, this section deals with the final value
of the height, resulting from 6 h of processing when all
estimated parameters are considered to have stabilized and
their values attained their maximum precision (in terms of
reaching their smallest standard deviation). In Fig. 10, the

Table 5 Mean time (in hours) to converge to the reference value for
each scenario

Scenario M1 M2 M3 D1 D2

Mean time (h) 5.33 5.28 3.8 3.95 3.53

final height bias with respect to the reference height value is
displayed, daily, for every approach and station. Although the
height bias differs by day and station among each approach,
it is noted that for two stations (BAMF and WSLB) all the
approaches are characterized by a positive bias. It can be also
seen that for Days Of Year (DOY) 152, 157 and 161 (June
1st, 6th and 10th respectively), three stations (PGC5, PTAL
and PTRF) experience unusual lager biases (up to 8 cm) for
the grid approaches.

Considering the mean final height bias for every approach
per station (Fig. 11), the superior performance of both
the direct approaches (D1, D2) is evident as well as the
ZD-MF approach but utilizing the Hi-Res NWM at the
site (M3). Despite the biases of the grid approaches (M1,
M2), which vary based on the station, the UNBVMF1
grid (M2) has consistently smaller mean height bias
than M1. The largest height biases in all approaches
appear again for station WSLB for the aforementioned
reason.

The mean final height bias for each approach is shown in
Table 6. The approaches that make use of the Hi-Res NWM
have almost equivalent mean final height bias of about 3 cm,
with respect to the reference value. The direct approach on
the global NWM follows with comparable bias (3.4 cm). As
already pointed out the grid approach, that utilizes the CMC-
Glb NWM, follows with a mean bias of almost 9 cm whereas
the maximum value is at 10 cm for the VMF1 scenario which
utilizes the ECMWF’s operational model operational NWM.

Fig. 9 Mean time (in hours) for
each scenario to converge, to the
reference value, for each station
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Fig. 10 Final height offset for
every scenario, station and day of
the study. From top left to bottom
right the stations are: ALBH,
BAMF, PGC5, PTAL, PTRF,
SC04, UCLU and WSLB

Fig. 11 Mean final height bias
for each scenario and station

Table 6 Mean final height bias for each scenario

Scenario M1 M2 M3 D1 D2

Final bias (cm) 10.9 8.7 2.9 3.4 3.1

Special care should be given to the fact that these results
represent a view of the performance of the approaches at the
selected sites and it would be ill advised to draw global or
even long-term conclusions.

3.5 PPP Analysis Phase Residuals

To complete the analysis, it would be an oversight not to
inspect the residuals of the PPP least squares adjustment
filter. We examined the phase residuals as the code ones

showed only small variations. The RMSE of the phase
residuals for every approach and station are displayed in
Fig. 12. Contrary to what was expected the direct approaches
(D1, D2) have larger mean residuals compared to the ZD-
MF approach which uses the Hi-Res NWM (M3); the M3
approach, has consistently the smallest RMSE. In general,
the residuals of the direct approaches are comparable with
the grid ones.

Table 7 presents the overview for each approach. In
spite of the fact that M3 keeps the lead, the RMSE value
of the residuals, among the approaches, excluding M3, is
1 cm. Therefore, one may presume that the variations of
the residuals are on the noise level and are based on the
current conditions, environment and location of the station.
Approaches D1 and D2 unexpected large values could be
attributed to the proximity of the station to the horizontal
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Fig. 12 RMSE phase residuals
for each scenario and every
station

Table 7 Mean phase residuals for each scenario

Approach M1 M2 M3 D1 D2

RMSE of phase residuals (m) 0.010 0.009 0.007 0.010 0.010

spatial boundaries of the NWM; for low elevation angles
part of the computed delay results outside the NWM limits
where a surrogate modeling using climatology is employed.
Notwithstanding, it would be considered doubtful to derive
conclusions upon the residuals due to their small magnitude
which is at the PPP noise level.

4 Conclusion

This study explored two ways of tropospheric delay
parametrization in point positioning under using different
NWM data sources and parameter resolutions. The
delay parametrization using zenith delays and mapping
functions was compared against direct ray-tracing at the
observation level; three distinct NWM were employed
namely the ECMWF, the CMC GLB and HRDPS, and
the delay parameters were either interpolated from the
nearby grid data points or computed directly at the site.
With respect to the NWM employed the case study
constitutes the first evaluation of the CMC HRDPS for
positioning.

For the zenith delays and mapping functions approach,
two grid scenarios using global NWM (ZD-MF VMF1/CMC-
Glb) and one site scenario (ZD-MF CMC-Reg) using
the regional high-resolution NWM were established,
whereas for the direct ray-tracing, two scenarios at the
observation level, one for each NWM category: global
or regional high resolution, (SD CMC-Glb/Reg) were
established.

All the scenarios were evaluated in PPP analysis using
the GAPS software, while no tropospheric delay was esti-
mated. Five criteria were used to characterize each scenario’s
performance: (a) the height time series bias, RMSE and
95% percentile (b) the final height offset, (c) the times
each scenario converged, (d) the convergence time itself and
(e) the residuals of the ionosphere-free PPP adjustment. In
general, all the scenarios agreed within 20 cm, with regard
to the height time series bias. However, the grid and non-
grid (at the site) approaches could be easily grouped by
their cm offset. The mean bias from the reference value
was more than 1 decimeter for both grid scenarios and
about half for the other ones. Using the site-based sce-
narios resulted in average 49% improvement in the height
time series offset. When excluding an initial convergence
period, the improvement rose to 65%. The RMSE of the
time series, when considering the full height time series,
varied mostly station-wise and was less due to the choice
of the scenario. However, excluding the initial convergence
period, the average RMSE of the site-based scenarios was
3.5 cm compared to 10 cm of the grid-based scenarios.
A 95% percentile analysis of the height residuals showed
a potential superiority of the regional NWM compared to
the global one when the direct ray-tracing approach was
utilized.

With regard to the times each scenario reached the refer-
ence value successfully (converged), the ZD-MF CMC-Reg-
Site performed the best, achieving convergence for at least
20 consecutive minutes for half of the 10 days of processing.
The direct ray-tracing scenarios, SD CMC-Glb-Site/Reg-Site
followed closely but both the grid based global ZD-MF ones
achieved convergence only 9% of the time. Time-wise, the
site scenarios converged about 1.6 h faster compared to the
grid ones. The final height offset was about 3 cm for the
site scenarios and reached a minimum for the ZD-MF CMC-
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Reg-Site. The SD CMC-Glb-Site and Reg-Site scenarios had
approximately 10 cm offset from the reference value. Finally,
the residuals of all the approaches had a RMSE value of
about 10 cm with the exception of the ZD-MF CMC-Reg-
Site that had 7 cm. In essence, one may point out that
the site scenarios have a clear advantage whether they are
employing the ZD-MF or the direct ray-tracing approach.
However, the latter has systematically improved results even
when compared to the ZD-MF approach at the site, using the
same Reg-Site NWM. Lastly, a reduction in the estimated
heights was noticed for the heavy precipitation days under
most of the scenarios and for some stations the advantage of
using direct ray-tracing became obvious.
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Calibration of Empirical Models of
Thermospheric Density Using Satellite Laser
Ranging Observations to Near-Earth Orbiting
Spherical Satellites

Sergei Rudenko, Michael Schmidt, Mathis Bloßfeld, Chao Xiong,
and Hermann Lühr

Abstract

The thermosphere causes by far the largest non-gravitational perturbing acceleration of
near-Earth orbiting satellites. Especially between 80 km and 1,000km, the thermospheric
density distribution and variations are required to model accurately this acceleration for
precise orbit determination (POD), ephemeris computation and re-entry prediction of the
Low-Earth Orbiting (LEO) satellites. So far, mostly on-board accelerometers are used to
measure the thermospheric density. However, such type of satellite is usually of complex
shape and any error or mismodelling in the satellite drag coefficient and satellite effective
cross-sectional area will directly propagate into the derived thermospheric density values.
At GFZ, an empirical model of the thermospheric mass density denoted as “CH-Therm-
2018” has been developed by using 9 years (2001–2009) of CHAMP observations.

A completely different approach for thermospheric density determination is based on
using satellite laser ranging (SLR) measurements to LEO satellites equipped with retro-
reflectors to determine an accurate satellite orbit. These measurements are sensitive to small
perturbations acting on the satellite. In order to minimize the error induced by imprecise
satellite macro-models, we use in our investigation SLR observations to satellites with
a simple spherical shape and thus, relate estimated scaling factors to the thermospheric
density.

In this paper, we use SLR observations to two ANDE-2 satellites – ANDE-Castor and
ANDE-Pollux – as well as SpinSat with altitudes between 248 km and 425 km to calibrate
the CH-Therm-2018 model, as well as four other empirical models of thermospheric
density, namely CIRA86, NRLMSISE00, JB2008 and DTM2013. For our tests, we chose
a period from 16 August 2009 to 26 March 2010 of low solar activity and a period from
29 December 2014 to 29 March 2015 of high solar activity. Using data of a few geodetic
satellites obtained at the same and different time intervals allows us to investigate the
reliability of the scaling factors of the thermospheric densities provided by the models.
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We have found that CIRA86 and NRLMSISE00 most significantly overestimate the
thermospheric density at the period of low solar activity among the models tested. The
JB2008 model is the least scaled model and provides reliable values of the thermospheric
density for the periods of both low and high solar activity. The GFZ CH-Therm-2018
model, on the contrary, underestimates the thermospheric density at the time interval of low
solar activity. Using SLR observations at longer time intervals should allow to investigate
temporal evolution of the scaling factors of these models more precisely.

Keywords

ANDE-2 � Empirical thermosphere models � Precise orbit determination � Satellite Laser
Ranging (SLR) � SpinSat � Thermospheric drag

1 Introduction

The non-gravitational acceleration within the equation of
motion of a satellite comprises the direct solar radiation
pressure, the pressure due to Earth’s albedo and infrared
radiation pressure, drag-like parts due to the thermospheric
drag and the solar wind pressure and other terms, e.g., related
to the Earth’s magnetic field (Milani et al. 1987) as well
as thermal effects related to different temperature values
of the satellite surface, such as the Yarkovsky-Rubincam
(Rubincam 1987) and the Yarkovsky-Schach (Afonso et al.
1989) effects.

For near-Earth or Low-Earth Orbiting (LEO) satellites –
especially between altitudes of 80 km and 1,000 km – the
atmospheric drag is the largest non-gravitational perturba-
tion acceleration (Milani et al. 1987) and, thus, the main
error source in Precise Orbit Determination (POD) of these
satellites. The drag mainly depends on the thermospheric
density, which is closely related to the electron density of
the ionosphere and, thus, also to space weather activity
(Emmert 2015). In the LEO satellite POD, the thermospheric
density is presently described by empirical models such as
the Jacchia-Bowman 2008 (JB2008) model (Bowman 2008)
or the COSPAR International Reference Atmosphere 1986
(CIRA86) model (Hedin et al. 1988), which use globally
defined space weather parameters such as the solar radio flux
at a wavelength of 10.7 cm (F10.7) and some other param-
eters. The other two models widely used are NRLMSISE00
(Naval Research Laboratory Mass Spectrometer Incoherent
Scatter Radar Extended, Picone 2002) and DTM2013 (Drag
Temperature Model, Bruinsma 2015).

In the last two decades, accelerometer instruments and
star trackers onboard such LEO satellites like the CHAlleng-
ing Minisatellite Payload (CHAMP, Reigber et al. 2002), the
Gravity Recovery and Climate Experiment (GRACE, Tapley
et al. 2004) and Gravity field and Ocean Circulation Explorer
(GOCE, Floberghagen et al. 2011) provided thermospheric
density data with a high accuracy and resolution. A review

of thermospheric density models can be found in Emmert
(2015). Based on 9 years (from August 2000 to July 2009)
of CHAMP acceleration measurements covering periods of
both high and low solar activities, a new empirical thermo-
spheric mass density model “CH-Therm-2018” (Xiong et al.
2018) has been developed at GFZ.

Satellite data can be used not only to derive models
of thermospheric density, but also to validate them. Thus,
Doornbos et al. (2005) studied feasibility of using satellite
orbit and tracking data for calibration of atmospheric density
provided by CIRA-72 model. A detailed analysis of input
parameters used by various atmospheric drag models was
performed by Vallado and Finkleman (2014). The impact of
atmospheric drag on some geodetic spherical satellites at the
altitudes of 800–1500km was discussed by Sośnica (2015).
Recently, Bruinsma (2017) found that the DTM2013 model
fits best to the thermospheric neutral density derived from
GOCE observations from November 2009 to October 2013
at the satellite altitude of 170–275km.

2 SLRMeasurements to LEO Satellites

Satellite Laser Ranging (SLR) is a geodetic tracking tech-
nique which can be used for a POD of LEO satellites.
SLR provides highly accurate travel time measurements
of laser pulses reflected at Retro-Reflector Arrays (RRA)
mounted on the satellite surface which have been emitted
from telescopes on the Earth’s surface. Due to the high
precision [1–3mm for a normal point for a geodetic satellite
(Combrinck 2010)] SLR observations are highly sensitive
to any perturbing acceleration acting on the satellite and,
thus, to the atmospheric drag. An analysis of SLR obser-
vations to spherical (cannon-ball) satellites can be used
to calibrate thermospheric density computed using various
thermospheric density models and, therefore, to validate
respective models (Panzetta et al. 2018). In order to increase
the accuracy of estimated thermospheric density, we use in
this investigation SLR observations to LEO satellites again
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Table 1 The main parameters of the three applied satellites: COSPAR
ID, diameter (D), mass (m), the ratio of the cross-sectional area of the
satellite to its mass (Aref=m), center-of-mass correction (CoM), drag

coefficient (CD) computed using the JB2008 model, initial altitude (h),
orbit inclination (i ) and the period of the SLR data availability

Satellite COSPAR D m Aref=m CoM CD h i SLR data availability
name ID (m) (kg) (m2/kg) (m) (–) (km) (ı) Start End

ANDE-P 0903805 0.4826 27.442 0.006666 0.224 2.1149˙0.0015 350 51.6 4 Aug. 2009 16 Mar. 2010

ANDE-C 0903806 0.4826 47.450 0.003855 0.225 2.1145˙0.0016 350 51.6 4 Aug. 2009 1 Aug. 2010

SpinSat 9806714 0.5580 52.650 0.004645 0.264 2.1261˙0.0023 425 51.6 12 Dec. 2014 31 Jan. 2017

of spherical shape, since the computation of air drag of
such satellites is easier and more accurately than that one of
satellites of complex form requiring precise information on
the satellite macro-model and satellite orientation in space
(Rudenko et al. 2017).

We use in our study the two satellites “Atmospheric
Neutral Density Experiment-2” (ANDE-2) “Pollux” (P) and
“Castor” (C) (Nicholas et al. 2009), as well as the “Spe-
cial Purpose Inexpensive Satellite” (SpinSat, Nicholas et al.
2013). The ANDE-P and ANDE-C satellites were launched
on 30 July 2009 from the Space Shuttle at the altitude of
350 km.1 The SpinSat was deployed from the International
Space Station (ISS) on 28 November 2014 at the altitude of
425 km.2 All three satellites were sponsored by the Naval
Research Laboratory and launched in near-circular orbits
with an inclination of about 51.6ı to the Earth’s equator
with the purpose to determine total thermospheric neutral
density. SpinSat was used also for tests of spin control of the
spacecraft using dedicated thrusters. The main parameters
of these satellites are given in Table 1. Due to high air
drag at these relatively low attitudes the duration of these
missions was relatively short: about 8, 12 and 25 months
of ANDE-P, ANDE-C and SpinSat, respectively. Thus, the
ANDE-P spacecraft re-entered the Earth’s atmosphere end of
March 2010. The ANDE-C mission ended in August 2010,
and SpinSat re-entered the Earth’s atmosphere on 11 March,
2017.

Our approach is based on a fully dynamic POD of the
selected spherical satellites using the DGFI Orbit and Geode-
tic parameter estimation Software (DOGS) (Gerstl 1997;
Bloßfeld 2015). All a priori models used in the POD are
based on the recommendations of the IERS Conventions
2010 (Petit and Luzum 2010). Based on the results obtained
by Rudenko et al. (2018), DTRF2014 (Seitz et al. 2016)
has been selected as a realization of the Terrestrial Refer-
ence System. More details on the applied POD approach
and dynamical models used are given in Panzetta et al.
(2018).

1https://ilrs.cddis.eosdis.nasa.gov/missions/satellite_missions/past_
missions/anda_general.html.
2https://ilrs.cddis.eosdis.nasa.gov/missions/satellite_missions/past_
missions/spin_general.html.

For the LEO POD, we model in our approach the thermo-
spheric drag adrag as

adrag D �1

2
fs

Aref

m
CD �M v2

rel uD; (1)

where uD is the drag unit vector, vrel is the satellite velocity
with respect to the atmosphere, Aref is the effective cross-
sectional area of the satellite, m is the satellite mass, CD is
the dimensionless drag coefficient, fs is the scaling factor
and �M is the thermospheric neutral density provided by a
model. The Aref=m ratio is constant for a spherical passive
satellite. The adrag, vrel values and uD are determined from
satellite POD. CD is computed using a Gas-Surface Interac-
tion model taking into account constituents of thermosphere
at a satellite position (Panzetta et al. 2018). Therefore, a
scaling factor fs can be derived from Eq. (1).

We apply in this study five empirical models of the
thermospheric density (CIRA86, NRLMSISE00, JB2008,
DTM2013 and CH-Therm-2018) for the POD of three LEO
satellites (ANDE-P, ANDE-C and SpinSat) – different mod-
els for different satellites. The Horizontal Wind Model 2014
(Drob et al. 2015) is included for all five models. The scaling
factor fs in Eq. (1) accounts for the different magnitude of
the density values computed from different models of ther-
mospheric density. We estimate the scaling factor fs accord-
ing to Eq. (1) with a temporal resolution of 6–12 h depending
on the amount of SLR observations available at the periods,
when the number of observations exceeds the number of
estimated parameters. The list of the parameters estimated at
each orbital arc additionally includes six Keplerian elements.
Since no precise information on the optical properties of the
satellite surface is available, we put the satellite reflectivity
coefficient to 1.0 for all satellites and estimate additionally
one solar radiation pressure coefficient, one Earth’s albedo
and infrared radiation pressure coefficient, and transversal
and normal once-per-revolution cosine and sine empirical
accelerations at each arc.

3 Empirical Models of Thermospheric
Density

The empirical model of thermospheric mass density, named
“CH-Therm-2018”, is derived using 9-year (2001–2009)data

https://ilrs.cddis.eosdis.nasa.gov/missions/satellite_missions/past_missions/anda_general.html
https://ilrs.cddis.eosdis.nasa.gov/missions/satellite_missions/past_missions/anda_general.html
https://ilrs.cddis.eosdis.nasa.gov/missions/satellite_missions/past_missions/spin_general.html
https://ilrs.cddis.eosdis.nasa.gov/missions/satellite_missions/past_missions/spin_general.html
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from the CHAMP mission. Seven “key” parameters, height
(h), solar flux (P 10:7), season (DoY , day of year), magnetic
local time (mlt), geographic latitude (�) and longitude (�),
and magnetic activity represented by the solar wind merging
electric field (Em), have been taken into account for con-
structing the model. An exponential function with a constant
scale height has been used for describing the height variation
of the thermospheric mass density, and the solar flux and
magnetic activity dependences have been described by using
quadratic functions. The dependencies on DoY , mlt, � and �

are described by using trigonometric functions (Xiong et al.
2018). Similar to Liu et al. (2013), a multi-variable least-
squares fit has been used for deriving the coefficients from
the CHAMP measurements.

The Mass-Spectrometer-Incoherent-Scatter (MSIS)
model describes the neutral temperature and density in the
upper atmosphere. In the thermosphere, i.e. above about
100 km, the COSPAR International Reference Atmosphere
model CIRA86 is identical with MSIS86 (Fleming 1988).
NRLMSISE00 (Picone 2002) is another empirical, global
model of the Earth’s atmosphere based on the earlier models
MSIS86 and MSISE90, but updated with actual satellite
drag information. The primary use of NRLMSISE00 is to
compute predictions of the satellite orbital decay due to
atmospheric drag.

The empirical atmospheric density Jacchia-Bowman 2008
(JB2008) model was developed as an improved version of the
Jacchia-Bowman 2006 model which is based on Jacchia’s
diffusion equations (Bowman 2008). JB2008 is based on
orbit-derived density data collected within the years 1997–
2007 in the altitude range of 175–1,000km. The model is
valid for altitudes larger than 90 km and years starting from
1997.

The DTM2013 model is based on orbit- and
accelerometer-derived data as well as optical spectrometer
measurements from the years 1961 to 2012. It is valid for
altitudes larger than 120 km.

All the four empirical models introduced before are
amongst other quantities, driven by globally defined space
weather parameters such as the F10.7 (reflecting solar
activity) and the Kp (reflecting magnetic activity) indexes as
well as other parameters such as local time and position; for
more details on the models see e.g. Emmert (2015).

4 Results

We have processed SLR observations to the ANDE-C satel-
lite at a 220-day time interval from 16 August 2009 to
26March 2010 (satellite altitude range of 297–350km) using
four empirical models of thermospheric density: CIRA86,
NRLMSISE00, DTM2013 and JB2008. We have chosen
this time interval of the ANDE-C mission, since it contains

more SLR observations than the remaining part. Figure 1
shows the estimates of the scaling factor fs from ANDE-C
SLR measurements using these models. A few gaps in the
estimated scaling factors in Figs. 1, 2, 3, and 4 are caused by
the gaps in the SLR observations for the respective satellites
not allowing estimation of these parameters at such periods
of time. The JB2008 model shows the median (mean) value
of 0.980 (0.974) of fs that is most close to 1 indicating
that this model is the least scaled model among the four
thermospheric models tested for this satellite (Table 2). The
smallest standard deviation (0.159) of the estimated scaling
factors is obtained for DTM2013 and the largest one (0.213)
is computed for JB2008. The two MSIS models CIRA86 and
NRLMSISE00 give very similar results for the mean (0.678),
median (0.652, 0.657), RMS (0.706, 0.707) and standard
deviations (0.195, 0.200) of the estimated scaling factors.
The mean values of the scaling factors of the four thermo-
spheric models obtained by us using SLR observations to
the ANDE-C satellite at the time interval from 16 August
2009 to 26 March 2010 agree very well (within 8.8% for
JB2008 and 4.0–4.7% for three other models and well within
the standard deviations) with those obtained for the same
models using SLR measurements to the ANDE-P satellite
at an overlapping 49-day time interval from 16 August
2009 to 3 October 2009 (satellite altitude range of 248–
369 km, Fig. 2). In fact, both satellites were flying at the same
time at a similar altitude in close parts of the space. The
scaling factors obtained from the ANDE-C satellite (Table 2)
indicate smaller standard deviations than those obtained from
the ANDE-P satellite (Table 3). This is, most probably, due
to a doubled step size for the fs estimation (12 h instead of
6 h) for ANDE-C at the major part of the time interval. Using
the 0.6-year time interval from 2009.63 to 2010.23 we have
estimated a linear trend of the scaling factors for each model
that ranges from 0.360/year for DTM2013 up to 0.762/year
for JB2008 (Table 2).

Figure 3 shows the estimated scaling factors fs for the
CH-Therm-2018 model applied in the ANDE-P POD at a
46-day time interval from 16 August to 30 September 2009,
as compared to those obtained using the JB2008 model
at the same time interval. Whereas the estimated scaling
factor values for the JB2008 model are mostly less than 1
(median of 0.874, mean of 0.861 with a standard deviation
of 0.261), the corresponding scaling factor values for the CH-
Therm-2018model are larger than 1 (median of 1.267, mean
of 1.401, with a standard deviation of 0.597). The larger
variability of the CH-Therm-2018 model is probably due
to the parameterization with Em for the magnetic activity,
which is more variable than Kp used for other models.

We have processed additionally SLR observations to
SpinSat at a 91-day time interval from 29 December 2014 to
29 March 2015 and altitude range of 393–425km by using
CIRA86, NRLMSISE00 and JB2008 thermospheric density
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Fig. 1 Scaling factors fs for CIRA86, NRLMSISE00, DTM2013 and JB2008 models estimated from ANDE-C SLR measurements from
16 August 2009 to 26 March 2010

Fig. 2 Scaling factors fs for CIRA86, NRLMSISE00, DTM2013 and JB2008 models estimated from ANDE-P SLR measurements from
16 August 2009 to 3 October 2009
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Fig. 3 Scaling factors fs according to Eq. (1) estimated from ANDE-P POD using the JB2008 (blue) and CH-Therm-2018 (red) models for the
46 days from 16 August to 30 September 2009

Fig. 4 Scaling factors fs for CIRA86, NRLMSISE00 and JB2008 models estimated from SpinSat SLR measurements from 29 December 2014
to 29 March 2015
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Table 2 Mean, median, RMS, standard deviation (STD) and trend of
the scaling factors fs for each thermospheric model (the wind model
HWM14 is included) estimated using SLR observations to ANDE-C
from 16 August 2009 to 26 March 2010

Thermosp- Mean Median RMS STD Trend
heric model .fs/ .fs/ .fs/ .fs/ (year�1)

CIRA86 0.678 0.652 0.707 0.200 0.560

NRLMSISE00 0.678 0.657 0.706 0.195 0.570

DTM2013 0.827 0.825 0.842 0.159 0.360
JB2008 0.974 0.980 0.997 0.213 0.762

Table 3 Mean, median, RMS and standard deviations (STD) of the
scaling factors fs for each thermospheric model (the wind model
HWM14 is included) estimated using SLR observations to ANDE-P
from 16 August to 3 October 2009

Thermospheric Mean Median RMS STD
model .fs/ .fs/ .fs/ .fs/

CIRA86 0.646 0.610 0.697 0.263

NRLMSISE00 0.651 0.595 0.697 0.250

DTM2013 0.790 0.790 0.825 0.236

JB2008 0.888 0.908 0.928 0.270
CH-Therm-2018 1.401 1.267 1.523 0.597

Table 4 Mean, median, RMS and standard deviations (STD) of the
scaling factors fs for each thermospheric model (the wind model
HWM14 is included) estimated using SLR observations to SpinSat from
29 December 2014 to 29 March 2015

Thermospheric Mean Median RMS STD
model .fs/ .fs/ .fs/ .fs/

CIRA86 1.039 1.024 1.068 0.247
NRLMSISE00 1.050 1.038 1.074 0.227

JB2008 1.112 1.070 1.136 0.233

models. The scaling factors fs computed by processing
these data are shown in Fig. 4 indicating some periodical
variations. The median (mean) values of the scaling factors
range from 1.024 (1.039) for CIRA86 to 1.070 (1.112) for
JB2008 (Table 4). Similar to the scaling factors derived
from the ANDE-C data, the mean, median, RMS and
standard deviation of the scaling factors of the CIRA86 and
NRLMSISE00 models derived from SpinSat data are close
to each other. At the same time, the mean, median, RMS
and standard deviation of the scaling factors for CIRA86,
NRLMSISE00 and JB2008 derived from SpinSat data for
January to March 2015 are larger than those obtained using
ANDE-C data for August 2009 to March 2010 (Table 2).
This is in a good agreement with the results of Emmert et al.
(2010) who found that during 2007–2009 the thermospheric
densities at an altitude of 400 km were about 10–30% lower,
compared with the values given by thermospheric models.
With the increase of solar activity in 2010 (Fig. 5) the deficits
of the models become smaller again. The increased standard
deviations of the scaling factors obtained from SpinSat
for December 2014 to March 2015, as compared to those

obtained from ANDE-C for August 2009 to March 2010 are,
most probably, due to the higher level of solar activity in
the former time interval, as compared to that one in the later
one. At the same time, the NRLMSISE00 model provides
smaller scatter and therefore a smaller standard deviation of
the estimated scaling factor for both time intervals (Tables 2
and 4), as compared to the CIRA86 model, indicating an
improved quality of the NRLMSISE00 model.

5 Discussion, Summary and Outlook

From the analysis of SLR observations to the three spher-
ical satellites ANDE-C, ANDE-P and SpinSat, we have
computed the median and mean values of the estimated
scaling factors of thermospheric density of five empirical
models. We have found the following median (mean) values
of the scaling factor of the CIRA86 model: 0.65 (0.68)˙0.20
with a trend of 0.56/year from the analysis of ANDE-C
observations from 16 August 2009 to 26 March 2010 and
1.02 (1.04)˙0.25 by analyzing SpinSat observations from
29 December 2014 to 29 March 2015. The median (mean)
value of the scaling factor for the NRLMSISE00 model is
0.66 (0.68)˙0.20 with a trend of 0.57/year from the analysis
of ANDE-C data from 16 August 2009 to 26 March 2010
and 1.04 (1.05)˙0.23 from the analysis of SpinSat data from
29 December 2014 to 29 March 2015. The median (mean)
value of the scaling factor for the JB2008 model is 0.98
(0.97)˙0.21 with a trend of 0.76/year from the ANDE-C
data from 16 August 2009 to 26 March 2010 and 1.07
(1.11)˙0.23 from the SpinSat data from 29 December 2014
to 29 March 2015. The lower values of the thermospheric
scaling factors obtained for CIRA86, NRLMSISE00 and
JB2008 for August 2009 to March 2010 as compared to
those ones derived for January to March 2015 indicate lower
thermospheric density obtained from the observations as
compared to that one computed using the models at the
former period of low solar activity, as compared to that one
in the later period. One should also keep in mind the different
altitude of the satellites (about 297–350km for ANDE-C and
393–425km for SpinSat) used to derive the thermospheric
scaling factors for these models. So, this indicates that the
scaling factors of various thermosphericmodels can differ for
different heights and levels of solar activity. The median and
mean values of the scaling factor for DTM2013 is 0.83˙0.16
with a trend of 0.36/year from the ANDE-C data from
16 August 2009 to 26 March 2010. The analysis of ANDE-P
data from 16 August 2009 to 30 September 2009 reveals the
following median (mean) values of the scaling factors of the
JB2008 and CH-Therm-2018 models: 0.87 (0.86)˙0.26 and
1.27 (1.40)˙0.60, respectively.

The results obtained indicate that analysis of SLR obser-
vations to spherical satellites at the altitude of 297–425km
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Fig. 5 Daily mean of the solar radio flux (in solar flux units) at 10.7 cm (2800MHz)

can be used to calibrate thermospheric density provided by
empirical models. The scaling factor of each model changes
depending on the level of solar activity and satellite altitude.
Moreover, the trend values obtained reflect just the time
interval analyzed. Therefore, extending the time intervals of
the analysis for these satellites for the thermospheric density
models of our interest and using additionally SLR measure-
ments to, e.g., the “Atmospheric Neutral Density Experiment
Risk Reduction” (ANDE-RR) satellites that were in orbit in
2007–2008 at the altitude of 400 km downwards can provide
more knowledge on the mean and median values of scaling
factors and their temporal evolution.
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Geodetic Remote Sensing of Ionosphere
in Relation to SpaceWeather and Seismic
Activity in B&H

Randa Natras and Medzida Mulic

Abstract

Total electron content (TEC), along GNSS signal’s path in the ionosphere, is spatially
and temporally highly variable. In addition, sudden disturbances in the ionosphere may
occur on the global, regional or local level from external sources, such as space weather
and seismic activity. Results of TEC investigation for mid-latitude ionosphere over B&H
(Bosnia and Herzegovina) during seismic activity of medium intensity (4 < M < 5 Richter)
and severe geomagnetic storm (St. Patrick’s Day in 2015) are presented. Analyses of
relevant parameters such as solar wind, interplanetary magnetic field and geomagnetic
activity are performed. Different analyses of TEC variations are carried out. Lower and
upper bounds (LB and UB) are determined by 15-day running TEC median prior the day of
consideration ˙ 2*standard deviation. TEC values which exceeded LB and UB are marked
as anomalies. TECQUIET is calculated as mean TEC for five quietest days in a month regard-
ing geomagnetic conditions to observe TEC residuals due to enhanced geomagnetic activity.
Direct comparison of TEC values at different stations is also conducted. TEC deviations
were in better agreement concerning GNSS stations located close to the epicentre. Both
positive and negative anomalies were registered 2 weeks before the earthquake, with higher
deviations during 7 days before, at stations located inside the earthquake preparation zone.
The potential causes of these anomalies are discussed. Analysis of TEC response to the
strongest geomagnetic storm in solar cycle 24 shows TEC deviations from 50% to even
150% compared to TECQUIET, where “positive ionospheric storm” is observed in the main
phase and “negative ionospheric storm” in the recovery phase of the geomagnetic storm.
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Earthquake � Geomagnetic storm � Ionosphere � Lithosphere-ionosphere coupling � Space
weather � Total electron content (TEC)
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B&H Bosnia and Herzegovina
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1 Introduction

Total electron content (TEC) is a complex parameter, which
values depend on local time, latitude and longitude, season,
geomagnetic conditions, solar activity and 11-year solar
cycle. Additional manifestations can introduce sudden TEC
disturbances on the global, regional or local level. Rapid
global changes of TEC can be caused by space weather,
which can lead to scintillations of signals of Global Navi-
gation Satellite Systems (GNSS). Space weather (SW) refers
to the dynamic conditions in the space environment between
the Sun and Earth (and throughout the solar system) that
can affect performance and reliability of space-borne and
ground-based technological systems (U.S. National Space
Weather Strategy 2015). It can be characterized by several
parameters like solar wind, interplanetary magnetic field
(IMF), geomagnetic Kp and equivalent Ap indices (Chap-
man and Bartels 1940), geomagnetic auroral electrojet (AE)
index, Dst (disturbance storm time) index (Sugiura 1964).
Based on the above-mentioned indices, disturbances in the
geomagnetic field, known as geomagnetic storms, can be
grouped into weak, moderate or great (Sugiura and Chapman
1960) and severity of storm can be determined (Gonzalez et
al. 1994).

The strongest geomagnetic storm (class G4) in the solar
cycle (SC) 24 occurred during St. Patrick’s Day in 2015
(on 17th March). Several papers studied St. Patrick’s Day
storm’s impact by multi-instrument approach on global level
(Astafyeva et al. 2015), different longitudinal sectors (Asian,
African, American and Pacific) at middle and low latitudes
(Nava et al. 2016), effects on positioning techniques in
Norway (Jacobsen and Andalsvik 2016), to mention few.

On the other hand, regional/local disturbances in the
ionosphere can be connected to the source of regional/local
character. Papers, published during last decades, reported
anomalies in electron densities of the ionospheric F2 layer
and/or anomaly TEC during preparatory phase (several
days before the earthquake) and/or shortly after strong
earthquakes (from few minutes to several hours after
the earthquake) (Afraimovich et al. 2004; Gulyaeva and
Arikan 2016; Gousheva et al. 2008; Liu et al. 2009),
to mention few. One of the proposed explanations for
this phenomena is the lithosphere-atmosphere-ionosphere
coupling mechanism (Pulinets and Boyarchuk 2004; Pulinets
and Ouzounov 2011), where an increased emanation of
radon (and other gases) from the Earth’s crust of an active
fault produces the chain of physical processes above the
active tectonic fault, which leads to additional ionization in
the atmosphere and increase of air temperature. To detect
possible ionosphere anomalies due to a seismic activity the
running 15-day median (or mean) for TEC is calculated
for 15 days preceding the day of consideration (Liu et

al. 2006), where positive and negative deviations may be
observed.

The previous studies of ionosphere variability over Bosnia
and Herzegovina (B&H) include investigation of TEC vari-
ations for the period 2014–2015 using GNSS measurements
of EUREF Permanent Network (EPN) station SRJV in Sara-
jevo and sudden TEC anomalies prior and after moderate
earthquakes (EQs) around Sarajevo (Mulic and Natras 2018).
To analyze TEC anomalies, EPN station ZADA in Croatia
located at the similar latitude as SRJV, but outside the
earthquake preparation zone, was introduced. The impact of
ionosphere variations induced by two strong geomagnetic
storms in SC 24 (17th March 2015 and 08th September 2017)
on accuracy of precise point positioning of EPN station
SRJV was investigated (Horozovic et al. 2018) and first
precise ionosphere TEC model for the region of B&H is
under development (Natras et al. 2018).

Objectives of the present study were to examine
ionosphere variations during a seismic activity and the
strongest geomagnetic storm in SC 24. The investigation
covers a period before and after a shallow-depth earthquake
of medium intensity with magnitude 4 < M < 5 Richter and
St. Patrick’s Day geomagnetic storm in 2015. Selected GNSS
stations are located near and far away from the epicentre.
Some improvements from the previous study (Mulic and
Natras 2018) are achieved. More GNSS stations in B&H
are used in the present study, as well as indices of solar
winds, IMF and geomagnetic activities. GNSS stations are
located inside and outside the earthquake preparation zone in
order to separate local disturbances in the ionosphere which
could be introduced by seismic activity. The last question
was to examine the impact of severe space weather event
on the ionosphere over B&H during St. Patrick’s Day’s
geomagnetic storm in 2015.

2 Methods and Data

GNSS dual-frequency observation data (GPS C GLONASS)
from permanent stations of Bosnia and Herzegovina Posi-
tioning Service (BiHPOS) (stations FOCA and BIHA) and
EUREF Permanent Network (EPN) in Bosnia and Herze-
govina (station SRJV) were used for TEC estimation. Data
of solar wind, interplanetary magnetic field and geomagnetic
indices were applied to characterize their effect on the
Earth as well as space weather-induced disturbances in the
ionosphere. For TEC estimation, the ionosphere was approx-
imated with the single-layer model (Schaer 1999) with the
assumption that all free electrons were concentrated in an
infinitely thin layer at a fixed height of 400 km above the
Earth’s surface. Carrier phase GNSS measurements of GPS
and GLONASS satellite systems were applied. Biases were
estimated and reduced from the measurements. TEC calibra-
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tion was performed by the Ciraolo methodology (Ciraolo et
al. 2007) for every 15 min.

2.1 VTEC Analysis

Study of the lithosphere-ionosphere coupling is presented
for medium-intensity earthquakes with epicentre at mountain
Treskavica (latitude 43ı 370 1200 N, longitude 18ı 260 6000 E)
that occurred on 28th February 2015. The first earthquake
happened at 09:24 am LT (local time) with the magnitude
of 4.2 Richter, the intensity of VI on Mercalli scale (MCS)
and shallow deep of 2 km. It was followed by an earthquake
of 3.1 Richter and intensity of IV MCS at 10:17 am LT
with same shallow deep (Source: the Federal Hydrometeo-
rological Institute Sarajevo). The radius of the earthquake
preparation zone (EPZ) was 71 km, estimated by formula
(Dobrovolsky et al. 1979):

� D 100:43M km (1)

where ¡ is radius of the earthquake preparation zone in km,
and M is magnitude of earthquake, on Richter scale.

GNSS stations were selected by their distance from
the earthquake’s epicentre in order to have stations inside
and outside the EPZ (Table 1). Two GNSS stations SRJV
and FOCA were distributed around earthquake’s epicentre
(distance ca 30 km), while GNSS station BIHA was
in the different part of the country, where earthquake’s
effects were not felt (ca 250 km from the epicentre).
Because two GNSS stations were located in the area of
the earthquake’s impact and shallow deep was only 2 km,
a question was raised up if GNSS-derived VTEC values
may reveal anomalies generated by seismic activity in
the ionosphere above the earthquake’s epicentre. Second
study period covered the strongest geomagnetic storm in
SC 24 St. Patrick’s Day storm, occurred on 17th March
2015.

Different VTEC analyses were performed. To investigate
EQ-induced ionosphere anomalies, common statistical anal-
ysis was applied (Liu et al., 2006) using lower (LB) and
upper bounds (UB) (� ˙ 2¢) to detect VTEC anomalies with
confidence level of 95%, where � represents running 15-day
VTEC (vertical TEC) mean for 15 days preceding the day
of consideration and ¢ is standard deviations of VTEC. To

analyze SW-induced ionosphere anomalies, VTEC variations
were compared to non-disturbed VTEC, estimated as mean
VTEC for the five quietest days of the month related to
geomagnetic activities. In addition, a comparison of VTEC
values between different stations was carried out to detect
possible local ionosphere anomalies. All of these analyses
were applied in both study cases (seismic activity and severe
geomagnetic storm) in order to distinguish different anoma-
lies, especially because of a fact that some geomagnetic
activity was presented around the period of earthquake’s
occurrence.

2.2 Data Acquisition

Data of solar wind speed (Vsw) and the vertical compo-
nent of the interplanetary magnetic field (IMF) Bz were
collected from OmniWeb interface of Goddard Space flight
centre of NASA: https://omniweb.gsfc.nasa.gov/. Indices of
geomagnetic field (GMF) Kp and Ap were obtained from
the German Research Centre for Geosciences: ftp://ftp.gfz-
potsdam.de/pub/home/obs/kp-ap/wdc/. AE and Dst indices
are computed at and obtained from the World Data Center
for Geomagnetism in Kyoto together with the list of the
international most disturbed and quietest days of a month:
http://wdc.kugi.kyoto-u.ac.jp.

3 Results

3.1 Space Weather Indices and Ionosphere
TEC Variations for Studied Period

The entire period of investigation is mostly characterized
with quiet and moderate conditions in IMF and GMF, fol-
lowed by few storms, which are more pronounced in the
second half of March (from 03/17) (Fig. 1a). Variations
of maximum daily VTEC values (around local noon) show
variations from 20 to more than 40 TECU at all stations (Fig.
1c). They are more variable during 2 weeks before the EQ
(02/28) and on a day of strongest GS occurrence (03/17) as
well as few days after it. Direct comparison of VTEC values
is presented in Fig. 2. List of the international 10 quietest and
5 most disturbed days in February and March 2015 is given
in Table 2.

Table 1 Used GNSS stations, latitude and longitude, distance from EQ epicentre and radius of EPZ

Station Latitude Longitude Distance from EQ epicenter [km] EPZ [km]

EPN SRJV 43ı 510 2200 N 18ı 220 5900 E 27 70

BiHPOS FOCA 43ı 300 2700 N 18ı 460 2500 E 29 70

BiHPOS BIHA 44ı 480 5000 N 15ı 520 0800 E 245 70

https://omniweb.gsfc.nasa.gov/
ftp://ftp.gfz-potsdam.de/pub/home/obs/kp-ap/wdc/
ftp://ftp.gfz-potsdam.de/pub/home/obs/kp-ap/wdc/
http://wdc.kugi.kyoto-u.ac.jp
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Fig. 1 (a) SW indices: Vsw (solar wind speed), Bz component
of IMF, AE (auroral electrojet), Dst (disturbance storm time),
Kp (Quiet K<3, Moderate 3≤K<4, Active 4≤K<5, Storm 5≤K) and its
equivalent Ap. (b) International disturbed (D-) and quiet (Q-) days.

(c) VTEC values estimated from GNSS measurements at stations
SRJV, FOCA and BIHA for the study period. Purple line presents the
occurrence of EQ Treskavica and orange line presents the occurrence of
St. Patrick’s GS (when CME hit the Earth)
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Fig. 2 Direct comparison of VTEC values of three GNSS station
(purple line: EQ occurrence, orange line: St. Patrick’s GS occurrence,
when CME hit the Earth). Some deviations are observed (02/20, 02/24,
02/28, 03/04), which are more visible around EQ occurrence (VTEC

at BIHA is smaller than VTEC at FOCA and latter is smaller than
VTEC at SRJV during 2 weeks before the EQ and on the day of the
EQ occurrence). Data gaps detected at BiHPOS BIHA on 03/08 and at
BiHPOS FOCA on 03/15 and 03/17

Table 2 List of the quietest (Q-) days and most disturbed (D-) days, February–March 2015

3.2 VTEC Analysis Before and After
Earthquake Treskavica

SW indices (Fig. 3) revealed some moderate and active
geomagnetic conditions with storms on the 11th and 10th day
(02/17–02/18) as well as on 5th and 4th day (02/23–02/24)
before the EQ and after the EQ on 03/01–03/02. Those days
were followed by quiet periods. Previously mentioned geo-
magnetic active days (02/24, 03/01, 03/02) were classified
as the most disturbed (Table 2), while 2 days before the EQ
were classified as the quietest days of the month.

VTEC variations for 15 days preceding and 7 days after
the earthquake of EPN station SRJV and BiHPOS sta-
tions FOCA and BIHA are presented on Fig. 4 with calcu-
lated upper and lower bounds (UB and LB). Sudden VTEC
increase observed on 11th (02/17, D-day) and 5th (02/23)
before the earthquake and on the day of the earthquake (D-
day) as well as during a night between 13th and 12th day
(02/15–02/16, Q-days) when VTEC values exceeded UB.
VTEC reached LB on the 4th day (02/24, D-day) before

the EQ, during the night from 4th to 3th day (02/24–02/25)
and again in the night from 8th to 7th day (02/20–02/21, Q-
day). Mentioned variations are recorded on all three stations.
Compared to space weather indices moderate geomagnetic
activity followed by a storm is recorded on the 11th and 5th
day before the EQ and on a day of the EQ. During a night
between 13th and 12th day, it was quiet. A day before it,
some moderate activity in GMF and IMF was observed for
short time and 14th, 13th and 12th day (02/14–02/16) before
the EQ was among the quietest days (Q-days) of February
2015 (Table 2). On the 4th day, a storm was presented, while
during a night from 8th (Q-day) to 7th before the EQ it was
quiet in GMF and IMF.

Differences between VTEC at SRJV, BIHA and FOCA
are presented in Fig. 5. Comparison between VTECs
of stations FOCA and SRJV (both stations inside EPZ)
show better agreement, then when they are compared to
VTEC at station BIHA (outside EPZ). Higher variations
are observed 4 days before the EQ, when VTEC at
FOCA and SRJV showed higher values than VTEC
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Fig. 3 SW indices for the period 02/14–03/06: Vsw, Bz, AE, Dst, Kp
(Quiet K<3, Moderate 3≤K<4, Active 4≤K<5, Storm 5≤K) and Ap.
GSs detected on 10th and 4th before the EQ (both D-days) with
moderate conditions on 11th, 5th and 3rd day before the EQ. On a day of

the EQ moderate conditions are presented followed by GSs on 2nd and
3rd day after. Until the end of a week (to 03/06) moderate conditions
are observed

Fig. 4 UB and LB (� ˙ 2¢) with VTEC values at GNSS stations SRJV, BIHA and FOCA for 2 weeks before and 1 week after the EQ Treskavica

at BIHA on 02/24 (maximum VTEC(FOCA-BIHA) D 7
TECU and VTEC(FOCA-BIHA) D 9 TECU), followed by
VTEC decrease at FOCA and SRJV the following day
(differences of VTEC compared to BIHA was �6 TECU
in both cases). This represents a change of more than
10 TECU in just 2 days. However, 02/24 was one of

the most D-days of the month, thus geomagnetic storm
had effects on these significant VTEC variations. Other
days with higher VTEC differences are 02/20–02/21
(8th and 7th day before the EQ) (VTEC(FOCA-BIHA) D 7
TECU,VTEC(SRJV-BIHA) D 4 TECU), during quiet conditions
in GMF and IMF; 02/16 (12th day before the EQ)
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Fig. 5 Mutual differences of VTEC at SRJV, BIHA and FOCA. Better agreement observed between VTEC variations at stations FOCA and SRJV
(both stations inside EPZ), but bigger differences are presented if comparing VTEC of those two stations with BIHA (outside EPZ)

Fig. 6 Differences between observed VTEC and average VTEC calcu-
lated for the 5 quietest days (VTECQUIET) for all three stations, which
represent VTEC residuals from VTEC variations during the geomag-
netic quiet period. Similar residuals indicate that VTEC variations are

registered on a wider area, probably caused by the same source such
as a geomagnetic storm. However, some differences can be observed,
especially 7 days before the EQ

(VTEC(FOCA-BIHA) D 5 TECU) one of the quietest day in
a month.

Differences between observed VTEC and average VTEC
calculated for the 5 quietest days (VTECQUIET) (Table 2) are
presented in Fig. 6. These differences represent deviations

of VTEC values from VTEC regular variations (without
geomagnetic storm impact). Anomalies due to other external
sources, such as seismic activity, are not taken in account in
this approach, i.e. VTEC mean is calculated based on a list
of geomagnetic quiet days without taking in consideration
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Fig. 7 Statistics: (a) mean differences between stations and (b) mean differences between observed VTEC and VTECQUIET. Study period (02/14–
03/06): the 2nd week before the EQ (02/14–02/20), 1st before the EQ (02/21–02/27), the EQ (02/28) and 1 week after the EQ (03/01–03/06)

were those days affected by other local-induced ionosphere
variations. Similar residuals indicate that VTEC anomalies
are registered in a wider area, which covered all three sta-
tions. Such anomalies can be caused by the same source, such
as geomagnetic storm, e.g. 02/17–02/18, 02/23 and 03/01–
03/06, which correspond to moderate, active and storm con-
ditions in the geomagnetic field. However, some differences
can be observed, e.g. 02/24–02/28 VTEC residuals are for
about 3–4 TECU different at BIHA, compared to maximum
VTEC residuals at FOCA and SRJV.

During the 2nd week before the earthquake (02/14–
02/20) mean VTEC differences between stations FOCA
and SRJV were 0.6 TECU, while their mean differences
from station BIHA were twice higher, about 1.2 TECU
(Fig. 7a). Higher average differences (VTEC(FOCA-BIHA) and
VTEC(SRJV-BIHA)) were recorded during 1 week before the
EQ (of about 1.8 TECU), which is about three times higher
than VTEC(FOCA-SRJV) (mutual average difference of about 1
TECU). On the day of the EQ the highest mean differences
are between stations SRJV and BIHA (1.2 TECU), but
smaller than during a week before. A week after the EQ,
mutual average differences are smaller between all stations
(0.7–1 TECU). Differences of observed VTEC and mean
VTEC during a geomagnetic quiet period (Fig. 7b) show
similar mean values at all three station in 2 weeks before and
1 week after the EQ (from 2 to 2.5 TECU). On the day of
the EQ, mean VTEC residual at station FOCA decreased to
1.5 TECU. The week after the EQ mean VTEC deviations
from VTECQUIET were again similar (2 to 2.4 TECU). It
should be noted that in this approach mean VTEC during
quiet conditions in geomagnetic field (VTECQUIET) was
calculated without taking in the account which days are
containing possible VTEC variations due to other sources,
such as seismic activity.

3.3 VTEC Analysis for St. Patrick’s Day
Geomagnetic Storm

From 17th March expressive increase of wind speed was
recorded, from 400 km/s to a maximum of nearly 700 km/s
on 18th March (Fig. 8). Except for a brief interruption, the
vertical component of the IMF Bz was consistently south-
ward (about �20 nT, 17/03). As a result, severe geomagnetic
storm (Kp D 8) lasted the most of the second half of 17/03.
Dst index reached �228 nT, representing so far the strongest
geomagnetic storm in SC 24. Afterwards, the recovery phase
began and lasted few days (from 03/18 to 03/21). Periods of
the main and the recovery phase of this intense storm were
classified as the most disturbed in the March (17th–19th)
(Table 2). Seven days before the GS it was relatively quiet
in GMF and IMF, with few moderate conditions.

Before the storm VTEC values are mostly inside LB and
UB (Fig. 9), except during night from 03/13 to 03/14, when
moderate activity in GMF and IMF was observed in daytime
on 03/13. VTEC values exceeded UB for more than 10
TECU during the main phase of the St. Patrick’s GS (03/17)
and LB during the recovery phase (until 03/20). Gaps of
observation data on 03/15 and 03/17 during the night were
detected at BiHPOS FOCA.

Higher VTEC differences between stations (Fig. 10) are
visible on 03/12 and 03/13 during active conditions in IMF
and GMF on all three diagrams, which are more pronounced
when compared to BiHPOS BIHA. During the recovery
phase, higher VTEC differences (>5 TECU) are detected at
stations located on the relatively close distance (FOCA and
SRJV, about 50 km) on 03/19, when ionosphere was still
under the influence of the strongest GS. Data gaps detected
at BiHPOS FOCA are responsible for significant differences
on the 1st and 2nd day before the GS, which can also be the
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Fig. 8 SW indices for the period 03/12–03/21: Vsw, Bz, AE, Dst, Kp
(Quiet K<3, Moderate 3≤K<4, Active 4≤K<5, Storm 5≤K) and Ap.
The huge increase of SW speed, AE, Kp (to 8) and Ap indices, decrease

of Dst (<�200 nT) and southward Bz component, characterize the main
phase of the strongest GS in SC 24 on 03/17, followed by the recovery
phase from 03/18 to 03/21

Fig. 9 UB and LB (� ˙ 2¢) and VTEC values at GNSS SRJV, BIHA and FOCA for the period of St. Patrick’s GS (03/17 arrival of the CME in
GMF)

reason for deviations at FOCA observed on 03/17 (VTEC
calibration is affected by data gaps).

Differences between observed VTEC and average VTEC
calculated for the 5 quietest days (VTECQUIET) (Table 2) for
all three stations are presented in Fig. 11. Analysis showed
significant changes in VTEC after the arrival of CME in
Earth’s magnetic field (03/17, 04:30 UTC), which triggered

severe geomagnetic storms. During the main phase of St.
Patrick’s storm (03/17) the “positive ionospheric storm” was
registered. Maximum increase, compared to VTECQUIET,
was slightly above 20 TECU around local noon and again
in the evening (18 h). Following days (until 21/03) “neg-
ative” storm effects were presented (to about �15 TECU
around local noon), which correspond to the recovery phase.
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Fig. 10 Mutual differences of VTEC at SRJV, BIHA and FOCA. Differences between all three stations are under 10 TECU. Data gaps at BiHPOS
FOCA, on the 1st and 2nd day before the GS, affected VTEC calibration

Fig. 11 Differences between observed VTEC and average VTECQUIET

for the quietest days for the case of St. Patrick’s Day storm. Very similar
residuals’ pattern is observed on all three stations. “Positive ionospheric

storm” is during the main phase of St. Patrick’s storm (>20 TECU),
while “negative ionospheric storm” is seen during the recovery phase
(up to �20 TECU)

Changes in VTEC occurred during the night as well, with
a decrease of more than 5 TECU from VTECQUIET. When
comparing to the Fig. 10 variations are detected on same
days. Exceptions are VTEC differences at FOCA before and
after the CME arrival when GNSS data gaps affected VTEC
calibration.

The week before St. Patrick’s geomagnetic storm, mean
VTEC differences between stations are similar (1–1.3

TECU) (Fig. 12a). During the main phase of the strong
geomagnetic storm, differences are bigger when VTEC at
stations SRJV and BIHA are compared to VTEC values
at station FOCA (to 1.5 TECU). Station FOCA had data
gaps shortly before 03/17, which affected VTEC calibration,
while between station SRJV and BIHA mean difference was
0.8 TECU. During the recovery phase, smaller and similar
variations are observed (0.9–1.2 TECU). Differences from
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Fig. 12 Statistics: (a) mean differences between stations and (b) mean differences between observed VTEC and VTECQUIET. Study period (03/12–
03/21): a week before the GS (03/10–03/16), the main phase of the GS (03/17) and recovery phase of the GS (03/18–03/21)

VTEC mean for the quiet period (Fig. 12b) show similar
values during a week before the geomagnetic storm at all
station of about 1.7 TECU. VTEC residuals are higher during
the main phase of the storm (6 TECU) and even more during
the recovery phase (6.4–7.5 TECU). When VTEC residuals
are compared between stations, the average difference is
about 0.3 TECU during the main phase, while in the recovery
phase (03/18–03/21) mutual differences between stations
FOCA, BIHA, SRJV are about 0.5 TECU respectively.
These results show that especially high variability in the
ionosphere is presented during the recovery phase, taking
into account that St. Patrick’s GS was the strongest storm in
SC 24. Ionosphere variability was more than 3 times higher
during the geomagnetic disturbed period than during a week
before the storm.

4 Conclusion

This paper represents the study of VTEC variations during
the period of seismic activity of medium intensity (M D 4.2
Richter) and severe space weather effects (the strongest
geomagnetic storm in SC 24) using GNSS observations of
Positioning Service of Bosnia and Herzegovina (BiHPOS)
and EUREF Permanent Network (EPN). VTEC values were
calibrated for every 15 min and the ionosphere height was
kept fixed at 400 km above the Earth’s surface. Conditions
in the solar wind, interplanetary and geomagnetic field were
also investigated to obtain information about space weather’s
impact on the state of the ionosphere on the global level.

Ionosphere VTEC variations were investigated in the
period of the moderate earthquake with epicentre at mountain
Treskavica, magnitude 4.2 Richter and shallow deep of 2 km.
Selected GNSS stations from BiHPOS and EPN network in
Bosnia and Herzegovina are located inside and outside the

earthquake preparation zone, which has a radius of 71 km
from the earthquake’s epicentre. A second case study was the
strongest geomagnetic storm in SC 24 so far, St. Patrick’s
Day geomagnetic storm. Significant VTEC variations were
visible 2 weeks before the earthquake as well as on the St.
Patrick’s storm occurrence (the main phase) and during its
recovery phase.

Analyses commonly used in studies of seismic-induced
variations (estimation of UB and LB as a 15-day running
mean of VTEC ˙ 2¢) and space weather-induced variations
(average VTEC estimated for the 5 quietest days regarding
geomagnetic activity) were applied to analyze both cases
(the earthquake at Treskavica and St. Patrick’s geomagnetic
storm). Also, direct comparison of VTEC values between
different stations was performed. The aim was to analyze
the response of the ionosphere to different phenomena and
to distinguish VTEC variations induced by different sources.
If only one of the mentioned methods was applied, it could
lead to wrong conclusions. That is especially needed in a case
where more possible sources of VTEC variability exist.

Results showed that during 2 weeks before the earth-
quake, conditions in IMF and GMF were quiet to unsettled.
Geomagnetic storms occurred on 10th and 4th day before
the earthquake, as well as 3 days in a row after the earth-
quake occurrence, which induced additional variations in
the ionosphere. Therefore, space weather-induced variations
were studied as well, in order to determine sources of VTEC
anomalies before and after seismic activity. Obtained results
indicate that space weather-induced ionosphere anomalies
make detection of seismo-ionosphere anomalies more diffi-
cult. Direct comparison between stations 2 weeks before the
earthquake showed higher variations in VTEC values when
stations located inside EPZ are compared to the station out-
side EPZ, especially during 1 week before the seismic shock
(at least 2 times higher VTEC differences). On a day of the
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seismic shock and during a week after it, differences between
stations are smaller and similar. Reasons for these higher
differences can be due to a local source of ionization, such
as seismic activity, which could produce different variability
in the ionosphere above EQ epicentre, i.e. inside EPZ. How-
ever, other possible reasons of those variations can be effects
of local ionosphere variability dependable on a geographical
location of GNSS receiver or uncertainties/biases induced
in data pre-processing and TEC calibration. In the second
case study (St. Patrick’s Day storm) mean VTEC difference
between stations was about 0.3 TECU, except when VTEC at
station FOCA was affected by gaps in GNSS data. In case of
the earthquake Treskavica, mean VTEC difference between
stations located inside and outside the EPZ was about 1
TECU 1 week before the earthquake. It is important to note
that the medium-intensity earthquake was examined. Thus
if VTEC anomalies were produced by the seismic activity
they probably could not be huge. During 2 weeks before
the earthquake, VTEC values exceeded limit values of LB
and/or UB several times, where some of the cases happened
during disturbances in IMF and GMF and some cases during
quiet conditions. When comparing to mean VTEC value
for the 5 geomagnetic quietest days (VTECQUIET), higher
VTEC residuals are observed a week before the earthquake.
On a day of the earthquake, the smallest VTEC residuals
were seen at station FOCA, near the epicentre, while resid-
uals for other stations maintained similar to the previous
week.

In the second case study, so far the strongest geomagnetic
storm in SC 24, huge variations of ionosphere VTEC above
B&H was observed after the CME’s arrival in Earth’s atmo-
sphere (03/17). Significant variations continued during the
following days. Analysis showed that VTEC values exceeded
UB during the main phase (VTEC increase), while LB was
reached in the recovery phase (VTEC decrease). Mutual
VTEC differences between stations show smaller VTEC
deviation in days before the severe geomagnetic storm and
during the recovery phase (about 0.3 TECU), with higher
deviations on the day of geomagnetic storm occurrence
(compared to station FOCA, where TEC calibration was
affected by data gaps). When compared to the average VTEC
for the quietest days (VTECQUIET) “positive ionospheric
storm” is detected in the main phase (VTEC geomagnetic
storm-induced variations up to 60% after local noon and to
even 150% in the evening compared to VTECQUIET), fol-
lowed by “negative ionospheric storm” in the recovery phase
(VTEC geomagnetic storm-induced variations of 50% in
daytime and to 80% in night-time compared to VTECQUIET).
Mean VTEC differences from the VTECQUIET were at least
three times higher in the main and the recovery phase of
the geomagnetic storm compared to a period shortly before
it. A similar pattern of variations is observed at all stations.
Exceptions are deviations in VTEC values detected at station

FOCA shortly before the geomagnetic storm and on 03/17,
which was affected by data gaps. Intensive variations of
ionosphere VTEC during the main and recovery phase of
the storm at all stations can have a significant impact on
the accuracy of GNSS measurements. Therefore, the effects
of space weather cannot be ignored in the study of the
ionosphere, as well as in the applications that depend on the
state of the ionosphere. In the next stage of this study impact
of severe space weather events on positioning accuracy are
investigated, regarding the network, PPP static and kinematic
positioning techniques.
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Comparing the Nigerian GNSS Reference
Network’s Zenith Total Delays from Precise
Point Positioning to a Numerical Weather
Model

A. O. Mayaki, T. Nikolaidou, M. Santos, and C. J. Okolie

Abstract

As a pivotal infrastructure for the socio-economic development of Nigeria, the Nigerian
Global Navigation Satellite Systems (GNSS) Reference Network – NIGNET – can serve
as a tool for weather and climate monitoring, by obtaining and analyzing the neutral
atmospheric Zenith Total Delays (ZTD) from processed GNSS data. With the use of surface
meteorological measurements, the ZTD can be transformed to the integrated water vapor
content in the neutral atmosphere, which is an essential parameter in weather forecasting,
and climate change and variability analysis. The focus of this research is to assess the
adaptability of the NIGNET for meteorological applications using the global positioning
system precise point positioning (PPP) derived ZTD at the stations. ZTD estimates are
derived from daily data obtained from the NIGNET and International GNSS Service (IGS)
stations spanning the years 2011–2016. These estimates are compared with ray-traced delay
estimates from the National Centre for Environmental Prediction Reanalysis II (NCEP
II) global Numerical Weather Model (NWM) and the IGS zenith path delay products.
A comprehensive analysis is performed to assess the level of agreement of the different
ZTD estimates and to identify possible systematic effects from the different sources.
Comparisons between the PPP and NCEP II NWM ZTD estimates show a range of mean
offsets from �6.4 to 23.9 mm, and standard deviations from 33.1 to 44.9 mm. With the PPP
and IGS ZTD estimates, mean offsets of �2.4 and �0.1 mm, and standard deviations of 9.9
and 13.8 mm are obtained.
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1 Introduction

Dry gases and water vapour affect the accuracy of point
positions on Earth by delaying the Global Navigation Satel-
lite Systems (GNSS) signals propagating through the neutral
atmosphere (UCAR 2011) to ground receivers. This delay,
called the neutral atmospheric or total delay, depends on the
neutral atmosphere’s refractive index which is a function of
temperature, pressure and humidity. In GNSS analysis, the
neutral atmospheric delay consists of a modelled hydrostatic
delay and an estimated wet delay. At the line of sight, these
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delays are usually referred to the zenith direction by means
of mapping functions used to convert the slant delays at the
actual elevation angle of satellite observations to the zenith
(Isioye et al. 2015).

Many countries in the world employ networks of Con-
tinuously Operating Reference Stations (CORS) for multi-
disciplinary applications such as surveying, mapping, nav-
igation and meteorology (Isioye et al. 2016). In Nigeria,
the Nigerian GNSS Reference Network (NIGNET) CORS
serve as the fiducial network that defines the national spatial
reference framework based on modern space geodesy tech-
niques. NIGNET also contributes to the African Geodetic
Reference Frame (AFREF) project (Jatau et al. 2010; Farah
2009). However, NIGNET can also be used as a weather
and climate monitoring tool through the processing of its
data and the analyses of the derived neutral atmospheric
parameters, such as the zenith total delay (ZTD), the zenith
wet delays (ZWD) and the gradients. The ZTD and the
integrated water vapor (which is derived from the ZWD)
can be assimilated into local/regional and global numerical
weather models (NWM), to improve weather forecasting
and climate monitoring (Ahmed et al. 2014, 2015). This
would aid, for example, in the identification of potential
severe weather activity in the country and the tracking of
weather fronts. In this work, however, we concentrate on the
ZTD.

Precise Point Positioning (PPP) is a well-known technique
that utilizes precise satellite orbit and clock information in
the processing of observations produced by a single GNSS
receiver, to determine its 3-D position along with other
parameters such as the receiver clock error, the ambigui-
ties and the ZTD (Zumberge et al. 1997; Leandro et al.
2010). Therefore, this technique renders GNSS suitable for
meteorological studies by providing information about the
atmospheric water vapour from the determined ZTD (Isioye
et al. 2016).

In this chapter, we compare the ZTDs obtained from the
GNSS PPP technique with those from an NWM and from
the International GNSS Service (IGS). GNSS observations
for 16 NIGNET and IGS stations in and around Nigeria were
obtained. These observations were processed with the GNSS
Analysis and Positioning Software (GAPS) PPP package of
the University of New Brunswick (Urquhart et al. 2014). We
calculated ZTD using the National Centre for Environmental
Prediction Reanalysis II (NCEP II) global NWM (Kanamitsu
et al. 2002) for all the stations employed in the study. NCEP
II was chosen because of its quality and tested performance
for geodetic applications1 (Urquhart and Santos 2011) as
well as its free data availability.2 We also used the zenith

1http://unb-vmf1.gge.unb.ca/About.html.
2https://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis2.
html.

path delay (ZPD) products, as generated by the IGS for its
stations (Byun and Bar-Sever 2009), for the validation of
the GAPS ZTD estimates of those stations. For simplicity,
in this work, the ZTD estimates from GAPS, IGS and NCEP
II NWM are referred to as “GAPS”, “IGS” and “NCEP II”,
respectively.

The chapter is structured as follows. The data used, and
the methodology employed are discussed in Sect. 2. Section
3 presents the results with discussion and analysis about the
statistical and graphical comparisons between the GAPS,
IGS and NCEP II ZTD estimates. Conclusions finalize the
chapter.

2 Data andMethodology

A map of the study area and the distribution of the stations
is shown in Fig. 1. Daily NIGNET and IGS observation files,
spanning the years 2011–2016, with a data logging interval
of 30 s, of 14 CORS and 2 IGS stations, were processed
using GAPS. The observations used are the ionosphere-
free linear combinations of the GPS undifferenced L1 and
L2 carrier-phase and pseudo range measurements. For the
processing, which was done in static mode, the IGS final
orbit (sampled at 15-min intervals) and 30-s clock products
were utilized in a sequential least-squares filter, with the
Vienna Mapping Functions 1 – VMF1 – (Boehm et al.
2006) as the a priori hydrostatic delay model and mapping
function, and an elevation angle cut-off of 10ı. Satellites and
receivers’ antennae were corrected for phase centre offsets
and phase centre variations. The coordinates of the stations
were determined based on the International Terrestrial Ref-
erence Frame (ITRF) 2008 solution (Altamimi et al. 2011),
and the ambiguities were estimated as real numbers. The
ZTD estimates, together with their horizontal gradients, were
estimated at every epoch. The horizontal gradients model
the asymmetry of the delay in the north-south and east-west
directions, and its estimation has shown to improve the posi-
tion of stations (Balidakis et al. 2018) especially under the
presence of extreme weather events (Nikolaidou et al. 2018).
It should be noted that the use of the final orbit and clock
products is to ensure high quality ZTD estimation useful for
climate monitoring but not for weather forecasting due to its
latency.

The ZPD products of the IGS stations are also produced
through PPP with the same process noise as used in GAPS
but sampled at 5-min intervals. The full list of the processing
options is given in Byram and Hackman (2014). These ZPDs
have a nominal accuracy of 4 mm and a latency of less than
4 weeks (www.igs.org/products).

The NCEP II ZTD estimates were retrieved from
ray-tracing using the University of New Brunswick’s
in-house software developed by Nievinski and Santos

http://unb-vmf1.gge.unb.ca/About.html
https://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis2.html
https://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis2.html
www.igs.org/products
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(2010), with computed station-specific zenith hydrostatic
and wet delays, and horizontal gradients. A 2-D ray-
tracing was performed at the initialization intervals of
0, 6, 12, and 18 h (temporal resolution) of the NCEP
Reanalysis II global NWM, with a horizontal resolution
of 2.5ı � 2.5ı.

In PPP static post-processing, it takes the first few hours
for the 3-D coordinate of a point to become accurate to
the centimetre level (Abdallah 2015; Bolbol et al. 2017).
Because of this, the initial 2 h of the GAPS estimates were
not considered for the analysis. Consequently, the first daily
estimates (0-h ZTD estimates) of the NCEP II, and the initial
2 h of the IGS ZPDs were also neglected in the analysis.
For comparing GAPS with NCEP II, daily 6-, 12- and 18-h
GAPS values, averaged over 5-min windows centred around
the exact 6-, 12- and 18-h estimates, were used. The same 5-
min averaging was done for the comparison between GAPS
and the IGS ZTDs to match the IGS interval. Statistic of
values (the mean offsets (�), standard deviations (¢) and root
mean square (rms) values of the differences) of GAPS with
respect to NCEP II and IGS values for each station, were
determined.

3 Results and Discussion

3.1 Comparison Between GAPS and NCEP II

In this section, the quality of the ZTD estimates from GAPS
is evaluated in comparison to those from NCEP II. Figure
2a–f show the GAPS and NCEP II estimates for six stations
across the country in the year 2012. As shown in the plots,
GAPS is generally in agreement with NCEP II; the statistics
for the six stations (CLBR, ULAG, ABUZ, FUTY, BJCO and
CGGN) is given in Table 1. The other stations in other years
show a similar behaviour.

According to Eludoyin et al. (2014), the two major sea-
sons in Nigeria are the rainy season (April to October)
and the dry season (November to March). The quantity of
atmospheric water vapor is typically higher in the rainy
season, and lower in the dry season. Disregarding altitude,
higher amounts of atmospheric water vapor are related to
higher ZTD estimates and vice versa. Examples of these
are seen in Fig. 2a–f; higher ZTD estimates typically occur
within the days of year (DOY) 100–300, which coincides
with the months April to October. The lower ZTD estimates,
which mean lower amounts of atmospheric water vapor,
are typically found in the dry season months November to
March (around DOY 300–365/366 and 1–100). Studies by
Olusola et al. (2015) and Willoughby et al. (2002) indicate
that because the southern part of Nigeria is closer to a

coastline of the Atlantic Ocean, its atmosphere is more
humid (more water vapor content) than the atmosphere in
the northern part of the country. In both the GAPS and
the NCEP II plots, the southern stations have estimates as
high as 2.75 m (Fig. 2a, b, e). However, the estimates in
the northern stations (Fig. 2c, d, f) generally do not exceed
2.65 m.

Portrayed within DOY 200–250 (mid of July to early
September), is a decrease in the GAPS estimates for the
stations ULAG and BJCO (Fig. 2b, e). This decrease coin-
cides with a phenomenon known as the “August break”
(Ogungbenro et al. 2014), which is characteristic of the
precipitation pattern in the southern part of the country and
is consistent with the findings of Willoughby et al. (2002).
Rapid changes in the GAPS and NCEP II estimates can
be attributed to rapid changes in the humidity around the
stations. Observed gaps at certain epochs in the plots are
due to the non-availability of observations from the NIGNET
stations.

Overall, for all the years combined, and for each NIGNET
and IGS station, the differences between GAPS and NCEP II
have mean offsets varying between �6.4 and 23.9 mm, and
standard deviations between 33.1 and 44.9 mm. Table 2 gives
the overall statistics for all the stations for all the years of
study.

3.2 Comparison Between GAPS and IGS

In this comparison, the year 2016 is considered because of
the substantial amount of ZPD products available for the
station CGGN. Figure 3a, b show the 2016 GAPS and IGS
estimates for the stations CGGN and BJCO, indicating very
good agreement. The observed gaps at certain epochs in the
plots are due to the non-availability of observations from the
NIGNET station and the non-availability of ZPD products
from the IGS.

For the combination of all years, Table 3 gives the statis-
tics of the comparison between GAPS and IGS for the
stations BJCO and CGGN.

3.3 Comparison Between GAPS, IGS
and NCEP II

The comparisons here are only done for the IGS stations
and are restricted to the epochs which have ZTD esti-
mates from all three sources between 2011 and 2016. Figure
4a–c show the histograms for the offsets between NCEP
II and GAPS, NCEP II and IGS, as well as IGS and
GAPS.
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Fig. 2 (a) GAPS and NCEP II ZTD for CLBR in 2012. (b) GAPS
and NCEP II ZTD for ULAG in 2012. (c) GAPS and NCEP II ZTD
for ABUZ in 2012. (d) GAPS and NCEP II ZTD for FUTY in 2012.

(e) GAPS and NCEP II ZTD for BJCO in 2012. (f) GAPS and NCEP II
ZTD for CGGN in 2012
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Table 1 2012 ZTD difference between GAPS and NCEP II

Stations � (mm) ¢ (mm) rms (mm)

ABUZ 4:9 31:3 31:7

BJCO 17:9 48:2 51:4

CGGN 20:8 29:3 35:9

CLBR 3:1 39:4 39:5

FUTY 17:5 37:3 41:2

ULAG 2:5 45:9 46:0

For the comparisons of NCEP II between GAPS and IGS
(Fig. 4a, b), the large standard deviations may be attributed to
the variability and the higher concentration of atmospheric
water vapour at the lower latitudes/equatorial regions as
stated in Li et al. (2015) and Dousa and Bennitt (2013). It
could also be due to insufficient amounts of atmospheric
observations assimilated into the NCEP II NWM from
this part of the world, resulting in estimations with larger
errors than in, for example, North America and Europe. The
closer agreement between IGS and GAPS (Fig. 4c) can be
attributed to both being obtained through the same technique,
except for differences in the elevation cut-off angles (10ı for
GAPS and 7ı for IGS) and a priori tropospheric models and
mapping functions (VMF1 for GAPS and Niell model and
Global Mapping Functions for IGS) used. The precision of
the IGS and GAPS comparison agrees well with the result of
Guo (2015).

Table 2 ZTD difference between GAPS and NCEP II (NIGNET and
IGS stations)

Stations (years of data used) � (mm) ¢ (mm) rms (mm)

ABUZ (2011–2014, 2016) 3.4 36 36:2

BKPF (2011–2016) 17.7 41:7 45:3

CGGT (2011–2013) 9.5 38 39:2

CLBR (2011–2016) �6.4 40:2 40:7

FPNO (2012–2014, 2016) 16 34:6 38:1

FUTA (2012–2013) 23.9 38:2 45:1

FUTY (2011–2016) 16 44 46:8

GEMB (2012–2013, 2015) �4.3 33:1 33:3

HUKP (2012–2015) 10.1 35:8 37:2

MDGR (2011, 2013–2014) 18.3 36 40:3

OSGF (2011–2014, 2016) 14.1 44:4 46:6

RUST (2011–2013) �3 40:9 41

ULAG (2011–2013) 4.5 37:7 38

UNEC (2011–2014, 2016) 3.9 43:8 44

BJCOa (2011–2016) 6.6 40:9 41:4

CGGNa (2011–2016) 11.9 44:9 46:5

aIGS stations

Table 3 ZTD difference between GAPS and IGS (IGS stations)

Stations (years of data used) � (mm) ¢ (mm) rms (mm)

BJCO (2011–2016) �2:4 13:8 14

CGGN (2015–2016) �0:1 9:9 9.9
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Fig. 3 (a) GAPS and IGS ZTD for CGGN in 2016. (b) GAPS and IGS ZTD for BJCO in 2016
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Fig. 4 (a) NCEP II and GAPS offset histogram for the IGS stations. (b) NCEP II and IGS offset histogram for the IGS stations. (c) IGS and
GAPS offset histogram for the IGS stations

4 Conclusion

The adaptability of the NIGNET for meteorological studies
in Nigeria was assessed using the ZTD estimates from the
PPP processing of GPS observations. The precision of these
estimates was assessed with comparisons to ray-traced ZTDs
from NCEP Reanalysis II NWM and IGS ZPD products.
The estimated ZTD for the NIGNET stations depict known
latitudinal and seasonal variations. In comparing the ZTD

estimates from the different sources, the results show that
the mean offsets between the GAPS PPP and the NCEP II
estimates for all the NIGNET and IGS stations, for the 6-
year duration, vary between �6.4 and 23.9 mm, with their
standard deviations between 33.1 and 44.9 mm. The differ-
ence between the GAPS PPP and the IGS estimates gives
mean offsets of �2.4 and �0.1 mm, with standard deviations
of 9.9 and 13.8 mm. The comparisons of the GAPS and the
IGS estimates between the NCEP II estimates for the IGS
stations have similar results, with standard deviations just
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under 45 mm, perhaps indicating deficiencies with NCEP II
around the country.

With proper management and maintenance of the
NIGNET infrastructure, near real-time ZTD estimates can
be produced using PPP with the IGS ultra-rapid orbit and
real-time clock products. The near real-time ZTD estimates,
if made publicly available, could then be assimilated into
regional and global NWM to enhance the quality of their
forecasts for Nigeria and the surroundings countries.

The continuation of this project includes an assessment
of the inherent uncertainty of the PPP derived neutral atmo-
spheric parameters in the computation of integrated water
vapor. Also, a least-squares spectral analysis of the ZTD and
its components (hydrostatic and wet delays, and horizontal
gradients) is prepared to study other spatial and temporal
(seasonal) trends that may be intrinsic in the data, in com-
parison to precipitation trends studies in the country.
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Abstract

This paper presents a summary of the activities of the Bureau of Products and Standards
(BPS) to support IAG’s Global Geodetic Observing System (GGOS) in its goal to provide
observations and consistent geodetic products needed to monitor, map, and understand
changes in the Earth’s shape, rotation, and mass distribution. As a key activity the BPS
has compiled an inventory of the standards and conventions currently adopted and used by
the IAG and its components for the processing of geometric and gravimetric observations as
the basis for the generation of IAG products. The outcome of the BPS inventory concerning
numerical standards and the product-based review is summarized and recommendations
for future improvements are provided. Finally, an overview about the ongoing and planned
activities of the BPS is given.
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1 Introduction

The Bureau of Products and Standards (BPS) is a redefini-
tion of the former Bureau for Standards and Conventions
(BSC), which was established as a component of the Global
Geodetic Observing System (GGOS) of the International
Association of Geodesy (IAG) in 2009. This redefinition was
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a consequence of a restructuring of the GGOS organization
in 2014. The organizational structure of GGOS and a descrip-
tion of its components is given in Kutterer and Neilan (2016)
and on the GGOS webpage at www.ggos.org.

The work of the BPS is primarily built on the IAG
Services and the products they derive on an operational
basis for Earth monitoring making use of various space
geodetic observation techniques such as Very Long Baseline
Interferometry (VLBI), Satellite and Lunar Laser Ranging
(SLR/LLR), Global Navigation Satellite Systems (GNSS),
Doppler Orbitography and Radiopositioning Integrated on
Satellite (DORIS), satellite altimetry, gravity satellite mis-
sions, gravimetry, etc. In order to fully benefit from the ongo-
ing technological improvements of the geodetic observing
systems, it is essential that the analysis of the observations
is based on the definition and application of common stan-
dards and conventions and a consistent representation and
parameterization of the relevant quantities. This is also a
prerequisite for the integration of geometric and gravimetric
observations as the basis for a consistent estimation of geo-
detic parameters describing the time-varying shape, rotation
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Fig. 1 The key role of standards and conventions for consistent geodetic products as the basis for Earth system research, for studying interactions
between its sub-components and for precisely quantifying global change phenomena

and gravity field of the Earth. The results should refer to a
highly-precise global reference frame, stable over decades in
time, as a requirement for reliably monitoring global change
phenomena (e.g., global sea level rise) and for providing
the meteorological basis for Earth system sciences. Figure 1
illustrates the integration of the “three pillars” geometry,
Earth rotation and gravity field to obtain consistent geodetic
products as the basis for studying the Earth system and the
interactions between its sub-components and the outer space
(e.g., Rummel 2000; Drewes 2007; Plag and Pearlman 2009).

According to the GGOS Terms of Reference, the BPS
acts as contact and coordinating point for the IAG Services
regarding homogenization of standards and products. The
IAG Services keep their full visibility and responsibility
to manage their supporting data, products and information
systems. The BPS shall ensure that common standards and
conventions are implemented and adopted by all IAG compo-
nents as a fundamental basis for the generation of consistent
products. Another key task is the evaluation of the current
status of IAG/GGOS products, including an accuracy assess-
ment with respect to the GGOS requirements as specified
in the GGOS 2020 book (Gross et al. 2009). The BPS
also initiates the development of new products required for
important geophysical questions and societal needs.

Most of these tasks cannot be fulfilled by the BPS alone
and thus cooperations within the geoscientific community
are essential. Towards this aim, the IAG Services and other
entities involved in standards and geodetic products are
represented in the BPS by means of associated members
who support the Bureau business and ensure the interaction
between the different components.

The purpose of this paper is to give a summary of recent
and future activities of the BPS. The following section gives
an overview about the Bureau, including its mission, objec-
tives and the organizational structure. Section 3 addresses

some of the key activities of the BPS, such as the com-
pilation of an inventory on the standards and conventions
currently adopted and used by IAG and its components for
the generation of IAG products (Angermann et al. 2016a).
Some examples of this inventory are highlighted. Finally, a
summary of the ongoing and planned activities is provided.

2 GGOS Bureau of Products
and Standards

The BPS is hosted and supported by the Deutsches Geodätis-
ches Forschungsinstitut (DGFI-TUM) and the Institute for
Astronomical and Physical Geodesy (IAPG) of the Tech-
nische Universität München, within the Forschungsgruppe
Satellitengeodäsie (FGS). The BPS supports GGOS in its
key goal to obtain consistent products describing geometry,
rotation and gravity field of the Earth along with its variations
in time.

The main objectives of the BPS are:
– to serve as contact and coordinating point for the homog-

enization of IAG standards and products;
– to keep track of the adopted geodetic standards and

conventions across all IAG components, and to initiate
steps to close gaps and deficiencies;

– to focus on the integration of geometric and gravimetric
parameters and to develop new geodetic products, needed
for Earth sciences and society.
The present BPS staff members are D. Angermann (direc-

tor), T. Gruber (deputy director), M. Gerstl, R. Heinkelmann,
U. Hugentobler, L. Sánchez and P. Steigenberger. In its
current structure the following GGOS entities are associated
with the BPS:
– Committee “Contributions to Earth System Modelling”,

Chair: M. Thomas (Germany),
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Table 1 Representatives of IAG services and other entities (status: October 2017)

G. Petit (until 2016) BIPM (France)
IERS Conventions Center N. Stamatakos (since 2017) USNO (USA)
IERS Analysis Coordinator T. Herring MIT (USA)

IGS Representative U. Hugentobler (BPS staff) TUM (Germany)

ILRS Analysis Coordinator E. Pavlis UMBC/NASA (USA)

IVS Analysis Coordinator J. Gipson GSFC/NASA (USA)

IDS Analysis Coordinators J.-M. Lemoine, H. Capdeville CNES/GRGS (France)
IDS Representatives F. Lemoine, J. Ries GSFC, CSR (USA)

IGFS Chair R. Barzaghi Politecnico Milano (Italy)

BGI Chair S. Bonvalot IRD (France)

ISG President M. Reguzzoni Politecnico Milano (Italy)

ICGEM Chair F. Barthelmes GFZ (Germany)
IDEMS Director K. Kelly ESRI (USA)

IGETS Director H. Wziontek BKG (Germany)

Gravity Community (corresponding member) J. Kusche University Bonn (Germany)

IAG Representative to ISO J. Ihde (until 2016) BKG, now GFZ (Germany)

IAG Communication and Outreach J. Adam University Budapest (Hungary)
IAU Commission A3 Representative C. Hohenkerk HMNAO (United Kingdom)

IAU Representative R. Heinkelmann (BPS staff) GFZ (Germany)

M. Craymer (Chair) NRCan (Canada)
Control Body for ISO Geodetic Registry L. Hothem (Vice Chair) USA

– Joint Working Group “Establishment of the Global Geo-
detic Reference Frame (GGRF)”,
Chair: U. Marti (Switzerland),

– Working Group “ITRS Standards for ISO TC211”, Chair:
C. Boucher (France).
The Bureau comprises the staff members, the chairs of the

associated GGOS components as well as representatives of
the IAG Services and other entities. The present status of the
associated members as BPS representatives is summarized in
Table 1.

As regards the development of standards, there is a link
with the Conventions Center of the International Earth Rota-
tion and Reference Systems Service (IERS), the Commission
A3 “Fundamental Standards” of the International Astronom-
ical Union (IAU), the IAU Working Group “Numerical Stan-
dards for Fundamental Astronomy”, the Bureau International
de Poids et Mesures (BIPM), the Committee on Data for
Science and Technology (CODATA), and the International
Organization for Standardization (ISO) with its Technical
Committee ISO/TC211.

As specified in the BPS Implementation Plan, a com-
munication plan has been setup for a regular exchange
of information. In addition to regular GGOS Coordinating
Board Meetings (twice per year) and GGOS Consortium
Meetings (once per year) monthly telecons of the GGOS
Executive Committee take place to manage the day-to-day
business of GGOS. Extended Bureau meetings of the BPS
take place twice per year to coordinate and manage the BPS
work, to monitor progress against schedule, and to redefine
tasks and responsibilities in case of need. Regular meetings

of the BPS team take place in Munich every 2 months to
perform the operational Bureau business.

More information on the BPS can be found in the lit-
erature (e.g., Hugentobler et al. 2012; Angermann et al.
2016a,b) and on the GGOS website (www.ggos.org).

3 BPS Inventory on Standards
and Conventions

The BPS has compiled an inventory of standards and conven-
tions used for the generation of IAG products (Angermann
et al. 2016a). This inventory gives a brief introduction into
GGOS, including its mission and objectives and an overview
about its structure. It presents some general information on
standards and conventions and summarizes the current stan-
dards, standardized units, fundamental physical constants,
resolutions, and conventions that are relevant for geodesy.
Section 3.1 summarizes the outcome of the evaluation of
numerical standards used within IAG and its components,
and Sect. 3.2 focuses on the product-based inventory.

3.1 Status and Recommendations
on Numerical Standards

Currently, different numerical standards are in use within
the geodetic community (see Table 2). The values of the
Geodetic Reference System 1980 (GRS80, Moritz 2000)
are still used as official ellipsoid parameters, although it

www.ggos.org
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Table 2 Comparison of numerical standards used within IAG

Geocentric Grav.
Semi-major axis Constant GM Dyn. form factor Earth’s rotation Normal potential
a (m) (1012 m3 s�2) J2 (10�6) ! (rad s�1) U0 or W0 (m2 s�2)

GRS80 (1979) 6,378,137 398.6005 1,082.63 7.292115 62,636,860.850

EGM2008 6,378,136.3 398.6004415a 1,082.6359 7.292115 62,636,856.0 (1998)

IERS Conv. (2010) 6,378,136.6b 398.6004418c 1,082.6359 7.292115 62,636,856.0 (1998)

IERS Conv. (update 2017) 6,378,136.6b 398.6004418c 1,082.6359 7.292115 62,636,853.4 (2015)

IAG Resol. No. 1 (2015) 62,636,853.4 (2015)
aTT-compatible value
bValue given in zero-tide system
cTCG-compatible value

represents the scientific status of the 1970s. In the concept
of GRS80, the tidal systems and relativistic theories are not
considered (Ihde et al. 2017). The numerical standards of the
IERS Conventions 2010 (Petit and Luzum 2010), which are
based on the best estimates of Groten (2004), are commonly
used for the processing of the geometric observations and
for the generation of IERS products. The fact that the semi-
major axis between GRS80 and IERS Conventions 2010
differs by 0.4 m is critical and has to be considered correctly
for users of geodetic products. Table 2 also shows the
numerical standards of the Earth Gravitational Model 2008
(EGM2008; Pavlis et al. 2012), which are partly different
from the numerical standards given in the IERS Conventions.
In cooperation between the IERS Conventions Center and
the BPS, the conventional value W0 = 62;636;853:4m2 s�2

for the geopotential at mean sea level issued in the IAG
(2015) Resolution No. 1 (Drewes et al. 2016; Ihde et al.
2017; Sánchez and Sideris 2017) has recently been updated
in Chapter 1 of the IERS Conventions (Stamatakos 2017).
Thus, the former difference between the IERS Conventions
2010 value and the new IAG 2015 value of about �2:6m2 s�2

(equivalent to a level difference of about 27 cm) has been
resolved recently. In order not to affect current definitions of
time scale, W0 is no longer related to LG , the conventional
conversion factor between the scale of terrestrial time (TT)
and the geocentric coordinate time (TCG).

The current situation concerning numerical standards and
the different use of time and tide systems is a potential source
for inconsistencies and even errors of geodetic products.
Thus, it is essential for a correct interpretation and use of
geodetic results and products that the underlying numerical
standards are clearly documented. Moreover, if geodetic
results are combined that are expressed in different time or
tide systems, transformations have to be performed to get
consistent results.

The following recommendations on numerical standards
have been specified in the BPS inventory, also endorsed as
recommendations of the Unified Analysis Workshop 2017
(Gross and Herring 2017).

– Recommendation 1 : The used numerical standards
including time and tide systems must be clearly
documented for all geodetic products.

– Recommendation 2 : The geopotential value W0 =
62;636;853:4m2 s�2 issued by the IAG resolution No. 1
(2015) should be used as the conventional reference value
for geodetic work.

– Recommendation 3 : The development of a new Geode-
tic Reference System GRS20XX based on best estimates
of the major parameters related to a geocentric level
ellipsoid is desired.

3.2 Product-Based Review of Standards
and Conventions

In the product-based evaluation of standards and conventions
the following major topics were addressed:
– Celestial reference systems and frames
– Terrestrial reference systems and frames
– Earth orientation parameters
– GNSS satellite orbits
– Gravity and geoid
– Height systems and their realizations.

IAG products exist for the celestial and terrestrial ref-
erence frame as well as for the EOP which are provided
by the responsible Product Centers of the IERS (see www.
iers.org). These products are derived from the data of the
space geodetic observation techniques GNSS, SLR, VLBI
and DORIS provided by the International GNSS Service
(IGS; Dow et al. 2009), the International Laser Ranging
Service (ILRS; Pearlman et al. 2002), the International VLBI
Service (IVS; Schuh and Behrend 2012) and the International
DORIS Service (IDS; Willis et al. 2010), respectively. These
technique-specific Services and the IERS are in charge of
the data analysis and combination issues for the generation
of the reference frame products and the EOP. The BPS
inventory gives an overview about the present status con-
cerning the IERS products, it identifies gaps and deficiencies

www.iers.org
www.iers.org
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and provides recommendations for further improvements for
each product (Angermann et al. 2016a). The work of the
BPS should be considered as a supplement to the exten-
sive activities performed within the technique-specific IAG
Services and the IERS. The present issues concerning the
analysis and combination of the geometric space-techniques
were discussed during the Unified Analysis Workshop 2017,
which was co-organized by GGOS and the IERS. Detailed
recommendations were provided in the minutes of the work-
shop (Gross and Herring 2017).

Some general recommendations of the BPS inventory
(Angermann et al. 2016a) concerning the IERS products are
provided below:
– At present, the celestial and the terrestrial reference frame

and their integral EOP solutions are not fully consistent
with each other as they are computed independently by
separate IERS Product Centers. The Resolution No. 3
(2011) of the International Union of Geodesy and Geo-
physics (IUGG) recommends, that the highest consistency
between the ICRF, the ITRF and the EOP as observed
and realized by IAG and its components such as the IERS
should be a primary goal in all future realizations of the
ICRS.

– The processing standards and models should be consis-
tently applied by all the analysis centers of the IAG
Services providing data for the generation of the IERS
products.

– The station networks and the spatial distribution of high
quality co-location sites should be improved as a fun-
damental requirement to achieve the GGOS accuracy
requirements as specified in chapter 7 of the GGOS 2020
book (Gross et al. 2009).
The GNSS satellite orbits are a technique-specific product

provided by the IGS. It was included in the inventory, since
the GNSS orbits are used for a wide range of applica-
tions. Recommendations were provided on further studies
of the impact of analysis strategies on the orbit parameters
and the satellite operators were asked to provide detailed
information about satellite dimensions, surface properties,
attitude models, antenna offsets, antenna phase patterns, and
radio emission power. The European GNSS Service Center
provided information about the Galileo In-Orbit Validation
(IOV) and Full Operational Capability (FOC) satellites in
December 2016 and October 2017, respectively (GSA 2017).
The Cabinet Office, Government of Japan (CAO) published
satellite property information for the first two satellites of
the Quasi-Zenith Satellite System (QZSS) as well as oper-
ational history information for QZS-1 in 2017 (Cabinet
Office 2017). Satellite property information for QZS-3 and
-4 as well as operational history information for QZS-2 are
currently in preparation.

The International Gravity Field Service (IGFS) is respon-
sible to coordinate the gravity-related IAG Services (BGI,

ISG, IGETS, ICGEM, IDEMS) and its overall goal is to
coordinate the provision of gravity field related data, soft-
ware and information for the scientific community (Barzaghi
and Vergos 2016). The IGFS Central Bureau has recently
been established at the Aristotle University of Thessaloniki
providing an updated IGFS website (www.igfs.topo.auth.gr),
including a dedicated products portal for the download of
data and products generated by the IGFS Services (Vergos
et al. 2017). As an example, about 170 models of the global
gravity field of the Earth are made available to the public
via the ICGEM website (icgem.gfz-potsdam.de; Barthelmes
2016). A recommendation is that a conventional global
gravity field model might be useful as a reference model to
be used for the generation of official IAG products, whereas
scientific users should be free to use any preferred model for
their particular purposes.

The last topic of the product-based inventory focuses on
the height systems and their realizations. Currently, a formal
GGOS height system product or an IAG Height Systems
Service does not exist. An important step oriented to the
establishment of a worldwide unified (standardized) vertical
reference system was the release of the IAG resolution
No. 1 (2015) for the definition and realization of an Inter-
national Height Reference System (IHRS) and the adoption
of the conventional value W0 = 62;636;853:4m2 s�2 for the
geopotential at the geoid (Drewes et al. 2016; Ihde et al.
2017; Sánchez and Sideris 2017). A proposal for the IHRF
reference network with about 170 stations co-located with
geometric techniques, absolute gravity and tide gauges has
been prepared by the GGOS Focus Area “Unified Height
System” (Sánchez 2017) and the IAG JWG 0.1.2 “Strategy
for the Realization of the IHRS”.

4 Ongoing and Planned Activities

An ongoing activity of the BPS is to keep track of the
geodetic standards and conventions adopted by IAG and its
components for the generation of IAG products. The contents
of the BPS inventory (Angermann et al. 2016a) presents the
status of January 15, 2016, and thus it needs to be regularly
updated if new IAG products are released (e.g., ITRF2014,
IERS EOP 14 C04 series, upcoming ICRF3) or if there are
any other changes in the field of standards and conventions
or the generation of IAG products. It is planned to provide
an updated electronic version of the BPS inventory by early
2018. Concerning the recommendations given in the BPS
inventory a lot of progress has already been achieved and
several activities have been initiated by the responsible IAG
components. The BPS has taken over a coordinating role to
initiate steps how to proceed with the recommendations that
require further activities. Together with the representatives of
the IAG Services and other involved entities (see Table 1) an

www.igfs.topo.auth.gr
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action plan should be compiled, including a task description,
specification of responsibilities and a time schedule.

The BPS also supports the development of new products
derived from a combination of geometric and gravimetric
observations. Towards this aim various activities have been
initiated and dedicated GGOS entities have been established
to focus on the development of integrated products, such
as the Focus Area “Unified Height System”, the newly
established Focus Area “Geodetic Space Weather Research”
and the Joint IAG Working Group “Establishment of the
Global Geodetic Reference Frame (GGRF)” to support the
activities of the United Nations (UN) in context with the UN
resolution on a Global Geodetic Reference Frame for Sus-
tainable Development (A/RES/69/266) adopted on Febru-
ary 26, 2015. The BPS contributed to an IAG position
paper for the GGRF description (iag.dgfi.tum.de/fileadmin/
IAG-docs/GGRF_description_by_the_IAG_V2.pdf), which
includes the geometry, gravity field and physical heights as
well as the Earth’s orientation with respect to the celes-
tial reference frame. The director of the BPS has been
nominated by the IAG Executive Committee as the IAG
Representative to the UN Global Geospatial Information
Management (UN-GGIM) Subcommittee “Geodesy” (the
former GGRF Working Group) for the Focus Group “Data
Sharing and Development of Geodetic Standards”. Thus, the
BPS is involved in the definition and establishment of the
GGRF.

The BPS activities also focus on celestial reference sys-
tems and frames and on the contributing VLBI data as
well as on the relevant standards, conventions and res-
olutions. The IVS, as a joint service of IAU and IAG,
interacts closely with the IERS, which is tasked by IAU
and IUGG with maintaining the ICRF and ITRF, respec-
tively. Within IAU, the Division A Commission A3 “Funda-
mental Standards” (www.iau.org/science/scientific_bodies/
commissions/A3/), the Division Working Group “Numeri-
cal Standards in Fundamental Astronomy (NSFA)” (Luzum
et al. 2011), and the IAU’s Standards of Fundamental Astron-
omy (SOFA) service (www.iausofa.org) are directly involved
in standards. A close link has been established between IAU
and the BPS to ensure the interaction between the different
components and to enable regular exchange of information.

Another external relation exists between the BPS and the
International Standards Organization Technical Committee
211 (ISO/TC211) “Geographic Information/Geomatics”, M.
Craymer and L. Hothem were appointed as associated mem-
bers of the BPS (see Table 1). The ISO/TC211 has taken
responsibility for establishing the ISO Geodetic Registry,
a registry of international geodetic reference systems and
transformations (Craymer and Hothem 2017). In 2016, the
BPS acted as the proposer for the “New Work Item Proposal”
ISO/TC211: Revision of ISO 19111 “Geospatial Information
– Spatial references by coordinates”.

Finally, the BPS should initiate steps to identify user
needs and requirements for products that are currently not
provided by the IAG Services, but required to address impor-
tant geophysical questions and user needs. This task should
be supported by the GGOS Science Panel, the Focus Areas
and representatives of the IAG Services. Such a task fits well
into the Work Programme of the Group on Earth Observation
(GEO), which has defined an assessment of “User Needs
and Gap Analysis” as a key task. Towards this aim the con-
tributing Global Ocean Observing System (GOOS) and the
Global Climate Observing System (GCOS) have defined so-
called Essential Ocean and Climate Variables (EOC/ECVs),
needed to understand and predict the evolution of climate and
oceans. As discussed during the IAG-IASPEI Joint Scientific
Assembly in Kobe 2017 and during the GGOS Days 2017
in Vienna (October 31–November 2, 2017) it has been
discussed that GGOS should also propose such variables
(e.g., Essential Geodetic Variables, EGV). First ideas on this
subject were presented by R. Gross during the GGOS Days
2017 (see meeting notes at www.ggos.org). Together with the
GGOS Science Panel and representatives of the IAG Services
the BPS should take over a leading role for such an activity.
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Abstract

The Standing Committee on Performance Simulations and Architectural Trade-Offs
(PLATO) was established by the Bureau of Networks and Observations of the Global
Geodetic Observing System (GGOS) in order to support – by prior performance analysis –
activities to reach the GGOS requirements for the accuracy and stability of the terrestrial
reference frame. Based on available data sets and simulated observations for further stations
and satellite missions the committee studies the impact of technique-specific improvements,
new stations, and additional co-locations in space on reference frame products. Simulation
studies carried out so far show the importance of the individual station performance
and additional stations for satellite laser ranging, the perspectives for lunar laser ranging
assuming additional stations and reflectors, and the significant impact of the new VGOS
antennas. Significant progress is achieved in processing VLBI satellite tracking data. New
insights in technique-specific error sources were derived based on real data from short
baselines. Regarding co-location in space PLATO members confirmed that E-GRASP could
fulfill the GGOS requirements with reaching a geocenter and scale accuracy and stability of
1 mm and 0.1 mm/year, respectively.
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1 Purpose and Scope of PLATO

The International Terrestrial Reference Frame (ITRF) is
commonly used as realization of the terrestrial reference
system and is generated by combining the observations of
Global Navigation Satellite Systems (GNSS), Very Long
Baseline Interferometry (VLBI), Satellite Laser Ranging
(SLR), and Doppler Orbitography and Radiopositioning
Integrated by Satellite (DORIS) based on terrestrial
measured local ties. Despite of the fact the reference
frame realizations are being constantly improved, even
the recent realization named ITRF2014 does not reach the
GGOS requirements of 1 mm station coordinate accuracy
and 0.1 mm/year stability (Altamimi et al. 2016). The
reasons for today’s limitations are technique-specific error
sources, inhomogeneous network distributions, and the
small number of accurate local ties. Consequently the
following improvements are discussed to reach the GGOS
requirements: (1) developing next generation space-geodetic
stations with improved technology and system performance,
(2) improving the ground network configuration in view
of global coverage and co-locations, (3) improving the
number and accuracy of surveys between co-located
stations, and (4) deploying, improving and optimizing
space-based co-locations. In the framework of the GGOS
Bureau of Network and Observations (GGOS BNO)
the Standing Committee on Performance Simulations
and Architectural Trade-Offs (PLATO) was formed to
support ongoing and future activities in the four topics
mentioned above. From the viewpoint of reference frame
products PLATO aims to estimate the dependency of such
products:
– on ground station architectures,
– on new co-location and core stations which fill gaps in

the current station networks (especially in the southern
hemisphere),

– on the quality and number of local ties (at ground sites)
and space ties (on-board satellites),

– on additional satellites, especially in the SLR space seg-
ment (e.g., cannonball satellites, LEO, GNSS constella-
tions) and additional lunar reflectors,

– on additional co-locations in space, e.g., on-board existing
GNSS and LEO satellites or on-board dedicated co-
location satellites like E-GRASP/Eratosthenes.

Twelve groups from institutions in Europe and the US
contribute currently to PLATO (Table 1). Since 2015,
PLATO acts also as Joint Working Group 1.1.2 under IAG’s
Sub-Commission 1.1.

Table 1 PLATO members (as of August 2017)

Institution Country Participants

AIUB, Uni Bern Switzerland R. Dach, F. Andritsch
BKG Germany D. Thaller

CNES France R. Biancale

DGFI-TUM Germany M. Bloßfeld, A. Kehm

ETH Zurich Switzerland M. Rothacher, I Herrera Pinzón

GFZ/TU Berlin Germany B. Männel, S. Glaser
GSFC/JCET United States E. Pavlis

IfE, Uni Hannover Germany J. Müller, F. Hofmann

IGN France France D. Coulot, A. Pollet

JPL United States R. Gross

NMA Norway E. Mysen, G. Hjelle
TU Vienna Austria J. Böhm, A. Hellerschmied

2 Activities and Recent Achievements

Since PLATO’s kickoff meeting in April 2013, several
projects were initiated by the PLATO members and became
funded by national science foundations, e.g., “DIrect
GEocentric Realization of the American reference frame
by combination of geodetic observation TechnIques”
(DIGERATI, DGFI-TUM), “Satellite Observations by Radio
Telescopes for Superior Reference Frame Interconnections”
(SORTS, TU Wien and Bonn University), “GGOS-SIM”
(GFZ/TU Berlin), or “KoKoRef” (BKG). In addition, major
efforts were carried out to implement required simulating
and processing tools into existing software packages, like a
VLBI satellite tracking mode in VieVS, in GINS and in the
Bernese GNSS Software and SLR simulation capabilities
in DOGS and Bernese GNSS Software. In the following,
selected activities carried out by the PLATO members and
preliminary results are described related to laser ranging,
fundamental sites, and co-location in space.

2.1 Studies Related to Satellite and Lunar
Laser Ranging

Driven by the inhomogeneously distributed SLR station net-
work and LAGEOS-dominated observation statistics simula-
tions for improved global SLR solutions were carried out. By
simulating up to eight additional SLR stations the group of
DGFI-TUM showed improvements of up to 20% in terms of
WRMS for Helmert transformation parameters with respect
to SLRF2008. However, they considered also an increase in
the performance of the existing stations, where performance



Recent Activities of the GGOS Standing Committee PLATO 163

is defined as relationship between actually observed satel-
lite arcs and the maximum possible number of observable
satellite arcs. Assuming a performance of at least 20% for
each SLR site, while current performances of SLR stations
typically range between 4 and 51%, the scale was improved
by 49% and the pole coordinates by 10% (Bloßfeld et al.
2018; Kehm et al. 2017). Another interesting improvement
for the ERP was found at AIUB in a dedicated simulation
study. They assumed that 10% of the current measurements
of LAGEOS were done to ETALON. Without any degra-
dation in the estimated station coordinates and LAGEOS
orbits they found an improvement in the ERP recovery of 8%
with respect to the original observation scenario (Andritsch
et al. 2017). Simulations at TU Berlin/GFZ taking the total
cloud coverage for the planned SLR stations into account
demonstrate that American Samoa, Easter Island, Haleakala,
and Hartebeesthoek are very important stations for polar
motion estimates (improvements up to 56% in yp in case of
Easter Island (Glaser et al. 2017b)).

Simulations related to Lunar Laser Ranging (LLR) were
carried out by the group in Hannover. Results from Lunar
solutions with two new ground stations and three new single-
prism reflectors on the Moon were compared against a solu-
tion containing the recent measurement configuration (basi-
cally two ground stations and five reflector arrays). Assuming
future millimeter ranging accuracies they estimated lunar
reflector coordinates, the mass of the Earth-Moon system, the
temporal variation of the gravitational constant and tested the
equivalence principle with Earth and Moon as test bodies.
While two additional stations improve the accuracy of the
estimated parameters up to a factor of two, three additional
single-prism reflectors on the lunar surface would lead to an
improvement of up to a factor of six over a decade of new
measurements (Hofmann 2017; Hofmann et al. 2014).

2.2 Studies Related to Fundamental Sites

The PLATO members contributed to several station propos-
als by extended simulations, e.g. the French groups carried
out extensive simulations for a new fundamental site in
Tahiti.

Investigations of technique-specific error sources were
carried out at ETH Zurich with the analysis of GNSS and
VLBI short baselines. The GNSS baselines show repeata-
bilities better than 2 mm for most of the considered sites.
However, their comparison with terrestrial local ties shows
differences surpassing the centimetre level. These analyses
also revealed the presence of unusual seasonal signals at
Irkutsk and Obninsk (Russia), with periods of �4 months,
which have to be further clarified (Herrera Pinzón and
Rothacher 2018). Studies of the short baseline between the
legacy Radio Telescope Wettzell (RTW) and the first Twin

Telescope (TTW1) in Wettzell show a satisfactory agreement
w.r.t. a terrestrial two-way time transfer system, at the level
of ˙50 ps. Additionally, these results show that differences
of VLBI-based baselines w.r.t. terrestrial measurements are
below 1 mm. A comparison of the tropospheric zenith delays
for VLBI and a co-located GNSS antenna shows again a fair
agreement, with a bias of around 1 mm attributed to height
differences between the reference points of the techniques.
VLBI simulations performed at GFZ and TU Berlin for a
network of VGOS telescopes which is expected to be oper-
ational in 2020 by using next generation broadband VLBI
technology, show that the GGOS requirements of 1 mm
accuracy can be achieved for the VLBI reference frame. In
addition, the impact of systematically wrong local ties on
the reference frame products was studied. By falsifying the
local ties connected to one technique at one station by 1 cm
in the height component the technique and the station with
the largest impact on the Helmert parameters (up to 0.5 mm
in the height component) were analyzed. The derived results
indicate Hartebeesthoek, Hobart, Tahiti, and Kokee Park as
important local tie sites (Glaser et al. 2017a).

2.3 Studies Related to Co-location in Space

Linking the space geodetic techniques on-board satellites
using space ties is seen as a challenging but promising
addition to the ground-based local ties approach. Several
members of PLATO contributed simulation studies to the E-
GRASP/Eratosthenes proposal submitted to ESA answering
the Earth-Explorer-9 call (Biancale et al. 2017). GPS, SLR,
VLBI, and DORIS simulations carried out at IGN and CNES
confirmed that reference frame solutions combined using
solely E-GRASP’s space ties could fulfill the GGOS require-
ment for geocenter and scale including their rates within the
envisaged mission duration of 5 years. DGFI-TUM found
a significant improvement of up to 60% for the Stokes
coefficients (especially for the C20 and C40 coefficients)
derived from simulated SLR measurements containing E-
GRASP, LAGEOS, LARES, and ETALON. VLBI obser-
vations of GNSS satellites and the Chinese APOD cube-
satellite by the Australian VLBI antennas were processed by
the groups at TU Wien and ETH Zurich. The derived results,
currently with residuals at the ns-level, show the potential
of VLBI satellite tracking but also the necessity of further
developments in VLBI satellite tracking (Plank et al. 2017).

3 Preliminary Recommendations

So far PLATO can give preliminary recommendations related
mainly to laser ranging. For SLR, firstly, a coordinated
increase of ETALON observations should be further con-
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sidered at the expense of LAGEOS observations. Secondly,
in addition to building new SLR stations, existing laser
telescopes should be encouraged and supported to increase
their performance, if possible, to the proposed level of 20%.
In terms of LLR additional stations capable to perform
measurements to (new) lunar reflectors are highly impor-
tant to achieve highest accuracy. Despite technique-specific
advice, simulations performed by PLATO members showed
impressively the benefits of the proposed E-GRASP mission.
Therefore, we recommend to strive by all means for a
satellite mission dedicated to co-location in space.

4 Future Plans

PLATO’s goals for the next 2 years are defined in the
current GGOS BNO implementation plan (Pearlman et al.
2017). First of all, it is planned to define a list of trade-
off options for station deployment and closure as well as
technology upgrades. The ongoing simulation studies will be
continued with the focus on network configuration, technique
and technology mix, and local tie accuracy for the ground
network and with the focus on space tie accuracy and
mission scenarios for co-location satellites. As the recent
achievements are based on different software packages, an
“analysis campaign” with exchanged simulated observations
is envisaged. This analysis experiment will lead to a review
of recent analysis methods for reference frame products by
including all existing data and available co-locations.
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IGFSMetadata for Gravity. Structure, Build-up
and Application Module

G. S. Vergos, V. N. Grigoriadis, R. Barzaghi, and D. Carrion

Abstract

Gravity field related products have been the focus of almost all geosciences in the sense
that they give a realistic representation of the physical properties of system Earth. The
rigorous documentation and archiving of gravity field related data (e.g., absolute gravity,
gravity anomalies etc.), either irregularly distributed and on a grid, has become mandatory
in order to ensure coherent and unambiguous utilization by users and archiving in related
data management servers and services. Given the above, the International Gravity Field
Service (IGFS) has taken steps in order to generate metadata for gravity field related data so
that fragmentation of databases at national and international level as well as user needs
can be addressed. To that respect, a new ISO19115-1 profile for gravity field metadata
has been prepared, describing all necessary fields that the metadata should have, while
an online PHP-based (PHP: Hypertext Preprocessor) web application (XML generator)
has been developed and became available as an IGFS product to assist users to generate
compliant metadata. In this work, we describe the main characteristics of the metadata
structure and give details on the developed web application. Finally, the dedicated IGFS
application server, igfsapps.topo.auth.gr, is described and details on the incorporation of the
gravity metadata application as an online IGFS service are provided.

Keywords

Gravity � International Gravity Field Service � ISO19115 � Metadata

1 Introduction

Before the digital era and the exchange of information
through the internet, available datasets were usually
accompanied by proper documentation in order to describe
their characteristics, standards, collection and generation
methods, and applications. In many cases, the exchange
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of datasets did not include the documentation because
either it was deemed unnecessary, it was lost or became
missing. Moreover, as these datasets were processed, the
documentation, when available, was not necessarily updated
or redistributed. This is also the case with historic gravity
observations, both marine and land, for which little or no
information is available. When historic gravity datasets
become available, they come with little documentation on
their gravity and spatial reference system, tide conventions,
accuracy, processing methodology, type of gravity anomaly,
instrumentation, etc. In the digital era where all historical
data begun to be digitized, the absence of information about
what the data really describe lead to significant uncertainties,
where in the worst case rendered them unusable.With respect
to the modern datasets created, although the process of
preparing the supplemental data description is much simpler,
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this is usually restrained by lack of time, personnel costs,
complicated requirements and other factors (Giuliani et al.
2016). Without the necessary supplemental information the
exchange of datasets may be problematic.

In the last two decades, Spatial Data Infrastructures (SDI)
have played a significant role in archiving, discovering,
delivering and exchanging geospatial data. One of the key
components necessary for SDI to operate is the availability
of metadata (Masó et al. 2012), i.e., data that describe
the geospatial datasets. The metadata may include various
information such as owner of the data, distributor, license
and usage rights, spatial reference, area coverage and format
as well as other more specific details. These details usually
depend on the type and the purpose of the dataset as well
as the usage of the metadata. Moreover, the metadata may
include information that allows assessing whether the dataset
is suitable for the needs of the end-user. In many cases, the
metadata adhere to standards provided by the issuer, working
groups or international organizations, e.g., the International
Organization for Standardization (ISO). When the existing
standards do not cover the needs of a specific community,
agency or organization then there is the option to further
develop an existing one or in rare cases create a new one.
For standards prepared by ISO, when an existing standard
is further extended, the new standard is called a profile. It
should be noted that the profile must also adhere to certain
rules set by ISO, like, for example, retaining the name,
definition and data type of existing elements, include all
mandatory elements and sections, etc.

In gravity field studies, where both absolute and relative
gravity data are concerned, there currently exists no stan-
dard for describing the datasets produced and distributed.
In order to fulfill this need, the International Gravity Field
Service (IGFS) prepared such a metadata standard. The IGFS
standard for gravity metadata is a profile of ISO19115-
1:2014 (ISO 2014), where the latter provides the fundamen-
tal metadata information for describing datasets that have
geographic extents. The present paper aims to present this
new standard along with the online application developed
specifically for creating compliant gravity metadata in XML
format.

2 Metadata Structure

As an extension of the ISO19115-1, the IGFS standard
includes apart from the standard fields of information, addi-
tional ones for describing gravity data. These fields of infor-
mation contained in the IGFS standard may be grouped
in five categories: (a) Metadata reference information, (b)
Identification information, (c) Distribution information, (d)
Standards and Conventions and (e) Data and data quality
information. The first three categories (a, b and c) contain

Fig. 1 Top-level classes and associations in the new profile

information only found in the ISO19115-1 standard while
the other two (d) and (e) are an extension to the ISO standard
specifically for gravity data. Figure 1 shows the top-level
classes of the profile and their associations (without their
attributes). All classes in the new standard include in their
name the abbreviation “IGFSCB”. It should be noted that
the MD_Metadata class is the root class of the standard,
while the CI_IGFSCB_gMetadata is the class that defines the
additional gravity specific metadata.

The three default categories of ISO19115-1 received a
small number of modifications that pertain mainly to chang-
ing the necessity of some elements, i.e., changing their
requirement from optional to mandatory. For example, in
the metadata profile it is required to provide information for
restrictions on the access and use of the metadata. Moreover,
it is mandatory to include information about the distributor
of the referred gravity data and options for obtaining it.
As far as the domain of values for the reference system is
concerned, it was limited to the code values provided by the
International Association of Oil and Gas Producers (IOGP)
EPSG Geodetic Parameter Dataset in order to facilitate
interoperability (IOPG 2012).

Of importancewas maintaining balance between the num-
ber of mandatory and optional fields. As the number of
mandatory fields increases, users tend to move away from
such a standard in order to avoid the complexity as well
as the time loss. On the other hand, too many optional
fields may lead users who create the metadata to provide
the minimum possible information. In order to make sure
that the new standard meets the requirements of the geode-
tic community, a different approach was followed for its
preparation.
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First, a new standard was prepared independently of the
existing ones by defining the necessary classes and properties
for gravity data. In a next step, the newly compiled standard
was examined against ISO19115-1. After the differences and
inadequacies were identified, modifications were made in
order to make it compatible with ISO19915-1, while any
additional metadata elements were included in new classes
that formed the final profile. It should be noted though that
there is still work in progress to enhance the structure of the
extension. Therefore, the end-users should be aware that the
specifications are subject to change. Figure 2 presents the
newmetadata classes included in the IGFSmetadata standard
profile of ISO19115-1.

The main class CI_IGFSCB_gMetadata is composed of
two parts. The first part (CI_IGFSCB_gStandardsConven-
tions) deals with describing standards and conventions,
including the adopted values used while obtaining the
original gravity observations or during processing gravity
data (see Fig. 2a). The second part deals mainly with their
quality in terms of accuracy (CI_IGFSCB_dataQuality),
referring to both the accuracy of the acquired or processed

gravity observation as well as that of the position and
height. The main class has been designed to fit the needs
of single station observations as is the case for example
of absolute gravimetry. In the case of a single gravity
observable at a measurement station, an optional class
(CI_IGFSCB_stationCoordinatesAbsGravity) may be used
for specifying the coordinates of the station as well as more
detailed information like, for example, density value, vertical
gravity gradient and air pressure corrections (see Fig. 2b).
On the other hand, it incorporates also the case where gravity
data have been processed and a gravity database has become
available, either as gridded or irregularly distributed point
values.

A significant number of classes (see Fig. 2c) are available
for providing detailed information related to tides (solid earth
tides, tidal ocean loading, tide system, wave groups, vertical
gravity gradient used, atmosphere admittance function, etc.).
It should be noted though that the tidal information is
optional as in the past it was seldom to provide such infor-
mation. Nevertheless, for the user and/or agency who wish
to provide such detailed information for future reference, the

Fig. 2 (a) New classes and associations included in the new profile for data quality and standards and conventions. (b) g-metadata on gravity data
coordinates. Vertical gradient and corrections. (c) g-metadata classes and associations for tidal conventions
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Fig. 2 (continued)

current IGFS metadata standard facilitates input for all avail-
able specifications. As far as the data quality is concerned,
the corresponding class (CI_IGFSCB_dataQuality) contains
information pertaining to the accuracy of the gravity data,
i.e., the positional accuracy (horizontal and vertical/height
component) and the accuracy of the gravity values. As the
accuracy is usually examined along with the time period the
data were collected, it was decided to include also the so-
called content time period, i.e., the period during which the
data have been acquired and/or processed.

The new classes are also accompanied by nine newly
specified Code Lists whose names are self explanatory. Code
lists are practically predefined lists that are usually based on
commonly accepted set of values and include the reference
ellipsoid used, the tide conventions, the type of levelled
height, the way the vertical gravity gradient was computed
and the type of gravity data, its accuracy (e.g., variable
or constant) and its distribution (e.g., on a grid). Table 1
lists the new Code Lists included in the profile along with
some of their values. From the provided lists, the Code List
for defining the reference ellipsoid used in the gravity data

Table 1 New Code Lists declared in the new standard

Code List Sample values

MD_IGFSCB_TideSystem Mean, tide free, zero tide

MD_IGFSCB_LevelledHeightType Physical, Helmert, normal

MD_IGFSCB_LevelledHeightReference
Type

Local geoid, local MSL,
IHRS/IHRF

MD_IGFSCB_VerticalGravityGradient
Computation

Model or own
measurements

MD_IGFSCB_Ellipsoid GRS 1980, International
1924, WGS 84

MD_IGFSCB_AttributeAccuracy Variable accuracy provided
with the data

MD_IGFSCB_CompletenessReport Data available for parts of
the area

MD_IGFSCB_DataDistribution Irregular point data, on a
grid, single station

MD_IGFSCB_GravityDataType Absolute gravity, free-air
gravity anomaly

(MD_IGFSCB_Ellipsoid) is based on the EPSG Geodetic
Parameter Dataset (IOPG 2012).
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Fig. 2 (continued)

3 Web Application deployment

From the initial concept of the gravity metadata creation, the
IGFS Central Bureau (CB) has targeted on the development
of online apps through a web interface. Open-source and free
to use technologies have been adopted for the deployment
both of the web server and the development of the appli-
cations. The web server is currently deployed as a virtual
machine at the Aristotle University of Thessaloniki virtual
machine host, which offers minimum downtime, automatic
server backup and most importantly, security as all virtual
machines are constantly monitored for threats. It should be
noted that this decision could be reconsidered in case the
generated traffic and requirements increase, although this is

not expected in the near future. On the virtual machine, a
Debian Linux server has been installed while the website
is hosted on an Apache HTTP Server. The aforementioned
software selection was based on four criteria: (a) no or
minimum cost, (b) reliability, (c) stability and (d) community
acceptance.

Two online apps for the creation of metadata (g-�eta for
metadata related to gravity datasets and N-�eta for metadata
related to geoid models and geoid heights) are currently
under development. g-�eta is currently on a beta-testing
stage while N-�eta is on an alpha stage (its standard is still
under consideration) and hence not yet been released. Both
apps use HTML5 and CSS3 for their interface, JavaScript,
jQuery, Modernizr and PHP for their functionality while
Oracle NetBeans was used as the development environment.
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The most important criteria, apart from using free and open-
source technologies, was compatibility. As the online apps
aim to be used by different users, each adopting a variety of
devices and means for accessing the IGFS CB online-apps
website, it was necessary to ensure that all of them will share
the same experience. Moreover, the developed applications
have been designed to be lightweight but self-contained and
user-friendly. The size of the g-�eta apps is about 3MiB
including all the necessary libraries.

g-�eta produces as output an XML file based on the user
supplied information in accordance to the new profile dis-
cussed in the previous section. This can be achieved through
the user interface of the application. The interface (see Fig. 3)
consists of five sections where each section provides the
optional and necessary information for creating the final
metadata XML file. For each quantity, units are provided
on the interface although they are not recorded in the XML
file and hence the end-users should consult the standard

specifications. The app users have also the ability to hide
some subsections, therefore skip entering this information,
and consequently exclude them from the XML file. By hiding
complete subsections, the app users can better focus on the
main fields of information that concern them and for which
they can provide input. Upon filling in information in all five
sections, the users move on to the Finalize section where
all information is being validated. If the validation succeeds
the app users may choose to prepare the final metadata
file and then be provided with a link for downloading the
produced XML file. Each XML file produced has a unique
filename (and URL address for download) and therefore
privacy of the app users information is guaranteed. The
produced XML files are deleted on a daily basis although
it has been predicted to include in the future the option for
the users to choose to make the metadata publicly available
through the IGFS CB platform. This functionality, though not
included yet, refers to the case that the users wish to submit

Fig. 3 The g-�eta interface
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the data, for which the XML has been created, to the IGFS
CB so that it will show up in the dedicated geoportal that
is still under development. Another option to be included
will be the archiving to another IGFS Service like Bureau
Gravimétrique International (BGI), so that once the XML has
been created, the users will have the option to submit the data
together with their metadata information. The latter option
would significantly enhance the discovery of existing gravity
data, but will in no case be obligatory, i.e., the g-�eta and N-
�eta applications are and will always be free to use without
any obligation for the users to submit any data unless they
wish so.

With the already developed g-�eta application, a strong
validation engine has been included, in the sense that if the
user enters a wrong type of value, this is readily indicated
on-the-fly. For example, if a numeric value is expected in
field and the user enters an alphanumeric one, then a prompt
message appears instantly asking for correct input. It should
be noted that no range checks have been yet included for the
numerical values. Finally, at the stage of finalizing the XML
metadata, and if some fields which are deemed necessary by
the app and/or were selected by the user as necessary, are left
blank an error message is created. If all fields are created in
good order, then the validation step passes and the final XML
is produced for the user to download.

Access to the online g-�eta app is currently available only
through the following URL: http://igfsapps.topo.auth.gr, and
when the specifications are finalized and the apps have been
thoroughly tested access will also be provided through the
main website of the IGFS (http://igfs.topo.auth.gr).

4 Future Work

The new ISO19115-1 profile prepared by IGFS for gravity
metadata aims to cover the needs of geodesists, geophysicists
and other geoscientists to describe their gravity-filed related

data and prepare them for archiving, exchange and inclusion
in other databases. Currently, it is possible to prepare gravity
metadata according to the new profile by using the g-�eta
online application provided by the IGFS CB. IGFS urges all
interested individuals and parties to test the available applica-
tion and submit their feedback to the IGFS CB or participate
in the discussion by joining the IGFS Standards mailing list
(http://igfs.topo.auth.gr/mailing-lists/). End-user feedback is
necessary for improving both the standard specifications
and the provided application in order to fit the community
needs.

Future work includes the preparation of schema files, an
online viewer, export of the metadata in a human-readable
format and improvements in the data entry forms for the
metadata, like, for example, range checks for numerical data
etc. In a second stage, in order to support the dissemination
and adoption of the new standard, the IGFS CB will examine
the need for providing to the community libraries (code)
in selected programming languages in order to facilitate its
inclusion in existing software.
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Assessment of GNSS andMap Integration
for Lane-Level Applications in the Scope
of Intelligent Transportation Location Based
Services (ITLBS)

Emerson Pereira Cavalheri and Marcelo Carvalho dos Santos

Abstract

To enable safe and robust Intelligent Transportation Systems (ITS) applications, the integra-
tion of different sensors and techniques will certainly be a common reality. One application
in this context is the lane-keeping techniques for autonomous driving systems. These
systems normally use imagery sensors for lane identification, however imagery systems
always depend on light and well-structured roads. One potential worldwide autonomous
driving technique without any other lane and road detection/identification sensor would be
GNSS positions along with accurate map information. However, this fusion depends on
the accuracy and reliability of both GNSS positions and map information. The positioning
accuracy that Intelligent Transportation Location Based Services (ITLBS) requires for
where-in-lane and active control applications are 0.5m and 0.1m, respectively. To evaluate
the potential of fusion, this work proposes an integration of GNSS and map information in
the attempt to address the lane-keeping problem. This integration is performed by merging
a GNSS solutions and lane centerline positions, acquired from aerial orthophotos, into a
Kalman Filter and a simple map matching approach. To measure the positioning error, or
off-track performance, a conversion of positions to the road space is necessary. To evaluate
the results, a positioning accuracy limit, considering the road, vehicle dimensions, and
the requirements for ITLBS is also proposed. The results showed that 95% of the time
the proposed methodology off-track performances were within 1.89m, in an average of 4
runs. Half of the runs were within 0.75m, in average, at 95% of the time. Compared to
an accurate GNSS Post Processed Kinematic (PPK) mode, an improvement of 10% was
achieved.

Keywords

GNSS � ITLBS � Lane-level positioning � Maps

1 Introduction

Intelligent Transportation Systems (ITS) applications are
rapidly emerging and efforts are being made in order to
set appropriate standards. For example, positional accuracy
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standards for Intelligent Transportation Location Based Ser-
vices (ITLBS) technologies. A complete review on the accu-
racy for ITLBS was carried by Stephenson et al. (2011),
where four main classes of accuracy categories were out-
lined: which road (5.0 m); which lane (1.5 m); where in lane
(0.5 m); and active control (0.1 m).

GNSS has been the main system for providing consistent
global positions in several applications. However, there are
major issues limiting the ITLBS application requirements,
such as availability, continuity, and integrity. It is conceivable
that GNSS positions along with accurate map information
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offers a potential worldwide autonomous driving without any
other lane and road detection/identification sensors (Bishop
2005; Hillel et al. 2014).

When it comes to vehicle autonomous navigation systems
and related applications, GNSS and maps are normally
used separately for distinct purposes. One of the primary
challenge in autonomous systems is the navigation, which
basically requires an accurate knowledge of the vehicle’s
position in the environment. Current developments have
mostly been using imagery sensors to identify the lanes.
However, imagery systems always depend on light and well
structured roads to correctly identify the edges of roads,
leading to failures in dark or to bright environments (Hillel
et al. 2014; Li et al. 2014).

Therefore, this work proposes an integration of GNSS and
road map information to address this problem. This inte-
gration is performed by merging a GNSS position solution
and lane centerline positions, from aerial orthophotos, into
a Kalman Filter and a map matching algorithm. To measure
the positioning error with respect to the reference lanes, a
conversion of positions to the road space is necessary. To
evaluate the results, a positioning accuracy limit, consider-
ing the road, vehicle dimensions, and the requirements for
ITLBS is also proposed. In the following section, methodol-
ogy, a satellite positions and map centerline approach using
Kalman filter and a map matching algorithmwill be outlined.
In the sequence, in the section experiment and results, a study
case describes the performance of the methodology followed
by an statistical analysis of the off-track solutions, in the
section analysis. And then, the conclusions of this work are
discussed.

2 Methodology

This proposition integrates positions, from a satellite posi-
tioning technique, with the centerline position of the lanes,
into a Kalman Filter, with the objective of keeping the
estimated solutions in the center of lanes. At every satellite
position solution (zk), a map matching algorithm is executed
to correctly identify where the vehicle is likely to be in
the reference lanes (xref ). By using this map-matched point
(xmm) and the lanes orientation, the filter prediction step
(Oxk=k�1) is constrained to keep the next position and velocity
state, estimated in the filter update step (Oxk), in the lane. The
flowchart in Fig. 1 describes this procedure.

In the sequence, the map matching and kalman filter
algorithms are detailed.

2.1 MapMatching

The main purpose of a map matching algorithm is to identify
the correct road segments that a vehicle is travelling and
its correct position on that segment (Quddus et al. 2003).
Quddus et al. (2007) presented a complete review on the
different MM algorithms and its performances. To mention
a few techniques, map matching algorithms can range from
simple geometric searching techniques, to complexes ones
using fuzzy logic, Extended Kalman Filter (EKF), and Belief
Theory. These techniques can be categorized into four main
groups: geometric, topological, probabilistics, and advanced
algorithms.

Fig. 1 Filter flowchart
GNSS “OBSERVATION”

z(k)
R(k)

NEXT EPOCH

MAP BASE
x_ref

Cx_ref

MAP-MATCHING
1) Closest x_ref(k) to z(k)

2) Estimate correct
mathced point: x_mm(k)

PREDICTION
Positions:

x(k/k–1)= x_mm(k);
P(k/k–1)= Cx_ref(k);

Velocity:
v(k/k–1) = x_mm(k) - x(k–1) / dt;

KF UPDATE
Gain:

G(k)=P(k/k–1), R(k)
State:

x(k) = f(z,x(k/k–1))
P(k)=f(z,P(k/k–1))
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d2

d1

d3

d4

Closest point
Closest point

Matched point

Fig. 2 Map matching step 1 (left) and step 3 (right)

The type of algorithm may be chosen depending on the
type of data fed to the map matching process. In this work,
positions coming from either the vehicle and the lane are
used, therefore a simple geometric map matching is selected
and explained in the sequence.

The first step of the map matching is to determine a
position in the reference lane that is closest to the satellite
position solution. This situation is depicted on the left side
of Fig. 2, where the satellite position is represented as a
blue triangle, the reference lane candidates as red crosses.
The candidate with the shortest distance (di) to the satellite
position is chosen as the closest point. Then, the second step
is to fit a line equation in the reference lane neighbouring
candidates so that a perpendicular projection of the satellite
position can be made onto this line. The intersection of the
projection in this line gives the map-matched position xmm.
The right side of Fig. 2 depicts this second step. For the sake
of illustration the line fit is made over a well spaced candidate
points, which results on a line being not in the lane centerline,
however in the experiments, on a real scenario, the points
spacing are close enough to consider the line as the adjusting
geometry.

From this step, the map-matched position and line ori-
entation, or azimuth, are used in the navigation filter, as it
explained in the sequence.

It should be noted that in the experiments the map
contains only the lanes where the vehicle navigated, thus
road identification is not necessary in this map matching
approach. This way, there is no concerns with road
ambiguous selection, for instance in intersections.

2.2 Navigation Algorithm

The information extracted from the lanes are used to
constrain the navigation filter. The mathematical model uses
local coordinates and the horizontal position and the velocity

are the states to be estimated:

nk D nk�1 C v � dt � cos.�/

ek D ek�1 C v � dt � sin.�/

vk D vk�1 C wk

(1)

where, n; e are the local north and east components, v is
the vehicle horizontal velocity, � is the azimuth, wk is the
velocity process noise, and dt is the time between observa-
tions.

The Kalman Filter (KF) is an optimal estimation frame-
work to solve the dynamic system presented in Eq. (1)
(Grover and Hwang 1992). This system and measurement
models can be represented in the following form, respec-
tively:

xk D Fk�1xk�1 C vk�1

zk D Hk�1xk C wk
(2)

where xk is the state vector, Fk�1 and Hk�1 are the Jaco-
bian matrices of the functions with respect to the state
vector xk, of the state and measurement functions, respec-
tively. The noise sequences vk�1 and wk are assumed to be
white with known probability density function and mutually
independent, with respectively covariance matrices: Qk�1

and Rk .
The Kalman filter is a recursive process with the predic-

tion and update steps. In the prediction step, the state and
error covariance are estimated from previous timestep:

Oxk=k�1 D Fk�1 Oxk�1 C vk�1

Pk=k�1 D Qk�1 C Fk�1Pk�1FT
k�1

(3)

where Pk is the state error covariances.
In this proposition, the state vector prediction is provided

by the map matching (xmm). The navigation orientation (�),
which will impact the matrix Fk�1, is obtained from the
map. This quantities along with the measurements (zk), the
vehicle positions in this case, are the inputs for the Kalman
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filter update:

Oxk D Oxk=k�1 C Kk.zk � Hk Oxk=k�1/

Pk D .I � KkHk/Pk=k�1
(4)

whereKk D Pk=k�1HT
k .HkPk=k�1HT

k CRk/�1 is the Kalman
gain.

The dynamics of the problem is a car navigating in the
streets of a city and according to tests made by Hu et
al. (2003), 0.1m/s2 were the best dynamic noise for this
situation and is the value considered in this work. For details
on the application of the Kalman filter several textbooks or
papers provides its flow (Miller and Leskiw 1987; Hu et al.
2003; Ristic et al. 2004).

2.3 Positioning Accuracy Limit

The position errors with respect to the lane centerline should
be within a limit to evaluate the methodology. An accuracy
threshold that considers the vehicle (vw) and lane (lw) dimen-
sions is proposed and depicted in Fig. 3.

Considering the average lane sizes where vehicle nav-
igates and the vehicle lateral widths, the following lane
threshold can be developed,

�lim D .lw=2/ � .vw=2/ (5)

Fig. 3 Vehicle navigation threshold

The threshold �lim represents the very limit of the lane, to
be more conservative, an appropriate value for a safer limit
would be �lim=2. For this experiment, the accuracy threshold
value is �lim=2 D 0:49m.

3 Experiment and Results

A satellite dataset was collected in the streets of Fredericton,
New Brunswick, Canada. Two geodetic dual-frequencies
receivers were mounted on the roof of a vehicle for
the collections. The position solution was obtained from
a post-processed kinematic (PPK) technique with a
short baseline station (<8 km). The data was processed
using the open source RTKlib package for satellite
positioning, details can be seen at Takasu (2018). The
road centerlines positions were digitized from a 15-cm
resolution orthophotos provided by the city of Fredericton.
The positions representing the trajectory were generated at
every 0.5m in the road centerline. The dataset was processed
separately for each receiver thus the solutions are seen
separately.

In a first moment, position performances will be visual-
ized during GNSS outages. In Figs. 4 and 5, the estimated
positions of the vehicle using the Kalman filter (as green
stars) and the PPK solution (colored circles) are visualized
along with the reference lane centerlines (yellow dots). The
same stretch of the road are seen for receiver 1 and 2
respectively at the left and right side of the figures.

Figure 4 show the filter performance after a complete and
quick outage when the vehicle passed underneath a walking
bridge. The direction of navigation is from the bottom to
the upper part of the figures. After the complete outage, the
PPK solution suffers a quick reconvergence and can only
determine a position using the low accurate pseudorange
observable, also known as single point positioning (SPP,
represented as red circles). The KF solution showed a better
performance where it kept the position correctly on the lane
before and even after the outage.

Figure 5 shows the vehicle coming from the upper part
and taking the exit ramp and passing underneath the bridge.
Both receiver solutions have similar behaviours. The RTK
and KF solutions are practically together before passing
under the bridge. After the complete signal blockage, PPK
solutions went away of the lane of navigation while the
KF solutions were mostly in right lane of navigation.
It is observed when PPK solutions are float the filter
trusts more the road centerline information. However,
when the PPK solution fix ambiguities, thus with a
small standard deviation, the filter trusts more the GNSS
positions.
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Fig. 4 Receivers 1 (left) and 2 (right) KF (green stars) and PPK (circles) performances passing underneath a walking bridge

Fig. 5 Receivers 1 (left) and 2 (right) KF (green stars) and PPK (circles) performances passing underneath a walking bridge

One delicate situation was noticed when the vehi-
cle passed inside a urban canyon where the occur-
rence of multipath was high. During this situation the
receiver observes measurements from reflected signals
which makes the filter to determine with confidence
a wrong position. This situation in seen in Fig. 6, in
which a wrong PPK fix mislead the Kalman filter
solution, which judged the position as being cor-
rect.

4 Analysis

The methodology is assessed by determining the off-track
of PPK and KF solutions to the reference lanes, for both
receivers 1 and 2. The processing was separated by the
navigation direction, going to the halfway trajectory point
(Lanes 1) and coming back to the starting point (Lanes 2),
visualized in Fig. 7.
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Fig. 6 Wrong filter positioning due to a wrong GNSS position fixes on a urban canyon

Fig. 7 Off-track for receivers 1 (left) and 2 (right) in the lanes 1 (top) and 2 (bottom)

Table 1 Off-track accuracy analysis

PPK KF

avg (m) std (m) 95% (m) avg (m) std (m) 95% (m)

0.74 0.70 2.10 0.56 0.58 1.89

Statistics of the off-track measure were grouped for both
receivers into one, and are shown as the average off-track
(avg), its standard deviation (std), at 95% confidence level
for PPK and KF solutions, in Table 1. Satellite obstructions
were disregarded in the statistics due to the great impact in
the PPK solutions.

The results showed that 95% of the time the KF off-track
performances were within 1.89m in average for the 4 runs,
while PPK had an average of 2.10m. An improvement of
10% KF had over the PPK off-track performances. Consid-
ering the lane threshold standard deviation proposed in this
work for the off-track evaluation, �lim D C= � 0:49m, the
KF average performance was 0.56m, only 7 cm above the
limit. However, when considering 95% of the data, the KF
solutions were 1.88m, more than 3 times the limit. The PPK
mean was above the limit for 25 cm. And, 95% of the data
were under 2.09m. This way, for the required limit of 0.49m,
the proposed methodology did not achieve the active control
limit 95% of the time.
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5 Conclusion

This work proposed an integration of GNSS positions and
lane centerlines into a Kalman Filter and map matching
approach, with the main objective of keeping the vehicle
position in the lane center. Mostly, the KF off-track perfor-
mances follows the PPK solution. The main limiting points
are the long periods of GNSS outages affecting the quality
of the KF positions and wrong PPK fixed positions due to
multipath. The improvements obtained by the approach are
during short and complete signal outages where the map aids
the filter with the satellite observations blockages making a
continuous solution while keeping it in the correct lane.

The concern from the community towards low-cost single
frequency navigation systems was reasonable few years
ago, however, in a few years from now, the cost versus
performance of dual frequencies against single frequency
receivers will be justified as the prices lower and the need for
performance increases especially for safety of life navigation
applications.

The main challenges for future tests is to develop a filter
that integrates the map information with satellite measure-
ments to exclude wrong fixes due to multipath signals and
improve the solution continuity in any duration of satellite
outages.
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Improving Low-Cost GNSS Navigation in Urban
Areas by Integrating a Kinect Device

C. I. De Gaetani, D. Pagliari, E. Realini, M. Reguzzoni, L. Rossi, and L. Pinto

Abstract

In the last decades, low-cost GNSS receivers have beenwidely used for navigation purposes.
Some of them deliver also raw data, allowing for a more sophisticated processing, such as
the double-difference approach, and therefore a more accurate positioning, typically at the
decimeter level. However, these accuracies can be generally achieved only with a good sky
visibility, that is a critical issue in urban areas even using low-cost receivers equipped with
a high-sensitive antenna. In this respect, a significant contribution comes from the use of
digital images or dense point clouds which provides an estimate of the sensor kinematic
position. To maintain the low-cost target, the Kinect device, endowed with RGB and depth
cameras, can be used. In this work, we have first processed the GNSS raw data from a
u-blox receiver by using the free and open source goGPS software. Then, we have studied
the integration of the Kinect device by a proper Kalman filter. An outdoor experiment has
been arranged with the aim of testing the hardware and software system.

Keywords

GNSS � Kalman filter � Kinect � Low-cost system � Multi-sensor navigation � Photogram-
metry

1 Introduction

The task of precise navigation in urban areas is quite complex
and it is not fully exploited yet, especially when low-cost
devices are used. Concerning outdoor navigation, the GNSS
is widespread, thanks to its easiness of use. However, its
accuracy decays in urban areas, because of the presence of
obstacles in the sky visibility. To overcome this drawback,
the classical approach is to use Inertial Navigation Sys-
tems (INS), basically integrating GNSS data with informa-
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tion provided by accelerometers and gyroscopes (Hofmann-
Wellenhof et al. 2003). When optical sensors are also inte-
grated into the platform, one gets the so-called Mobile
Mapping Systems (MMS) that have been used for decades to
solve urban position problems (Tao et al. 2001; Hassan et al.
2006). However, these platforms could be very expensive,
especially when high accuracies are required. Nowadays
alternative low-cost systems are available, e.g. supporting
GNSS receivers with MEMS devices (Noureldin et al. 2009;
Tomaszewski 2017), reduced inertial sensor systems (Georgy
et al. 2010) or radio-frequency wireless technologies (Nur
et al. 2013). Image-based techniques can also be used to
complement GNSS observations and represent an interesting
and suitable low-cost alternative to overcome the limitation
of the GNSS-only solution. The use of photogrammetry for
GNSS outage bridging was already discussed by several
authors (Chaplin 1999; Da Silva et al. 2003). The task of
image-based navigation is quite common in Computer Vision
(CV), especially for autonomous robot navigation. In this
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case, the problem is faced by retrieving simultaneously the
robot location and the model of the surrounding environment
(Simultaneous Location AndMapping). Since this solution is
always computed incrementally, its quality quickly decreases
over time. To mitigate this problem, laser range systems
are commonly used to add information to the pure visual-
based solutions, but resulting in a high increment of the
costs. The launch on the market of the Microsoft Kinect
device allowed to have both active and passive sensors in
the same device, thus maintaining the low-cost target and
having a device that can be easily used for both mapping
and navigation purposes, see e.g. Suarez et al. (2012), Omara
et al. (2015), Frankhauser et al. (2015). The aim of this work
is to develop an algorithm based on an extendedKalman filter
to retrieve the trajectory of a rover by means of a low-cost
GNSS receiver integrated by a Kinect device.

2 Kinect Device and Its Calibration

The Microsoft Kinect device was released on the market in
2010 for gaming and entertainment purposes. It is composed
by a RGB camera, an IR camera and an IR projector, see
Fig. 1a, and it is capable of acquiring coloured and depth
images with a frame rate up to 30 fps. The complementarity
of RGB and depth images attracted researchers from differ-
ent fields, especially from CV, where it is commonly used
to solve navigation and mapping tasks (Endres et al. 2012;
Oliver et al. 2012). In 2014,Microsoft released a second gen-
eration (v2) of the device. The main difference with respect
to the first generation is the principle used for the depth mea-
surements, making the v2 device capable of acquiring data
even under sunlight radiations in an outdoor environment.
The accuracy of the outdoor acquisition is comparable to the
one obtained in an indoor environment, even if it is noisier
(Pagliari et al. 2016). Nevertheless, the depth measurements
could not be acquired at all in case of direct sunlight radi-
ation. The imaging sensors of the Kinect v2 deliver high
resolution images, i.e. 1280 � 1090 pixels for the RGB
camera and 512 � 424 pixels for the IR camera. Note that the
latter delivers different output images: (1) gray scale images
dependent on the ambient lighting, (2) active gray scale

images independent from the ambient lighting and (3) depth
images, namely images where the value of the distance
between the object and the sensor is stored into each pixel.

3 Low-Cost GNSS Receivers and goGPS
Software

In the last decade, raw data access was enabled by some
mass-market GNSS chipset manufacturers, such as u-blox,
Fastrax, SkyTraq, NVS, SiRF/Qualcomm, STMicroelectron-
ics and Broadcom. In some cases, it is made particularly
easy for users to enable and read timing, code and phase
observations from a GNSS module by providing a dedicated
evaluation kit (as in the case of u-blox, Fastrax, SkyTraq and
NVS), while in other cases users are required to interface
the GNSS module with a circuit board of their own design
to configure the module and access the data (as in the case
of SiRF/Qualcomm, STMicroelectronics and Broadcom). Of
course, the companies providing evaluation kits also sell
GNSS chipsets/modules to be integrated in the users’ own
designs. Among the evaluation kits currently available on
the market, u-blox ones stand out for the completeness
and clarity of the documentation, as well as for the broad
configuration options. For this reason, the u-blox evaluation
kit EVK-6T is used in this work together with the patch
antenna ANN-MS-0-005, see Fig. 1b. This is a GPS L1-only
receiver providing raw code and phase data in u-blox UBX
binary format, through a COM port. The free and open-
source goGPS software (Realini et al. 2013; Herrera et al.
2016) is used to record the data stream from the receiver
and to process it. goGPS is a software package designed
and initially developed at Politecnico di Milano. The devel-
opment is now carried out mostly by GReD srl, with the
contributions of users from several institutions, at interna-
tional level. goGPS is written in MATLAB programming
language, and is designed to process single-frequency code
and phase observations, either by undifferenced or double-
difference approach. The processing can be performed either
epoch-by-epoch, or by applying an extended Kalman filter.
goGPS can read RINEX files (both versions 2 and 3) and
SP3 files in input. Algorithms to decode binary formats by

Fig. 1 The devices used in this
work: (a) Kinect v2 device with
underlined the three imaging
sensors, (b) low-cost u-blox
GNSS receiver
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u-blox, Fastrax, NVS and SkyTraq are included, returning
data files in RINEX format. The software core functionalities
are implemented in a Java version as well.

4 The Proposed Solution

The proposed solution is based on the following procedure.
First of all a calibration is performed to determine the
geometry, the initial position and attitude of the vehicle. Then
the Kinect images and the GNSS raw data are separately
post-processed. The two independent estimates are merged
into a unique solution by an extended Kalman filter.

4.1 Calibration

The system requires two calibration steps. The former has
to be performed once and for all “at home” to determine
the position and the attitude of the sensors with respect to
the vehicle reference frame. In practice, the aim of this step
is to estimate the coordinates of both the GNSS antenna
phase centre and the Kinect RGB camera projection centre
in the vehicle reference frame, as well as the rotation matrix
between the Kinect and the vehicle reference frames. The
second calibration step is needed to determine the initial
position and attitude of the vehicle and has to be performed
“on the field”. The aim of this step is to estimate the param-
eters that allow the transformation between the reference
frame in which the trajectory will be determined and the
vehicle reference frame at the initial time. In practice, a
translation vector and a rotation matrix (or three Cardan
angles in a 3D system) have to be determined.

4.2 RGB-D Kinect Solution

The Kinect v2 is used to acquire both depth and RGB images.
The former are pre-processed, following the procedure pre-
sented in Pagliari et al. (2014) and Pagliari and Pinto (2015).
Then, all the images are corrected for lens distortions by the
camera calibration app embedded in MATLAB. Since the
resolution of depth images is lower, they are interpolated at
the same resolution of the RGB images (sampling rate 4:1).
Finally, RGB-D images are created by adding three channels
to the original RGB ones, containing the coordinates of the
point cloud computed from the depth images.

The Relative Orientation (RO) between each subsequent
couple of RGB-D images is computed according to Xiao
et al. (2013). This procedure consists of firstly computing
the RO by using the SIFT keypoints (Lowe 2004) detected
on the RGB images and then refining it by applying the

ICP algorithm (Zhengyou 1994) to the three-dimensional
information of the point clouds.

4.3 Low-Cost GNSS Solution

The u-blox data processing by goGPS consists in apply-
ing code and phase double differences with respect to a
permanent station. In our experiment we use the MILA
station located about 500m far from the experiment area. The
adjustment procedure is carried out by means of an extended
Kalman filter on double-differencedL1 observations, at 1Hz,
with float phase ambiguities (Realini et al. 2013). The effect
of the filter dynamics is disabled by setting the model error
standard deviation to a value significantly higher than the
observation error standard deviation. This is basically equiv-
alent to performing a kinematic solution based on phase-
smoothed code observations. Satellite orbits and clocks are
modelled by broadcast ephemeris data, the elevation angle
cut-off is set to 15ı and observations are weighted based on
the sine of the elevation, squared.

4.4 Extended Kalman Filter

The trajectory of the vehicle, i.e. its position in space and
time, can be described by six degrees of freedom, e.g. the
position of the barycenter O at the epoch t and the attitude
of the vehicle at the same time. The position of the barycen-
ter is expressed in Cartesian coordinates with respect to a
local East-North-Up frame. Therefore, assuming no vertical
movements (flat field), the motion of the vehicle is just in
the East-North plane and its attitude is described by a single
angle (three degrees of freedom). Moreover, the dynamics of
the system can be modelled assuming a uniform rectilinear
motion and a constant attitude between two consecutive
epochs. Under these hypotheses, the state of the system can
be defined by the following variables at discrete epochs ti
(i D 1; 2; : : : ):
• xEN

O .ti / D ŒEO.ti /; NO.ti /�
|, the position of O in the

East-North system,
• PxEN

O .ti / D � PEO.ti /; PNO.ti /
�|
, the velocity of O in the

East-North system,
• ˛EN

V .ti /, the rotation angle from the vehicle system to the
East-North system (see Fig. 2).

The dynamics of this system is described by:

xEN
O .tiC1/ D xEN

O .ti / C .tiC1 � ti / PxEN
O .ti / (1)

PxEN
O .tiC1/ D PxEN

O .ti / C " Px.tiC1/ (2)

˛EN
V .tiC1/ D ˛EN

V .ti / C "˛.tiC1/ (3)
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Fig. 2 Vehicle at epochs ti and tiC1. The observation point A and the
vehicle barycenter O are highlighted

where suitable model errors " Px and "˛ are introduced to
allow smooth changes in velocity and direction of motion,
respectively. In matrix notation, the system is fully described
by the following state vector:

X.ti / D �
xEN

O .ti /; PxEN
O .ti /; ˛EN

V .ti /
�|

(4)

and the dynamics by:

X.tiC1/ D T .ti ; tiC1/ X.ti / C ".tiC1/ (5)

where T is the non-stationary transition matrix:

T.ti ; tiC1/ D

2

6
6
6
6
4

1 0 tiC1 � ti 0 0

0 1 0 tiC1 � ti 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

3

7
7
7
7
5

(6)

and " is the model error vector:

".tiC1/ D �
0; 0; " PE.tiC1/; " PN .tiC1/; "˛.tiC1/

�|
: (7)

The proposed extended Kalman filter aims at integrating
two kinds of observations, respectively acquired by the
GNSS receiver and by the Kinect device at different epochs
and at a different sampling rate. We call tGi (i D 1; 2; : : : )
the GNSS receiver observation epochs and tKi (i D 1; 2; : : : )
the Kinect device ones; their union is the set of epochs
ti at which the state vector is evaluated. Furthermore, the
acquisition points of the instruments are not generally at the
same location of the barycenterO of the vehicle, i.e. the point
which the state variables refer to. We only assume that the
GNSS antenna (phase center) and the Kinect device (camera
projection center) are located at a point A with the same
planimetric coordinates. In particular, in our experiment the
u-blox antenna is just above the Kinect device and the

possible misalignment between antenna phase center and
camera projection center is neglected. The vector

xV
AO D xV

O � xV
A D �

xV
AO; yV

AO

�|
(8)

links the acquisition pointA and the vehicle barycentric point
O in the vehicle local reference system V and therefore it is
constant in time.

Regarding the GNSS observations, sampled at epochs
tGi , we consider as observations the antenna coordinates
estimated by goGPS in the East-North frame, instead of the
observed pseudo-ranges. Therefore the GNSS observation
equations are:

xEN
A

�
tGi

� D xEN
O

�
tGi

� C xEN
AO

�
tGi

� C �x

�
tGi

�
(9)

where �x is the observation error described by the covariance
matrix of the estimated coordinates of A by goGPS. Differ-
ently from xV

AO , the components of vector xEN
AO change in

time according to changes of the vehicle attitude, therefore
Eq. 9 can be rewritten as:

xEN
A

�
tGi

� D xEN
O

�
tGi

��R
�
˛EN
V

�
tGi

��
xC

AO C�x

�
tGi

�
(10)

where R.�/ stands for the two-dimensional rotation matrix
of a given rotation angle. Note that Eq. 10 is not linear
in the angle ˛EN

V

�
tGi

�
describing the vehicle attitude.

After linearization around ęEN
V

�
tGi

� D ˛EN
V .t`/ with

t` D max
�
tj W tj < tGi ; j D 1; 2; : : :

�
, Eq. 10 becomes:

xEN
A

�
tGi

� � hG.tGi / D HG
�
tGi

�
X

�
tGi

� C �x

�
tGi

�
(11)

where hG is the known term:

hG
�
tGi

� D �R
�
ęEN
V

�
tGi

�� �
xV

AO C ęEN
V

�
tGi

� �
yV

AO

�xV
AO

�	

(12)

and HG is the GNSS transformation matrix:

HG
�
tGi

� D
�
I 0 0 R

�
ęEN
V

�
tGi

�� �
yV

AO

�xV
AO

��
: (13)

Regarding the Kinect observations, the displacement and
the rotation between two subsequent epochs tKi�1 and tKi
are acquired. First of all, these observations have to be
transformed into the vehicle reference frame V, since the
Kinect device can be mounted with an arbitrary attitude on
the vehicle. For example, in our experiments it was rotated by
about 30ı around the x axis of the vehicle reference frame.
After that, dividing the resulting displacements by the time
lag tKi � tKi�1, the velocity PxEN

A is obtained in the vehicle
reference frame at the epoch tKi . Note that, since tKi � tKi�1
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is the time difference between two Kinect acquisitions, the
average velocity and not the instantaneous one at time tKi is
actually computed. The Kinect observation equations can be
written as:

PxEN
A

�
tKi

� D PxEN
O

�
tKi

� C
�
I � R



˛
V.tKi /
V.tKi�1/

��
xV

AO C � Px
�
tKi

�

(14)

˛
V.tKi /
V.tKi�1/

D ˛EN
V

�
tKi

� � ˛EN
V

�
tKi�1

� C �˛

�
tKi

�
: (15)

In these equations the variances of the observation noise � Px
and �˛ are empirically estimated on the basis of the velocity
and rotation variability in the trajectory rectilinear stages. In
these stages, in fact we expect the velocity is constant and the
vehicle rotation is absent. In matrix notation, Eqs. 14 and 15
can be rewritten as:

yK
�
tKi

� D HKX
�
tKi

� C �yK

�
tKi

�
(16)

where the observation vector yK
�
tKi

�
is given by:

yK
�
tKi

� D

2

6
6
4

PxEN
A

�
tKi

� �
�
I � R



˛
V.tKi /
V.tKi�1/

��
xV

AO

˛
V.tKi /
V.tKi�1/

C ˛EN
V

�
tKi�1

�

3

7
7
5 ; (17)

the observation error vector �yK

�
tKi

�
is:

�yK

�
tKi

� D
"

� Px
�
tKi

�

�˛

�
tKi

�

#

(18)

and the stationary transformation matrix HK is:

HK D
2

4
0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

3

5 : (19)

Note that the velocity and rotation observations in Eqs. 14
and 15 are correlated to one another, even if this correlation
is neglected in the noise modelling.

Once the transition and transformation matrices are given
for any acquisition time, along with the model and observa-
tion error covariance matrices, the Kalman filter can itera-
tively update the state vector providing the estimated trajec-
tory and its error estimate (Kalman 1960).

A comment is due about the proposed Kalman filter.
Displacements and attitude variations of the vehicle are
directly observed by the Kinect device and therefore an
additional and predefined dynamics, like the one introduced
in Eqs. 1, 2, and 3, is not strictly required. This dynamics is
useful when only GNSS observations are available or when

the Kinect errors are larger than the expected variability
of the vehicle position and attitude. It can be also used to
reduce the effect of possible outliers in the Kinect observa-
tions.

5 Experimental Test

The kinematic test was realized by moving a cart at crawl
velocity around Cascella’s fountain (Milan, Italy). As
shown in Fig. 3, the test cart was equipped with a Kinect
v2 and a u-blox receiver both mounted on a pole in the
point A. Moreover, a 360ı reflective prism (P1) and three
double-frequency Leica GPS1200 (G1, G2, G3) receivers
were installed on the cart and used to validate the results.
Note that the prism was mounted on the same pole of the
u-blox and Kinect devices and was tracked by means of a
Leica MS-60 Multistation (MS).

During the survey, the RGB and depth images of the
Kinect v2 and the GNSS data of the u-blox receiver were
acquired at about 750ms and 1 s sampling rate, respectively.
Since the instruments were controlled by the same PC, the
observations could be correctly synchronized through its
internal time.

Before the kinematic test execution, the system was cal-
ibrated in order to determine the vector between the cart
barycenter O and the acquisition point A, as well as the
attitude of the cart and the RGB Kinect camera with respect
to the local East-North reference system. This calibration
was based on a set of images acquired by both a Nikon D800
reflex camera and the Kinect camera. These images were
processed together with 15 Ground Control Points (GCPs)
acquired by the MS in a bundle-block adjustment. Note
that to correctly georeference both the GCPs and the P1
trajectory, the MS station points were also surveyed by a
double-frequency GNSS receiver.

Fig. 3 Cart setup. The instruments mounted on-board are highlighted.
The picture was taken during the calibration phase
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The reference trajectory of the cart barycenter O and the
reference attitude were retrieved by combining the trajectory
observed by G1, G2, G3 and P1. This is possible since
during the calibration phase also the relative position of
this instruments with respect to the cart reference system
was estimated. A remark is that these observations were
synchronized with the low-cost devices by means of the GPS
time.

6 Results

The developed Kalman filter is applied to estimate the
trajectory of the point O by exploiting the spatial infor-
mation acquired in A. Three tests are presented, they are
based on different data combinations in the filtering process,
i.e. GNSS-only, Kinect-only, and GNSS-Kinect combina-
tion. GNSS error standard deviation is different position by
position, but it is always of the order of 25 cm (Eq. 9). Kinect
error standard deviation is set for all the epochs to 4:1 cm=s
for the velocity (Eq. 14) and to 1:4ı for the attitude variation
(Eq. 15).

For all the tests the same dynamics is used in the Kalman
filter. Its error is divided into two groups, providing a dif-
ferent variance for the straight and curved sections of the
trajectory. In particular the velocity error standard deviation
(Eq. 2) is set to 4 cm=s and 8 cm=s, while the attitude error
standard deviation (Eq. 3) to 1:0ı and 10ı, respectively.
These values depend on the user expectation and are here
calibrated on the basis of the reference trajectory.

The GNSS-only solution is not able to reconstruct the
attitude variation of the cart during its motion, because a
single antenna does not bear any information on it. Even
with this lack of information, the Kalman filter predicts a cart
attitude by minimizing the variations of the cart barycenter
velocity and attitude. The results however are not satisfactory
(see Fig. 5) and consequently the estimated trajectory mis-
matches the reference one (see Fig. 4). This happens because
the reconstruction of the motion of O from the position of A

requires the knowledge of the relative position between them
in the East-North frame.

The Kinect-only solution is able to update the cart attitude
during its motion (see Fig. 5), but the estimated trajectory is
getting farther away from the reference one (see Fig. 4). This
is due to a drift when cumulating the observed displacements
of the point A, as well as the cart attitude variations. The
Kalman filter can only limit strong variations between two
consecutive epochs, but it cannot prevent the overall drift
effect. This could be overcome by adding some GCPs during
the path, e.g. extracted from existing cartography (Barzaghi

Fig. 4 Estimated and reference cart trajectory: GNSS-only solution
(green), Kinect-only solution (cyan), GNSS-Kinect combination (blue),
reference (red)

Fig. 5 Estimated and reference cart attitude: GNSS-only solution
(green), Kinect-only solution (cyan), GNSS-Kinect combination (blue),
reference (red)

et al. 2016), at the cost of making the procedure less auto-
matic.

The best results are obtained by the combined GNSS-
Kinect solution. The two kinds of observation can be
considered complementary to one another and definitely
improve the capability of the filter to reconstruct the
trajectory of O (see Fig. 4) and the cart attitude (see Fig. 5).
Note that the drift in the cart attitude is not corrected
by the GNSS integration, since there are no absolute
observations of the cart attitude with respect to the East-
North frame.

Statistics of the difference between the estimated trajec-
tory and the reference one, in terms of Euclidean distance
between points at the same epoch, are illustrated in the
upper part of Table 1, while the difference in the estimated
cart attitude are reported in the lower part of the same
table.
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Table 1 Statistics of the differences between the estimated trajectory
and attitude with respect to the reference ones, see also Figs. 4 and 5

GNSS only Kin. only GNSS + Kin.

Trajectory mean (m) 0:61 1:02 0:45

std (m) 0:14 0:79 0:13

rms (m) 0:62 1:29 0:47

Attitude mean (ı) 98:5 4:1 3:5

std (ı) 52:9 2:7 2:8

rms (ı) 111:8 4:9 4:5

7 Conclusions

Two different kinds of observation, acquired with low-cost
instruments such a u-blox GNSS receiver and a Kinect
device, have been combined in order to estimate the tra-
jectory of a moving cart in an urban environment through
an extended Kalman filter. The GNSS data have been pro-
cessed by the free and open source goGPS software to
provide the cart positions, while the Kinect images have
been considered in pairs to provide the cart displacements
and attitude variations by photogrammetric techniques using
automatically detected tie points. The trajectory estimated by
the Kalman filter refers to a barycentric point of the cart,
whose position is different with respect to the acquisition
point of the two on board instruments. This makes crucial
the joint knowledge of the cart position and attitude. In fact,
the trajectory is not well determined when using GNSS-
only observations, because of the lack of information about
changes in the cart attitude. On the other hand, the use
of Kinect-only observations without the support of ground
control points leads to a less accurate estimated trajectory
because of the drift in the reconstructed positions. Thanks
to their complementarity, combining both the observations
improves the quality of the estimated trajectory, resulting in
an overall accuracy of 50 cm in position and 5ı in attitude,
even using low-cost devices.
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Crustal Deformation and Fault Models
of the 2016 Kumamoto Earthquake Sequence:
Foreshocks andMain Shock

Tomokazu Kobayashi, Hiroshi Yarai, Satoshi Kawamoto, Yu Morishita,
Satoshi Fujiwara, and Yohei Hiyama

Abstract

We explored crustal deformation associated with the foreshocks and the main shock of
the 2016 Kumamoto earthquake sequence. We conducted kinematic-Global Navigation
Satellite System analysis for the foreshocks, and succeeded in separately retrieving the
coseismic crustal deformation for the two M6-class events that occurred nearly contem-
poraneously (within 3 h). Our fault model shows that the first seismic event occurred in
the northern part of the Takano-Shirahata segment of the Hinagu Fault, while the second
occurred in the southern part of the segment. For the main shock, we mapped the widely
distributed ground displacements in and around the Futagawa Fault zone by conducting an
Interferometric Synthetic Aperture Radar analysis. The obtained displacement field shows
clear displacement boundaries linearly along the Futagawa and the Hinagu faults, across
which the sign of the displacement component turns to the opposite, suggesting that the
two faults were intimately involved with the main shock. The previously known fault trace
of the Futagawa Fault terminates at the western edge of the Aso Caldera, but the intense
deformation implying fault ruptures clearly appears within the caldera. Our fault model
suggests that the main rupture occurred on the Futagawa Fault in a right-lateral fashion
with normal faulting. The rupture on the Futagawa Fault extends into the Aso Caldera, and
the fault plane dips oppositely toward the southeast, suggesting that the rupture propagates
eastward on a conjugate fault against the main fault. The rupture on the Hinagu Fault shows
a right-lateral fault motion on a plane dipping west.

Keywords

Crustal deformation � Fault model � InSAR � Kinematic-GNSS � Kumamoto earthquake

1 Introduction

The 2016 Kumamoto earthquake sequence started with an
event of a Japan Meteorological Agency (JMA) magnitude
(Mj) of 6.5 at 12:25 (Coordinated Universal Time: UTC) on
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April 14, 2016, followed by an Mj 6.4 event �2.5 h later
at 14:06 (UTC). After the M6-class foreshocks, the main
shock of Mj 7.3 occurred at 16:25 (UTC) on April 15, 2016.
The foreshocks ruptured the Takano-Shirahata segment of
the Hinagu Fault, which connects with the Futagawa Fault,
while the main shock ruptured mainly the Futagawa Fault
as well as other faults in a complex manner (Fig. 1). The
detailed source properties provide fundamental information
for better understanding of the 2016 Kumamoto earthquake
sequence. However, a few points remain unclear: (1) The
two M6 foreshocks occurred within a few hours of each
other; hence, conventional geodetic data cannot retrieve the
individual coseismic deformation separately because of the
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Fig. 1 Coseismic displacements
due to (a) the Mj6.5 event and (b)
the Mj6.4 event estimated from
kinematic-GNSS positioning
data, respectively. Arrows
represent horizontal
displacement. Red and blue
represent the observed and the
model-predicted displacement,
respectively. Error ellipses show
the standard deviation (1� ) for
the observed displacements. Stars
indicate epicenters of the Mj6.5
and Mj6.4 events. The frames
indicate surface projections of the
fault plane for modeling and the
thick line represents the upper
edges. Red lines indicating active
faults are from the Headquarters
for Earthquake Research
Promotion (2013)
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limited temporal resolution, which prevents construction of
each fault model. (2) A number of fault models for the
main shock have been proposed from seismological and/or
geodetic analyses, but there are few that elaborately consider
fault ruptures in the Aso Caldera. Crustal deformation data
with high temporal and spatial resolution will be useful to
clarify the unclear source properties of the foreshocks and
the main shock, respectively.

This study consists of (1) fault modeling of the Mj6.5
and Mj6.4 foreshocks and (2) fault modeling of the
main shock. For the analyses, we used kinematic-GNSS
data to separately retrieve the coseismic displacement
of the two individual foreshocks, and for the main
shock we used Interferometric Synthetic Aperture Radar
(InSAR) data to map the complicated ground displacement
field.
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2 Foreshocks: Mj6.5 andMj6.4

2.1 Crustal Deformation Derived
by Kinematic-GNSS

The Geospatial Information Authority of Japan (GSI)
releases some types of Global Navigation Satellite System
(GNSS) positioning data. Q3 data, which is the fastest-
derived static positioning data, are calculated every 3 h with
a 6-h data window (Nakagawa et al. 2009). However, the
time interval between the Mj6.5 and Mj6.4 events is less than
3 h; hence, we cannot separate the coseismic displacement
caused by the two events that occurred in temporal proximity.
Thus, to overcome the issue of the temporal resolution, we
used kinematic-GNSS data to retrieve the coseismic crustal
deformation of the two individual foreshocks separately.
We obtained post-processed kinematic positioning results
using the International GNSS Service (IGS) final orbit
and an elevation cutoff angle of 15ı. The data are
the same coseismic data presented in Kawamoto et al.
(2016).

Figure 1a, b show coseismic horizontal displacement
vectors for the Mj6.5 and the Mj6.4 events, respectively.
Red is GNSS-observed displacement. The hypocenters are
close to each other, but there is a clear difference in the
spatial pattern of the crustal deformation. The displacement
recorded at the GNSS site 021071 reaches 5.5 cm during the
Mj6.5 event, while it increases to �13.5 cm during the Mj6.4
event. The orientation of the groundmovement changes from
NE-SW to NNE-SSW. We also recognize a difference at
950465 where the displacement reaches 9.0 cm for the Mj6.5
event, while for the Mj6.4 event it decreases to 1.9 cm. These
differences strongly suggest that the main slip areas and/or
slip mechanisms are different.

2.2 Fault Models

We next constructed a fault model assuming a single
rectangular fault plane with a uniform slip (Okada 1985).
We estimated the model parameters using a simulated
annealing method (Metropolis et al. 1953; Cervelli et
al. 2001). To estimate the individual confidence of the
inferred parameters, we employed a bootstrap method (Efron

1979). For the analysis, the strike was assumed to run
along the Hinagu Fault (search range: 200–220ı in strike
angle), but both the east- and west-dipping planes were
searched.

The frames in Fig. 1a, b show the estimated fault posi-
tions for the Mj6.5 and the Mj6.4 events, respectively. Blue
vectors represent the model-predicted displacements. The
fault model can account for the observation data well. The
estimated fault parameters are listed in Table 1. For the
Mj6.5 event, the depth (fault center) is estimated to be
approximately 2.5 km at fault top, while for the Mj6.4 event,
the depth is estimated to be 0.2 km at fault top. The Mj6.4
event occurred shallower than Mj6.5 event. Also, there is
a significant difference in the horizontal position. As seen
in Fig. 1, the Mj6.5 event occurred in the northern part of
the Takano-Shirahata segment of the Hinagu Fault, which is
near the junction of the Futagawa Fault and the Hinagu Fault,
while the Mj6.4 event is estimated to have occurred south of
the Mj6.5 event.

Matsuda (1975) proposed an empirical relation between a
magnitude M and a fault length L; Log L D 0.6 M�2.9.
According to the formulation, the foreshocks for the
Kumamoto earthquake should have fault lengths less than
10 km. On the other hand, the fault lengths estimated
in the modeling are �10 km for both the events. The
inconsistency may suggest that the relation does not always
meet nature of fault rupture, which could be a controversial
issue in future work because the formulation has been
often used in discussion regarding potential of inland
earthquake.

Kobayashi (2017) showed the distributed slip model for
the foreshocks using InSAR and GNSS (static solution) data,
in which a deep north slip and a shallow south slip with
almost pure right-lateral fault motion are estimated. The
author suggested a possibility that the north and south slips
correspond to the Mj6.5 and the Mj6.4 events, respectively,
taking the spatial relation of the hypocenters into consid-
eration. However, InSAR data includes contributions from
both events, and cannot further separate the individual crustal
deformation because of its temporal resolution. We here
stress that the kinematic-GNSS data work well to derive
the individual source properties for the two events that
occurred within a few hours of each other. The kinematic-
GNSS data will have an active part in fault modeling in the
future.

Table 1 Fault parameters for Mj6.5 (upper) and Mj6.4 (lower) events inferred from kinematic-GNSS data

Event Longitude Latitude Depth Length Width Strike Dip Rake Slip Mw

12:25 Apr. 14 130.821 (0.011) 32.800 (0.013) 2.5 (0.8) 9.9 (2.5) 2.9 (1.6) 209.5 (4.6) 72.7 (10.2) 166.5 (21.3) 1.6 (0.3) 6.03

14:06 Apr. 14 130.809 (0.013) 32.723 (0.019) 0.2 (0.9) 12.2 (3.0) 3.6 (2.3) 211.3 (5.6) 76.0 (10.1) 157.9 (15.8) 0.9 (0.4) 5.98

The units of length, width, and depth are in kilometers; those of dip, strike, and rake are in degrees; and the unit of slip is meters. The position
indicates the top-left corner of the fault plane. The parenthetical numbers are the standard deviation (1� )
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3 Main Shock

3.1 InSAR- and GNSS-Derived Complex
Crustal Deformation

The Japan Aerospace Exploration Agency (JAXA)
conducted emergency observations from the Advanced
Land Observing Satellite 2 (ALOS-2) in response to the
Kumamoto earthquake. We applied an InSAR method
to the ALOS-2 data acquired on April 15, 2016 and on
April 29, 2016 for which we can obtain InSAR images
with two different view angles from ascending/left-looking
and descending/left-looking orbit data. The master images
were acquired before the main shock and after the two
foreshocks; thus, the InSAR images do not include the crustal
deformation due to the foreshocks. In addition to InSAR, we
utilized GNSS data to identify the coseismic displacement.
To obtain the coseismic displacement, we calculated a
difference in the daily coordinate data corresponding to
observation dates of the master and slave images. To achieve
stable coordinate data for the master, we averaged Q3 data
from 18:00 on April 14 to 14:59 on April 15 (UTC). On the
other hand, for the slave, we took an average of F3 data,
which are the finest solutions (Nakagawa et al. 2009), from
April 25, 2016 to May 3, 2016 (10 days).

Figure 2a, b show the InSAR images for the ascending and
descending orbit data, respectively. We can identify widely
distributed crustal deformation in and around the Futagawa
Fault zone. Intense fringes appear on the northern side of
the Futagawa Fault. They are line-of-sight (LOS) lengthening
phase changes for both orbit data, suggesting that the ground
subsides significantly in this area. We can identify clear dis-
placement discontinuities along the previously known fault
traces of the Futagawa Fault. In addition to the Futagawa
Fault, the discontinuity can be also identified on the Hinagu
fault trace, suggesting that the Hinagu Fault is also involved
in the fault rupture of the main shock. It is also noted
that large displacements can be recognized within the Aso
Caldera. The eastern edge of the previously known Futagawa
Fault terminates at the western rim of the caldera; however,
InSAR images obviously show that the fault rupture proceeds
into the caldera.

Figure 3a, b show the GNSS-derived deformation data.
Red vectors and bars represent observed horizontal and
vertical displacements, respectively. The horizontal displace-
ment pattern surrounding the Futagawa Fault is consistent
with a right-lateral slip motion. However, at site 021071
northeastward movement was detected where southward
movement should be observed if right-lateral slip occurred
on the Futagawa Fault, suggesting that non-negligible fault
slip also occurred on the Hinagu Fault. The spatial pattern
in the Aso Caldera is complicated. Although the horizontal

component shows uniform westward movement, for the
vertical component, ground subsidence is dominant in the
central part of the caldera, while ground uplift is observed
at its western edge.

3.2 Fault Model

We next constructed a fault model for the main shock to
obtain the source properties. We utilized derived InSAR
data of both ascending and descending orbits as well as
GNSS data. The interferograms have ground surface changes
over a range of several tens of kilometers, producing too
many values to be easily assimilated in a modeling scheme.
In order to reduce the amount of data for the modelling
analysis, we resampled the InSAR data beforehand, using
a quadtree decomposition method. Essentially, we followed
an algorithm of Jónsson et al. (2002). For a given quadrant,
if, after removing the mean, the residual is greater than a
prescribed threshold, the quadrant is further divided into
four new quadrants. The threshold was set to 2 cm. This
process is iterated until either each block meets the specified
criterion, or until the quadrant reaches a minimum block size
of 16 � 16 pixels, equivalent to �30 � �30 m.

For the weight of modeling, we assigned standard
deviations of 1.5 and 1.1 cm for the ascending and
descending InSAR data, respectively, calculated using phase
changes outside of the source region. For GNSS data,
we provided the standard deviations of the time series
data during the averaged period; 0.4, 0.5, and 0.9 cm
for the EW, NS, and UD components, respectively. We
estimated the model parameters using a simulated annealing
method in nearly the same manner as the analysis for the
foreshocks.

Here we set the fault planes for the Futagawa and Hinagu
faults, whose strike angles are fixed to be 235ı and 205ı
so as to fit the displacement discontinuities, respectively.
In addition to the two faults, we set one more fault which
is in the eastward extension of the Futagawa Fault within
the Aso Caldera. For the modeling, both the NW- and SE-
dipping fault planes are searched (strike angle: from 225ı
to 245ı/from 45ı to 65ı), and neither the dip nor the rake
were constrained. The fault planes for the Futagawa Fault, its
eastward extension fault, and the Hinagu Fault are hereafter
termed F1, F2, and F3.

Figure 4 shows the InSAR results calculated from the
derived fault model. The model can account for the broad
spatial pattern although there still remain residuals in the
proximity of the faults (Fig. 2). The GNSS data are also
reproduced well by the constructed model (Fig. 3). The
estimated parameters are listed in Table 2. The total seismic
moment is 4.76 � 1019 Nm (Mw 7.05) assuming a rigidity
of 30 GPa, and the released moments for each fault are
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Fig. 2 Interferograms for (a)
ascending/left-looking and (b)
descending/left-looking orbit
data, respectively. Stars indicate
the epicenters of the main shock
and the two foreshocks
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estimated to be 2.84 � 1019 Nm (Mw 6.90), 3.37 � 1018 N m
(Mw 6.28), and 1.58 � 1019 N m (Mw 6.73) for F1, F2,
and F3, respectively. According to the results of the JMA
CMT solution, the seismic moment is 4.06 � 1019 N m (Mw

7.0) (JMA 2016). Our result is in good agreement with this
value.

For the F1 fault, right-lateral slip is predominant, but
a normal fault motion is also included. The normal slip

possibly produces the ground subsidence on the northern
side of the Futagawa Fault. The dip angle is neither high nor
low, but is moderate. Approximately 56% of the total seismic
moment is released on this fault.

The F2 fault also has a right-lateral slip component. Of
note, the fault was determined to be not NW-dipping but SE-
dipping planes (Fig. 4). Unfortunately, the aftershock is in
low level activity around the F2 as seen in Fig. 3, thus we
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Fig. 3 Coseismic displacements
of the main shock in (a)
horizontal and (b) vertical
components, respectively. Arrows
and bars represent horizontal and
vertical displacements,
respectively. Red and blue
represent the observed and the
model-predicted displacement,
respectively. Stars indicate
epicenters of the main shock and
the two foreshocks. Gray dots
represent the epicenters of
aftershocks
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cannot confirm the fault dip from the hypocenter distribution.
Hence, to confirm the reliability of the SE-dipping plane,
we investigate root mean squares (RMSs) of residuals for
various dip angles of F2. For the estimate, we assigned
dip angles with an interval of 20ı, and searched for the
optimal parameters in the same manner. We here fixed the
parameters of F1 and F3. For the NW-dipping model, the
RMSs are estimated to be 15.7, 15.8, 17.0, and 16.4 cm
for the dip angle of 20ı, 40ı, 60ı, and 80ı respectively.
On the other hand, for the SE-dipping model, the RMSs are

15.6, 15.2, 15.1, and 15.5 cm for the dip angle of 20ı, 40ı,
60ı, and 80ı, respectively. We can find that the residuals
systematically decrease with approaching to the moderate
dip angle for the SE-dipping plane. The results suggest that
the fault plane drastically changes to the opposite dip at
the western margin of the Aso Caldera. The fault rupture
probably proceeds on a conjugate fault against the main
fault.

The F3 fault has a nearly pure right-lateral motion. If
there were no slip on the Hinagu Fault, the GNSS site
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Fig. 4 Same as Fig. 2 but for the
LOS displacements calculated by
the fault model. The frames
indicate surface projections of the
fault plane for modeling and the
thick line represents the upper
edges
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Table 2 Fault parameters for the main shock

Fault Longitude Latitude Depth Length Width Strike Dip Rake Slip Mw

F1 130.992 (0.011) 32.879 (0.002) 6.0 (0.2) 19.7 (0.8) 12.3 (0.5) 235 63.9 (4.2) �151.0 (2.0) 3.9 (0.2) 6.90

F2 130.979 (0.013) 32.880 (0.009) 4.9 (0.9) 4.9 (1.6) 6.4 (4.8) 52.7 (4.0) 65.9 (18.2) �169.9 (6.6) 3.6 (0.8) 6.28

F3 130.811 (0.010) 32.786 (0.010) 11.3 (0.8) 11.0 (1.0) 19.9 (5.3) 205 69.4 (8.8) 178.0 (7.5) 2.4 (0.1) 6.73

The units of length, width, and depth are in kilometers; those of dip, strike, and rake are in degrees; and the unit of slip is meters. The position
indicates the top-left corner of the fault plane. The parenthetical numbers are the standard deviation (1� )



200 T. Kobayashi et al.

021071 would move southward. This is why the slip of
the Hinagu Fault is essential to account for the observed
eastward motion.
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