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Selected Articles from I Ibero-American Congress
of Smart Cities

This CCIS volume presents selected articles from the I Ibero-American Congress of
Smart Cities (ICSC-CITIES 2018), held in Soria, Spain, during September 26–27,
2018.

Smart Cities are the result of the increasingly urgent need to orient our lives toward
sustainability. Therefore, these cities use infrastructure, innovation, and technology to
reduce energy consumption and CO2 emissions, in order to improve the quality of life
of their citizens.

Being a strategic issue that brings new challenges, the I Ibero-American Congress of
Smart Cities (ICSC-CITIES 2018) was a forum for discussion with the main goal of
creating synergies among different research groups to favor the development of smart
cities and contribute to their knowledge and integration in different scenarios, their
possible development, and the strategies to address them.

Subject areas defined by the Steering Committee of ICCS-CITIES 2018 included
energy efficiency and sustainability; infrastructures, energy and the environment; smart
mobility; intelligent transportation systems; Internet of Things; and governance and
citizenship.

The I Ibero-American Conference on Smart Cities was organized by the CITIES
network, financed as part of the Ibero-American Program for Science and Technology
Development (CYTED).

The conference received 101 submissions for peer review. The reviewing process
followed a single-blind procedure using a panel of experts and external reviewers
(outside the Program Committee). Each submission had an average of three indepen-
dent reviews and each reviewer was assigned an average of two submissions. The best
15 articles were selected to be part of this CCIS volume.

January 2019 Sergio Nesmachnow
Luis Hernández Callejo
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Study of the Influence of DC-DC Optimizers
on PV-Energy Generation

Luis Hernández-Callejo(&) , Sara Gallardo-Saavedra ,
Alejandro Diez-Cercadillo, and Víctor Alonso-Gómez

University of Valladolid, Campus Universitario Duques de Soria, Soria, Spain
{luis.hernandez.callejo,victor.alonso.gomez}@uva.es,

s.gallardosaavedra@gmail.com,

alejandro.diez.cercadillo@gmail.com

Abstract. The integration of renewable generation sources in cities is a reality.
Specifically, photovoltaic technology is the most used (facades, roofs, urban
spaces, etc.). The existence of buildings at different altitudes and other urban
obstacles can cause shadows in the photovoltaic modules. These shadows will
cause the decrease of photovoltaic efficiency. Therefore, the increase in pho-
tovoltaic efficiency is essential. This increase in efficiency can be achieved by
associating DC-DC converters (DC-DC Optimizers) with photovoltaic modules.
This work presents real results of the increase of efficiency of the photovoltaic
modules, from the effect of the DC-DC Optimizers. In addition, the work shows
simulations of the shadow effect on photovoltaic modules.

Keywords: Photovoltaic efficiency � DC-DC optimizers

1 Introduction

Smart City (SC) has emerged to solve the problems of population growth and urban-
ization [1]. However, this new concept of city must make changes to enable this
evolution. The reality indicates that cities are evolving, for example in [2], 15 UK cities
are analyzed, and the results are that carbon dioxide emissions do not grow/decrease
linearly.

SC must adapt its existing infrastructures. A critical infrastructure is the electricity
grid, as shown in [3]. In addition, as shown [4], the rapid increase in population and
population flows require a complete modernization of existing infrastructures (elec-
tricity, water, gas, etc.).

Buildings are one of the most important infrastructures in the city. These buildings,
like the city, must evolve, and they must integrate renewable sources and improve their
energy efficiency [5]. This new building concept, called Smart Building (SB), will be
responsible for increasing the efficiency and sustainability of the SC, since it will
integrate renewable sources and other good practices [6–8].

As already mentioned, SC aims to improve efficiency at all levels. This increase in
efficiency may affect the advanced programming of SB behavior [9]. Energy efficiency
also refers to the sending of information through the SC [10, 11]. Another important
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aspect of energy efficiency has to do with the reduction of peak demand and energy
savings, as presented [12] through its new algorithm.

As presented in [13], the integration of large-scale renewable sources in cities is a
reality. But this integration must be done in an efficient way, as mentioned in [14], and
this efficient way refers to the way to install and improve the production of energy.
Integration can be understood in a massive but small-scale way, as presented by the
authors in [15], where small-scale integration is with photovoltaic (PV) and solar.

In this sense, the increase in efficiency in renewable systems is critical, as they
reflect in [16, 17]. Therefore, this work is focused on demonstrating the increase of
efficiency in the photovoltaic systems integrated in SC, since these renewable plants
will be subject to numerous shadows (solids, obstacles, etc.). The use of optimizers at
the photovoltaic module level will increase the efficiency of the overall system. The
authors have developed several shadow scenarios, which have been validated with
simulations and with a real environment. The rest of the document is as follows: Sect. 2
presents a theoretical review, Sect. 3 explains the methodology used, Sect. 4 shows the
results, Sect. 4 discusses the results and Sect. 5 presents the conclusions of the work.

2 Theoretical Review

The performance of PV modules is inevitably decreased due to the different working
conditions of each of the panels. The PV system output power will be reduced as a
consequence of mismatch effects and environmental factors caused by partial shading,
soiling, dirtiness, mismatch between PV cells generated during their manufacture or
ageing mismatching, differences in the orientations and inclinations of solar surfaces,
differences in temperature or irradiance in the modules. A lot of the available energy
would be wasted since the shaded PV cells would be acting as passive charges and they
would limit the output current of the unshaded ones [18]. These effects lead to the
weakest PV cells determining the output power of the whole string of modules.
Therefore, additional potential benefits of distributed power electronics include
increased design flexibility by allowing mismatched or longer strings of PV panels,
improved monitoring, and increased system availability [19].

In order to avoid this, DC-DC converters on PV module level can be added. These
devices, commonly known as power optimizers, are mounted in each single module
and minimise the impact that the different factors have on the performance of PV
systems. Additionally, it allows testing the behaviour of each module by means of
communications included into the electronic device, facilitating the operation and
maintenance of PV arrays [20]. This is really beneficial in the cases of big PV plants, in
which there are a large number of PV modules connected, because it helps to identify
whether a PV module is working well. In case of absence of optimizers, it would be
possible to identify the array in which is located the failure, but it would be more
difficult to detect the single module or modules which fail. A quick detection of failures
would avoid energy losses due to faults on the PV system.

Another appropriate application for this technology is the case of Building Inte-
grated Photovoltaic (BIPV) systems, in which the environmental factors can be very
significant in contrast with open-space plants. While a large PV plant is designed with
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the single aim of optimizing energy production, the goal of a BIPV system is not only
electricity generation but also the achievement of aesthetical and functional objectives
from an architectonic point of view [18]. The optimal orientation and inclination of
BIPV systems are practically impossible, as well as avoiding partial shadows. Fur-
thermore, having all the modules tested in BIPV systems is an enormous advantage,
because in this case the access to PV panels can be very complex and it will incur
heavy maintenance costs.

As a result of shadows or other failures, the P-V curve shows two Maximum Power
Points Tracking (MPPT) values, one global and one local [20]. MPPT controllers find
and maintain operation at the MPP using an MPPT algorithm. The modular converters
incorporate this function. The literature proposed many of these algorithms. For
instance, some MPPT methods such as fractional open circuit voltage and fractional
short circuit current are simple to implement with moderate level of accuracy. The
commonly used perturb & observe (P&O) technique produces oscillation around the
maximum power point with a possibility of failure under partial shading condition.
Other appliances employ PV power forecasting models to compute the reference value
of the maximum PV power to be tracked by a direct power control scheme which of
composed of a SEPIC converter [21].

The investigations through this topic started at the end of the 20th century [22]. First
of all, in 1992, it was studied the incorporation of DC-AC converters in each module.
In this way, each module will have a small inverter and the grid connection of the PV
modules will be carried out directly in AC current, so the mismatch and environmental
factors will not affect from one module to the rest of them. Some authors affirm that the
peak efficiency of the system is 89% and that they have a lifetime of approximately ten
years [23]. Nonetheless, it has some important disadvantages which inspire the study of
alternative solutions. Firstly, it is quite difficult to reach efficiently and reliably the grid
voltage from the output power of a module. Moreover, the use of several micro-
inverters implies the duplication of protections and AC filters to offer the same quality
and safety than a central inverter, which leads to a more expensive solution. Different
micro-inverter efficiency are analysed in [24], in which a test circuit that can be used as
efficient measure to analyze and compare different features of micro inverters is
designed.

The necessity of micro AC inverters to boost the DC voltage and invert it leads to a
lower efficiency and higher cost than DC-DC converters. Therefore, the implementa-
tion of DC-DC converters has been the main alternative studied during the last decade.
During the first years of the 21st century the first application of this concept were
proposed. In 2004, a cascaded DC-DC converter connection of PV modules was
proposed [25]. It offers the advantages of modular converters approach without the cost
or efficiency drawbacks of individual DC-AC grid connected inverters. Later experi-
mental results show an efficiency of approximately 95% [26]. Nevertheless, the per-
formance of converters depends on the operating conditions of the PV system along
with the performance characteristics of the converter [19]. There are many different
topologies which vary according to the complexity of circuits, stress on used com-
ponents and quality of input and output power. Generally, a single-inductor, single-
switch boost converter topology and its variations exhibit a satisfactory performance in
the majority of applications where the output voltage is greater than the input voltage.

Study of the Influence of DC-DC Optimizers on PV-Energy Generation 3



The performance of the boost converter can be improved by implementing a boost
converter with multiple switches and/or multiple boost inductors. The two inductor
boost converter exhibits benefits in high power applications high input current is split
between two inductors, thus reducing power loss in both copper windings and primary
switches. Furthermore, by applying an interleaving control strategy, the input current
ripple can be reduced [27]. More recent developments carried out point to newer DC-
DC technologies with low cost and high reliability. In the delta-conversion concept
[28], the converters are only active when differences between substring and module
output powers occur. This reduces the operation time and thereby increases the
reliability.

3 Method

Experiments have been performed in the PV laboratory of the Campus Duques de
Soria, University of Valladolid. This PV field is composed by two strings of eight
Isofoton I-159 modules, with the same mechanical configuration and orientation. The
main characteristics of the modules used in the tests are showed in Table 1.

The first string is directly connected to a string inverter, SB 1.5-1VL40, which main
characteristics are showed in Table 2.

On the other hand, the second string has optimizers TIGO TS4-O installed in each
module, which characteristics are reviewed in Table 3. The eight optimizers are con-
nected in series to a second inverter identical to the first string inverter (Table 2).

Six different tests have been studied to determine the influence of DC-DC opti-
mizers in the production in case of shading. Different diagrams of the six shadings
configurations are further analyzed in the results section.

1. One module affected, the shaded part will be 80% of three cells of the same circuit,
leaving the rest of the module in standard conditions.

2. One module shaded in each string, affecting 50% of the surface of nine cells.
3. One module shaded in each string with 100% of the surface of thirty six cells

belonging to the same circuit.

Table 1. Isofoton I-159 module main characteristics.

Main features

Pmax 159 Wp
Voc 21.6 V
Vmmp 17.4 V
Isc 9.81 A
Impp 9.14 A
Toll ±5%
ΔIsc 5.4 mA/°C
ΔUoc −80 mV/°C

4 L. Hernández-Callejo et al.



4. Four modules of the string affected. In each module a line of 12 cells, belonging the
same circuit, is shaded at 50% of its surface.

5. Whole string shaded in the same percentage as test 4, 12 cells in each module
shaded at 50% of its surface.

6. One module affected, covering 80% of nine cells in the same column, affecting all
three circuits.

As an example, Fig. 1 shows the shading configuration in test number 1 and Fig. 2
the shading configuration in test number 4.

Table 2. SB 1.5-1VL40 main characteristics.

Main features

VDC max 600 V
VDC MPP 160–500 V
IDC max 10 A
ISC pv 18 A
VAC, r 230
PAC, r 1500 W
Smax 1500 VA
FAC, r 50 Hz
IAC, max 7 A

Table 3. TIGO TS4-O main characteristics.

Main features

Rated DC Input Power 475 W
Max Input Voltage @ Lowest Temperature 90 V
Isc 12 A
Max Voc @STC 75 V
Min Vmp @STC 16 V

Fig. 1. Shading configuration studied in case 1.

Study of the Influence of DC-DC Optimizers on PV-Energy Generation 5



All shading configurations have been simulated in LTSpice using the methodology
proposed in reference [20], in order to obtain the theoretical IV curves to make possible
the evaluation. Additionally, the real IV curves of the strings for each shading con-
figuration have been experimentally obtained using the HT SOLAR IV-400 TRACER.
The dimensions of the module used are presented in Fig. 3a and the electrical structure
of the module simulated in LTSpice in Fig. 3b.

Fig. 2. Shading configuration studied in case 4.

Fig. 3. Isofoton I-159 modules dimensions (a) and electrical structure of the module simulated
in LTSpice (b).

6 L. Hernández-Callejo et al.



Finally, all the results downloaded from the string inverters and the optimizers have
been analyzed and compared considering the resultant theoretical and experimental IV
curves of each shading configuration, and are presented in the results and discussion
sections.

4 Results and Discussion

In this section we explain the two types of experiments that have been carried out.
Firstly, computer simulations with LT Spice software and secondly field simulations in
the PV laboratory of the Campus Duques de Soria (University of Valladolid) are
displayed. Additionally, the results of the IV curve experimental tests in the field are
shown and compared with LTSpice simulations.

4.1 LT Spice Experiments

LTSpice is a SPICE simulation freeware for analog circuits endowed with schematic
capture and a wave form viewer. This software has been used to simulate the IV curves
for each shading test proposed, which are presented in this section.

Benchmark. In benchmark simulation there is no shaded cells in order to see clearly
the ideal graphics of both power and current, as showed in Fig. 4. Power curve has a
maximum point at 1223.8 W.

Test 1.With only one module affected, the shaded part will be 80% of three cells of the
same circuit, leaving the rest of the module in standard conditions (Fig. 5a). In this
simulation two MPP appear clearly (Fig. 5b) with similar values of 1048.5 W and
1049.2 W.

Fig. 4. Benchmark graphics.
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Test 2. It continues having only one module shaded in each string, affecting 50% of the
surface of nine cells (Fig. 6a) belonging to three different circuits. Figure 6b shows
how the power curve is affected by this new type of shadow, resulting in two MPP with
values of 1048.5 W and 784.9 W.

Test 3. Only one module shaded, one circuit 100% affected (36 cells belonging to same
circuit, Fig. 7a). In Fig. 7b first MPP in 1048.9 W remains equal as test 2 but the
second MPP rises up to 972 W.

Fig. 5. Test 1 shaded module (a) and IV and power curve (b).

Fig. 6. Model of test 2 module (a), and test 2 graphics (b).

Fig. 7. Shaded test 3 solar module (a) and its simulation graphic (b).
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Test 4. First one affecting 4 modules. In each module a line of 12 cells, belonging the
same circuit, is shaded at 50% of its surface (Fig. 8a). In Fig. 8b, power graph exhibits
two MPP at 1035.8 W and 1092 W.

Test 5. Continuing with the shadows of test 4, test 5 has the whole string shaded in the
same way as the previous test, 12 cells in each module shaded at 50% (Fig. 9a). This
power curve graph lowers the first MPP to 838.5 W but maintains the maximum in
1033.1 W (Fig. 9b).

Fig. 8. Full test 4 string with half of its modules shaded (a) and graphics of test 4 (b).
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Test 6. Last test concerns only to one module covering 80% of nine cells, affecting all
three circuits (Fig. 10a). Although tests 2 and 6 are similar, the shading difference of
30% causes the lowest MPP to fall to 306.5 W, with the high remaining at 1048 W
(Fig. 10b).

4.2 Laboratory Experiments

Tests were realized from May to June, with duration of one week for each, shadow
position was changed every Monday. The day in which the shadows are changed is not
counted in the tests, so there are six full days for each one.

Atypical weather (strong storms, cloudy and windy days) in certain days of tests 3, 4
and 6 generated graphics full of maximums and minimums instead of the standard
production graph. Production data is monitored by each inverter, one mark every 5 min.

Fig. 9. Full test 5 string (a), and power and current curves of test 5 (b).

Fig. 10. Shaded module (a) and test 6 curves (b).
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In order to simplify nomenclature, strings are numbered “String 1” and “String 2”.
String 1 worked with optimizers and String 2 worked without them.

There are natural shadows affecting both Strings in late afternoon and first evening
hours.

Benchmark. Five days of benchmark data with similar production graphics in sunny
days (Fig. 11) and disparate production charts on cloudy days (Fig. 12), left two
recognizable patterns common to all days: string 2 starts sooner than string 1 and string
1 produces more than string 2 in the first hours of the morning. In cloudy days, string 1
has more difficulty reaching some of the production peaks after the cloud leaves
(Fig. 12).

Test 1. Same shadow pattern as simulations with LTspice, one module shaded with
80% of three cells of the same circuit, leaving the rest of the string in standard
conditions (Fig. 5a).

One cloudy and windy week collecting data show results like Fig. 13, full of
maximums and minimums. Still there is the same pattern: String 1 starts later but rises
first in early hours of the day.

Fig. 11. Benchmark production graph on sunny day.

Fig. 12. Benchmark graphics in a cloudy day.
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Test 2. One module shaded in each string, affecting 50% of the surface of nine cells as
showed in Fig. 6a. This week string 1 had strange graphics that we attribute to some
technical error or a bad configuration of the inverter (Fig. 14).

Test 3. One module shaded in each string with 100% of the surface of thirty six cells
belonging to the same circuit. This was another atypical stormy week with late after-
noon heavy rain periods. Figure 15 displays String 2 higher production on cloudy
periods before the storm.

Fig. 13. Test 1 graphics, cloudy and windy days.

Fig. 14. Test 2 graphic. Note the rare behavior of String 1

Fig. 15. Test 3 graphics.
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Test 4. This week only 4 of 8 modules where affected with one line of 12 cells
belonging to the same circuit, shaded at 50% of its surface (Fig. 8a). Another stormy
week full of moments of sun left production peaks and long intervals below 400 W, as
seen on Fig. 16.

Test 5. This test has the whole string affected, 12 cells in each module shaded at 50%
(Fig. 9a). Graphics are very similar from string 1 to string 2 with only one common
pattern: string 2 starts first but string 1 produces more in the first hours of the day
(Fig. 17).

Fig. 16. Cloudy day on test 4 week.

Fig. 17. Sunny day graph on test 5 week.
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Test 6. With a similar pattern of test 2, test 6 has strong differences between the
production of the two Strings which increases its value considering that it was a rainy
week. Figure 18 shows a typical rainy day on Test 6 week.

The optimal conditions to have being able to evaluate all the tests between them
with larger amounts of data would have required more time with appropriated weather
conditions. However, the comparison of the data has been made between the two
strings of each test separately and although the meteorological conditions were not the
most suitable, available data of the two strings of each test can be compared without
any issue, as they have been taken in equal conditions.

On almost every test day, the graphs showed that the power delivered by String 1 is
greater than the supply by String 2, even though some tests were carried out with
adverse weather, stormy and rainy weeks, etc.

In the first few minutes of the day, the String 2 starts its production before but then
the optimizers generate an acceleration to the power delivered by the String 1 in the
early hours of the day when the sun is still far from its zenith leaving a positive count
clearly in favor of optimized String.

Additionally to the analysis of the production introduced, it has been performed the
real IV curves of the strings for each shading configuration using the HT SOLAR IV-
400 TRACER. Some of these results are presented in this section.

Figure 19 shows the IV curve of Test 4 configuration which is really similar to
Fig. 5b: Both have one lower MPP and then one higher MPP. The big difference
between them is the first MPP: Simulation points it at 1035.8 W but the real measure
sets it at 700 W. This is caused by the degradation of its components.

Another example of the panel degradation can be seen in the Fig. 20. Corresponding
to Test 5, can be contrasted with Fig. 9b. First MPP on simulation was at 838.5 W but
due to material decay the PV curve, first MPP in real conditions is at just 350 W.

Fig. 18. Test 6 rainy day graph.
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Fig. 19. IV Curve of test 4 shadow configuration.

Fig. 20. Test 5 shadow configuration IV Curve.
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5 Conclusions

The integration of renewable energy sources is a key aspect, and the city is an inte-
grating space for renewable technologies. Specifically, photovoltaic technology is the
most promising of all, since its integration in buildings and public spaces is simple.

In this sense, the increase in efficiency of the deployed technology is fundamental.
In case of photovoltaics, the presence of shadows can cause the performance drop of
energy delivery. Intelligent devices such as those presented in this work (DC-DC
optimizer) can make photovoltaic technology better in production.

This research shows how the String of photovoltaic modules equipped with DC-DC
optimizers delivers a higher power in most of the tests carried out, despite the absence
of optimal weather conditions. The results must be taken into account in those locations
where there are shadows, which may affect the photovoltaic modules. Finally, it is
proposed as an interesting future work performing a comparison of the efficiency with a
string of modules equipped with micro inverters.
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Abstract. Smart city initiatives have emerged to mitigate the negative
effects of a very fast growth of urban areas. A number of universities are
applying smart city solutions to face similar challenges in their campuses.
In this study, we analyze the possibility of using low cost sensors based
on detecting wireless signals of light commodity devices to track the
movement of the members of the university community. This tracking
information will help the university managers to provide the users with
smart services. The first insight is that there were not detected barely
movements through the campus during late-night/early morning hours
(from 0:00H to 6:00H). In turn, the number of human flows sensed in a
given direction is similar to the ones in the opposite one. The analysis
of the sensed data has shown that the most mobility occurs during the
opening and finishing school hours, as expected. Finally, we observed
that the sensors are able to detect vehicular mobility.

Keywords: Smart city · Smart campus · Human tracking

1 Introduction

The concept of smart city has emerged to reduce the negative effects of a very
fast growth in urban areas. With this purpose, countless new applications are
appearing to improve our daily life [3,13,14,20,22]: parking, optimized routes,
car charing, smart systems in buses, private models of mobility, signaling, lane
decisions, social implications of mobility, energy consumption, etc. Most of these
new applications use intelligent systems able to detect, predict, and efficiently
manage different aspects of the city.

Most of these systems require accurate and up-to-date information based on
actual data, such as, the origin/destination (OD) matrices of the city, pedestrian
behavior or the number of cars per street. The access to these data is an issue
today. Thus, there are some initiatives to advance in the knowledge of the city
to build a minimum set of open data services to allow stakeholders to used them
for final services. Traditional measurement systems [8] use to be expensive, trau-
matic to install, and scarcely available has been replaced with new technologies
like sensors, cameras, etc. [6,21,24].
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Smart solutions to be developed for our cities can be directly applied on the
university campuses. The main reason is that universities and their campuses
can be seen as urban areas with a reduced scale, but they have to face similar
challenges than the city managers [27]. There are several initiatives aiming at
applying intelligent systems to provide advanced services to the university com-
munity members, e.g., Smart Campus of UMA1, Smart Campus-Unicamp2 of
Unicamp in Sao Paulo (Brasil), DTU-Smart Campus3 of Technical University of
Denmark, and UIJ-Smart Campus4 of Universitat Jaume I in Castellón (Spain).
These smart campus services range from a smart classrooms, which benefits the
teaching process within a classroom, to an intelligent campus that provides lots
of proactive services in a campus-wide environment [27].

In this context, we focus on the analysis of the spatio-temporal behavior of the
people through the Campus of Teatinos of the University of Málaga (UMA). We
used the data captured by a cyber-physical system based on a wireless sensor
network (WSN) installed along the campus. This system was devised in the
context of Smart Campus Project of UMA [21]. These sensors are able to detect
the Bluetooth and Wi-Fi wireless signals of the devices carried by the people
and extract the hardware MAC (Media Access Control) addresses to identify
them individually. This low cost alternative is experiencing a fast development,
since it is very cheap and easy to maintain [15].

The main goal of this study is to perform an analysis of the data captured
by the sensors installed in the campus in order to evaluate people movement.
The extracted knowledge would be very interesting for the university managers
since they would know how many people are in the different areas of the campus
depending on the time and how they move. This knowledge could be used to
design and to assess the services provided according to the influx of the people,
to take decisions about the schedules to avoid overcrowding, etc.

In the next section, we summarize a set of different studies that deal
with human tracking. Section 3 describes the experiments carried out. Section 4
presents the experimental results and their main findings. Finally, conclusions
and future work are considered in Sect. 5.

2 Related Work

During the last decades, collecting data about the spatio-temporal behavior
(movement) of individuals has got the attention of academia and industry, since
it provides useful information to be used in a number of domains, such as, crowd
management, safety management or consumer research [26].

Traditionally, the human tracking studies were performed by the applica-
tion of some slow and inefficient methods such as shadowing [12], collecting

1 https://www.uma.es/smart-campus/.
2 http://smartcampus.prefeitura.unicamp.br/.
3 http://www.smartcampus.dtu.dk/.
4 http://smart.uji.es/.
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travel diaries [2], and surveys [9]. All these methods require the direct interac-
tion between humans to get the required data. This methodology was improved
by applying more technologically advanced methods, such as light curtains [11],
which is very limited due to the impossibility to identify individually each person
to develop human paths, to calculate the duration of the movement or to get
more complex information about the behavior of the people. The advances in
image processing methods facilitated the emergence of video tracking methods
based on image and behavior recognition [18].

Nowadays, a number of applications and services are based on the user iden-
tification by using Radio Frequency Identification (RFID) technologies taking
the advance of the common use of smart cards, smart wearables, and other type
of smart devices equipped with such technology [4]. Besides, Global Positioning
System (GPS) based approaches are also applied to track and to analyze the
movement of people [19].

Finally, a set of new proposals are based on identifying people by getting
wireless signals of the Bluetooth and the Wi-Fi interfaces of the devices carried
by the humans. This is a very promising approach because most of smartphones
are equipped with both type of network interfaces. Individual identification is
carried out by registering the unique MAC address of the devices. Thus, different
authors have applied such idea in various domanis and settings: to measure
throughput time in airport security, on a large scale open air festival, on a trade
fair, in an office setting, and to study the movements of tourists in a city amongst
others [15].

When using Bluetooth to track individuals, Bluetooth scanners are being
installed at locations of interest. These scanners continuously scan for Bluetooth
signals emitted by the devices and register every detection. The method is based
on the proximity principle. Thus, it is assumed that the device is located close
to the scanner. In practice, the scanners register in the log when a device is
detected (i.e., they store the scanner id, the time stamp, and the MAC address).
The path can then be reconstructed by combining the logs of all scanners, where
the location of each scanner is added as the location of the device.

The main issue when using Bluetooth is that the interface has to be in mode
on to be scanned, so only a ratio of the population can be tracked. Various works
showed that the detection ratio ranges between 7% and 11% [5,23,24].

Tracking by detecting Wi-Fi signals is very similar to the same by using Blue-
tooth. Thus, different researches have analyzed this technology since it critically
improves the detection ratio [1]. The detection of Wi-Fi has been applied in
tracking people in large outdoor areas [17], managing human queues [25], track-
ing humans in indoor environments [16], detecting pedestrian flows in different
contexts as in metro areas [7], etc.

In the present study, we evaluated the applicability of Wi-Fi tracking to eval-
uate the spatio-temporal behavior of the members of the university community.
Thus, we analyzed the data captured by the sensors installed in the context of
Smart Campus of UMA.
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3 Experimental Design

To carry out this work, we used a WSN installed in the university campus. The
system is composed by a set of sensors connected to a central server that receives
the captured data [21]. These sensors principally measure the environmental
noise at the streets and detect humans by sensing the wireless devices carried by
them. The data captured by this system were satisfactory used in a study about
the environmental noise in the campus of UMA [10].

In order to detect humans, the sensors apply a procedure to extract MAC
addresses from wireless signals sniffed by using their specialized wireless inter-
faces. As the MAC addresses are unique, they allow us to identify individually
each device or human. The MAC addresses are stored together with a time stamp
that indicates the moment when the device was detected. Thus, in this work, we
used such a data to detect human flows.

In this work, we analyzed the data of two sensors: Sensor 1 and Sensor 2. The
first sensor is located in the facade of the School of Science and the Sensor 2 in
the facade of the School of Humanities. Both schools are located at the Boulevard
Louis Pasteur, the main street that crosses the campus. The distance between
the two analyzed sensors is 183 m. Figure 1 shows the location of both sensors.
The used data cover the months of May and June of 2018 (from May 13, 2018
to June 30, 2018), so in the study we used the data of 61 days.

Thus, we analyzed the human movement (flows) through the university
campus. With this purpose, we performed a first study about the number of
devices/humans detected by each sensor. Second, we extracted and analyzed
the flows of people who move through both sensors. As we have two sensors,
we studied two different flows (see Fig. 1) Flow A, which considers the devices
moving from Sensor 1 to Sensor 2 (i.e., from left to right), and Flow B, which
takes into account the devices moving in the opposite direction (i.e., from right
to left).

Fig. 1. Sensors location.
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4 Results and Analysis

This section presents the main results and analyses. First, we study the devices
(humans) detected by each sensor individually in order to evaluate the variability
in the number of people that pass through the sensing points during the day.
Then, we analyze different spatio-temporal aspects of the detected human flows
by using the sensed data.

In this study, a given movement from the sensor si to the sensor sj is detected
when a given device (MAC address) is registered in si in a time tsi, and after a
time Δt, the same device is detected in sj , i.e., tsj = tsi + Δt.

4.1 Human/Devices Detection

In order to evaluate the number of devices detected over time by the two sensors,
we group the results each ten minutes. Thus, Figs. 2 and 3 shows this sensed data
for the Sensor 1 and the Sensor 2, respectively.

Fig. 2. Number of devices detected by Sensor 1 over the day grouped by the week day.
(Color figure online)

For both sensors, the number of sensed devices is significantly low from mid-
night to 7:00H. This is principally due to the location of the sensors. They are
installed along the Boulevard Louis Pasteur, which is a street basically used
by the university community to move through the campus. Thus, this street is
marginally crossed during late night/early morning hours.

Considering the data patterns from 7:00H, when the number of detected
devices increases dramatically, we can observe two main groups of data: working
days, which includes the data from Monday to Friday, and no working days,
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Fig. 3. Number of devices detected by Sensor 2 over the day grouped by the week day.
(Color figure online)

which includes the data of the Saturdays, the Sundays, and the holidays. These
patterns are much more clear in the results of the Sensor 1 (see Fig. 2).

Table 1 summarizes the detection results by presenting the mean and the
coefficient of variation of the detected devices each ten minutes for each data
group. These results show that Sensor 1 detects more devices than Sensor 2
during working days. This is mainly because Sensor 1 is located closer to the
side walk than Sensor 2. In turn, this longer distance from side walk provokes
that Sensor 2 presents more difficulties to detect the devices carried by humans,
generating very scattered results (see Fig. 3) with higher coefficient of variation.

In contrast, during no working days, Sensor 2 sensed more devices than
Sensor 1. This is principally due to a surface parking that is located close to
the School of Humanities, which is used during the whole week to park the cars.
Therefore, even during weekends there are a number of people crossing through
this sensor.

Table 1. Mean and coefficient of variation results of the detected devices each ten
minutes grouped by working days and no working days. All data represents the results
without any group.

Patter type Sensor 1 Sensor 2

Mean±CV Mean±CV

Working days 112.084 ± 126.66% 100.929 ± 130.69%

No working days 15.098 ± 121.74% 45.823 ± 116.40%

All data 78.462 ± 158.97% 82.214 ± 140.24%
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As in this study we are interested in the evaluation of human spatio-temporal
behavior through the university campus, we analyzed the flows generated during
working days since these days critically represent most of the existent movement
in this geographical area.

4.2 Flows Detection

We evaluated two different types of flows: Flow A, movement from Sensor 1
to Sensor 2, and Flow B, which considers the movement in the opposite way.
Figures 4 and 5 show two bar diagrams that represent the mean number of flows
detected each half hour over the day for Flow A and Flow B, respectively.

Fig. 4. Mean number of detected Flow A flows over the day for working days.

As it is shown in the figures, the distribution of the results of both types
of flows are similar. In average, there were detected 244.92 movements per day
from Sensor 2 to Sensor 1 (Flow B) and 229.112 Flow A flows, i.e., there were
sensed 6.45% more Flow B flows than Flow A ones.

As it was expected, the system was not able to detect flows during late
night/early morning hours. During the time period between 0:00H and 7:00H
there were detected just three Flow A flows and two Flow B ones. These results
are consistent with the previously presented findings in Sect. 4.1, since during
that period of time the number of detected devices was negligible.

The system sensed the highest number of movements between both sensors
(for both flow types) at the period of time between 8:30H and 9:00H, which
corresponds to the school opening hours (i.e., most of school hours start at
8:30H or 8:45H).
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Fig. 5. Mean number of detected Flow B flows over the day for working days.

Besides, both flow types exhibited two different less marked peaks: the first
one around 14:00H and the second one around 19:30H. These times correspond
to school end times for the morning and late shift classes, respectively.

According to these results, in which there were a high amount of detected
devices at opening hours and two lower and two noticeable rises during both
school end times, we can conclude that there exists a set of people that arrives
at morning and stays at the campus until late afternoon. This is quite common
at UMA since there are a number of students that have to attend classes during
morning and afternoon (or stays in the libraries). In general, these students use
to eat in the canteen of their faculties. For this reason there were not peaks of
movement during lunch time.

These insights have a direct benefit for the university managers, since they
are able to show that the selection of the same opening and ending school hours
for different university schools provokes the highest movement of students at
similar hours. Thus, some crowding and congestion problems could be mitigated
by shifting the scholar schedules.

Finally, we analyzed the speed of the detected movements. Figure 6 illustrates
the mean speed detected during every half hour. There is not values during the
period of time between midnight and 7:00H because there were not registered
representative flows. As it can be observed, these speeds are in average rela-
tively high for people moving by foot, about 2.8 m/s (10.1 km/h) and 3.1 m/s
(11.2 km/h). This is mainly because the sensors were able to detect flows of peo-
ple moving by using vehicles, e.g., bikes and cars, and people running. The move-
ment with maximum speed sensed by our sensor was of 13.1 m/s (47.2 km/h),
which would correspond to a car moving in a urban area.
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Fig. 6. Average speed of Flow A and Flow B over time.

5 Conclusions and Future Work

In this paper we studied the human spatio-temporal behavior (movement) in the
Campus of Teatinos of UMA by using a WSN installed in specific locations of
interest in the campus. The main aim of this study is to understand the behavior
and movement of the people of the university community through the campus,
which can be helpful for the university managers.

As it has been shown, the data registered by the system regarding Wi-Fi
devices were useful to analyze the human flows in the campus. The results
obtained confirmed numerically important intuitive observations about the
movement of the people of the university community.

Thus, we showed that the are not barely people crossing the campus dur-
ing late-night/early mornings hours (from 0:00H to 7:00H). In turn, the most
mobility occurs during the opening (about 8:30H) and ending (about 14:00H
and 19:30H) school hours. This is principally due to that the street analyzed
(Boulevard Louis Pasteur) corresponds with a specifically university area (no
residential area). Therefore, the system captures data from people of the uni-
versity community during class schedule. Besides, we observed that there was a
similar amount of flows in both studied directions (Flow A and Flow B). Finally,
it is noticeable that the sensors are able to register vehicular mobility data.

As future work we plan to extend the proposed methodology by analyzing
spatio-temporal behavior through the campus by combining the information of
more installed sensors, applying a specific methodology to identify pedestrian
and individuals moving by using vehicles, and studying together the movement
knowledge extracted with other data registered by the sensors (e.g., environmen-
tal noise).
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Abstract. Nowadays, industrial parks are seen as spaces for the integration of
demand and electricity generation. The proximity of the industrial parks to the
Smart City, makes possible the employment of advanced techniques for the
prediction of the demand and electric generation. This paper presents a complete
experiment to choose a model of Short-Term Load Forecasting in industrial
parks. The models used are based on artificial intelligence, and different input
variables have been tested on all models.
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1 Introduction

In recent times, the technological advances applied to cities and their surroundings
have led to the Smart City concept. The sustainability of cities and their surroundings is
one of the main interests at present [1].

As shown in [2], one of the important pillars of Smart City is energy, but this area is
expanded thanks to the Smart Energy Systems concept (electricity, heating, cooling,
industry, buildings and transportation). In other words, the electrification of cities and
their surrounding areas is critical for the development of a society, as it appears in [3].

One of the areas close to the city with the most electricity consumption is an
industrial park. These integrate a variety of industrial sectors with a very different
consumption behavior. Despite new paradigms such as eco-industrial parks [4], these
scenarios are in need of electrical power, and in some cases elevated.

In addition to the above, the current trend towards the integration of renewable
generation sources in cities must be taken into account. This integration will be in:
Smart Buildings [5], microgrids [5, 6] and industrial parks [7, 8].

In these scenarios, an industrial park is considered a microgrid, since it has dis-
tributed generation, distributed storage and loads. An emerging actor in an industrial
park will be the aggregator, whose responsibility is to adjust generation to demand [9].
In order to achieve a balance of power, it is necessary to have forecasting tools, for
generation and demand. Specifically, in order to operate distributed storage, it is
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necessary to have short-term forecasting tools, and in the case of demand, Short-Term
Load Forecasting (STLF) tools.

As it appears in [10], the forecast of the demand is already a very old challenge.
These authors also show the need for new models applied to disaggregated environ-
ments, such as microgrids, industrial parks or Smart Buildings. Another of the con-
clusions obtained is that the models most used in the last two decades are those based
on Artificial Intelligence (AI).

With respect to models based on AI for STLF in microgrids, the works found are
numerous and varied. The authors in [11] present a one-stage model, where they use a
Multi-Layer Perceptron (MLP), which is a model based on Artificial Neural Network
(ANN). Following the ANN, other authors use two stages to finalize the prediction
[12, 13].

Regardless of the chosen model, for the prediction of electrical demand it is fun-
damental to choose the input variables to the model correctly. Some authors focus their
efforts on locating the climatic variables that most relate to the electrical demand [14].
However, other authors [15] focus their attention on the climatic variables, but also on
the relationship itself with previous values of the electricity demand.

Therefore, this work presents a new model for STLF in a real industrial park. There
have been numerous experiments, with several models based on AI, each of which has
been tested with input variables that have been increasing in number. The final results
have been satisfactory and the model obtained has a high efficiency.

The work is structured as follows. In Sect. 2 the data used are presented as well as
the methodology used. Section 3 shows the results of the experiments. In Sect. 4 the
results are discussed to conclude with some conclusions and future works.

2 Data and Methods

2.1 Data Description

In order to carry out this work, it was necessary to have data from a real location. The
Spanish electricity company Iberdrola has provided the data to be able to do the
experiment. Specifically, the data is from an industrial park located in Burgos (Spain),
called “Gamonal”.

The data of Iberdrola are those corresponding to the power consumption of the
industrial park. The company has provided a total of 4 years. Figure 1 shows the power
demand along time during the complete time under study. In order to facilitate the
visualization of the data, they have been aggregated on a daily basis. Therefore, the
available data set has the following information: day, month, year, 24 values of elec-
tricity demand, as well as the maximum, average and minimum temperature. These
data of the electric company have been completed with the variable that indicates
whether the day is workable or not.
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2.2 Methodology

The ability of four types of algorithms to predict the next day’s hourly power demand
was evaluated:

• Decision Tree Regression (DTR) [16];
• Multi-Layer Perceptron Regressor [17] with three activation functions which are

ReLu (MLPReLu), Logistic (MLPLogistic), and hyperbolic tan (MLPtanh);
• Support Vector Regressor [18] with three kernels which are Linear (SVRLinear),

Polynomial (SVRPolynomial), and Radial Basis Function (SVRRBF); and
• Gradient Boosting Trees [19] for three types of regressions which are Linear

(XGBRLinear), Gamma (XGBRGamma), and Tweedie (XGBRTweedie).

To determine the predictive capacity of the aforementioned methods, different
experiments were carried out. Each experiment corresponds to different combinations
of features which serve as input to these methods. The different combinations are
described in Table 1.
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Fig. 1. Daily power demand from January of 2014 to March of 2018.

Table 1. Features used in each experiment.

Features Experiments
0 1 2 3 4 5 6

24 hourly electricity demand values for the current day
Is the current day a working day? [0,1]
Is the next day a working day? [0,1]
Weekday of the current day [1-7]
Weekday of the next day [1-7]
Minimum temperature of the current day
Maximum temperature of the current day
Average temperature of the current day
Minimum temperature of the next day
Maximum temperature of the next day
Average temperature of the next day
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A minimum data cleaning was applied to the data set. Thus records with values
equal to zero, and series with constant values were eliminated. The first three years
were used for training while the last one was used to test the models. Training data was
standardized by removing the mean and scaling to unit variance. During the training
phase, a 3-fold cross validation was used to obtain the best parameter setting for each
model. The criteria used to establish the best model was to minimize the Mean Squared
Error (MSE).

All experiments were carried out in Python using the Scikit-learn framework [20].
In order to evaluate the performance of each methods during the forecasting of the

electrical power demand, the Mean Absolute Percentage Error (MAPE) was used.
The MAPE is defined as follows:

MAPE ¼ 100%
n

Xn

t¼1

At � Ft

At

����

���� ð1Þ

where At is the actual value, Ft is the predicted value, and n is the total of observation
in time series.

3 Results and Discussion

The results expressed in MAPE of all experiments are shown in Fig. 2. Logically, the
MAPE is greater on those hours which have more standard deviation and lower on
those with less standard deviation. It can also be seen that for some methods, like
SVRLinear, MLPtanh and, especially, XGBRGamma, the dependence of the experiment
assumptions for training the network is not very significant. On the other hand, other
methods, like MLPReLu, XGBRLinear and XGBRTweedie are very sensible to those kind
of information. As the shape of all graphs is smooth and consistent, it is possible to
leave just the best experiment (or experiments if they are nearly) in each of the method
for a better comparison between them. Due to that, it is also possible to average the
daily error, probed that all the methods have maximums and minimums at similar time
intervals.

Figure 3 shows the daily average of the hourly MAPE values displayed in Fig. 2
for all methods and experiments. In Fig. 4, worse methods have been removed for each
experiment, i.e. SVRPolynomial, DTR, MLPtanh and XGBRGamma. There clearly can be
seen that experiments 3 to 6 has obtained better results than 0 to 2 so, finally, in Fig. 5,
just the experiments and methods which have obtained significantly better results than
the rest, are shown. These three methods, MLPRelu, XGBRLinear and XGBRTweedie, are
the best for our dataset. Additional studies over other similar datasets are necessary to
conclude if they are significantly better always or just in this case. Moreover, if the
results crown them as always the best, it would be interesting to look inside their basics
and find if there is some logical reason in order to extrapolate this conclusion over a
more general dataset of energetic demand as residential or heavy industrial scenarios.

32 L. Hernández-Callejo et al.



(a) DTR (b) MLPReLu

(c) MLPLogistic (d) MLPtanh

(e) SVRLinear (f) SVRPolynomial

(g) SVRRBF (h) XGBRLinear

Fig. 2. Hourly MAPE results of each experiment trained in each of the methods used.

Fig. 3. Mean daily error (in percentage) for all methods and experiments.
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Finally, in Figs. 6, 7 and 8 the hourly MAPE of these three methods are shown. As
can be seen, in Fig. 6 there is just one experiment while in Figs. 7 and 8, there are three
or four. The reason is that only the bests experiments have been kept and for the XGBR
methods, the difference between some of the experiments is almost negligible.
Anyway, the conclusion of our study is that without previous classification of data and
no complex assumptions, we have obtained predictions with less than an 8% error over
the real power necessities anytime. And all these finally selected models have between
3% and 5% of error over 10 h of the 24 of the day. This can seem not very accurate, but
taking into account that the standard deviation of the mean consumption for each hour
goes from 11% to 25%, it is a very good result. Even more if we think that this
precision probably cannot be achieved by an experienced human without a lot of hours
of effort and that, this technique, can be automatized (and retrained if it is needed) with
much less effort and cost. It would be interesting for future works study if a clusteri-
zation of data previously to the training gives better results and which kind of patterns
is able to detect which, surely, we have not took into account.

Fig. 4. Mean daily error (in percentage) excluding worse methods.

Fig. 5. Mean daily error (in percentage) including only the best experiments and methods.
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Fig. 6. MAPE (%) obtained by MLPReLu in Experiment 3

Fig. 7. MAPE (%) obtained by XGBRLinear in Experiments 3, 4, 5, and 6.

Fig. 8. MAPE (%) obtained by XGBRTweedie in Experiments 3, 4, and 6.
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4 Conclusions

The integration of renewable energy sources in cities is a reality. The city, like the
microgrids, will be scenarios where electricity consumption and generation must
coexist. In these new scenarios new figures emerge, such as the aggregator. The main
function of the aggregator will be to manage and control the demand and the existing
generation. The Smart City, an environment that combines consumption and genera-
tion, is an operating scenario for these aggregators.

In this sense, the industrial parks are places with demand and generation, for which
the agregadores will have to manage them in the best possible way. These industrial
parks will be part of the Smart City, so their integration should be a main objective.

Therefore, aggregators and/or microgrid managers (Smart Cities, Industrial Parks,
etc.) will need forecasting tools, both demand and generation.

New models of electric demand prediction must be tested and validated (for
industrial parks). In this sense, this work has shown that AI-based models are of great
interest and their effectiveness is high. The work shows the results of a group of models
to make STLF, and the results have been presented. In addition, the work demonstrates
the need to have interesting variables to solve the problem, so that the models have
been tested for different input variables (experiment).

The authors will continue to work on finding better solutions for prediction in these
environments. The application of climatic variables to improve the problem is a next
step, and then use clustering tools.
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Abstract. PVCOM project has as objective the development of new solutions
for the integration of PV technology in urban applications. Despite traditional
glass-glass configuration, the use of composite materials for encapsulation is
proposed because its high transparency, low weight and great integration pos-
sibilities. Four solutions, a solar table, a solar slate tile, a PV shelter and an
electric vehicle roof are proposed. For each proposed application conceptual
designs using c-Si and CIGS technologies are done. Conceptual designs are
based on legal and end-user’s requirements and involved technologies limita-
tions. More appropriated resin systems and PV system configuration have been
also defined. Conceptual designs will be used as reference for the manufacturing
of conceptual-proof specimens, testing and the detailed design of final
prototypes.

Keywords: Photovoltaic � Composite materials � BIPV � CIGS

1 Introduction: State of Art of the Photovoltaic Technology
in Urban Environments

Use of BIPV in urban elements is a reality. There are many examples of PV technology
integrated as building elements but also in urban furniture or vehicles, boosted by the
BIPV modules adaptability to end-user’s requirements regarding transparency, colour
or glass treatments.

Specifically for the proposed applications, the attempts for the integration of PV
elements are especially numerous for vehicles and roof tiles to the point that, nowa-
days, several solutions are already available. For PV solutions for roof applications,
some representative examples are the products developed by Solardachstein [1],
Solarcentury [2], Lumeta [3], SRS Energy Solutions [4] and Tesla [5].

© Springer Nature Switzerland AG 2019
S. Nesmachnow and L. Hernández Callejo (Eds.): ICSC-CITIES 2018, CCIS 978, pp. 38–52, 2019.
https://doi.org/10.1007/978-3-030-12804-3_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-12804-3_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-12804-3_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-12804-3_4&amp;domain=pdf
https://doi.org/10.1007/978-3-030-12804-3_4


To date, there are no commercial full-solar vehicles, although some conceptual
designs [6–8] and prototypes have been shown, such as the solar vehicles of
Sono-Motors [9] and Lightyear [10] that are expected to be ready for market by 2019.
Integration of PV solutions in vehicles is strongly limited by geometry of PV traditional
solutions and their characteristics (fragility, weight, etc.…) which limit the amount of
PV elements that can be integrated and, in consequence, the power obtained is rela-
tively low. Usual efforts for the integration in vehicles have been done to incorporate
photovoltaic technology as a complement of the main energy source or to feed sec-
ondary systems such as air conditioning system or auxiliary lights [11].

Regarding the urban furniture, examples found during state of the art revision are
fewer. For the PV shelter, several attempts for PV integration can be discussed: PV
canopy installed in Canary Wharf (London) [12], tree-like street furniture, equipped
with solar panels, provides free-of-charge services developed by JCDecaux [13], and
LED elements powered by PV technology in San Francisco promoted by SFMTA and
the organization Clear Channel Outdoor (CCO) [14]. Onyx Solar has experience in the
design and development of PV shelters. Among all the projects carried out to date two
of them stand out: the Union City Station PV shelter installed in San Francisco
(USA) with a total area about 1.600 m2 and a power over to 170.000 kWh per year [15]
and the PV shelter developed and installed in the district Cuatro de Marzo in Valladolid
(Spain) in the frame of the project R2Cities (European Union’s Seventh Programme
with Grant Agreement No 314473) for the development of district renovation strategies
to achieve nearly zero energy cities [16].

Onyx Solar has already developed a product for the integration of PV technology in
urban and outdoor furniture [17]. It consists of a photovoltaic glass module and the
electric equipment needed for the connection of electronic devices that can be easily
installed in the furniture element [18].

2 PVCOM Project: Objectives, Methodologies
and Challenges

Onyx Solar participates as coordinator of PVCOM Project (Multifunctional Photo-
voltaic Devices Based on Transparent Composite and CIGS for Integration) in con-
sortium with FLISOMAG (Switzerland) assuming partner role and with Tecnalia (R&I)
(Spain) as a subcontracted research centre. PVCOM is co-funded by the European
Union Horizon 2020 Research and Innovation Programme, the Eurostars Programme,
the State Secretariat for Education, Research and Innovation (SERI) of Switzerland and
the Centre for the Development of Industrial Technology (CDTI) of Spain.

PVCOM targets the development of new applications based on multifunctional
materials to enhance the utilization of photovoltaic solutions in the framework of the
specifications and requirements of BIPV (Building Integrated Photovoltaic) and Smart
Cities sectors.

Although glass-glass encapsulated traditional photovoltaic (PV) solutions are fre-
quently and successfully used in BIPV, some of their characteristics, such as the
restricted flat geometry, relatively high weight and mechanical restrictions can limit
their use and complicate a complete integration.
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To navigate through the limitations of the actual market-available photovoltaic
solutions, PVCOM proposes the utilization of composite materials as encapsulation
media. The use of composite materials would allow the manufacture of PV modules
with more complex geometries and reduced weight (about 43% if compared with
single-glass solutions of equivalent thickness and about 60% with respect to double-
glass products) but keeping the mechanical and optical properties of glass-glass
encapsulated modules. In this encapsulation method c-Si cells or CIGS submodules are
completely embedded in the composite resulting in a monolithic unit combining
photovoltaic and structural properties that both protect PV elements against the envi-
ronment and facilitate integration, replacing original components instead of
placing/attaching the modules onto pre-existing surfaces. In addition to the advantages
regarding the final product, composite manufacturing is based on a one-step process
(cell encapsulation and final product manufacturing is done in the same step) without
extra stages for lamination or composite substrate manufacturing which reduce the
costs and simplify the processes.

PVCOM developments are focused on three specific sectors: building envelopes,
urban mobility and urban furniture for which four different products are defined,
namely, a solar tile, a photovoltaic roof for an electric vehicle, a photovoltaic shelter
and a solar table.

2.1 Objectives

The goals of PVCOM are not just the development of a new technology for the
composite encapsulation of photovoltaic elements but also to produce prototypes for
specific and real applications with the perspective of a future commercialization. To
ensure the success of the project, several intermediate goals and objectives have been
defined related to the technical but also to the economic challenges of the project.

– The identification of the key requirements and limitations for the integration of the
photovoltaic elements in each sector regarding the final product with consideration
of the materials, the manufacturing processes and the market demands and
legislations.

– The attainment of new photovoltaic materials based on CIGS and c-Si cells
encapsulated in composite materials with the necessary properties in terms of
durability, design flexibility, lightweight, optical and mechanical properties, aes-
thetic and market acceptance.

– The development of an encapsulation system for the manufacturing of CIGS and
c-Si modules that responds to all the requirements identified.

– The building and testing of several prototypes to demonstrate the technical viability
(including electrical efficiency, mechanical and optical properties, durability and
sustainability) but also the social, economic and environmental benefits related to
the use of PV technologies in urban applications.

– The development of an adequate dissemination plan to enhance the interest and the
awareness about the use of photovoltaic technologies in urban applications.
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2.2 Methodology

The consecution of the objectives of the project demands a double methodology: one
for the design and definition of prototypes for each specified application and one for the
manufacture of the innovative PV modules.

Methodology for the design and definition of the prototypes for the specific
applications is based on the periodic identification and evaluation of those requirements
and limits that could be considered critical for the obtaining of a suitable design but
also for its acceptance by the end-users. During the project, especially during the
conceptual phases of the design, a deep analysis of the state of the art, the market
expectations and the legislation related to each application is done. Using the infor-
mation gathered as a baseline it is possible to determine which requirements are
mandatory for the design (e.g. legal limitations regarding the normative and standards
or stability against environmental agents) and which, although important, could be
considered as desirable but not strictly necessary. An adequate design and an appro-
priate identification of the requirements expected for the prototypes can reduce the
impact and/or the probability of that could jeopardize the success of the project:

– Regulatory framework, standards and certifications.
– Quality levels and end-users’ expectations.
– Market barriers.

Methodology for the manufacture of innovative PV modules is based on a patent
application of Tecnalia R&I (WO2016/038000 and EP3006181) [19]. Patents describe
not only the method of manufacturing composite-encapsulated PV modules but also
include important information about the resins, the fibres and the additives that are used
as reference for the selection of the most appropriate materials for each prototype.

Manufacturing of the composite PV modules is summarized in Fig. 1. A mould is
used to fix the shape and geometry of the piece over which the fibre layers that are
going to be the front part of the unit are placed. Once these fibres are placed and
perfectly adapted to the mould, the PV elements (c-Si in the example or CIGS sub-
modules) are positioned and electrically connected. Then, fibre layers for the backside
of the piece are added until the desired thickness is obtained. This way, it is possible to
use different fibre materials for the front and backside of the modules, enhancing the
possibilities of functionalization and customization of the final product.

An auxiliary ply is used to facilitate the removal of the vacuum bag and ensure a
good finish, the vacuum points, the resin channels and the vacuum bag are assembled
and sealed. Finally, vacuum is created inside the bag to feed the mixture of resin and
additives into the piece. Once the infusion is completed, the piece is left on the mould
until curing is finished. If necessary, an oven can be used during the curing stage.
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Range of reinforcements and resins systems for composite manufacturing available
in the market is huge. Although a detailed selection of the most appropriate ones have
to be done according to the specified requirements defined for each prototype, general
criteria for selection has been fixed regarding:

– Chemical compatibility and stability among composite and electrical components.
– Final transparency and optical properties of the composite, especially for those

materials that are going to compound the frontal side of the module.
– Resistance against external agents.
– Density and viscosity of the resin system to ensure the correct flux along the piece

and the wetting of the fibres.

The use of composite materials for the encapsulation of photovoltaic elements
allows the creation of new types of modules with special characteristics such as more
complex geometries and shapes, special surface finishes and features, reduced weight
and increased resilience. However, it also implies some technological challenges that
should be considered to guarantee the success of the developments. Some of the main
challenges that PVCOM has to deal with are:

– The difficulty of manufacturing large size units with complex geometries while
maintaining adequate quality levels.

– The manufacture of modules with curved surfaces.
– Optimization of the amount of fibre layers.

During the project, specimens, proof-of-concepts and prototypes generated as the
results of the work done will be tested and characterized to validate the progress and, if
necessary, correct deviations or mistakes that could risk the success of the project and
the prototypes. Methodologies and designs would be modified in consequence.

3 Project Progress

PVCOM started in May 2017 and has a total duration of 30 months. The results and
preliminary designs discussed below correspond to the project progress done until the
submission of this paper and may vary depending on the evolution of the project.

Fig. 1. Diagram of the encapsulation of the PV modules (Adapted from [19]).
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3.1 Definition of the Photovoltaic Elements

Each specimen and prototype developed in this project will be composed of two dif-
ferentiated integrated elements: the PV element and the composite system. Regarding
the photovoltaic technology, a double approximation is proposed using crystalline
silicon cells and CIGS modules. This double approximation aims not just to guarantee
the project success but also the demonstration of new applications for the technologies
involved in the project and identification of synergies and incompatibilities.

Regarding the c-Si technology, the selection is justified due to the high efficiency,
acceptability and availability on the market. Specific pseudosquare monocrystaline
silicon cells with a dimension of 156 mm � 156 mm and a thickness of 180 µm are
used for this project. The main electrical properties of these c-Si cells are summarized
in Table 1. Ranges are given since these c-Si cells can be provided with different
electrical properties.

Configuration (number and distribution) of the c-Si cells for each prototype was
realized with the objective of maximizing the surface covered but keeping a certain
degree of transparency. Appropriate distances between cells and between strings have
been defined to ensure enough space to allow the resin flux along the piece.

Besides the use of these c-Si cells, the use of back contact c-Si cells was also
considered and analysed although it was finally dismissed. Dismissing was based on
the fact that back contact cells need a special welding procedure that could complicate
the development of the prototypes, the cost is relatively higher than for regular
monocrystalline cells and that the introduction of a third PV technology would increase
the complexity of the project further than the defined scope and objectives.

Despite the good performance of c-Si cells, a new generation of PV technologies is
becoming more and more promising reaching values of performance and efficiency that
could compete with traditional technologies. On this new generation different tech-
nologies are included such as dye sensitized cells (DSSC), perovskites, organic pho-
tovoltaic, tandem cells and CIGS technology. For this project, CIGS technology for the
development of the proposed applications was selected.

CIGS submodules developed and manufactured by FLISOM are supported by
flexible substrates that simplify the fabrication, potentially reduce the cost (compared to
1st and 2nd generation) and facilitate integration by allowing more complex designs
perfectly fitted to each specific application. FLISOM has developed proprietary
machinery and roll-to-roll production technology for low-temperature deposition of

Table 1. Electrical properties of c-Si cells used in PVCOM project.

Properties at standard test conditions

Fill factor (%) 79.08–79.98 Impp (A) 8.65–8.80
Voc (V) 0.654–0.664 Pmpp (W) 4.59–5.04
Isc (A) 9.19–9.33 Efficiency (%) 19.18–21.06
Vmpp (V) 0.550–0.563
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CIGS and multiple thin film layers on high-grade plastic substrate. Monolithic inter-
connections are done by laser patterning technology, which allows FLISOM to adapt
the shape and electrical output of a module to customer requirements.

FLISOM’s manufacture procedure allows the customization of the submodules to
adapt them to the end application requirements. Based on that, the most appropriate
submodules with respect to their dimensions but also the separation lines and the
contact areas are discussed and defined for each prototype. Where possible, standard
CIGS submodules used for the commercial module eFlex 0.8 m have been selected to
be used for the prototypes. The decision is based on the fact that standard submodules
are optimized regarding the surface coverage and the CIGS foil usage. Electrical and
thermal characteristics as well as dimensions of the module are summarized in the
specification sheet available at FLISOM’s web page [20] (Fig. 2).

For the solar tile prototype it is not possible to use standard submodules due to
incompatible dimensions and geometry of the design. In this case, non-standard sub-
modules sized 170 mm � 170 mm are proposed. More details about the solar tile
prototype are discussed in further sections.

3.2 Definition of the Composite System

A typical composite system includes different elements. The main ones are the resin
system and the reinforcement fibres, but other additives can be needed or added
depending on the resin and fibres used and the final target application of the composite.

A detailed analysis of alternatives available for each element of the composite
system was done to determine the most adequate one. The selection was done
according to the requirements defined for each prototype with regard to general
knowledge about composite material, commercial availability and Tecnalia’s previous
experience. After analysis of the requirements, prototypes were divided into two cat-
egories: one for the solar table and one for the PV shelter, the solar tile and the solar
roof for electrical vehicles. Division is based on special requirements regarding abra-
sion and cleanability defined for the solar table prototype. Table 2 summarizes the
encapsulation system defined for each prototype.

Fig. 2. Flexible solar panels developed by FLISOM [20].
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For the solar table, an ultra-glass is proposed as the protection material to guarantee
enhanced resistance against abrasion and wear expected from regular use.

Customization and aesthetic finishing are key requirements for all prototypes since
acceptance by the end-users ultimately depends on them. Alternatives for aesthetic
finishes have been evaluated and defined. Composite materials can be customized in
various ways by the selection of paints, pigmented resins, coloured fibre or veils. For
the prototypes planned in this project, the following selections have been considered:
coloured glass fibre, coloured carbon-kevlar fabric and coloured/patterned veils.

Use of carbon or Kevlar fibres can be especially of interest for some applications
where mechanical strength is necessary such as for the electrical vehicle roof. Com-
binations of different kinds of fibres, although possible, are not obvious and some
difficulties may appear during manufacturing (delamination and distortion), so further
essays and tests have to be done before considering to include them in the prototypes
designs.

Independently of the procedure detailed in Tecnalia’s patents [19], there are dif-
ferent composite manufacturing methods that could be used for the prototypes defined
for this project. Vacuum bag resin infusion and resin transfer moulding (RTM) were
analysed to qualify their viability. Selection of the most appropriate manufacturing
method depends not just on the final application of the unit but also its size, geometry,
quality and batch size. Initially a vacuum bag resin infusion method is proposed for all
the prototypes, thereafter, for the development of first specimens and prototypes the use
of RTM technology will be evaluated (Table 3).

Table 2. Composite system proposed for each prototype.

Solar tile, PV shelter and electrical
vehicle roof

Solar table

Resin system Type: Epoxy Type: Epoxy
Reinforcement Type: E Glass

Areal weight: 160 g/cm2

Fabric type: Woven fabric, 0/90º

Type: E Glass
Areal weight: 160 g/cm2

Fabric type: Woven fabric, 0/90º
Surface finish Type: Polyurethane-acrylic varnish Type: Thin-glass

Table 3. Comparison of resin infusion and RTM processes

Resin infusion RTM

(−) Only one side of the module has a
moulded finish.
(+) Much lower tooling cost due to one half
of the mould being a vacuum bag, and less
strength required in the main tool.
(−) Unimpregnated areas can occur resulting
in very expensive scrap parts.

(+) Both sides of the module have a moulded
finish.
(−) Tooling is expensive, and heavy, in order
to withstand pressure.
(+) Possible labour reductions.
(−) Unimpregnated areas can occur resulting
in very expensive scrap parts.
(+) High fibre volume laminates can be
obtained with very low void contents.
(+) Better health and safety, and environmental
control due to enclosure of the resin.
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3.3 Conceptual Designs

For each prototype, the conceptual design has been defined using specifications and
requirements identified, the composite system and the PV elements discussed
previously.

Photovoltaic Shelter
The proposed prototype is a modular photovoltaic shelter. Photovoltaic behaviour is
obtained by replacing elements of the existing cover with a new photovoltaic cover
formed by PV cells or CIGS submodules encapsulated between a fibre-reinforced
composite. The PV cover will be attached to the shelter structure mechanically using
standard elements such as rivets or bolts.

The conceptual design has dimensions of 1 m � 1.5 m with a bending curvature of
0.2 m. Total longitude of the prototype can be modified by increasing or decreasing the
number of units. Dimensions were selected to be representative of the huge variety of
designs and models of shelters already available on the market although they could be
easily adapted to specific requirements. The entire surface will be covered by PV
elements even for CIGS and c-Si design. The curvature radius has been carefully
estimated to minimize the risk of cracking or damage of the cells, but this aspect of the
design could be modified according to the results of preliminary tests. If necessary, c-Si
cell positions could be limited to zones with smaller curvature radii.

For this prototype, semitransparency has been considered to be desirable require-
ment and as a consequence no aesthetic elements that could reduce it will be used. For
the same reason, c-Si cells and CIGS submodule configurations have been done with
the objective of maximize photovoltaic capacity while keeping a proper degree of
transparency. For crystalline technology, 40 cells with a configuration of 8 � 5 (cells x
strings) was defined resulting in a transparency of 65% and a power of 184–198 Wp
(123–132 Wp/m2). For CIGS technology, prototypes will have three standard sub-
modules with a 54% of transparency and a power about 75–90 Wp (50–60 Wp/m2).

Expected generated energy could be enough to feed (directly or using batteries)
smart urban elements, such as signals, traffic lights, lamp posts or even electrical car
recharging points, but also to be fed to the energy grid. Final electric applications will
depend on the demands of final applications (Fig. 3).
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Electric Vehicle Roof
The proposed prototype consists of several PV cells or CIGS submodules encapsulated
in an E-glass fibre reinforced composite and fully integrated as the roof of a semi-
industrial electrical vehicle. The prototype is designed to be part of the vehicle structure
while generating electrical energy that could be used by the vehicle to feed secondary
systems (such as illumination or air conditioning) or as a complement to the primary
driving system (electrical battery charging during parking periods). This dual purpose
prototype requires appropriate mechanical and resistance properties as well as electrical
compatibility with the vehicle electric systems.

Dimensions of conceptual design were defined according to a pre-selected vehicle
model for demonstration: a semi-industrial four-wheel vehicle manufactured by ALKE.
Demonstration will be done on a cargo bed roof, as the surface is greater than for the
driver cabin. The conceptual design has dimensions of 2.28 m � 1.14 m, large enough
surfaces to place 5 CIGS standard submodules and 72 c-Si cells (6 � 12 layout). Elec-
trical power obtained for CIGS and c-Si alternative is 125–150 Wp (48.3–57.9 Wp/m2)
and 330–356 Wp (127.4–137.4 Wp/m2).

For these prototypes transparency has not be identified as a desirable parameter so,
besides protective elements previously discussed, alternative aesthetics coatings or
reinforcements will be used to enhance the acceptability of the product and adapt it to
colours and finishing qualities for the large catalogue and manufacturers of electrical
vehicles. Prototypes will be attached to the vehicle structure by mechanically fixing
elements like rivets, bolts or inserts (Fig. 4).

Fig. 3. Conceptual design for PV shelter, c-Si configuration (left) and CIGS configuration
(right)

PVCOM Project: Manufacture of PV Modules Encapsulated in Composite Materials 47



Solar Table
The proposed prototype is a photovoltaic table made with composite material to be
used as an urban furniture table. The solar table is formed by two main elements: table-
top and table legs. Table-top is the main element of the prototype and constitutes the
photovoltaic element. It consists of several PV cells or CIGS submodules embedded
into a fibre-reinforced composite. Conceptual design includes curved zones to differ-
entiate it from other solar tables already on the market and to show the potential of
composite technology to the manufacturing of pieces with curves or complex
geometries.

Preliminary approximations for the design of the solar table were done including
c-Si cells on curved zones, although after preliminary analysis, this idea was dismissed
because the risk of c-Si cells’ cracking was too high. When CIGS submodules are used,
no limitations are expected since CIGS submodules are flexible. Conceptual design
dimensions (1.773 m � 0.8 m � 0.705 m) are fixed according to end-use sector and

Fig. 4. Conceptual design for PV shelter, c-Si and CIGS configuration
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end-users’ requirements, including accessibility recommendations, typical dimensions
of tables of urban furniture sector, composite manufacturing expected limitations and
photovoltaic performance optimization.

PV configuration has been done to maximize the photovoltaic capacity. For c-Si
technology 24 cells are placed with a 4 � 6 configuration with a power or 110–119 Wp
(77.7–83.9 Wp/m2). CIGS configurations have four standard submodules to generate a
power of 100–120 Wp (70.5–84.6 Wp/m2). Transparency is kept on conceptual design,
since it can be considered as a valuable element that differentiates this design from
others, although alternatives for opaque or coloured designs are considered (Fig. 5).

Photovoltaic Slate Tile
Proposed conceptual design of prototype consists of a rectangular slate tile in which a
squared formed cast has been created. Onto the cast, a composite piece with a PV cell
or a 170 mm � 170 mm CIGS submodule (depending on the PV technology used) is
placed. The composite piece is fully integrated with tile structure and it is fixed using
mechanical elements or adhesives.

The tile dimensions and position of each PV element on the tile are based on the
cell dimensions and the tiles’ pattern on the roof. For the standard pattern just the
bottom third of each tile remains uncovered by other tiles; this means that the tile
dimension should be big enough to accommodate a PV element on the bottom third.
Taking into account these limitations, among the regular slate tile models available on
the market, the selected tile dimensions for this application are 600 mm � 300 mm.

Fig. 5. Conceptual design for solar table, CIGS configuration (plan view), c-Si configuration
(plan view) and lateral view
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Each tile will have just one c-Si cell or a 170 mm � 170 mm CIGS submodule;
individual electric power of each tile is lower if compared with other BIVP solutions
(2.67 Wp/tile for CIGS technology and 4.59–4.94 Wp/tile for c-Si cells) but enough to
provide a high power when installed as part of a complete roof installation.

Suitability of the proposed conceptual design depends on handling capabilities of
the tiles without damaging them, keeping an adequate value of their mechanical
properties and with an affordable cost and the simplification of the electrical connection
system to ensure compatibility with installation procedures and regular tiles (Fig. 6).

4 Conclusions

The use of composite material for the encapsulation of c-Si cells or CIGS submodules
can facilitate obtaining a new kind of PV module and the integration in urban envi-
ronments. Modules obtained with composite material will have enhanced properties,
like lighter weight, increased mechanical resistance, complex geometries and cus-
tomization possibilities, but keeping optical transparency and electrical characteristics
of traditional BIPV solutions.

Although, some approximations for the encapsulation of PV elements in composite
material have been already done, further development of the technical aspects and the
procedures has been analysed and realized, since there are still several barriers and
challenges to be overcome such as the encapsulation of CIGS submodules and the
manufacture of large and/or curved pieces.

An analysis of the state of art and other solutions developed for the integration of
photovoltaic technology in buildings and other elements of the urban environment was
used to set the starting point for the project and to select the kind of solutions that are

Fig. 6. Conceptual design for solar tile, c-Si configuration (left) and CIGS configuration (right)
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going to be developed. Based on it, four solutions have been proposed to be developed
during this project: a solar tile, a photovoltaic roof for an electric vehicle, a solar table
and a photovoltaic shelter.

Conceptual designs, one with monocrystalline silicon cells and other with CIGS
submodules manufactured by FLISOM, have been done for each proposed application.
Designs include the identification of the most important requirements regarding the
normative and legislation but also the end-users and stakeholders. Besides dimensions
and geometry, a discussion of the most appropriate cell lay-out to maximize electrical
performance and the composite system for each prototype has been included.

Conceptual designs will be used as reference for the detailed designs and the
manufacturing and testing of the prototypes.
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Abstract. Due to the vast deployment from distributed to large-scale
renewable generation, electrical power systems are being equipped more
and more with tools improving the controllability of power flows and
state monitoring and prospective. In this regard, future power networks
are evolving into smart grids. One of the tools for the modernization and
decarbonization of power networks is the field of Energy Storage Sys-
tems (ESSs). This paper proposes a classification for the many services
the ESSs can provide in power systems dominated by renewable-based
generation. Three categories of services are defined in terms of the power
and energy ratings of the ESS and the main type of beneficiary in each
case. For each service, the most suitable type of ESS is identified, exem-
plary projects are noted and key regulatory issues are highlighted.

Keywords: Smart grids · Energy storage ·
Renewable-based power plants

1 Introduction

Electrical power systems are holding an increasing penetration of renewable-
based generation. The intrinsic variability of wind-based and photovoltaic sys-
tems –integrated at large scale and also at the consumer level– impose diverse
challenges for the planning and the operation of future power networks, e.g.
the achievement of the required balance between generation and demand at all
time, and the security of supply to customers. To do so, power networks should
be equipped with new tools in many technological areas to improve controlla-
bility of power flows and the state monitoring and prospective. In this regard,
future power networks are evolving into smart grids [1].

One of the tools for the realization of smart grids is the field of ESSs. ESSs can
effectively be controlled so as to integrate renewables at the different scale levels,
from the customer domain to the large-scale level, thus facilitating a transition
to a decarbonized power system and society in general.
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The ESSs can provide numerous services in power systems with high penetra-
tion of renewable generation. The present paper presents a classification of such
services, contributing to the various approaches proposed in literature [2–4]. In
the present paper, services are distributed in three main categories. Each cate-
gory is defined by the power and energy ratings of the ESS to manage, as well
as by the main type of beneficiary of such services. The first category is the one
involving so-called small-scale ESS (see Fig. 1). In here, relatively small storages
in power and energy ratings mainly enable the active participation of individ-
uals, domestic end users, in electricity markets. Thus, keywords such as self-
consumption and off-grid operation (energy independency) come into play here.
Then, the second category is characterized by involving mid-size ESS, reaching
up to few MW in power and few MWh in energy storage capacity. Services related
here refer to the management of relatively important amount of power, flowing
through distribution systems. Thus, the main beneficiaries here are the actors
in the distribution domain (i.e. distribution system operators (DSO)). Finally,
the third category of services is the one involving large-scale ESSs. Here, bulk
energy storage capacity is required to enable the integration of large renewable-
based power plants in power systems and related markets. Keywords such as
system ancillary services and generation time-shifting are addressed. Without
any doubt, the main beneficiaries here are the wind and photovoltaic power
plants. Figure 1 graphically depicts the classification of services described above.
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Fig. 1. Catalog of services for energy storage systems in renewable-dominated power
systems.

Following sections describe each of the services in Fig. 1, highlighting the suit-
able energy storage technologies, representative projects and related regulatory
issues.
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2 Small-Scale Energy Storage Solutions:
The End-User Domain

Small-scale energy storage can be used to improve the self-consumption perfor-
mance and to provide services to the end user. In this case, the storage device
is installed at local residences or small facilities such as town-hall, municipal
sports center, etc. Below, the different services that small-scale energy storage
technologies can provide are explained.

2.1 Services: Self-consumption, Off-Grid Operation and Active
Demand Management

Self-consumption. Local small installations commonly present variable con-
sumption profiles. When renewable energy production is installed in these sites,
during some periods the electrical production will be higher than the consump-
tion and vice-versa. When the local generation is higher than the consumption,
the excess have to be injected to the grid (or wasted, losing efficiency). Con-
trarily, when the energy production is lower than the consumption, the end-user
needs to buy electricity from the grid. Small energy storage devices can mitigate
this effect, storing energy when there is excess production and delivering it when
there is a lack of production.

Off-Grid Operation. Commonly, it is desirable to be connected to the main
distribution network. Nevertheless, any fault on the system can produce an out-
age of this network, which can last several minutes, hours or even days. In this
case, energy storage devices, combined with other generation sources such as
photovoltaic, diesel engines, and etcetera, can help the operation in islanded
(or off-grid) mode.

Active Demand Management. Small-scale storage devices could manage the
load demand by storing or injecting active power according to the electricity
price signals. In essence, it consist on increasing the total load (store energy)
during low electricity price periods, and reducing it (supply energy) during high
price periods. On the other hand, batteries from electrical vehicles can also buy
the electricity during low price periods or when there is excess of production
from local generation.

2.2 Suitable Technologies and Representative Projects

The small-scale storage devices should be sized considering the local consump-
tion profiles, the local generation profiles (if exist) and the desired service. Nev-
ertheless, the size of these systems are in the scale of few kW to hundreds of
kW in power and of few tens of kWh to hundreds of kWh (for community
scale installations). The suitable energy storage technologies for this application
are mainly secondary batteries. Lead-acid ones have dominated the market for
decades because of their commercial availability and low cost, while Lithium-ion
and flow batteries are gaining momentum progressively [5,6].
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Table 1 lists exemplary projects around the application of small-scale energy
storages for the services discussed above.

Table 1. Small-scale energy storage examples

Project Loc. Size Tech. Description Status Ref.

ENDESA

HQ B2G

Spain 20 kW

20 kWh

Li-ion Install batteries close to EV charging points

and on-site renewable generation. Uses:

electric energy time shift, load following,

on-site renewable generation shifting

ON

dec 2013

[7]

Duke

Energy

Charlotte

US 6 kW

11.5 kWh

Li-ion Residential energy storage in combined with

local solar power generation. Uses:

Renewable energy time shift, back-up power

supply

ON

dec 2013

[8]

NRECA/

CRN

US 4.6 kW

11.8 kWh

Lead-acid Storage installed at utility office building.

Uses: demand charge reduction, back-up

power supply, electric energy time shift

ON

aug 2013

[9]

PVCROPS Portugal 5 kW

60 kWh

Flow Demonstration project: Develop control

strategies to store energy in building

integrated PV installations. Uses: renewable

capacity firming, renewable energy

time-shift

ON

oct 2013

[10]

2.3 Snapshot on Regulatory Issues

One of the main barriers for further integration of small-scale energy storage
technologies is the regulation. For example, in the case of Spain, self-consumption
regulation changes are continuously announced each time the political party
that governs changes. This leads to uncertainty, turning the investments in self-
consumption installations unattractive to the end user. Currently, the European
Union is trying to encourage countries to develop regulatory frameworks that
incentives the self-consumption installations. This is, in fact, one of the hot topics
for the transition towards a decarbonized energy sector [11].

3 Mid-scale Energy Storage Solutions:
The Distribution System Domain

Mid-scale energy storage solutions will enable the distributed generation and
electrical vehicle integration. These mid-solutions are designed to be deployed
along the low and medium voltage networks. They may provide diverse services
to the grid operator and end users. The most representative mid-scale services
are described in the following.

3.1 Services: Power Quality Improvement, Congestion Alleviation
and Security of Supply

Power Quality Improvement. A power system with a high number of renew-
able sources and non-linear and non-resistive consumptions (such as electrical
vehicles, LED lighting solutions, among others) might increase electrical losses
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and lead to voltage variations. The causes can be diverse, but the most usual
are directly related to the presence of harmonic and reactive currents, unbal-
ances and reverse power flows. A suitable mid-scale storage system may revert
this situation balancing power flows, canceling current harmonics and reactive
currents, reducing the voltage variability through active power injection, etc.

In practice, the storage solution collects data from the field continuously
quantifying power quality issues. Then, it corrects them compensating reactive
power and current harmonics, as well as balancing downstream consumptions.
Additionally, it is able to inject or consume active/reactive power according
to predefined droops in order to regulate the voltage at its point of common
coupling.

Based on experience, it can be estimated that the power ratings for the
storage solution so as to provide the above services should reach up to 66%
of maximum power flow at its connection point, e.g. at a secondary substation
feeding a neighborhood [12]. To provide the services above, energy storage is in
fact not strictly needed, but are the power capabilities of the associated power
electronics what determines the performance of the storage solution. However,
having some energy storage can be beneficial for also exchanging active power
with the grid for voltage control purposes in networks with relatively important
resistive behavior (e.g. rural grids).

Congestion Alleviation in Weak Grids. Power systems with a high number
of renewable sources and high power demand may experience critical situations
such as congestions. Suitable storage systems may revert this situation charging
and discharging energy when needed. Dedicated management with certain fore-
casting capability is required to do so. Forecast could be performed based on
historic data on power flows, calendar and weather data, among others. Based
on this, the schedule for the storage can be solved.

Security of Supply for Customers at District or Neighborhood Level.
The reliability of a network can be measured by the average number and dura-
tion of supply interruptions [13]. According to [14], a supply interruption is “a
condition in which the voltage at the supply terminals is lower than 1% of the
declared nominal voltage of the system”. There are two types of supply interrup-
tions: prearranged interruptions, that can be due to planned maintenance works
of a part of the network and accidental interruptions, usually caused by a fault
of different natures (external event, equipment failures or interferences).

Distributor System Operators (DSOs) are encouraged to increase the relia-
bility of the grid they operate through incentives and penalties. For this purpose,
standards entail the continuity of supply and set specific limits based on max-
imum duration and frequency of the interruptions, imposing penalties if the
requirements are not fulfilled [13].

In this context, energy storage systems can play a key role for enhancing
the security of supply for customers (enabling shorter or less frequent interrup-
tions) and leading to economic savings for the DSO. One strategy to ensure the
continuity of supply is through the so-called “network reconfiguration”.
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The grid is reconfigured by bypassing the fault that is creating the interrup-
tion. The DSO can utilize the sensing distributed infrastructure to localize the
fault and then calculate the new grid arrangement to redirect the power flow.
Controlled islanding can be created (intentionally) in order to keep supplying
the customers that got isolated from the main grid. When islanding is planned,
a schedule for power management should be provided to ensure adequate bal-
ancing, coordinating all the network equipment.

The energy storage system will receive the appropriate signals from the man-
agement system of the DSO to provide an optimal and secure schedule of the
island operation, utilizing the energy forecast, grid configuration information
and status of the monitored grid elements.

3.2 Suitable Technologies and Representative Projects

The power rating and energy capacity of the energy storage system will depend
on the type of customers willing to profit from these service, which could be
connected either to LV or MV networks. The power rating of the power electronic
equipment will be in the range of a few tens kW to few MW. The energy storage
capacity will depend on the interruption time allowed in the installation and is
in the range of tens of kWh to few MWh and this depends on the time a grid
congestion occurs and its severity, for instance.

So the most suitable storage technologies for mid-scale energy storage solutions
for the above explained services are secondary batteries and flow batteries. Specifi-
cally, Lithium-ion and Lead-acid batteries are being widely employed. Lithium-ion
batteries offer large energydensity for their size, fast charging/discharging and long
lifetime, compared to Lead-acid batteries. However, the latter are less expensive.
Also for services related to power quality improvement, energy storages with very
short time response and large cyclability may be needed. In this sense, not batteries
but supercapacitors and flywheels are best addressed [2].

See representative examples of projects adopting mid-scale ESSs in Table 2.

Table 2. Mid-scale energy storage examples

Project Loc. Size Tech. Description Status Ref.

Nice grid France 250 kW

479 kWh

Li-ion Develop a smart grid that integrates solar

panels, energy storage batteries and smart

meters. Uses: microgrid capability, on-site

renewable generation shifting, grid upgrade

deferral

ON

sep 2013

[15]

Horse

Island

Microgrid

UK 12 kW

60 kWh

Lead-acid Reduce residents reliance on their two diesel

generators. Uses: electric supply capacity,

microgrid capability, on-site renewable

generation shifting

ON

aug 2009

[16]

Smart

Rural Grid

Spain 40 kW

40 kWh

Li-ion Develop a smart grid that integrates

distributed generation, power electronics

and storage in rural grids. Uses: Power

quality improvement, microgrid capability,

on-site renewable generation shifting

ON

sep 2017

[12]

Trolleybus

facility

Germany 5 kW

5.7 kWh

Li-ion

Supercap.

Fully static supercapacitor-based storage

technology installed in Cologne. Uses:

Compensation of resistive voltage drops in

transportation networks

ON

sep 2017

[17]



Services of Energy Storage Technologies in Renewable-Based Power Systems 59

3.3 Snapshot on Regulatory Issues

The separation of activities for the different agents in the electrical sector inEurope
is mandatory, as stated in the Directive 2003/54/Eg [18]. This Directive establishes
that the operation and ownership of electrical grids should be fully regulated: there
should not be competence here. In turn, these activities should be separated from
those concerning generation and commercialization to customers, which function-
ing should be based on competitive market-based rules.

So at the end, and in regard of energy storage, it can be deduced that a
DSO could not participate in markets managing an energy storage device. This
is in fact explicited in the European Directive 2009/72/Ec [19]. This Directive
forbids distributors –and the operators of the transmission networks also– to own
and operate generating assets. By generating assets one can also intend energy
storages, but this word did not even appear in the Directive in 2009.

Nowadays, it is hard for a DSO to take advantage of managing energy storage
systems. Anyhow, research is focused on identifying the benefits of doing so
and, respecting the requirements of the regulation, the applications aimed for
such energy storages are not related with the electricity market, but with the
improvement of the quality of service the DSO offers to its customers instead
(e.g. power quality issues, reduction of interruptions of supply, etc.)

4 Large-Scale Energy Storage Solutions:
The Bulk Generation Domain

Large-scale energy storage solutions enable the integration of bulk renewable
generation. The most representative large-scale services are described in the
following.

4.1 Services: Grid Ancillary Services, Enhancement of Generation
Controllability

Grid Ancillary Services: Primary and Secondary Power Reserves,
Voltage Control, Power Ramp-Rate Limitation and Black Start Capa-
bility. The variability of renewables impacts on required power reserves in the
network. Such reserves are needed to ensure the required balance between gen-
eration and demand at all time. Energy storage can be a provider of such power
reserves in the different time frames, i.e. the so-called primary and secondary
reserves [20]. They also can contribute to the grid integration of renewables by
providing the services of black start support and voltage control. These services
in the frame of renewables integration are known as grid ancillary services and
are described in the following.

Primary reserves refers to the so-called primary frequency control. Primary
reserves from a generator group represents the ability of its system to modify
its current active power in-feed to the grid in a short period of time (seconds to
minutes). It can be either generation increase or decrease depending on the grid
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frequency fluctuation, this way, the frequency perturbations in the grid due to
unbalances in the power supplied can be balanced. It can be achieved by a droop
control (power output/frequency function) as can be deduced from Fig. 2.

S”

Pmax
Pn

f
fn

P
Pn

(1.5..10%)
(2..12%)

Pmin
Pn

Fig. 2. Power-frequency droop characteristic for primary frequency control according
to EU network code [21].

The next control to be taken is the one activating secondary reserves. Sec-
ondary reserves progressively replaces primary reserves (and this process takes
from minutes to hours) to be available for future grid imbalances; it maintains
the generation-demand balance previously supported by inertia and primary
reserve and it initiates the process of restoring the frequency level back to the
nominal value, i.e. 50 Hz in Europe.

Along with the provision of primary and secondary reserves, energy stor-
age can provide renewables with black start capability. This is the first step in
the process of system restoration in the unlikely event of a black-out. This ser-
vice is supplied by local power plants that have the capability to start up its
main generator(s) and carry out initial energization of sections of the electricity
transmission system and distribution network.

Further even, ESSs can also provide the service of power ramp-rate limitation
in renewable-based power plants. This is a service being progressively introduced
in grid codes. The idea here is to smooth out fast power fluctuations of PV and
wind power plants for a better grid integration. Some exemplary studies by the
authors of the present work can be found in [22–24].

Finally, energy storage, since connected to the grid through fully controlled
power electronics can facilitate the task of voltage control by renewables. This
control is provided by generating units or static equipment capable of exchange
reactive power. This requires generating equipment to measure a voltage,
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compare the measurement to a reference and increase/decrease the reactive
power flow out of the generating equipment. This can be achieved changing
the excitation in the field winding in a synchronous generator or changing the
angle of a power inverter.

Enhancement of Generation Controllability (Time Shifting and Com-
pensation of Forecasting Errors for Renewables). The difficult prediction
nature of the energy resource may affect the electricity sale scheduled in the
day-ahead market, where the producer estimates the energy generation. This
prediction has to be performed as closer as possible to the real operation of
the power plant, since in case of forecasting error, that is a difference between
the programmed generation and the effective power consumption, the market
participation profit is dramatically affected. On one hand, the producer incurs
in economic penalizations imposed by the system operator, while, on the other
hand, the last is forced to take relative precautions for sudden events of power
output, such as allocating more energy reserves, thus increasing balancing costs.
In order to encourage producers to participate into the electricity market ensur-
ing the profitability provided by this service, the implementation of an energy
storage system can be offered as a solution. This device, indeed, is able to provide
that energy needed to balance estimation and effective power plant generation.

Apart from the forecasting error reduction, energy storage system is an appro-
priate technology for the field of time shifting, which involves storing energy dur-
ing low price times and discharging it during high price times, maximizing the
power plant income. Surplus of renewable energy generated during valley hours
can be indeed stored to be used in peak hour periods, avoiding curtailments and
operation of fuel-based generators, thus improving carbon footprint.

4.2 Suitable Technologies and Representative Projects

Usual capacity requirements for the above explained services are between few
MW to hundreds of MW in power, with a response operation up to diverse
hours [2]. The most suitable technologies implemented for this type of service
are compressed-air energy storage, pumped-hydro installations, hydrogen and
secondary batteries, especially lithium-ion, lead-acid or sodium ones for systems
rated at tens of MW. Flywheels, because of their easy scalability, enabling the
realization of systems rated at tens of MW in power can be also suitable for
these services.

See representative examples of projects adopting mid-scale ESSs in Table 3.

4.3 Snapshot on Regulatory Issues

As stated in the Clean Energy for All Europeans package, the implementation
of energy storage systems alone is not enough to improve the participation of
renewables in the electricity market; their penetration, indeed, can be increased
switching from a day-ahead programming dispatch, with maximum probability
of incurring in prediction error (long term basis), to a short term electricity
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Table 3. Large-scale energy storage examples

Project Loc. Size Tech. Description Status Ref.

Stephentown

Spindle

New York,

US

20MW

25MWh

Flyw. The ESS provides frequency

regulation service (primary and

secondary) to the NYISO. Fast

response (4 s). It is connected at

115 kV to NYSEG grid.

ON

jun 2011

[25], [26]

Notrees Wind

Storage

Texas, US 36MW

24MWh

Li-ion ESS is located at substation and

tied to the distribution side. Uses:

Frequency regulation, voltage

control, wind firming, curtailment

mitigation

ON

jan 2013

[27], [28]

Jeju

SmartGrid

Jocheon

South

Korea

4MW

8MWh

Li-ion The ESS connected to 154 kV grid.

Black start, frequency regulation,

ramping, capacity firming and

voltage support

ON

jul 2013

[29], [30]

Tehachapi

Wind ESS

California,

US

8MW

32MWh

Li-ion This ESS is connected to a WPP.

Uses: Capacity firming, congestion

alleviation, upgrade deferral and

voltage support

ON

jul 2014

[31], [32]

Hydroelectric

Cardos Valley

Spain 134MW

- MWh

Pumped

hydro

This ESS is connected to a WPP.

Uses: Capacity firming, transm.

congestion alleviation, upgrade

deferral and voltage support

ON

jul 2014

[33]

market creating an intraday approach with higher accurate predictions. So
energy storage, also at bulk scale, should be exploited in synergy with other
sources of flexibility of the system.

In regard of the application of energy storage in renewable-based power
plants, operational rules and related control algorithms should be explored
according to the previously mentioned grid codes. The applicable grid code reg-
ulation in Europe that determines the requirements for the grid connection of
renewable-based power plants and the ancillary services they should provide is
the European Commission Regulation 2016/631 of 14 April 2016 [21].

5 Conclusions

This paper proposed a classification for the many services the ESSs can provide
in power systems dominated by renewable-based generation. Three categories of
services are defined in terms of the power and energy ratings of the ESS and the
main type of beneficiary. Small-scale ESSs (in the range of few kW to hundreds
of kW in power and of few tens of kWh to hundreds of kWh in energy) are best
intended for the provision of services to the end-user. Analogously, mid-scale
ESSs (in the range of few tens kW to few MW in power and of few tens of kWh
to few MWh in energy) are best intended for the provision of services to the
distribution domain. For both cases (small and mid-scale ESSs) the exploitation
of related businesses is bounded by remarkable regulatory issues. Finally, large-
scale ESSs (in the range of few MW to hundreds of MW in power, with a response
operation up to diverse hours) are primarily intended for the provision of services
for bulk renewable-based power plants.
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17. Rufer, A., Hotellier, D., Barrade, P.: A supercapacitor-based energy storage sub-
station for voltage compensation in weak transportation networks. IEEE Trans.
Power Deliv. 19(2), 629–636 (2004)

18. European Commission: Directive 2003/54/EC of the European Parliament and of
the Council of 26 June 2003 (2003). https://eur-lex.europa.eu/legal-content/en/
TXT/?uri=CELEX:32003L0054. Accessed June 2018

19. Directive 2009/72/EC of the European Parliament and of the Council
of 13 July 2009. https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=celex
%3A32009L0072. Accessed June 2018

20. ENTSO-E: Operational handbook; policies; load-frequency control and perfor-
mance (2009). https://www.entsoe.eu. Accessed June 2018

21. European Commission: Commission Regulation (EU) 2016/631 of 14 April 2016
establishing a network code on requirements for grid connection of genera-
tors (2016). https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ%3AJOL
2016 112 R 0001. Accessed June 2018
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Abstract. The deployment of wireless sensor networks in smart cities
for environmental monitoring is a complex issue. One of the main prob-
lems is to determine the most appropriate places for these tasks. This
paper proposes the use of information from crowdsourcing to identify
places of interest from the environmental point of view to deploy the
sensor network.
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1 Introduction

This paper presents the context in which the Crowdsourcing Optimized Wireless
Sensor Network Deployment (CrOWD) project is being developed. The CrOWD
project proposes the use of data sources from crowdsourcing for the design, char-
acterization, integration and analysis of wireless sensor network (WSN) architec-
tures for environmental monitoring in the context of smart cities. Crowdsourcing
is based on the power of the crowd to solve problems or carry out smart tasks [4].
In the context of the CrOWD project, crowdsourcing allows citizens to identify
those places where they perceive environmental problems as those where it may
be more useful to install an environmental monitoring node.

The paradigm of the Internet of Things (IoT) and the reduction of costs
of wireless sensor technology have driven the popularization of the WSN. The
implementation of WSN on a large scale faces non-trivial problems such as useful
network time or capacity. To address these problems, many authors have pro-
posed different algorithms and optimization frameworks that improve routing,
energy consumption, deployment of nodes or the implementation of communi-
cation protocols, among others.
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S. Nesmachnow and L. Hernández Callejo (Eds.): ICSC-CITIES 2018, CCIS 978, pp. 65–79, 2019.
https://doi.org/10.1007/978-3-030-12804-3_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-12804-3_6&domain=pdf
https://doi.org/10.1007/978-3-030-12804-3_6


66 R. Asorey-Cacheda et al.

A WSN can be defined as a large number of connected nodes that detect some
kind of physical magnitude [1]. In these networks, the position of the nodes does
not need to be predetermined for a large number of applications. This fact allows
a random implementation of the nodes, but requires that the network protocols
have self-organization capabilities similar to those of ad-hoc wireless networks.
However, the classic protocols for ad-hoc wireless networks are not suitable for
WSNs [3,5].

This document is organized as indicated below. Section 2 shows a summary
of the Urb@nEcoLife and CAMoN projects. Section 3 presents the proposal to
optimize the deployment of the WSN for environmental monitoring based on
information from crowdsourcing sources. Finally, Sect. 4 presents the conclusions
and future lines.

2 The Urb@nEcoLife and CAMoN Projects

Within the context of the CrOWD project there are ongoing projects within this
line of research. In particular, the projects “Development of an environmental
control platform in urban environments using crowdsourcing (Urb@nEcoLife)”
and“Co-Creative Air Monitoring Network (CAMoN)”.

The Urb@nEcoLife1 and CAMoN2 projects are quite similar to each other. In
fact, the CAMoN project can be considered as a sister project of Urb@nEcoLife.
The Urb@nEcoLife project is a collaborative initiative between Spanish univer-
sities (University of Vigo and University Center of Defense) and Colombian uni-
versities (Santiago de Cali University). The project is supported by Colombian
institutions and its scope of action are smart cities and environmental control.
It is based on an original idea that consists of combining the information gen-
erated by citizenship (crowdsourcing3), the information generated by a WSN
and information from open sources (meteorology, traffic, etc.) to alert the public
of problems in their cities and help the authorities to urban management. The
scope of the project is to establish the basic points and define the main areas
of development that should be carried out a complete system. The project is
structured in the following modules:

– Crowdsourcing: Getting citizen collaboration to obtain information on the
state of the environment is not easy. It is necessary that the citizen has a tool
that allows him to generate reports in a simple way and motivate him to use
it. In addition, it is necessary to previously categorize the problems that the
citizen (air quality, water quality, garbage, etc.) so that this information can
be processed and used in other areas.

1 http://urbanecolife.org.
2 http://camonproject.eu.
3 Crowdsourcing consists of outsourcing tasks that, traditionally, employees or con-
tractors perform, leaving them in charge of a large group of people or a community,
through an open call.

http://urbanecolife.org
http://camonproject.eu
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– Sensor network: Citizen information has a subjective nature and may have
reliability problems. One way to increase reliability is to complement citizen
information with a WSN. In this way, WSNs and crowdsourcing become com-
plementary techniques with a greater potential than the use of each of them
separately.

– Data processing: The data obtained from crowdsourcing and the WSN is
useless if it is not processed and knowledge and new services are generated
based on them. In this sense, it is necessary to address the use of big data
techniques to handle a large volume of data and also assess the use of machine
learning and deep learning for the interpretation of information and for the
generation of new knowledge. The processing of the data has two aspects that
are explained below:
1. Information for the citizen: The citizen obtains a benefit by having access

to the reports of other citizens and those captured by the WSN. In addi-
tion, based on the data, new services can be offered as historical data,
recommenders to improve the quality of life (healthy routes, good prac-
tices, etc.) or generation of alerts.

2. Information for the authorities: The authorities benefit because they can
know first-hand the concerns of citizens in relation to environmental prob-
lems. In addition, thanks to the processing of data services could be gen-
erated that help urban management indicating areas on which it would
be advisable to limit vehicle traffic, areas on which to develop green areas
or strengthen or implement new public transport lines.

The Urb@nEcoLife project laid the foundations for the development of the
European CAMoN project. In particular, this project is funded through a call
made from the OrganiCity4 project. The components of this project are the
Santiago de Cali University, the Technical University of Cartagena, the Univer-
sity of Vigo and the University Center of Defense. The objectives in this project,
based on the ideas put forward in Urb@nEcoLife, were:

– Delimit, in this phase, the environmental problem to the monitoring of air
quality.

– Develop a crowdsourcing mobile app (Fig. 1).
– Define a WSN topology for the deployment of air quality monitoring devices.

In this case, to reduce costs, WiFi technology was chosen despite not adapting
well to the WSN and having a limited coverage.

– Build a device to monitor air quality and integrate it into the topology of
the WSN. The philosophy was to design a device of low cost and small size
that could be mounted on public transport or installed in public buildings or
authorized locations.

– Deploy the experiment in the cities of Santiago de Cali (Colombia) and
Cartagena.

4 http://organicity.eu.

http://organicity.eu
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Fig. 1. Screenshot of the crowdsourcing mobile application.

Fig. 2. Graphic summary of the CAMoN project.

In addition, the CAMoN project is integrated with the OrganiCity experi-
mentation framework. This framework allows to store data from the experiments
on this platform and facilitates the creation of services based on them. Figure 2
is a graphic summary of the CAMoN project.

Figure 3 represents the internal architecture of the air quality monitoring
device [6]. The chosen sensors correspond to the criteria pollutants defined by
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Fig. 3. Internal architecture of the air quality monitoring device.

the World Health Organization (WHO). The platform is based on an Arduino
Nano microcontroller that digitizes the signals from the sensors and transmits
them to a Raspberry Pi 3, which has a GPS and a temperature and humidity
sensor. The collected data can be transmitted through the WiFi interface or the
Bluetooth interface.

Regarding the architecture of the network, Fig. 4 represents the software
architecture of the operation of the network. The data obtained is dumped on a
delay-tolerant network (DTN)5. This decision was made because it was assumed
that most of the time the devices would be disconnected. On the other hand,
an mobile ad-hoc network (MANET) was chosen for the network topology in
order to facilitate the routing of the data and not depend on the deployment of
a specific infrastructure. The Bluetooth interface, on the other hand, allows the
deployment of dynamic gateways for the transfer of data using mobile phones.
This functionality is integrated into the crowdsourcing application.

Figure 5 shows an example of what would be the complete operation of the
CAMoN project. It shows the integration of the system with the OrganiCity
experimentation framework.

The image in Fig. 6 shows one of the air quality monitoring prototypes. These
devices have been tested with satisfactory results in the streets of Santiago de
Cali and Cartagena.

5 A DTN is a network architecture approach that seeks to address the technical
problems in heterogeneous networks that may lack continuous network connectivity.
Examples of such networks are those that operate in extreme mobile or terrestrial
environments or planned networks in space.
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Fig. 4. Software architecture of the network in the air quality monitoring devices of
the CAMoN project.

Fig. 5. Example of the operation of CAMoN.

2.1 The Future of Urb@nEcoLife and CAMoN

Urb@nEcoLife and CAMoN are part of a long-term strategy of collaboration
between research groups from different universities. With these projects the first
steps have been taken to develop a complete system that takes advantage of the
potential of the masses (crowdsourcing) to complement the WSN and with the
information obtained from both sources, together with other open sources, to
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Fig. 6. Image of one of the air quality monitoring prototypes.

offer services that improve the life of citizens and help the authorities in the
management of smart cities.

One of the issues related to these projects that has only been treated in a
basic way and that requires attention is the processing of data. Figure 7 shows
the general idea of the architecture of data processing where it is necessary to
develop big data and machine learning techniques to handle the foreseeable large
volume of data that the platform will collect.

There are several topics that will be addressed in the immediate future:

– Improve the crowdsourcing application to make it easier to use. It is also
important to look for ways that encourage its use, such as gamification6.

– Achieve a more compact device design and develop an architecture that allows
the installation of other types of sensors. In the short term, it is proposed to
integrate sensors to measure water quality, which would be a very interesting
complement to the monitoring of air quality. It is also proposed to replace
the Arduino and Raspberry Pi platform with another more compact and
optimized for the IoT.

– Use a new topology for the WSN that is not based on WiFi. The objective
is to facilitate data transfer and reduce consumption. One technology that
is considered adequate is LoRa and LoraWAN [2]. In practice, LoRaWAN

6 The gamification is the use of techniques, elements and dynamics of games and leisure
in non-recreational activities in order to enhance motivation, as well as to reinforce
behavior to solve a problem, improve productivity, obtain an object, activate learning
and evaluating specific individuals.
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would allow maintaining the DTN, which is considered a necessary element
in the context of this project.

– Advance in the processing of data and the development of services based on
them. The management of the data will be what provides added value to the
project.

Fig. 7. General outline of the data processing for the future of Urb@nEcoLife and
CAMoN.

3 Optimization of WSNs Based on Crowdsourcing

So far, crowdsourcing and WSNs, as proposed in the Urb@nEcoLife and CAMoN
projects, are complementary elements that produce data that, when combined,
allow the development of advanced services that, separately, would not be pos-
sible. To the best of our knowledge, there are no other works in the academic
literature with a similar approach. Therefore, this proposal is sufficiently novel
to warrant attention.

In the context of this research project, it is proposed to go further with
this idea and take advantage of the information provided by crowdsourcing to
optimize the deployment of the WSN in smart cities. There are several reasons
that justify further research on this idea:

– This topic has not been addressed previously in the academic literature up to
where the authors have been able to investigate.
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– WSN optimization focuses mostly on energy efficiency, location, positioning
and capacity. All these optimizations are done mostly from the WSN point
of view but it does not take into account where it is useful to capture the
information from the medium.
Thus, in environmental issues, it can be assumed that citizens make reports
from places where they perceive problems, beyond the accuracy of this infor-
mation. Therefore, following this reasoning, it seems logical that in areas
where there is a greater number of reports, it is where a greater number of
measures should be taken. Figure 8 shows a screenshot of the crowdsourcing
application that indicates reports received by area.
By way of example, Fig. 9 shows a possible optimized deployment for a WSN
based on the data received through the crowdsourcing of Fig. 8. The deploy-
ment of Fig. 9 can be compared with another example deployment in which
there has not been taken into account the crowdsourcing in Fig. 10. Thus,
it can be seen that many nodes are deployed in areas of little interest and
that as it has to cover the entire area it has been necessary to place a larger
number.

Fig. 8. Locations from where people generated reports in the CAMoN project.
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Fig. 9. Example of an optimized deployment of a WSN based on crodwsourcing sources.

The crowdsourcing data of Fig. 8 correspond to real reports sent by citizens in
the city of Santiago de Cali (Colombia). Likewise, the Administrative Depart-
ment of Environmental Management of the Mayor’s Office of Santiago de Cali
offers the possibility of consulting the location of the air quality measuring
stations. Figure 11 shows measurements of these stations taken on May 24,
20187. It is easy to compare the positions of the meters with the locations
since the reports arrive to see that there is little correlation between where
the stations are deployed. This can be seen in Fig. 12. Probably, based on
the crowdsourcing information, we would have opted to install the stations
in locations closer to the places where people send reports.

7 http://www.cali.gov.co/dagma/publicaciones/38365/sistema de vigilancia de
calidad del aire de cali svcac/.

http://www.cali.gov.co/dagma/publicaciones/38365/sistema_de_vigilancia_de_calidad_del_aire_de_cali_svcac/
http://www.cali.gov.co/dagma/publicaciones/38365/sistema_de_vigilancia_de_calidad_del_aire_de_cali_svcac/
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Fig. 10. Example of a WSN deployment not based on information from crowdsourcing.

– Using the information from crowdsourcing to optimize WSNs has multiple
advantages:
• Cost reduction: Many times the WSN deployment and maintenance costs

are not taken into account. If the operation of the WSN is optimized to
take measures mainly in the places of interest, there should be a significant
reduction both in the deployment of the network and in its subsequent
maintenance.

• Improved data processing: As already indicated, the potential of the
Urb@nEcoLife and CAMoN projects lies in the combination of crowd-
sourcing data with those of the WSN. These results can be even better if
the capture of WSN data is done based on the reports received from the
crowdsourcing system.

• Improvement of data-based services: As a consequence of the improvement
in data processing, more efficient and useful services can be created both
for citizens and for public authorities.
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Fig. 11. Information produced by the air quality measuring stations in Santiago de
Cali corresponding to May 24, 2018.

In addition to the technical advantages and the academic interest of the idea,
this proposal has a clear focus on generating knowledge and transferring results
obtained in the form of:

– Generation of publications in indexed journals. The research topic is novel
and, therefore, the results are relevant for the academic community.

– Generation of patents from publications (or vice versa). This research project
is focused on the generation of new knowledge that is patentable.

– Transfer of results to companies through the exploitation of patents or
through the creation of spin-offs. The ultimate goal of the project is to gen-
erate wealth in society through knowledge and research.
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Fig. 12. Location of the air quality measuring stations compared to the places where
citizens’ reports are received.

4 Conclusions and Future Lines

The CrOWD project is not an isolated proposal. CrOWD is part of and is a
natural continuation of the Urb@nEcoLife and CAMoN projects, which are cur-
rently being executed. For all this, the CrOWD project is one more step towards
the construction of comprehensive and efficient monitoring and environmental
management systems in smart cities.
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As a result, a roadmap is proposed that goes beyond the scope of this project
and whose purpose is to establish a line of research in the long term:

– The results obtained should be integrated into the Urb@nEcoLife and
CAMoN projects. As already indicated in Sect. 3, the scope of the CrOWD
project was not initially present in the roadmap of these projects. Therefore,
the results of CrOWD should be integrated into this roadmap, which in turn
should review its medium and long-term objectives.

– Dynamic optimizations of the WSN architecture should be taken into account
in terms of the evolution of crowdsourcing. Environmental problems can have
many causes and appear in different places as time passes. This fact should
allow reconfigurations of the WSN deployments that adapt to changes in
situations:
• In the case of opting for the installation of sensors on transport lines, it

can be decided on which transport lines it is optimal to ship the devices.
• In static sensor deployments, the dynamic adjustment of the sampling

rate can be performed so that those who remain in low interest areas
remain off most of the time and achieve greater energy savings.

– One of the objectives of Urb@nEcoLife and CAMoN is to offer services based
on data. The deployment of the WSN should be another system service in the
integral monitoring and management system. That is, the optimized deploy-
ment of the WSN must be another service within the catalog of value added
services that are built on the data obtained.

– Other open sources of information such as climate models, traffic information,
health alerts, types of industries, among others, must be incorporated into
the optimization model. This information would be complementary to that
of crowdsourcing sources and should contribute to obtain better results.

– Optimization of the monitoring device: The selection of the sensors can be
done based on crowdsourcing or information from open sources. That is, it
is possible that certain environmental parameters are not relevant in an area
for various reasons. Reducing the number of sensors allows to build devices
at a lower cost and with longer lifetimes.
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Abstract. Cities have evolved towards a new paradigm called Smart City (SC),
which must evolve towards new intelligent infrastructures, which will integrate
new sensors and advanced communications. Energy efficiency is key and fun-
damental in the SC. The transformation of energy systems due to the increased
deployment of renewable energy is occurring mostly in the electricity sector, in
which recent PV numbers show an undeniable landmark in renewable energies.
Being able to detect, to identify and to quantify the severity of defects that
appear within modules is essential to constitute a reliable, efficient and safety
system, avoiding energy losses, mismatches and safety issues, especially in case
of building integrated systems, as overheated anomalies could generate a fire
risk or an electrical hazard. The main objective of this paper is to perform an in-
depth on-site study of 17,142 monocrystalline modules to detect every single
existing defect manually, classifying them in different groups, studying the
variance of the same kind of defect in different modules and the patterns of each
group of thermal defects that can be used to develop a software to automatically
detect if a module has an anomaly and its classification. Attending the results
obtained, all faults detected have been classified in five different thermographic
defects modes: hotspot in a cell, bypass circuit overheated, hotspot in the
junction box, hotspot in the connection of the busbar to the junction box and
whole module overheated, with a percentage of occurrence of 75.35%, 10.79%,
6.93%, 6.84% and 0.09%, respectively.

Keywords: Photovoltaic energy � Photovoltaic efficiency � Thermography �
Thermal inspection � Module defects

1 Introduction

Cities have advanced towards a new approach known as Smart City (SC), which must
progress towards new intelligent infrastructures, which will integrate new sensors and
advanced communications [1]. These new SCs need to solve existing problems in
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transport, energy, energy efficiency, integration of renewables, mobility, citizenship,
etc. [2]. The integration of high shares of Variable Renewable Energy (VRE) into
energy systems requires the modification of policies, standards, and market and reg-
ulatory frameworks to effectively control the benefits that can be derived from
renewables, while ensuring system reliability and security of supply [3].

Energy efficiency is key and fundamental in the SC. The population increase in
cities means that the demand for energy is soaring, so it is necessary to achieve the
same with fewer resources [4]. The improvement of the energy efficiency is funda-
mental in many areas of the SC, for example: lighting [5], actuators, electric motors of
hydraulic pumps, electric motors of the industry, heating, elements of distributed
generation, smart metering [6], etc.

The transformation of energy systems due to the increased deployment of renew-
able energy is occurring mostly in the electricity sector, where many countries have
seen significant growth in deployment driven by the rapid decline in solar photovoltaic
(PV) and wind power costs [3]. PV numbers during the last years show an undeniable
landmark in renewable energies. The world added more capacity from solar PV than
from any other type of power generating technology, and more solar PV was installed
than the net capacity additions of fossil fuels and nuclear power combined, about
98 GW of solar PV capacity was installed both on and off the grid, accumulating
402 GW worldwide at the end of 2017 [3]. Sunlight based solar generators have been
utilized as a part of the small-scale, low voltage levels of standalone systems and also
in greatest-power establishments associated into network manner and working at any
level of voltage in smart cities [7]. Some examples of building integrated PV systems
are presented in Figs. 1 and 2.

Fig. 1. Photovoltaic system in the rooftop of the offices of CEDER in Lubia (Soria, Spain).
Image courtesy of: CEDER.
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However, regarding energy efficiency, the little transformation productivity, which
is not more than 20% for crystalline-based solar cell reaching 30% in new exploratory
cells, is one of the issues the PV faces [7]. Additionally, PV configurations show non-
uniform current versus voltage (I–V), and power versus voltage (P–V) characteristics
[8–10], which affects the efficiency of modules and minimize their reliability. Being
able to detect, to identify and to quantify the severity of defects that appear within a
module or a string is essential to constitute a reliable, efficient and safety system. In this
way, it would be possible to avoid energy losses, mismatches and safety issues,
especially in case of building integrated systems (in roofs or façades), as overheated
anomalies could generate a fire risk [11] or an electrical hazard [12].

Usually, faulty modules or cells within a PV plant have been located by applying
electrical tests to the modules like the I-V curve test, manual electroluminescence
and/or manual thermography, which are costly and time-consuming techniques. I–V
curves allow detecting the occurrence of defects such as cracks in operation, with the
limitation of not determining the area and location distribution of cracks. Electrolu-
minescence (EL) provides really valuable information about active and inactive areas
within a module but it requires connecting the modules to a power source, which
complicates the inspection of a whole site, especially in building integration for the
power source logistics. The thermography technique is simpler to implement, but the
accuracy of the information is lower than with the EL technique, and does not allow the
measurement of broken part areas in solar cells [13]. Furthermore, applying these
practices to building integrated PV systems supposes an important risk. For this reason,
newer inspection techniques are being developed, with the objectives of reducing
human risks, easily implementing it and decreasing examination time in large instal-
lations, as aerial thermographic inspections using Unmanned Aerial Vehicles (UAVs)
[14]. In these inspections, an enormous amount of thermal images are generated, in

Fig. 2. Photovoltaic system integrated in the rooftop of the parking area of CEDER in Lubia
(Soria, Spain). Image courtesy of: CEDER.
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contrast to manual inspections in which the thermographer in charge of performing the
inspection filters the information taking images only to the defects seen on-site.
Therefore, specific programs are being developed during the last months with the
objective of automatically post processing the aerial thermal images, based on the
knowledge of PV modules failure patterns.

The main objective of this paper is to perform an in-depth on-site study of the
modules defects of a PV plant, detecting every single defect manually, classifying them
in different groups, studying the variance of the same kind of defect in different
modules and the patterns of each group of thermal defects that can be used to develop a
software to automatically detect if a module has an anomaly and its classification. The
thermographic analysis for the identification of defects in this research is performed
manually, as the spatial resolution of the thermographic images is higher than using
UAVs [15]. Although new onboard thermographic cameras have first-rate resolution
values, the fact is that the distance from the camera to the PV modules during the
inspection is higher than during the manual inspection, thus reducing the final images
resolution. Additionally, a 3 MW PV plant has been chosen with the aim of gathering
larger amount of data and different cases in comparison with the information which
would be available in a small installation in the rooftop of a building. However, the
results are perfectly extended for their subsequent application in aerial thermographic
inspections and in small scale installations in roofs or façades of buildings, as same
defects have to be identified in all PV inspections.

The paper is structured in four sections, staring with the introduction to the subject
that shows the importance of the integration of reliable PV systems in SC and the
objectives of the study, followed by the methodology, in which the tests performed and
equipment used are analyzed, afterwards the results and discussion section presents the
results obtained from the field inspection and the analysis of each PV module failure
mode identified and finalizing with the main conclusions obtained.

2 Methodology

The PV site that has been analyzed is located in Spain, in Castilla y León region and it
has a capacity of 3 MW, with 17,142 monocrystalline modules, model STREAM
175 W, and was commissioned in 2008. Each PV table is composed by thirty-two
modules, divided electrically in two arrays of sixteen modules, which are connected in
parallel in the combiner box. Tables have fixed structure with 30º tilt, as it can be seen
in Fig. 3. Each module has 72 cells (12 � 6).

Fig. 3. General image of the 3 MW PV plant in which has been developed the research.
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The thermographic inspection has been performed using the traditional manual
thermography method, walking all around the PV site inspecting each module with the
thermographic camera. The manual camera used was a Testo 870 (Table 1). It is a
precalibrated camera, in which a coded calibration data set is stored, but it should be
recalibrated (on a yearly basis, as it is usual in this kind of cameras) by the manu-
facturer due to the possible degradation of the detector [16]. In this case, the camera has
been just acquired to the manufacturer previous to the tests, so it was just calibrated.
The manual camera used captures visual RGB images simultaneously to thermographic
images, allowing certifying the detected failures during the post-processing steps and
avoiding false positives. However, the presence of false positives is less significant in
case of manual inspection, as specialists performing inspections on site can check the
presence of shadows or dirt in modules during the inspection.

It has been an in-depth inspection, performed by two specialists, in which every
single failure detected, regardless of its temperature, was identified and reported. The
time needed to complete this inspection has been 34 working days and to post process
and to analyze the results 26 working days. The defects have been analyzed using the
thermographic camera software, IRSoft, in which every single defect detected has been
analyzed obtaining the relative temperature of the defect, the mean temperature of the
healthy area and the difference between them, which indicated the overheat of the fault.

3 Results and Discussion

This section presents the results obtained from the field inspection and a review and
discussion of each PV module failure mode identified, detailing different possible
causes and analyzing each group in detail.

Of the 17,142 modules thermographically inspected, the number of detected
modules with some failure has been 1,140, which corresponds to a 6.65%. According
to some recent research, 2% of the PV modules are predicted not meet the manufac-
turer’s warranty after 11–12 years of operation [17]. The percentage of failures detected
is over this rate because every single anomaly has being reported in this study, inde-
pendently of the temperature difference between the overheated area and the healthy
part. This means that not all the thermographic failures identified in this research will
have enough impact not to meet the manufacturer’s warranty, but authors have

Table 1. Main features of the handheld thermographic camera used in the inspections.

Main features Testo 870-2

Infrared Resolution 160 � 120 pixels
Field of View (FOV) 34° � 26°
Geometric Resolution (iFOV) 3.68 mrad
Thermal Sensitivity (NETD) <100 mK @ 30 °C
Accuracy ±2 °C, ±2%
Spectral range 7.5 to 14 lm
Image Refresh Rate 9 Hz
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considered relevant to report every single defect as all of them could generate a fire risk
or an electrical hazard, and they could derivate in an relevant failure with the degra-
dation and time.

These hot spots can be caused in the cells, but they can also appear in other
elements, such as in the bypass diodes [18]. Attending the results obtained, all these
faults detected have been classified in five different thermographic defects modes:
hotspot in a cell or in a group of cells, bypass circuit overheated, hotspot in the junction
box, hotspot in the connection of the busbar to the junction box and whole module
overheated. The distribution of defects among these five groups can be observed in
Table 2 and Fig. 4.

As it can be seen in Table 2, more than three quarters of the affected modules
correspond to cell hotspots, presenting one or more cells overheated, followed by the
bypass circuit overheated with more than a 10%, the junction box and connection
hotspot, with more than a 6% and the whole module overheated, with only one defect
of this type identified in the PV plant inspection. This prevailing number of hotspot

Table 2. Thermographic defects detected in the field inspection classified by the module
affected component.

Affected component Number of defects detected Percentage

Hotspot 859 75,35%
Bypass circuit 123 10,79%
Junction box 79 6,93%
Connection 78 6,84%
Module 1 0,09%

Hotspot Bypass circuit Junc on box

Connec on Module

Fig. 4. Thermographic defects detected in the field inspection classified by the module affected
component represented in a ring chart.
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failures in cells with respect to the rest of failures types is not an isolated case. Sta-
tistically, there are a greater amount of cells, 72 cells per module in this case, than of
the rest of components, three bypass circuit, one junction box, four bus ribbons con-
nection to the junction box (as it can be observed in Fig. 9) and one module. Addi-
tionally, there are a large number of causes responsible of the occurrence of cell
hotspots, as cell cracks, snail trails, potential induced degradation (PID) or
delamination [17].

Although some of the defects are slightly visible to the human eye, as snail trails,
most of them are undetectable without the use of a thermographic camera. The severity
of each specific defect, its influence in the production or the risk of fire or electrical
hazard danger should be individually analyzed with the objective of determining the
action which may be appropriate in each case. In relation with the costs of arrangement
of each defect, goes from a diode cost in case there is a broken diode in the junction
box to the whole module cost in the rest of cases, as it would be more expensive
sending the module to a specialized laboratory to replace some cells or the busbar,
considering that the EVA encapsulant and the rest of module layers would have to be
removed and replaced. The different defects will be further analyzed in the following
paragraphs.

3.1 Cell Hotspots

Hot spots, which are a serious problem in photovoltaic systems, are analyzed along this
subsection. The methods of detection of hot spots are very varied, for example in [19],
they use I-V techniques for the early detection of hot spots, based on the cell pro-
duction and climatic information. Other authors [20] use the impedance method for the
detection of cell hot spots.

The following images, Figs. 5, 6 and 7, show three examples of the 859 cell
hotspots detected during the study, with a difference of temperature between the
healthy area and the overheated cell of 71 °C, of 63.5 °C and of 71.2 °C.

Fig. 5. Thermographic and visual image of a hotspot located in the third string of a module,
with a difference of temperature of 71 °C between the healthy area and the overheated cell.
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Hotspots in cells can appear as a consequence of different failure modes. For
example, cell cracks appear in crystalline silicon PV modules during their trans-
portation from the factory to their place of installation, their installation itself, and
subsequently to exposure to repeated climatic events such as snow loads, hailstorms or
strong wind blows [13], which can derivate on disconnection of some parts of the cell,
reducing the output generated and forcing the rest of the cell, being sometimes
responsible of the appearance of a cell hotspot. Although the crack part is not totally
disconnected, the series resistance across the crack varies as a function of the distance
between the cell parts. PV modules may show several cracked cells. A cell crack
classification is proposed in [21], grouping the cracks detected in the inspection of
574 PV modules in eight different groups, and the mean frequency of each type of
crack proposed in [21] is calculated in [13]: no crack, dendritic crack (2%), several
directions (24%), +45° (16%), –45° (16%), parallel to busbar (17%), perpendicular to
busbar (5%) and cross crack (20%). In total, in this research it was found that 4.1% of
the solar cells in the PV modules show at least one crack [21].

Fig. 6. Thermographic and visual image of two overheated cells within a module, one in the first
bypass circuit and the most overheated in the second circuit, with a temperature difference of
63.5 °C between the healthy area and the hotspot. Visual inspection allowed to see those defects.

Fig. 7. Thermographic and visual image of one overheated cell in the first bypass circuit next to
the module frame, with a temperature difference of 71.2 °C between the healthy area and the
hotspot. Visual inspection allowed to see those defects.
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3.2 Bypass Circuit

The possible configuration of cells within the module, and these in the overall pho-
tovoltaic generator is critical. The authors in [22] present a simulation work, with
alternative solutions, and they demonstrate the improvement of efficiency of some
models over others. Usual commercial modules are constituted of three 20-cell double
strings connected in series. Each double string is connected in parallel to a bypass
diode, which bypasses the current of a severely damaged string. Hence, power output
of a module is differently affected if broken cells are located on the same string or on
different strings [13]. The thermographic and visual image of one bypass circuit
overheated with a temperature difference of 5.7 °C between the healthy area and the
overheated bypass is presented in Fig. 8.

In case of a full electrical isolation of a cell part in case of cracks, the current
produced by the broken cell, and subsequently by all the cells connected in series with
it, decreases [13]. When a cell part is fully isolated, the current decrease is proportional
to the disconnected area. In this case, it will appear a step in the I-V curve that
originates two different Maximum Power Points (MPPs), and some of the current could
be derived through the sub-string bypass diode when the Global MPP appeared at the
high current step of the curve, which could be revealed as an overheated point in the
junction box if this is forced or conducting the excess of current for a long time, or as
an overheated bypass circuit in case the bypass diode could not recirculate the excess of
current, as it can be seen in Fig. 8.

3.3 Junction Box

The PV junction box is an enclosure on the module where the PV strings are electri-
cally connected, housing all the electric bits on a solar panel and protecting them from
the environment. Wires connect to diodes inside, providing an easy way to link panels
together. Figure 9 shows an open module junction box in which the three bypass
diodes are visible.

Fig. 8. Thermographic and visual image of one bypass circuit overheated with a temperature
difference of 5.7 °C between the healthy area and the overheated bypass.
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A junction box has bypass diodes that keep power flowing in one direction and
prevent it from feeding back to the panels when there’s no sunshine, avoiding the
effects caused by hot spots and shading, which can adversely affect the performance of
PV modules. In a situation close to the short circuit, it would cause the shaded cell to
dissipate a high power equal to that generated by the rest of cells, heating and pro-
ducing the phenomenon of the hot spot. In order to avoid a power dissipation that could
raise the temperature to the point of deterioration of the cell, it is necessary to insert the
diodes bypass in parallel with a branch of cells connected in series. In case of using
bypass diodes, the less resistance to the flow of current in case of hot spot of shading is
offered by the diode and not the cell which is a polarized diode inversely.

Two examples of defects detected in the junction boxes are showed in Figs. 10 and
11. As it can be seen in the images, the defect is more marked in the back image than in
the front, as the junction box is in the back and the difference measured in the front is
only due to the heat transfer from conduction from the junction box. Therefore, to
detect this kind of defects, it would be recommendable performing the inspection to the
back of the modules; however, it is more complicated due to the PV tables inclination.

A PV junction box is attached to the back of the solar panel with silicon adhesive. It
wires the four connectors together and is the output interface of the solar panel.

There are two different junction box production techniques—soldering/potting and
clamping. With the soldering and potting method, foils coming out of the solar panel
are soldered to the diodes in the junction box. The junction box then has to be potted or
filled with a type of sticky material to allow thermal transfer of heat, keep the solder
joint in place and prevent it from failing. With clamping production, a simple clamping
mechanism attaches the foil to the wires. There are no fumes or major cleanup as with
the soldering/potting method.

Fig. 9. Module junction box open, showing the conducting strips which connect the bus ribbon
to the bypass diode terminal, three bypass diodes and the terminals for the connection for the PV
terminals.
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3.4 Connection

Another large field of research is the one concerning the design and topology of the
connection between cells and connection box. The authors in [23] show the latest
advances in simulation and implementation in this subject.

A busbar is a strip of platted copper that conducts electricity within a module. The
size of the busbar determines the maximum amount of current that can be safely
carried. Busbars can have a cross-sectional area of as little 0.8 mm2 approximately in
PV modules. The thicker bus ribbon is soldered so that it connects to the tabbing ribbon
(fingers or cell interconnect ribbons) of each solar cell cluster. The tabbing ribbon
collects electric current within its cluster of solar cells and delivers it to the bus ribbon
(or bus wires or string interconnect ribbon) and then the bus ribbon conducts the
cumulative electric power from all of the solar cell clusters to a junction box for final
output. Bus ribbon is larger in cross-section because it has more electrical power to
carry. The width range of these ribbons goes from 3 to 6 mm, with a thickness range
from 0.1 to 0.4 mm [24].

Fig. 10. Thermographic image of the front site of a module with a bypass diode overheated and
of the junction box at the back of the module. The difference of temperature between the healthy
and the overheated area measured with the thermographic camera is 6.7 °C and 22.6 °C
respectively.

Fig. 11. Thermographic image of the front site of a module with a bypass diode overheated and
of the junction box at the back of the module. The difference of temperature between the healthy
and the overheated area measured with the thermographic camera is 9.3 °C and 17.2 °C
respectively.
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The influence of structural defects on ribbons has been studied from long ago. By
1981, the influence of defects in laser crystallized silicon ribbons was analyzed [25],
categorizing defects into two groups, surface defects associate with turbulence effects
and bulk defects as dislocations and stacking faults.

An example of an overheated connection found during the analysis is introduced in
Fig. 12. As it can be seen, the overheated area is not in the junction box, but in the
connection between bus ribbon or bus wires and the box.

3.5 Module

The interconnection of photovoltaic modules for the shaping of the photovoltaic
generator is of great interest. For example, the authors in [26] show that the serial or
parallel configuration directly affects the loss of efficiency in photovoltaic production.

Differences in temperature between a module and the rest of modules of the same
row or string could be due to an erroneous connection between them, mismatching or
to internal defects of the module affecting all the bypass-circuits. Figure 13 shows the
only defect in the whole module detected during the site inspection.

Fig. 12. Thermographic images of one overheated connection between the bus ribbon or bus
wires and the junction box with a temperature difference of 11.7 °C and 35.8 °C, at the front and
back side respectively.

Fig. 13. Thermographic and visual images of one overheated module with a temperature
difference of 10.5 °C between the adjacent modules and the overheated area.
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4 Conclusions

The paper presents an on-site manual thermal analysis of 17,142 monocrystalline
modules, in which every single existing defect has been detected and characterized,
calculating the difference of temperature between the defect and the healthy area. All
detected anomalies have been analyzed and five different groups of thermographic
anomalies have been defined to classify the 1,140 defects found, studying the variance
of the same kind of defect in different modules and the patterns of each group of
thermal defects. Attending the results obtained, all faults detected have been classified
in five different thermographic defects modes: hotspot in a cell, bypass circuit over-
heated, hotspot in the junction box, hotspot in the connection of the busbar to the
junction box and whole module overheated, with a percentage of occurrence of
75.35%, 10.79%, 6.93%, 6.84% and 0.09%, respectively. This study could be used as a
base to develop the patterns of the different kind of defects in a software to automat-
ically detect if a module has an anomaly and its classification.
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Abstract. The paper describes the use of the communications technologies in
the electrical network in the last decades and it provides a quick look at the
significant role of these technologies in the development of new functionalities.
Hence, the great evolution of the requirements of the electrical networks is
summarized, from the first stages of the remote automation to a new scenario
where Smart Grids and demand response will generate a different relation
between utilities and final users. Then, a compilation of the main network
architectures and communication protocols used in the electrical networks is
outlined. Moreover, an evaluation of the benefits and drawbacks of the com-
munication technologies, when they are applied to the last mile connectivity in
electrical grids, is described. The paper concludes with a selection of the most
relevant challenges of the electrical networks where the communication tech-
nologies may ne determinant as an enabling technology. In summary, the paper
shows the parallel evolution of the communication technologies and the elec-
trical grid, as a basic aspect for the development of new functionalities and
services for all the agents involved in the power generation-transmission-
distribution system.

Keywords: Electrical grid � Communication technologies �
Wireless communications � Grid automation

1 Introduction

The current electrical model is evolving from a strongly centralized architecture, both
in power generation and in management and based on a radial transmission and dis-
tribution scheme, to a decentralized structure where new actors arise to develop new or
complementary functionalities. Hence, the scheme of a unidirectional generation-
transmission-distribution chain will be replaced by a distributed system.

Concepts such as Smart Grids and demand response will generate a different
relation between power generation agents, utilities and final users. The user is expected
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to play an active role to become a prosumer due to the promotion of local power
generation. The increasing introduction of distributed power generation systems and
the active role of a growing number of prosumers will lead to the accomplishment of a
real-time demand response. To achieve this goal, more flexible and complex man-
agement systems that allow a rapid, efficient and robust control of the electrical net-
work will be required.

This scenario would not be possible without the use of advanced communications
system that provide all the high-demanding requirements described in the previous
sentences.

2 Automation and Control of the Electrical Grid: Historical
Evolution

The proper performance of the electrical infrastructure is a critical factor, because
power cuts cause serious economic, social and technical consequences [2]. Due to the
expected radical changes in social, economic and demographic areas, the infrastruc-
tures of the cities require a radical change [1]. Due to the higher dependence on the
electricity, and considering the new functionalities that are being proposed for the city
of the future (Smart City, SC), the electric network infrastructure is a substantial and
fundamental part of this process.

The modernization of the electrical infrastructure has not happened overnight. In
the 1950s, analog communications were employed to collect real-time data of power
outputs from power plants, and tie-line flows to power companies. To achieve this,
operators used analog computers to conduct Load Frequency Control (LFC) and
Economic Dispatch (ED) [3]. LFC was used to control generation in order to maintain
frequency and interchange schedules between control areas, and ED adjusts power
outputs of generators at equal incremental cost.

It is from 1960, with the advent of digital computing, when developing the Remote
Terminal Units (RTUs), which were designed to collect voltage measurements, active
and reactive power, and states of protection devices in substations. To make this
measure possible, the use of dedicated transmission channels was necessary to inter-
connect the final devices with the computational center. As a consequence of the
blackout of 1965 in the USA, a more extensive use of digital computers was highly
recommended, in order to improve the real-time operations of the interconnected power
systems. The use of computers and digital systems was considerably increased from
1970, with the introduction of the concept of system security, covering both generation
and transmission systems [4].

The first control centers were based on dedicated computers, but in the subsequent
years, they were gradually replaced by general-purpose computers. It is already from
1980 when the microcomputers were replaced by UNIX workstations, interconnected
by means of Local Area Networks (LAN) [5]. These first networks of interconnected
computers allowed a more rapid and efficient data exchange between different parts of
the electrical grid.

The real revolution in the electrical system took place in the second half of 1990s,
when the electrical industry launched the reorganization of the system. Since then,
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services ceased to be vertical and the generation, the transport and the distribution of
the energy were separated. In addition, monopolies were replaced by competitive
markets [6]. The combination of these both aspects marked a turning point in the
evolution of the electrical system.

In this new scenario, three clearly differentiated segments were created in the
electrical system: Energy Management System (EMS), Business Management System
(BMS) and Market. The above-mentioned segments and the interaction between then
are shown in the Fig. 1.

Fig. 1. Segments of the electrical system and interaction between them.
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3 The Role of the Communications in the Development
of the Smart Grids

3.1 Evolution of the Communication Systems in the Electrical
Infrastructure

One of the aspects that enable and foster the great evolution of the electrical system
described in the previous section was the development of a robust communications
layer. The communication systems used in the electrical infrastructure have also
undergone great changes, in order to provide new functionalities adapted to both the
evolution of the grid and to the new requirements of the companies in charge of the
transmission and distribution services.

Regarding Power Line Communications (the communication technologies based on
the use of the electrical cable), the electrical grid was not initially developed as a
communication medium, and therefore, the high number of interferences and noise
sources, together with the high variability with time and frequency, represent a great
challenge for the proper performance of the data transmission.

The strong points for the use of wireless communications have been the higher
flexibility, the better conditions of the propagation medium and the potential use of
transmission technologies already tested. On the weak side, the difficulties to provide a
complete coverage and the need of deploying the complete transmission-reception
chain for each link. Nevertheless, these drawbacks were recently overcome by the use
of advanced cellular technologies, such as GPRS (General Packet Radio Service) and
LTE (Long Term Evolution or 4G), which provide good rates of coverage, availability,
data rate and latency. Future Smart Grids functionalities and applications rely on the
better performance of wireless technologies, mainly LTE and 5G.

The historical evolution of the wired and wireless communications in the electricity
grid is shown in Table 1 [7, 8].

3.2 The Communication Systems in the Structure of the Electrical Grid

The performance of the a communication technology may vary depending on the
conditions of the grid, such as the grid topology, the density of communication devices
(users, data concentrators or substations) to be connected, the distance between them
and the requirements of the communications (data rate, robustness, priority levels) and
the presence of interfering electrical noise sources. For example, high-speed commu-
nications can be used for the connection of electrical substations in urban areas;
however, this solution may not be feasible in other areas, such as rural environments or
remote devices.
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Accordingly, the network infrastructure can be separated into two zones [9]:

• Last mile connectivity: it can be understood as the high-speed communications
between the substations and the control center. There are wired communications
(PLC and fiber optic) and wireless communications (via satellite and wireless in
general).

• High speed communication core network: this network can be private or public.
A high-speed network for the automation of substations is Internet based on Virtual
Private Network.

Although everything is important, perhaps the last mile communications are crucial
for the operation of the electric network. In this sense, one type of communications or
others will bring advantages or disadvantages, as can be seen in Table 2.

Table 1. Evolution of the communication systems in the electrical infrastructure.

Year Achievement Network
architecture

Communication
protocols and
standards

Communication
media

Before 1985 Without standardization Isolated
substations
Hierarchical tree
Single master

Conitel 2020
ModBus
SEL
WISP

RS232
RS485
Power-line carrier
Dial Up
Trunked Radio
Speed below
1,200 bps

1985–1995 Standardization begins Redundant links
Hierarchical tree
Multiple master

TASE 2
IEC 60870
DNP3 Serial

Packet Radio
Leased lines
Speed between
9,600 and
19,200 bps

1995–2000 Local Area Network
(LAN) and Wide Area
Network (WAN)

Substations with
peer-to-peer
communications
Interconnected
substations
via WAN

TCP-IP
Telnet
HTTP
FTP
DNP3
WAN/LAN

Ethernet
Spread Spectrum
Radio
Frame Relay
Megabit Data
Rates

2000 to
present

Integration within the
business

Use of Internet
Utility connection
with business
network
Extension of
network to
customer premises

TCP-IP
IEC 61850
XML
Power Line
Communication
(PLC)

Digital Cellular
IP Radios
Wireless Ethernet
Gigabit backbones
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Table 2. Advantages and disadvantages of possible communication technologies for last mile
connectivity.

Communication
technology

Advantages Disadvantages

PLC • Wide coverage, due to the existence
of already deployed power lines
(distribution and transport)

• Investment in infrastructure is more
economical

• Electric cables conduct noise and
interferences, which degrade
communications [10, 11]

• As the power line is a shared medium,
the data rate per user is lower than the
nominal capacity, depending on the
number of users simultaneously
transmitting

• The switches, inverters and other
protection devices degrade the quality
of PLC, [8]

• The impedance varies with time,
network topology and devices
connected at each moment, which
causes that the attenuation and
distortion of the signal are high and
changing

• Power cables are not twisted and use
no shielding, which may cause
significant Electro Magnetic
Interference (EMI)

Satellite
communication

• Satellite communication has wide
coverage, which allows
communication between remote
substations without additional
infrastructure [12]

• The latency in the communications is
quite large due to the long distance
between satellite and devices on the
ground

• Protocols such as TCP/IP are not
suitable for satellite communication,
because the TCP/IP speed settings can
cause a lot of delay [13]

• The use of satellite communication for
remote substations may be justified,
but its use for the entire electrical
infrastructure can be excessively
expensive

Optical fiber
communication

• It provides high bandwidth, required
by applications such as electrical
automation

• There is no EMC problem
• Immune to interferences from external
sources

• The cost of devices and installation is
more expensive

Wireless
communication

• Wireless communication is quick to
install

• In case of cellular network, the cost of
infrastructure is low, since the existing
infrastructure can be used

• IEEE 802.11b presents the limitation
of coverage (100 m), although other
technologies such as WiMAX do not
have this limitation

• However, technologies such as
WiMAX can have the drawback of the
absence of infrastructure in remote
areas
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3.3 A Representative Example: Wireless Communications Applied
to Automation Tasks

The Wireless Sensor Networks (WSN) can be used in automation tasks [14]. Specifi-
cally, WSN is used in Wireless Automatic Meter Reading (WAMR) systems, for reading
consumption/generation in Smart Meters (SM). WSN presents some benefits in
automation, namely:

• The sensors used in WSN are reliable, self-configurable, robust and are not affected
by climatic conditions (pressure, temperature, etc.).

• The coverage of a sensor is low, but the entire network of sensors converts the
network into an extensive communications network.

• The WSN is a redundant network, due to the intervention of all the sensors.
• The sensors perform a pre-filtering, so that the network presents an efficient data

processing.
• The WSN presents self-configuration and automatic organization of the devices.
• The WSN has low installation and maintenance costs.

4 Conclusions

An essential feature in the evolution of the Smart Grids is the use of information and
communications technology to gather different types of data from a distributed network
of sensors and take fast decisions according to the analysis of this information. The
final purpose is the improvement of the efficiency, reliability, economics, and sus-
tainability of the production, transmission, and distribution of electricity.

The conversion of the user from a consumer to a prosumer, together with the new
generated distribution systems, will change completely the architecture and the pro-
cedures to manage the electrical grid. This will lead to employ two-way communication
systems in the smart grid.

In parallel, the recent developments on the wireless technologies, mainly in cellular
systems, providing higher data rates, much lower latency values and the possibility to
provide simultaneous service to a high number of devices, will open the door to
innovative services for the users and the rest of the agents related to the electrical grid.
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Abstract. Residential garbage collection is an important urban issue to
address in modern cities, being a key activity that explains a large pro-
portion of budget expenses for local governments. Under the smart cities
paradigm, specific solutions can be developed to plan a better garbage
collection system, improving the quality of service provided to citizens
and reducing costs. This article addresses the problem of selecting loca-
tions for community bins in a medium size Argentinian city, that stills
uses a door-to-door system. An integer programming model is presented
to locate community bins that minimize the installment cost while also
maximize the days between two consecutive visit of the collection vehicle.
Results demonstrate that the proposed model and the proposed resolu-
tion algorithm were able to provide a set of suitable solutions that can
be used as a starting point for migrating from the current door-to-door
system to a community bins system.

Keywords: Smart cities · Municipal solid waste ·
Multiobjetive optimization

1 Introduction

Urbanization has increased the pressure over governments to find intelligent and
efficient solutions to provide high quality services to citizens. In this sense, Infor-
mation and Communication Technologies (ICT) is a valid tool for the author-
ities to enhance the living conditions under the new paradigm of smart cities.
Therefore, several urban services have been improved with the aid of ICTs.
Recent examples have been reported for public transportation [22,27], health
services [33] and energy management [26], but also in other non-traditional
fields, such as education [16]. ICTs have also been effectively applied to mitigate
the environmental and economic problems in Municipal Solid Waste (MSW)
management [19,25,34].
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This article studies the problem of selecting the proper location of garbage
community bins for a city with the aim of migrating from a door-to-door collec-
tion to a community bins system that is expected to be more efficient in terms
of logistic costs [2]. Particularly, a case of study of the city of Bah́ıa Blanca,
which is an important medium size city in the South of Argentina, is addressed
in this work. The objective of migrating from the current door-to-door collec-
tion system to a community bin based one, where the citizens have to carry
their waste to certain bins, is usually among the plans of the local authorities
for reducing the collection complexity. Solutions that contribute to reduce logis-
tics cost are of particular interest for Argentinian cities since they are extremely
high in this country [4]. As stated, using a community bins system has certain
advantages over the door-to-door system. However, the location of bins in an
urban area is not a trivial problem if it is supposed to be efficient [34]. This is
mainly due to the characteristic of the underlying optimization problem, which
is a variation of the Capacitated Facility Location Problem (CFLP). CFLP has
been proven to be NP-hard through a reduction to a 3-dimensional matching
problem (3DM) [6]. Besides, finding the ubity of garbage accumulation points
have an extra difficulty associated with the conflicting relationships between the
several criteria that are expected to be taken into account during the process.
For example, containers should not be very far from the generators since this
would provoke its misuse. On the other hand, a proper scheduling of collection
vehicles should be established to avoid bins overflowing. Moreover, the frequency
of garbage collection will have an impact on the necessary bin capacity.

The article is structured as follows. In Sect. 2, the mathematical formulation
of the target problem and the main related work is presented. Section 3 describes
the solution approach used for solving the proposed model. Then, in Sect. 4 the
scenarios in which the model was applied and the analysis of the main results
are presented. Finally, Sect. 5 outlines the main conclusions and formulates the
lines for future work.

2 Problem Description

This section describes the model for the problem addressed in this article, the
proposed mathematical formulation and a review of relevant works from the
related literature.

2.1 Problem Model

The problem consists in locating garbage accumulation points (GAP) while opti-
mizing two different criteria. The first criteria is to minimize the total invest-
ment cost, i.e., the cost of installing each individual bin. The second criteria is
to enhance the ‘autonomy’ of the GAPs. Autonomy is related to the number
of days that a GAP can wait between two consecutive visits of the collection
vehicle (to empty the bins). Naturally, the larger number of bins a GAP has, the
larger is the storage capacity and the larger is the period of autonomy. However,
having many bins implies large investment to purchase the bins.
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2.2 Mathematical Formulation

The problem can be modeled as a an Integer Programming (IP) model by con-
sidering the following elements:

– A set I = {i1, . . . , i|I|} of potential GAPs for bins. Each GAP i has an
available space Esi for installing bins.

– A set P = {p1, . . . , p|P |} of generators. Following a usual approach in the
related literature, nearby generators are grouped in clusters, assuming a sim-
ilar behavior between elements in each cluster. The amount of waste produced
by generator p (in volumetric units) is bp. The distance from generator p to
GAP i is dpi, and the maximum distance between any generator in P and its
assigned GAP (in meters) is D.

– A set J = {j1, . . . , j|J|} of bin types. Each type has a given purchase price
cinj , capacity Cj , and required space for its installation ej . The maximum
number of bins of type j that is available is MBj .

– A set Y = {y1, . . . , y|Y |} of collection frequencies profiles. These profiles are
defined by parameter ay that indicates the number of days among two con-
secutive visits of the collection vehicle.

The model is described in Eqs. 1–11, using the following variables:

– tji is the number of bins of type j installed in GAP i.
– xpi is 1 if dwelling p is assigned to GAP i and 0 otherwise
– fiy is 1 if frequency profile y (defined by parameter ay) is used for GAP i and

0 otherwise.

min
∑

j∈J
i∈I

(tji cinj) (1)

min

∑
i∈I
y∈Y

(
fiy
ay

)

|I| (2)

Subject to
∑

i∈I

(xpi) =1, ∀ p ∈ P (3)

∑

j∈J

(tjiej) ≤ Esi, ∀ i ∈ I (4)

∑

p∈P
y∈Y

(bpxpifiyay) ≤
∑

j∈J

(
capjtji

)
, ∀ i ∈ I (5)

∑

y∈Y

fiy ≤ 1, ∀ i ∈ I (6)

|P |
∑

y∈Y

fiy ≥
∑

y∈Y

xpi, ∀ i ∈ I (7)



Facility Location of Solid Waste Community Bins in Smart Cities 105

dpixpi ≤ D, ∀ p ∈ P, i ∈ I (8)
xpi ∈ {0, 1},∀ p ∈ P, i ∈ I (9)
fiy ∈ {0, 1},∀ i ∈ I, y ∈ Y (10)

tji ∈ Z
+
0 ,∀ j ∈ J, i ∈ I (11)

There are two objective functions. Equation (1) is the cost of the installed
community bins and Eq. (2) is the average collection frequency of the set of
GAPs (hereafter Objc and Objf , respectively). Regarding constraints, Eq. (3)
establishes that each dwelling should be assigned to a GAP. Equation (4) ensures
that the occupied space by the bins is not larger than the available space in a
GAP. Equation (5) limits the garbage assign to a GAP to the capacity of the
installed bins in that GAP. Equation (6) forces that only one frequency profile
is chosen for a GAP. Equation (7) establishes that if a dwelling is assigned to
a GAP, that GAP has a collection frequency profile. Equation (8) restricts the
maximum distance between a dwelling and the assigned GAP to a certain thresh-
old distance. Equations (9) and (10) define the binary nature of the variables
xpi and fiy. Equation (11) defines that tji is a non-negative integer variable.

The proposed model formulation is not linear due to the presence of Eq. (5).
Although linearization is a common practice to handle nonlinear problems, the
benefits of using linear equivalent forms can be offset if the transformation
increases the number of integer variables since this is generally an indicator
of the difficulty of the problem [14]. Therefore, the linearization technique pro-
posed by Glover [14,15], which does not increase the number of integer variables,
is applied and Eq. (5) is replaced with Eqs. (12)–(16) through the definition of
the continuous variable upiy. Finally, the linear equivalent formulation of the
model is composed by Eqs. (1)–(4) and (6)–(16).

∑

p∈P
y∈Y

[bpay(upiy + fiy − 1 + xpi)] ≤
∑

j∈J

(
capjtji

)
, ∀ i ∈ I (12)

upiy ≥ 1 − xpi − fiy, ∀ p ∈ P, i ∈ I, y ∈ Y (13)
upiy ≤ 1 − fiy, ∀ p ∈ P, i ∈ I, y ∈ Y (14)
upiy ≤ 1 − xpi, ∀ p ∈ P, i ∈ I, y ∈ Y (15)

upiy ≥ 0, ∀ p ∈ P, i ∈ I, y ∈ Y (16)

2.3 Related Work

Few articles have addressed the GAPs location problem using exact methods.
Tralhao et al. [35] solved the problem of locating bins in the city of Coimbra,
Portugal, considering four different objectives to minimize: the total cost of the
system, the average distance between a generator and its assigned container,
and the number of generators within the “push” and “pull” thresholds distances
of an open candidate site. These lasts are related to the semi-obnoxiousness of
the GAPs since citizens do not want them very near to reduce inconvenient
environmental costs but neither very far to reduce the transportation costs.
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The authors used the goal programming and the weighted sum to obtain a set
of multiobjective solutions. A similar problem was solved by Coutinho et al. [7],
applying the ε-constraint method but only considering two objectives: the total
investment cost and a novel “dissatisfaction function” that takes into account the
semi-obnoxiousness of the waste bins. Kao and Lin [20] presented three different
monobjective models to solve the GAPs location problem in Hsinchu, Taiwan.
These models are compared according to the average distance between genera-
tors and assigned containers. Hemmelmayr et al. [18] solved the GAP location
problem with the aim of minimizing the installment costs using CPLEX inside
a more generic model that also considers the routing scheduling of collection
vehicle. Similarly, in Lin et al. [21] the problem of locating GAPs was solved
with CPLEX in a general framework that also defines the routing plan. Ghiani
et al. [12] presented an integer model that minimizes the total number of opened
GAP in different scenarios of the city of Nardò, Italy. A modified version of this
model, that prevents an opened GAP from having incompatible bins (i.e., bins
that require a different vehicle to be emptied), was applied by Ghiani et al. [13].
This modification simplifies the posterior collection logistics since no GAP has
to be visited by more than one type of vehicle.

Since facility location problems are know to be NP-hard, several authors
have addressed them heuristically [30]. For example, our previous work [34]
proposed a set of PageRank heuristics and metaheuristics to solve the GAP loca-
tion problem in some scenarios of the city of Montevideo considering the objec-
tives of minimizing the investment cost and maximizing the collected garbage.
Di Felice [8] presented a two-phase heuristic that firstly locates the GAP in the
urban network and, then, determines the size of the containers that are going to
be assigned to those GAPs. Chang and Wei [5] proposed a fuzzy multi-objective
genetic algorithm to solve the recycling drop-off sites allocation and routing
collection in Kaohsiung, Taiwan.

In Argentina, some works have proposed improving the routing collection
plans in MSW management [2,3] but few applications of ICTs have been pro-
posed for bins location. Our previous works [31,32] applied a weighted sum
approach and AUGMECON, considering the cost of the system and minimizing
the average distance to the generators. Therefore, there is still room to improve
collection network in Argentina through the application of ICTs.

The research reported in this article contributes with a mathematical formu-
lation for solving the problem of locating GAPs while considering the objective of
maximizing the autonomy of the GAPs, through the frequency objective as a way
of bounding the posterior collection costs. Moreover, this objective is considered
jointly with the objective of minimizing the installment cost. Although the visit
frequency of the GAPs has been considered in previous integral approaches [18]
for location-routing problems, the assignment of generators to GAPs has not
been taking into account. Furthermore, in this article a real case considering the
scenario from the Argentinian city of Bah́ıa Blanca is solved.
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3 Solution Approach: An Adaptation of the Augmented
ε-Constraint Method

The proposed solution approach is based on the augmented ε-constraint method
(AUGMECON). AUGMECON was first presented by Mavrotas in 2009 [23]
and later improved by Mavrotas and Florios [24], in order to addressed some
of the drawbacks of the traditional ε-constraint approach, originally developed
by Haimes et al. [17]. One of the main highlights of AUGMECON is that it
successfully reduces the required computing time to solve complex problems,
through the avoidance of weakly efficient or repeated solutions.

AUGMECON requires as input the efficient range of the objective functions,
i.e., the nadir and ideal values that each objective assumes within the Pareto
front. For the problem studied in this article, since there are only two objec-
tives involved, a single objective optimization approach can be used to find the
nadir and ideal value of each objective, as proposed by Ehrgott and Ryan [10].
However, in bicriteria optimization problems, the ranges obtained using single
objective optimization are the efficient ranges of each objective only if there are
no alternative solutions [1]. Mavrotas proposed computing the nadir and ideal
values of the objectives over the efficient set using lexicographic optimization [23].
Nonetheless, lexicographic optimization evidenced highly time consuming for the
problem addressed in this paper. This approach roughly consists in optimizing
the set of criteria sequentially providing that the already optimized criteria in
the previous runs do not get a worse value in the subsequent runs. In a bicriteria
problem, as is the case of this paper, basically this implies solving a plain sin-
gle objective optimization for one of the objectives and, then, solving a second
problem to optimize the second criteria subjected to not deteriorating the first
criteria, which is added as a constraint to the second model. This second problem
is a more constrained problem than directly optimizing the second criteria in a
single objective fashion and, therefore, can only be equally (if not more) difficult
to solve than the single objective model.

To overcome that efficiency problem, this article proposes a less computa-
tional expensive procedure to approximate the efficient range of the objectives,
using weighted sum to ‘filter’ the single objective optimization results. In a sec-
ond stage, a largely unbalanced vector of weights is used: the function is strongly
biased towards the criteria that is optimized but the second criteria still has a
small positive weight in order to avoid weakly efficient solutions. Therefore,
conversely to lexicographic optimization, this approach does not increase the
original set of constraints of the problem. Moreover, differently to the previous
proposal by Tralhao et al. [35], the values of the criteria in the weighted sum are
normalized with the results of the single objective optimization in order to make
this bias significant since criteria have different measure units and, thus, their
ranges may have different absolute values. Next section evaluates the three stud-
ied approaches to estimate the efficient ranges of the criteria: single objective
optimization, biased weighted sum, and lexicographic optimization.
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4 Experimental Analysis

This section describes the experimental analysis of the proposed approach for
GAP location. Section 4.1 presents the development and execution platform. The
real scenario and different problem instances considered in the experiments are
described in Sect. 4.2. Finally, Sect. 4.3 reports the numerical results and their
analysis.

4.1 Development and Execution Platform

The experimental analysis was performed on a Core i7 processor, with 16 GB
of RAM memory, in a Windows 10 environment. The problem was modeled in
C++ and the resolution was performed with the parallel mode of CPLEX 12.7.1.
as the IP solver through the use of Concert Technology to link Visual Studio
C++ and CPLEX.

4.2 Scenarios: The City of Bah́ıa Blanca

The scenario is based on a real location, “Barrio Universitario”, a densely popu-
lated neighborhood of Bah́ıa Blanca, shown in Fig. 1. As regard to the input data
for the model presented in Sect. 2.2, the garbage generation rate (bp) is retrieved
from a report that considered the particular characteristics of this city [29]. The
density of garbage, which is required to estimate the capacity of the bins in
kilograms of waste, was taken from a recent study carried out in Argentina [28].

Fig. 1. Studied area (“Barrio Universitario”) in Bah́ıa Blanca. Base image: Google
Earth Pro 7.3.1

The population density (per square block) was obtained by analyzing the
information of the Argentinian national census [9]. This study was carried out
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in collaboration with the local government. The set of frequency profiles is com-
posed by three alternatives. If a GAP is opened, it can be emptied either every
day (ay = 1), every two days (ay = 2) or every three days (ay = 3). Regard-
ing to the bins types, three different classes of bins are considered (j1, j2, and
j3, respectively). The associated parameters of these three classes are: capacity
(capj) of 1, 2, and 3 m3; required space (ej) of 1, 2, and 3 m2; and installation
cost (cinj) of 100, 180, and 250 monetary units. The available space in a GAP
to install containers (Esi) is equal to 5 m2. The generators in the area of study
were clustered in eighty-eight groups (Fig. 2).

The spatial information was organized using QGIS 2.18.6 and the urban
walking distances (dpi) were calculated through an adapted version of the osmar
package of R developed by Eugster and Schlesinger [11]. This package retrieves
information directly from OpenStreetMap (https://www.openstreetmap.org/).

Three different scenarios were considered in our experiments: the normal
demand scenario, with the waste generation rate estimated by the authori-
ties [29], the demanding scenario, and the undemanding scenario, with gen-
eration rates 20% larger and 20% smaller than the one defined in the normal
demand scenario, respectively. These 20% of increment and reduction in the nor-
mal waste generation rate are in line with the variations along the year presented
in the surveys provided by the practitioners.

Fig. 2. Location of potential GAPs in the studied area (“Barrio Universitario” in
Bah́ıa Blanca)

https://www.openstreetmap.org/
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4.3 Numerical Results

Table 1 reports the results of calculating the objectives ranges with monobjective
optimization, biased weighted sum, and lexicographic optimization for the three
studied scenarios. The table presents the method used, the optimized objective,
the obtained values of both objectives, and the CPU time for each execution.
The optimized objective in the biased weighted sum refers to the objective with
the largest weight, while in lexicographic optimization refers to the criteria taken
into account in the first place during the optimization. The biased weighted sum
was able to improve the lower bounds of the nadir values of the monobjective
optimization for the three evaluated scenarios.

Table 1. Payoff solutions.

Method Optimized objective Objc Objf CPU time (s)

Normal scenario

Monobjective Objc 0.104167 44000 4205.94

Optimization Objf 0.687500 3880 4267.95

Weighted Objc 0.104167 5710 4202.16

Sum Objf 0.181818 4060 4202.16

Lexicographic Objc No feasible solution found

Optimization Objf 0.181818 3880 4209.72

Demanding scenario

Monobjective Objc 0.126894 44000 4204.70

Optimization Objf 0.518939 4710 4260.51

Weighted Objc 0.126894 8040 4206.59

Sum Objf 0.204545 4710 4206.09

Lexicographic Objc No feasible solution found

Optimization Objf 0.193182 4710 4207.41

Undemanding scenario

Monobjective Objc 0.083333 44000 4205.94

Optimization Objf 0.318182 3140 4267.95

Weighted Objc 0.083333 7230 4230.24

Sum Objf 0.159091 3140 4200.72

Lexicographic Objc No feasible solution found

Optimization Objf 0.106061 3140 4209.72

According to the results in Table 1, lexicographic optimization was not able
to find a feasible solution for the scenarios when the order of the optimized objec-
tives was first Objc and then Objf within the time limit. The main reason for this
might be based on the aforementioned characteristics of lexicographic approach,
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which is able to solve more constrained models. In this case, the monobjective
problem of minimizing Objf plus an additional constraint prevents the deteri-
oration of Objc. Therefore, for the proposed scenarios, this enlarged problem
seems to be harder to be solved than the straightforward monobjective opti-
mization one of Objf , which was already a NP-hard CFLP. Thus, the efficiency
of the solver to obtain feasible solutions is reduced. Furthermore, this ordering
of objectives is more challenging for the solver than when Objf is the first stage,
since in this last case, CPLEX do find a feasible solution within the time limit.

AUGMECON uses an input parameter that sets the maximum number of
solutions to be search in the solution space, known as gridpoints [23,24]. This is
an upper bound because during the execution AUGMECON can consider con-
venient to bypass some of these gridpoints if one of the two following situations
arise. AUGMECON considers that the next run will obtain the same solution
and, therefore, will only waste computing time to find repeated information. Or,

Table 2. Multiobjective solutions for the scenarios of the city of Bah́ıa Blanca.

Solution id Objc Objf CPU time (s) Dominance

Normal scenario

1 0.128788 4800 4207.63 Non-D

2 0.111742 4900 4204.45 Non-D

3 0.107955 5080 4202.89 Non-D

4 0.106061 5230 4203.36 Non-D

5 0.106061 5360 4206.07 D

6 0.104167 5510 4203.56 Non-D

Demanding scenario

3 0.130682 5700 4208.45 Non-D

4 0.125 6020 4204.72 Non-D

4 0.126894 7120 4207.63 D

5 0.126894 7400 4205.05 D

6 0.128788 7830 4210.22 D

7 0.128788 8190 4207.14 D

8 0.125 9320 4208.45 D

Undemanding scenario

1 0.102273 3500 4200.50 Non-D

2 0.104167 3630 4204.91 D

3 0.092803 3690 4210.39 Non-D

4 0.090909 3790 4203.47 Non-D

5 0.100379 3850 4208.70 D

6 0.089015 3890 4229.86 Non-D

7 0.085227 4190 4206.56 Non-D
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since a previous trial could not find a feasible solution, AUGMECON considers
that the following trials will be also unsuccessful to find a feasible solution. This
last situation is related to structure of the AUGMECON algorithm, in which
the trials are performed in an increasing grade of complexity (the bound of the
constrained objective becomes tighter in each trial).

For the three scenarios the gridpoints were set to 20. In the case of the
demanding scenario, AUGMECON bypasses 11 gridpoints to avoid repeated
solutions. Moreover, 3 trials were avoided since the solver was not able to find a
feasible solution within the time limit. In the normal scenario, the bypasses to
avoid repetition were 4 and the unperformed trials because not been able to find
a feasible solution were 9. Finally in the undemanding scenario, these numbers
were 3 and 10, respectively. Table 2 summarizes the solutions obtained with
AUGMECON: the values of the objectives, the computing times and whether
these solutions are dominated by another solution (D) or not (Non-D). A solution
is dominated by another solution when this last one has a better value in at
least one of the optimization criteria and not a worse value in any of the other
optimization criteria. The AUGMECON guarantees obtaining a non-dominated
solution if and only if the problem is solved to optimality. As it can be seen
from the Table 2 none of the solutions were solved to optimality since they were
aborted due to time limit, which is again probably related with the complexity
of the underlying facility location problem.

5 Conclusions and Future Work

Urban waste management is a complex issue for local governments that usually
struggle with high logistic costs. The research reported in this article focused on
the initial stage of the reverse logistic chain of municipal solid waste.

Particularly, a mathematical formulation for defining the location of garbage
accumulation points in a densely populated urban area while considering the
minimization of both installment cost and the required frequency of visits of
the collection vehicle to empty the bins is proposed. This model is solved for
real scenarios of the Argentinian city of Bah́ıa Blanca, where the government is
interested in migrating from a door-to-door system to a community bins based
one to simplify the collection logistic.

A set of multiobjective solutions for the problem were obtained applying
the augmented ε-constraint method (AUGMECON). Moreover, a novel varia-
tion for finding the efficient range of the objectives (which is an input of the
AUGMECON) is presented in order to deal with this computationally challeng-
ing facility location problem. Another important conclusion is that this work was
mainly performed with free software to obtain and process geographic informa-
tion (OpenStreetMap, R packages and QGIS) This represents an asset for local
authorities of developing countries that generally have a short budget to incor-
porate ICTs in public services, as is the case of the Argentinian city of Bah́ıa
Blanca. Only the optimizer solver, CPLEX, requires a paid license.

The main lines for future work are focused on addressing more complex
scenarios of the city of Bah́ıa Blanca, either by analyzing larger urban sectors
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of the city or by considering the installment of different containers for different
types of waste to allow source classification and facilitate posterior recycling.
These larger scenarios may require the application of heuristic algorithms and
the exact algorithm that is proposed in this paper can be used for validating
the heuristic approaches. Since one of the main characteristics of this work it is
that it has been done mostly with free software, tests performance on CBC free
solver from the COIN-OR project can be performed to analyze the replacement of
CPLEX. Another relevant line to research is to continue experimenting different
approaches for finding the efficient ranges of the objectives in computationally
complex problems.
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Abstract. This paper describes the Cloud Computing for Smart Energy
Management (CC-SEM) project, a research effort focused on building
an integrated platform for smart monitoring, controlling, and planning
energy consumption and generation in urban scenarios. The project inte-
grates cutting-edge technologies (Big Data analysis, computational intel-
ligence, Internet of Things, High Performance Computing and Cloud
Computing), specific hardware for energy monitoring/controlling built
within the project and explores their communication. The proposed plat-
form considers the point of view of both citizens and administrators,
providing a set of tools for controlling home devices (for end users),
planning/simulating scenarios of energy generation (for energy compa-
nies and administrators), and shows some advances in communication
infrastructure for transmitting the generated data.

Keywords: Smart cities · Cloud computing · Energy efficiency

1 Introduction

Energy management is a crucial issue in modern society. Many strategies have
been proposed to guarantee an increased access to the energy resources at afford-
able costs for citizens, while ensuring the conservation of the resources and the
protection of the environment [1].

For the implementation of effective energy management policies, innovative
technologies must be integrated in an easy-to-use and efficient system to include
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the capabilities of performing realistic simulations, controlling and planning the
electricity market (to be applied by the energy companies), and end user appli-
cations to monitor and manage the energy consumption at home level. The
capabilities of monitoring/controlling/managing the energy consumption and
generation are key issues when implementing the smart city paradigm, especially
when considering the emphasis on citizen engagement, environment protection,
and economic considerations [2].

This article describes the Cloud Computing for Smart Energy Management
(CC-SEM) project, developed by researchers from Argentina (Consejo Nacional
de Investigaciones Cient́ıficas y Tecnológicas (CONICET) and Universidad de
Buenos Aires (UBA)), Uruguay (Universidad de la República (UdelaR)) and
France (Université de Reims-Champagne Ardenne (Reims)), and presents pre-
liminary results. CC-SEM proposes developing an integrated platform for smart
monitoring and controlling the energy consumption in urban scenarios, by inte-
grating Big Data analysis, computational intelligence, Internet of Things (IoT),
High Performance and Cloud Computing. In our Latinamerican region, there
have been some limited developments towards building some specific compo-
nents for energy management, but no global solutions have been explored or
made available to the public. As a consequence, the CC-SEM project proposes
a useful system with real application and social relevance.

Integrating renewable energy is a relevant interest nowadays, as part of a
global effort to reduce the effect of the CO2 emissions [3,4]. However, this inte-
gration poses a big challenge for the operation of the energy grid, due to the
unpredictable nature of some of the renewable energy sources, such as wind and
solar. Instability on renewable energy affects the electric grid, causing voltage
fluctuations, changes on current and frequency, etc. In this scenario, the utiliza-
tion of specific techniques for smart grid management is mandatory. Conceiving
an automatic management strategy that works correctly on macro scenarios
(energy grid management and energy distribution) and micro scenarios (guar-
anteeing appropriate quality of service for users) is not an easy task. One viable
alternative is using mathematical models and computational intelligence tech-
niques for planning and operating the energy distribution and utilization in real
time. In order to apply intelligent management systems, specific hardware is
needed to evaluate and control the energy consumption by using sensors, data
communications, and control devices. These devices must be able to commu-
nicate between them and with central servers to integrate all the logic of the
system and determine quick responses to different dynamic situations (sudden
increase in energy consumption, reduction in energy generation, increase on the
energy generation costs). Recently, new smart consumption monitors were made
available to be installed. For example, the Linky smart meter [5] by Électricité de
France (EDF) that is being widely deployed, allowing not the collection of con-
sumption but also some remote actions. Other projects such as ElectriSense [6]
can even identify the families of devices consuming energy. None of these systems
are open-source and their capabilities are often restricted to data acquisition and
basic automation.
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Having sensors to generate data consumption measures is not enough. Strate-
gies to transmit and use this information should be developed and adopted by
users and companies. Understanding and applying computational intelligence
algorithms is one of the possible paths to analyze this data, determining rou-
tines and patterns of energy utilization by individual users. Another option is
planning strategies to optimize the energy consumption, by deciding when to
power on and off each device from the home, building or neighborhood. The
planning strategies will have into account the user restrictions and support real
time actions from the user without having a critical impact to the planning.
According to the capabilities of the devices, this planning can be fully automa-
tized using IoT actuators or manually, by suggesting actions to the user via the
smartphone interface [7–9].

CC-SEM project addresses the aforementioned issues, by proposing a
research effort focused on building an integrated platform for smart monitoring,
controlling, and planning energy consumption and generation in urban scenarios.

This article is organized as follows. Section 2 presents an overall description
of the project. The main activities within the project are described in Sect. 3.
Preliminary results are reported in Sect. 4. Finally, some conclusions about the
ongoing work and the main lines for future work are formulated in Sect. 5.

2 Project Description

This section describes the main features of the CC-SEM project.

2.1 Project Goals and Motivation

The main goal of the project is to design a platform that allows the integration
of fundamental concepts and tools for energy management in smart cities, using
cloud computing, computational intelligence for big data analysis, and software
for simulation and optimization of the energy generation and distribution. The
aim is providing both users and administrators of the electrical grid a useful set
of tools for intelligent planning and organization of the electricity consumption
and generation in nowadays and future smart cities. From the point of view of
the users, the project proposes the design and management of a smart home con-
troller for electric devices applying IoT related software, and the application of
Big Data processing techniques for the analysis of domestic energy consumption
and smart planning. From the point of view of the electric grid administrators,
novel tools are presented to monitor the state of network and the overall quality
of services, and the use of novel simulation tools is proposed to analyze and
foresee the energy demand. This approach is planned to be adopted by electric
market regulators in Argentina and Uruguay.

Energy optimization and planning is in the agenda of many countries, but
there are few solutions that integrate hardware, software, and communications,
to implement an easy-to-use platform to be used by both end users and energy
companies. Actually, energy providers has few (or even no) knowledge about the
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electricity utilization in homes. With the current electrical infrastructure, it is
not possible for the provider to determine if the energy is well-used or wasted.
Having a hardware infrastructure that allows obtaining useful information about
utilization is the first stage in a global system to optimize energy at homes, with
the main goals of reducing the costs of energy consumption and generation, and
improve the quality of service offered to the users.

Another important motivation of the project is to conceive a generic set of
tools to allow both users and administrators to extract useful information from
the raw data measured by the home controller by applying computational intel-
ligence/machine learning techniques. The system will be controlled by communi-
cations applying the IoT paradigm to guarantee ubiquitous access to the system,
everywhere, everytime, and using a wide range of communication devices (smart-
phones, tablets, web interface, other management systems, etc.). The applica-
tions that integrate the proposed system are conceived as a part of a global
monitoring/planning system to be used in real time in modern smart cities.

2.2 Methodology

The proposed methodology, in line with the project goals, is two-fold. On one
hand, the methodology is based on missions that help the project members to
consolidate a collaboration network. The partners institutions have been in con-
tact in the past: research groups at UdelaR and Reims have collaborated in
research activities related to distributed computing and cloud computing, and
research groups at UdelaR and UBA have collaborated in research activities
related to high performance/distributed computing and applications. However,
CC-SEM is the first initiative to set a common project between the three insti-
tutions. On the other hand, the research subject is realistic and represents a real
need, as observed in recent contacts with Academia, Industry, and social actors
related to energy management and the real implementation of the smart cities
paradigm.

Due to the interdisciplinary nature of the project, and the fact that several
actors (e.g., users, companies, agencies) are interested in the project outcomes,
all results achieved during the project are being rapidly made available to the
community via the project website, public repositories, and on seminaries, meet-
ings, and conferences.

3 Activities

To organize our work, we decided to concentrate efforts on three major axis,
covering both end user and electrical grid operator issues.

Axis 1: Automatic energy management for home devices. One of the challenges
with smart metering is how to obtain consumption data. Therefore, this first
research axis aimed at designing a hardware platform for monitoring and con-
trolling domestic consumption. This platform must follow an open architecture
approach, allowing future expansions without the risk of loosing compatibility
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or accessibility. Indeed, the IoT paradigm drives this development as it sup-
port communication between components, guaranteeing ubiquitous access to
the proposed controller and software tools to be developed within the project.
The development of smart metering devices has several issues that require atten-
tion: power consumption measuring, data transmission, privacy concerns, etc.

Axis 2: Big Data analytics for domestic energy consumption and smart planning.
When using nowadays electric systems, a lot of data is generated minute-by-
minute about the energy utilization on homes for powering domestic appliances.
This data contains useful information to be taken into account when planning
the energy utilization (by end users) and generation (by energy companies). In
spite of this, the information is seldom used in an integrated methodology for
energy optimization in city-scale scenarios. This axis focus on developing inte-
grated methodologies and techniques for extracting useful information from the
raw energy consumption data, to be used in smart energy management and
optimization in urban scenarios. Because of the environmental and structural
challenges in the countries covered by this project, the main focus is on energy
utilization, estimation of the economic cost, and maintaining of a good accep-
tance and quality of service from the user perspective. Hence, this means that
the user will not be forced to perform drastic changes in his daily routine but
will be guided with the plans towards a more rational and comfortable usage of
electricity. Also, the feedback from users consumption may help identifying situ-
ations and usages that can be improved, favoring both the utilization of electrical
energy and a better life quality. Finally, data visualization both in the frontend
(e.g., a smartphone application for the user) and at the backend (a dashboard
with the production and consumption charts, consumption estimation, planning
schedules, etc.) is also part of our objectives. All these developments will be
backed with techniques from Big Data processing, computational intelligence,
and cloud computing, in order to guarantee the scalability of the system.

Axis 3: Tools and algorithms for electrical network simulation. Next generation
advanced power networks, the so called smart-grids, will have distinctive charac-
teristics: they will be composed by a power network similar to the present ones
with the addition of a communication network. One defining characteristic of
smart grids is that both power and information flow in both senses, from and to
the consumers, who will take a more active role. In this context, with an increas-
ing number of devices, effective data communication strategies are needed. Some
devices can communicate directly to the home user gateway and to the Internet,
but many of them cannot [10]. Thus, ad-hoc networks must be established [11].
In addition, modeling real world scenarios for estimating the energy demands for
a whole national power system or in big cities like Montevideo or Buenos Aires
is not an easy task. The phenomena occurring in both networks working in a
coupled manner, characterized by a wide range of time scales, and the level of
description needed to get a detailed representation preclude the use of common
simulation tools presently used by the industry. The goal of this axis is to build
a unified computational framework to simulate smart grids with the capability
of analyze a national-wide power network under typical situations of interest



CC-SEM Project 121

for the different actors of the power sector: generators, carriers, utilities, con-
sumers, planners, developers, decision-makers, etc. Future smart grids will also
characterize for an increasing share of intermittent renewable energy generation
(mainly wind and photo-voltaic) which are dependent on the weather. Linking
numerical climate modeling with load and generation models will create a novel
predictive capacity, not available in nowadays simulation tools. Models relating
weather and network loads and generation will be obtained from the studies
in the other research axis previously stated. The model testing and validation
will be done jointly with the partnering facility operators (i.e., ADEERA in
Argentina and ADME in Uruguay) by identifying the key situations to be sim-
ulated. This axis ultimately proposes integrating all the previous information
and tools and build a large computing facility to ease the execution of large
simulations.

4 Preliminary Results

This section reports partial results obtained in the main activities of the project.

4.1 Low Cost Energy Consumption Monitor and Controller

A prototype for smart metering system was designed and built according to
the general specification from our project. The proposed system integrates three
components: (i) a specific module and protocol (Energy EFficiency, EFEN),
which allows defining/storing user actions and preferences, and compute plan-
nings; (ii) the monitor/controller itself, and an interface for communication with
the home controllers, based on Khimo framework. These components are imple-
mented in independent modules that allow monitoring, operating, and control-
ling home devices according to specific rules.

EFEN is meant to define home devices, store power consumption data, pro-
vide and interface for device control, and also compute ad-hoc planning taking
into account user preferences. In EFEN, electric devices are grouped in homes,
but larger aggregations are also supported: homes can be grouped in buildings
and buildings can be grouped in neighborhoods. This categorization allows per-
forming energy planning at different levels, according to the preferences of single
users/community users, and/or the needs of electric companies.

EFEN also provides an Application Programming Interface (API) meant to
implement the integration of computational intelligence algorithms for big data
analysis/pattern recognition and energy planning, to be designed in WP 4. EFEN
also includes a feasibility check for defined agendas, a tool to simulate historical
power consumption time series (useful for verification purposes), energy and cost
evaluation, and user satisfaction estimation algorithms.

The controller is based on a Single Board Computer (raspberry Pi, providing
a flexible and portable solution) that controls other two modules: (i) a power
meter STPM01/10, integrated using the steval-ipe016v1 board, which performs
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the measurements using the SPI protocol, and (ii) a relay for power supply con-
trol. The controller communicates with the central system (Khimo) via Internet.
The system is controlled by the Khimo module, which allows performing com-
munications via the IoT paradigm [12] to guarantee ubiquitous access (every-
where, everytime), and using multiple communication devices (e.g., smartphones,
tablets, web interfaces, etc.). Khimo allows remote monitoring and controlling
of several devices in real time.

A specific protocol (EFEN PROTO) was developed to guarantee efficiency
in the communications between Khimo and EFEN, and also to enable different
functionalities for device control. Using a bidirectional communication channel,
enabling event subscription, and avoiding intermittent queries (i.e., polling) to
each controlled device, EFEN PROTO provides efficiency for gathering power
consumption and other information from devices, and also to define actions
to perform regarding the state of home appliances. Action grouping is applied
to deliver messages of the same type. By grouping home appliances according
to the actions to perform over them, EFEN PROTO avoids redundancy, thus
improving the communication efficiency.

A greedy algorithm was proposed as a first step to design computational
intelligence methods for home energy planning. The greedy algorithm focuses
on minimizing power consumption and maximizing user satisfaction, by taking
local decisions to build a global agenda and considering the maximum power
available is a hard restriction.

The main details about the design of the controller were published in [13]
and the application of IoT-based information for designing simple heuristics for
smart home energy planning were described in [14]. Further details can be found
in the website https://www.fing.edu.uy/inco/grupos/cecal/hpc/EFEHO.

4.2 Characterization of Domestic Energy Consumption

The massive expansion of smart meters created the opportunity to gather cos-
tumers data and use big data algorithms to extracting useful information to be
used by machine learning and planning tools.

On the literature we mostly found methodologies to estimate the electric
load at the system level. Indeed [15,16], the electrical consumption at the sys-
tem scale often follows seasonal variations at macro and micro scale (seasons,
weekdays, hour of the day), and the aggregation of several customers profile
produces a smooth profile with consistent patterns that favor the forecasting
accuracy. Unlike the system-level load, the individual residential consumption
depends on the daily routine and users lifestyle but also on other elements that
are harder to predict. For instance, while it is easy to forecast the consumption
of a programmable water heater, it is much harder to estimate the consump-
tion of other devices that may be activated alone or at the same time (does one
always turn on the oven and the dishwasher at the same time?). Some exter-
nal elements such as the air temperature and the external weather can help to
improve the predictions, but they also have a limited impact and correlation,

https://www.fing.edu.uy/inco/grupos/cecal/hpc/EFEHO
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Fig. 1. Example of individual consumption classified by day of the week (a) or by time
of the day (b)

depending on the residential characteristics (solar exposure, gas or electric heat-
ing), the thermal inertia of the buildings and the psychological resiliency of the
inhabitants.

Due to the objectives of our project, our goal is less to predict the exact
consumption for each user but rather to identify potential peaks that, combined
with the consumption from other users, may lead to disturbances in the local
distribution grid (in a building or in the neighborhood). Hence, we try to predict
situations that may stress the grid and trigger passive (warning the users) or
active (automatic shutdown of devices) measures to avoid the overload.

Several datasets for energy disaggregation can be found on the literature1. We
chose to start by analyzing the Individual household electric power consumption
dataset from Hebrail and Berard [17] as this dataset covers more than three years
of consumption of a house located at the south of Paris, France. It presents the
overall consumption and the detail of specific sets of devices, with a resolution
of one minute between measures. Furthermore, weather data for that location
can be easily obtained from MeteoFrance2.

Our first analysis involved the attempt to extract consumption patterns, like
for example the profile for each weekday or for parts of the day (dawn, morning,
afternoon, night), which are reputed to present similar behaviors. Neither of the
categories we tested leaded to conclusive results, as illustrated in Fig. 1. Indeed,

1 http://wiki.nilm.eu/datasets.html.
2 https://donneespubliques.meteofrance.fr/?fond=produit&id produit=90&id

rubrique=32.

http://wiki.nilm.eu/datasets.html
https://donneespubliques.meteofrance.fr/?fond=produit&id_produit=90&id_rubrique=32
https://donneespubliques.meteofrance.fr/?fond=produit&id_produit=90&id_rubrique=32
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we see that two different days/periods have different consumptions profiles even
if they belong to the same categories, making it hard to forecast the residential
consumption. We also tried to correlate the consumption with the local weather,
but the residence from this dataset seems to rely on other energy sources for
heating and cooking (gas or oil), so the electrical consumption profile was driven
mostly by less powerful devices that depend a lot on the users habits. While a few
patterns pointed by Hong [18] could be extracted, they have small importance
in the overall consumption and don’t help forecasting.

As specific seasonal patterns could not help the prediction of the residential
consumption, our next approach was to use deep learning techniques such as
Long-Short Term Memory (LSTM). LSTM is a type of recurrent neural network
designed for sequence problems such as time-series analysis and forecast. In our
specific case, we aimed at training the model to predict the consumption of the
residence based on a sequence of previous measurements. Therefore, using the
previous dataset, we constructed a simple LSTM network using the Keras library
and a non-negative output constraint. Using 30% of the dataset as a training set
(what roughly corresponds to a year of measures), we obtain good predictions
on the remainder of the dataset (RMSE=35), as illustrated in Fig. 2. At this
point of our work, we didn’t tried to optimize the parameters or develop more
elaborated LSTM networks.

Fig. 2. Sample of LSTM forecast for the reference dataset

One inconvenient of applying deep learning techniques to the consumption of
each residential user is that we need sufficient data to train the model. Indeed,
a good training requires at least a few months of readings, which would delay
the start of operations for new costumers. As a consequence, we decided to cir-
cumvent this drawback by applying an existing model (from another residence)
and verifying its effectiveness.

Therefore, we applied the LSTM model trained with the previous dataset
over an independent dataset, obtained from a real user through the Linky smart
meter [5]. Contrarily to the reference dataset, this second residence fully relies
on electricity for heating and cooking, which can raises different consumption
profiles. Three different intervals were compared as input history for the LSTM
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model: 1 day, 1 week and 4 weeks (roughly a month), as illustrated in Fig. 3.
Forecasts using only 24 h of history tend towards the “persistence” of the pre-
vious state, evidencing the lack of data. Forecasts with a month of history are
better but tend to smooth the consumption and raise the expectation for the
lower values. Finally, the forecasts made with a week of history seem to offer the
better trade-off between accuracy and the history length.

Fig. 3. LSTM forecasts with different history lengths: (a) 1 day, (b) 1 week and
(c) 1 month.

While prediction errors still occur (mostly “false positive” forecasts, like for
example on the mark 1–20 on the samples), these estimations are good enough to
help a recommendation system or to help detecting potential overloads (summing
up the expected consumption from several residences). As expected, the RMSE is
quite important (300 or more) but at least we have a baseline model that can be
quickly deployed. As soon as a sufficient number of measurements is collected,
individual models can be created by incrementally training the model. Also,
specific parameter optimizations can be performed to improve the accuracy.

The scalability and portability of the developed solution can be ensured by
relying on basic ETL (Extraction, Transformation, Load) using MapReduce,
while more advanced operations can be conducted with high-level tools (e.g.,
Pig or Apache Spark and Tensorflow/Keras). Storage and access to the data can
be made using NoSQL databases, which are especially adapted to store data
series from sensors and other data sources (e.g., power generation, historical
consumption charts, weather forecast) [19].
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4.3 Renewable Energy Generation Forecast

Although there are some options to produce energy from wind and other sources,
photovoltaic (PV) systems are the more likely way to generate renewable energy
in an urban setting in a massive scale. The challenges for adopting higher shares
of this type of energy are posed by its intermittence, inherited from solar radi-
ation dependency on local climatology, mainly the cloud cover. In order to be
able to forecast PV generation for a particular system in a specific location, both
consideration about the resource and the system should be taken. To this end,
in this project we combined the WRF3 model with a PV modeling library called
pvlib-python [20,21]. The pvlib-python library comes with some functions to
retrieve weather forecast data from some particular web services, thus through
minimal modifications it was adapted to read data produced by our installation
of the WRF model.

Fig. 4. Example output of the pipeline of PV generation forecast for two sample days
with different solar resource characteristics.

In this setting, the pipeline to get generation data from weather prediction
models for a particular PV system is as follow:

1. WRF provides forecast for irradiances: global horizontal (ghi), diffuse hori-
zontal (dhi), and direct normal (dni); and other variables which affect the
PV system working condition like temperature and wind speed (see Fig. 4a).

3 https://www.mmm.ucar.edu/weather-research-and-forecasting-model.

https://www.mmm.ucar.edu/weather-research-and-forecasting-model
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2. Irradiance data is processed through pvlib-python to obtain irradiance
components projected on the PV modules plane-of-array (POA): global
(poa global), direct (poa direct), and diffuse (poa diffuse) (see Fig. 4b).

3. Considering the configuration (number of series and parallel connected) and
model of PV modules, the pvlib-python is used to forecast the DC power
production (Fig. 4c shows the individual generation of each module).

4. Regarding the information about the PV inverter of the system, the AC power
is forecasted (Fig. 4d shows the aggregated system AC power).

The proposed methodology allows forecasting the generation of individual PV
systems. Although Fig. 4 shows data in an hourly base for convenience, more
frequent sampling can be obtained as the actual model time step is much smaller,
allowing to capture the dynamics of the possible generation. For modeling mul-
tiple systems assigned to the same WRF grid point, for which no difference will
be detected in the radiation forecast, equivalent systems could be defined. At the
moment, development efforts are focused on model calibration and validation.
Several configuration and submodel options could be chosen and a systematic
error quantification study is under way.

4.4 NB-IoT in Smart Cities: Optimizing Bandwidth Usage

To assess the state of smart cities [22], smart sensors are deployed to monitor
the grid, those devices inform magnitudes that can be used to derive infor-
mation about the whole urban scenario. Thus, the supporting communication
network plays a fundamental role to ensure collecting state information. While
wired networks entail high economic costs, wireless networks are positioned as
a competitive alternative [23]. In particular, the exponential growth of cellular
wireless networks establish a powerful infrastructure for the new communication
technologies. In recent years, a narrow band radio technology (<200 kHz) has
been developed: Narrow Band Internet of the Things (NB-IoT) [24]. It is designed
to satisfy requirements of low-bitrate applications, with special emphasis in cov-
erage enhancement, ultra-low power consumption and massive terminal access.
Another characteristic of this technology is non-latency-sensitivity, despite this,
high channel occupation scenarios occur, thus, increasing latency levels over tol-
erable thresholds (up to 10 s). These scenarios generate a negative impact in user
equipment such as smart alarms, where successful message deliver is a must. A
proper distribution of radio resources offer a useful tool to overcome this chal-
lenge. Here we present preliminary results of an NB-IoT priority-based uplink
scheduling algorithm, with the goal of mitigating latency issues over prioritized
smart devices.

In an NB-IoT communication cell, during the uplink process, the base station
(BS) determines the modulation and coding scheme (MCS), and the number of
repetitions (NR) that will be used for the user equipment (UE), i.e. the smart
device. These parameters determine the number of resource units (RUs) of the
encoded transmission block that has to be send, as well as they determine the
block error rate (BLER). Thus, the BS can adjust the number of block losses of
each device, with a correlated RU cost.



128 E. Luján et al.

In our general proposal, framed in uplink unacknowledged transmission sce-
narios, the BS schedules priority devices first, but with one important addition:
the definition of different tolerable block error rates (BLERtol) to each device
according to its priority. In extreme coverage scenarios, zero BLERtol can not
be guaranteed to every device, hence we reserve this value for maximum pri-
ority devices. Surely, low BLERtol has associated an RU cost drawback, but in
exchange it ensures message successful arriving.

BS actual algorithms conform proprietary software of each manufacturer,
however there are currently methods available in literature [25]. In this prelimi-
nary development stage, we propose an straightforward BS strategy Algorithm 1
for calculating (MCS,NR) tuple, based on mentioned previous work. Successive
iterations approximate BLER to BLERtol. This algorithm allows to estimate the
RU cost associated to a particular BLERtol, which is a fundamental piece of the
general scheduler.

Currently there are no FLOSS software tools for running and testing this
kind of algorithms. To accomplish this task, we developed a reduced NB-IoT
uplink simulator which depicts the uplink iterative sub-process, where the BS
determines the MCS and NR and sends this information to the smart device.

1: repeat
2: Estimate BLER
3: if BLER > BLERtol then
4: if MCS > MCSmin then
5: MCS ← MCS − 1
6: else if NR < NRmax then
7: NR ← NR ∗ 2
8: else if then
9: Bad channel quality.
10: Target BLER can’t be achieved.
11: end if
12: else if BLER < BLERtol then
13: if MCS < MCSmax then
14: MCS ← MCS + 1
15: else if NR > NRmin then
16: NR ← NR/2
17: else if then
18: Good channel quality.
19: RU consumption can’t be decreased.
20: end if
21: else if then
22: BLER is in range.
23: end if
24: until BLER = BLERtol {re-scheduling is not needed}

Algorithm 1. MCS-NR

Figure 5 reports preliminary results. The experiment consists in 500 realiza-
tions of a UE transmitting to the BS 20 blocks of 256 bits, i.e, the magnitude
of a possible alarm message. The RU cost of possible target BLERtol was esti-
mated considering three characteristic coverage scenarios, represented by differ-
ent signal-to-noise (SNR) values: –16, –7 and 2 dB.

Figure 5 also shows a reasonable trade-off between radio resource consump-
tion, associated with transmission costs: bandwidth, latency and channels occu-
pancy; and block losses, associated with BLER. Obtained results points out that
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Fig. 5. Estimated RU cost for each target BLER.

an adequate BLER threshold is between 0 and 0.1 (0 and 10% of block losses),
which is the transition with highest RU gradient.

It is expected that the outcome of the whole scheduling strategy be relevant
in the design and implementation of future BS software, mitigating transmission
cost issues over prioritized smart devices, improving communication quality.

5 Conclusions and Future Work

This article presented an overall description of the CC-SEM project in con-
junction with preliminary results. In this project it is proposed to build an inte-
grated platform for smart monitoring, controlling, and planning energy consump-
tion and generation in urban scenarios. In particular three main activities were
specified.

Regarding axis 1, where the defined goal was to automatically manage energy
for home devices, main contribution consisted in the development of a low cost
IoT device capable of monitoring, operating, and controlling home appliances
according to predefined rules.

With respect to axis 2, in which it was proposed to utilize Big Data tech-
niques for analyzing domestic energy consumption and smart planning; the con-
tribution was based on the analysis of domestic consumption patterns to help
predicting home consumption through a sequence of previous measurements.
The obtained estimations were good enough to help a recommendation system
or to help detecting potential network overloads.

In the last activity, axis 3, the objective was to simulate an electrical network
(which includes three stages: generation, transmission and distribution) with the
addition of a communication network. Following two main contributions were
presented: on the one hand, a new methodology to forecast the generation of
individual PV systems was proposed. A WRF model was combined with a PV
modeling library called pvlib-python. This approach results of utterly impor-
tance due to PV systems represent a major technology for massive renewable
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energy generation within urban scenarios. On the other hand, a last contribu-
tion was focused in telecommunication technologies associated with smart cities
to support the increasing need of data transference. Preliminary results of an
NB-IoT priority-based uplink scheduling algorithm were reported, with the goal
of mitigating latency issues over prioritized smart devices, such as smart alarms,
where successful message deliver is necessary.

The main lines for current and future work include performing a deep anal-
ysis of home consumption patterns to better characterize specific behaviors of
citizens regarding other data sources, including socio-economic, weather, and
neighborhood-related data. The project will also continue to explore IoT devel-
opment with new sensor technology and advance in establishing a program of
controlled scaled domestic measurements. Finally, regarding smart grid, new
communications standards will be analyzed and their impact on protocols and
infrastructure will be analyzed focusing on creating a new communication layer
on top of electric network.
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Abstract. Whether due to economic pressure or environmental con-
cerns, the penetration rate of renewable energies has been increasing
over recent years. Uruguay is a leader country in the usage of renewable
energies, getting 98% of its electricity from such sources. Its lack of fossil
energy resources has historically pushed this country to rely on hydro-
energy. Recently, in a scenario where most natural hydro-resources have
been deployed, Uruguay has moved to non-conventional renewable ener-
gies, to biomass and wind power mostly, although nowadays solar sources
are rapidly increasing. As clean and financially stable as they are, non-
conventional energies have weaknesses. Unlike thermic and most hydro-
sources, wind and solar energies are not controllable, are intermittent
and uncertain some hours ahead, complicating the short-term operation
and maintenance of electrical systems. This work explores how to use
smart-grids capabilities to adjust electricity demand as a natural hedge
against novel short-position risks in the Uruguayan electricity market.

Keywords: Renewable energies · Smart-grids ·
Short-term power dispatch scheduling · Combinatorial optimization

1 Introduction

The absence of fossil energy sources, such as oil, coal or gas, spurred decades
ago to Uruguayan authorities to invest in hydroelectric dams as its main source
of electricity. Unlike fossil resources, the country accounted important hydraulic
assets. Hence, Uruguay historically figured among top countries regarding the
percentage of electricity coming from renewable sources. The national electric
power matrix was complemented with conventional oil-fired thermal generation
plants. Later on, the interconnection with its border neighbors (Argentina and
Brazil) supplied and additional level of resilience and robustness to the system.
As demand grew, the frequency at which thermal generation plants were used
increased as well, so did the energy costs. Similar conditions were taking place
in Argentina and Brazil, so importing electricity was as expensive as importing
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oil to keep thermal plants running. By 2007, the situation became critical and
the national authorities started a process of diversification of the power sources,
which aimed on biomass and wind power at early stages. Today, Uruguay is a
world leader in the usage of renewable energies, serving 98% of its own demand
of electricity from renewable sources (see [8]).

Table 1. Installed power plant by type of energy source [ADME: 2017]

Energy by
type of source

Number
of units

Installed
power plant
(MW)

Relative
subtotal

Produced
energy total
2017 (GWh)

Relative
subtotal

Biomass 12 200 4.4% 900 7.1%

Wind-power 37 1.437 31.5% 4.400 34.9%

Solar 17 230 5% 200 1.6%

Hydroelectric 4 1.534 33.7% 6.200 49.2%

Combined Cycle 1 550 12.1% 100 0.9%

Other Thermal Units 4 604 13.3% 800 6.3%

Table 1 presents the main details regarding the Uruguayan power plant by
late 2017. The source is ADME (Administración Del Mercado Eléctrico) and it
is available at http://adme.com.uy. The extremely low dependence upon fossil
energies isolates the Uruguayan electricity market from commodities volatility.
On the other hand, and as it counts in Table 1, over one third of the total energy
consumed comes from wind-power, which is highly volatile in the short-term.
Variable renewable energies (VRE) have a negative impact in the operation costs
of the system. Real-world examples (UK and Germany) of such problems are
described in [2]. Managing the electric grid of a country is a challenging task that
must be carried out carefully and optimally. In order to accomplish that, multiple
problems are to be solved, spanning different scales of time and components.
Main objects are: generating plants, the transmission and distribution networks.
Long-term planning usually applies to assess the return of investments over those
objects along many years ahead. Medium-term planning usually refers to the
valuation of intangible resources, such as the height of the lake in an electric
dam accounted as an economic asset. Short-term planning consists in crafting
optimal dispatch schedules some days ahead, in order to efficiently coordinate the
usage of available resources. Beyond that time scale, there are almost real-time
models to keep the physical variables of the system (e.g. frequency, active and
reactive power) under control. This work aims on the short-term power dispatch
of the grid, whose results set the prices of energy in the electricity market. Due to
its short scale of time (a few days ahead), such models can assume many sources
of uncertainty as deterministic. For instance, oil prices can be considered as fixed
along some days to follow, and although sudden/unexpected rains could arise,
they hardly change the level of water reservoirs to a significant point.

http://adme.com.uy
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The former premisses are actually quite realistic when applied to conventional
and some non-conventional energy sources (e.g. biomass). Regarding wind and
solar power however, those hypotheses become erroneous. The intrinsic stochas-
tic nature of wind and solar power turns out the short-term dispatch of the
grid into a much harder challenge, which is object of academic and industrial
interest (see [3,6]). In its economical dimension that volatility indicates that
wind-energy constitutes a risk position. Under steady conditions (energy prices,
weather conditions, date of a year) demand is highly predictable, so given a
particular date of the year and an accurate weather forecast, the demand over
the grid is among those variables that could be considered as known. This is
due to low deviations associated with a large number of users under a station-
ary behaviour. As a consequence, legacy short-term optimal schedules models
are deterministic, or deal with narrow variance in the variables. In addition,
traditional instruments to modulate demand with economic measures go by
setting different prices between hours on a day, intending to move a fraction
of energy consumption from the demand’s peak hour towards demand valleys
(night-valley filling). Such instruments are based on the premisse that energy is
scarce, while the truth is that non-conventional energies, especially wind-power,
can be either lower or higher than forecasted. Smart-grid technologies are a cor-
nerstone for Smart-cities paradigm. Smart-grids allow to coordinate important
portions of the demand, which could now be directed in opposite direction to
wind-power variations and accounted as a hedge instruments against generation
risks (demand response). There are many ways to get benefits from demand con-
trol. For instance, works [4,5,7] are inspired in a free-market environment, with
a kind of underlying stock exchange where energy offers are traded. Sometimes
this is not possible due to regulatory or scalability issues. Besides, wind and solar
power fluctuate so rapidly, that implementing classical financial contracts (e.g.
forwards or swaps) is not always optimal, even a-day-ahead. Using batteries is
another instrument to compensate power variations in the offer with demands.
This document explores the benefits of using smart-grid technologies and res-
idential energy storage, to coordinate part of the residential demand with the
uncertain offer of energy in the system. The application case is based on the
particulars of the Uruguayan market, where only large-scale energy consumers
are allowed to trade in the electricity market, while residential users only can get
electricity from the state-owned company. In this wholesale electricity market,
the price is not set by pairing bids and offers. Instead, their production parame-
ters of generators (e.g. minimum and maximum power, fixed and variable costs)
are public, and up from them, the authorities that operate the system dictate
when and how much energy is going to be produced by each unit. Production
decisions are driven by a short-term reference optimization model, whose objec-
tive function aims on minimizing the total cost of generation. Such premisses are
ideal for the approach presented in this work, which is stated from a short-term
point of view optimization. These results show how the existence of smart-grid
technologies allow to improve the efficiency of the system, not the return of the
investments necessary to achieve such smart-grid grade. Problem instances are
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based on real data of the Uruguayan market, chosen to be representative of dif-
ferent scenarios. The remaining of this document is organized as follows: Sect. 2
shows the shot-term volatility of wind power and the techniques used to master
it; Sect. 3 describes the main characteristics of the optimization models used to
estimate the benefits of counting with smart-grid technologies; Sect. 4 presents
the set of test scenarios used as instances of the previous models; while Sect. 5
summarizes the main conclusions of this work and lines of future work.

2 Dealing with Wind Power Uncertainty

This section shows how variable wind-power is, when described as a stochastic
process, and it briefly presents some of the techniques used to likely fence its
realizations. The historical of wind-power data in Uruguay has a few years, and
along this period the installed power plant was firmly growing, so instead of
expressing power in term of MW we use the Plant Load Factor (PLF), which
corresponds to the actual power generated at each time, divided by the sum of
the installed power capacity of each wind turbine in the system at each moment.
So, 0 ≤ PLF ≤ 1 for each hour. Hence, information is normalized, and we can
disregard of changes in the installed capacity during the period of analysis.

time window (days)
50 100 150

da
ily

 to
ta

l P
LF

 [0
-2

4]

6

7

8

9

10

11

12

13
Average daily energy (summer)

time window (days)
50 100 150

|r
ea

lti
ve

 d
ev

ia
tio

n|

0

0.1

0.2

0.3

0.4

0.5

0.6
Relative deviation from seasonal mean

Fig. 1. Time window average for daily wind energy on summer days

Figure 1 shows the daily cumulated PLF (the sum of hour PLFs, which then
ranges from 0 to 24) along two consecutive years of summer days. We have
selected days of one season to avoid deviations coming from seasonal behaviour.
The figure shows how after a week or two the process goes inside the 10% error
band, respect to the expected value for that season.

Therefore, wind-power is fairly regular when used in medium-term planning.
For shorter periods of the time, the situation is quite the opposite. The leftmost
of Fig. 2 sketches the distribution of daily cumulated PLFs, while the right-
most part plots actual daily realizations of the process (blue curves) along one
and a half years and the average PLF at each hour (black asterisks). Comple-
mentarily, there are approaches for short-term wind power forecasting based on
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Fig. 2. Histogram of daily wind energy samples [leftmost] and 30% most atypical real-
izations for Uruguayan wind-power [rightmost] (Color figure online)

numerical simulations of atmosphere’s wind flows. For a day ahead period, or
even larger time windows, numerical simulations are usually more accurate than
purely statistical models. Figure 3 presents 72 h ahead forecasts (blue curves) and
actual power series (red curve) for two samples within the actual data-set. These
and other historical series are available at: http://www.ute.com.uy/SgePublico/
ConsPrevGeneracioEolica.aspx.

time horizon (hours)
10 20 30 40 50 60 70

P
la

nt
 L

oa
d 

F
ac

to
r 

(P
LF

)

0

0.2

0.4

0.6

0.8

1
Forecast vs real-power on 23-feb-17

time horizon (hours)
10 20 30 40 50 60 70

P
la

nt
 L

oa
d 

F
ac

to
r 

(P
LF

)

0

0.2

0.4

0.6

0.8

1
Forecast vs real-power on 11-aug-16

Fig. 3. Examples of 72 h forecasts (blue) and the actual power registered (red) (Color
figure online)

Although numerical simulations perform better than purely statistical meth-
ods to follow the process whereabouts at early stages, they are far from being
trustworthy in what respects to the construction of likely scenarios at larger
times. On the rightmost of Fig. 3 there is an example where the difference of
energy between forecast and actual processes (i.e. the grey area), accounts 57%
of the average PLF for the period.

Besides assessing potential savings coming from using smart-grids, this work
benchmarks the performance of deterministic and stochastic optimization mod-
els over the same test scenarios. Therefore, confidence bands were used to fence

http://www.ute.com.uy/SgePublico/ConsPrevGeneracioEolica.aspx
http://www.ute.com.uy/SgePublico/ConsPrevGeneracioEolica.aspx
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Fig. 4. A confidence band (grey) crafted after forecast and the actual process (red)
(Color figure online)

wind-power process with a high degree of certainty. Those bands were crafted
up from the combination of three independent sets of forecasts and the corre-
spondent actual power series. As an example, Fig. 4 shows the confidence band
for a particular day within the test-set. Bands were calibrated seeking for the
average off-band energy (i.e. green areas in the figure) to be below 10% of the
average PLF. Besides, bands are adjusted so less than 10% of the days violate
the previous condition. The calibration whose average band width is minimal
while fulfills the previous conditions, has an average width deviation respect to
the centroid (i.e. blue curve) slightly above 10% of the average energy demand
(the fact this final figure replicates the previous is just a coincide). The details
of the technique used to craft these bands are documented in [9].

3 Optimal Short-Term Optimization Model

This section describes the main entities of the Uruguayan electricity market and
examples about how some of them are modeled, and how their instances are
combined into a single optimization model.

Over the upmost part of Fig. 5 is represented the power offer of the system.
Renewable (green) energies comprise: wind and solar power (non-cumulative
renewable/NCR), Hydroelectricity (HYD) and the Biomass, whose units are
basically thermal generation plants (TER). The installed power plant is com-
pleted with fossil thermal generation units. Upon the rightmost-bottom of Fig. 5
non-manageable demands are represented. They are typically associated (though
not limited) to some residential appliances. Such inelastic appliances (IAP) are
considered hourly predictable demands over the time horizon to optimize, which
is 72 h ahead in this work (i.e. the time horizon of wind-power forecasts). In other
words, inelastic appliances impose a power requirement to the system. Variants
of the basic model introduce: elastic applications (EAP) or active applications
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Fig. 5. Entities of the wholesale electricity market

(AAP). Elastic applications are those where requirements are better expressed
in terms of energy rather than power. A fraction of what they need could be
expressed as a power constraint, but the idea is that substantial portions of
the required energy within certain time windows could be either deferred or
advanced into that window. Finally, in addition to being elastic, active applica-
tions can return power to the network when necessary. In all the models explored
in this work, elastic and active applications are at the service of the system (i.e.
social-welfare). We assume they can be remotely controlled, so as long as basic
power requirements are fulfilled, the gaps of energy to complete those demands
constitute control variables just as those of the installed power plant, and they
are also used to get the most of the optimization.

3.1 Thermal Units

Each entity has a reference mixed-integer optimization sub-model or block. All
these blocks combined and instantiated for a particular data-set define the whole
optimization problem for that instance and variant. For example, Eq. 1 is the
framework to model simple thermal plants, labeled as Other Thermal Units in
Table 1.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
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t ,w

g
t
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∑
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wg
t + α

∑
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yg
t

mGT · xg
t ≤ wg

t , t ∈ T (i)
wg

t ≤ MGT · xg
t , t ∈ T (ii)

yg
t ≥ xg

t − xg
t−1, t ∈ T (iii)

2xg
t − 2xg

t+1 + xg
t+2 + xg

t+3 ≥ 0, t = 1, . . . , Tm − 3 (iv)
2xg

t − 2xg
t+1 + xg

t+2 + xg
t+3 ≤ 2, t = 1, . . . , Tm − 3 (v)

xg
t , y

g
t ∈ {0, 1}

(1)

Boolean variables xg
t indicate whether the unit g is active or not at the time

moment t. The period of activation of a small thermal unit is bellow 10 min, so
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it can be considered instantaneous for a time slot of one hour. Whenever active
(xg

t = 1) the power generated by each unit must be between technical minimum
(mGT ) and maximum (MGT ) values. This is imposed with constraints (i) and
(ii). Boolean variables yg

t identify the instants of time t at which a unit g is acti-
vated, which is forced by constraint (iii). The terms in the objective function
respectively correspond to: the hourly fixed cost of operation when the unit is
active; the variable cost incurred by the level of power generated; and the opera-
tional costs incurred in by activating the unit, i.e., fuel expenditures for warming
up the unit plus a maintenance share per operation cycles. Besides of being costly
in terms of maintenance, the process of frequently activating thermal units is not
operationally friendly. Therefore, we added constraints to guarantee that once
started, a unit should be active (for instance) at least 3 h (constraints (iv)), and
also to force it to be inactive for at least 3 h after stopped (constraints (v)). The
last sets of constraints should be complemented with boundary constraints when
the initial or final activity states are inherited as part of the instance. Table 2
shows a possible set of parameters for those simple thermal units, for a particular
oil price during 2016. We could not find public data to valuate parameters α.

Table 2. Parameters for simple thermal units

Name of each
thermal unit

Number of power
subunits

Power min (MW) max a USD b USD
MWh

Central Batlle (Motores) 6 6 60 0 82

Punta del Tigre: 1 to 6 6 90 288 7423 86

Punta del Tigre: 7 and 8 2 0.6 48 1619 88

Central Térmica Respaldo 2 40 208 6819 103

Unlike simple thermal units, the Combined Cycle Plant (or CCC) has slow
time commitments, of around four hours till full operation, so its start-up details
should be integrated into the model. To model such type of unit we used four
types of variables and over twenty types of constraints. Elaborating into those
details would deviate the focus of this document, so they were intentionally left
outside of the scope. Reference parameters are: mGT = 58 MW, MGT = 550 MW,
a = 5240 USD (hourly fixed cost), b = 63 USD/MW (variable cost) and α =
5500 USD. Along the four hours it takes the CCC to attain its full operation,
the plant gradually increases the output power following a predetermine ramp.
During that ramp-up, the efficiency is lower, so b is 35% higher. Once in full
operation condition, the CCC should not be stopped until four hours later (i.e.
eight hours since started), and once stopped there should be a period of at least
6 h until start it up again. The CCC is the most efficient among the thermal
units. However, it is not always chosen by the optimization process because of
its complex commitment times, which sometimes does not fit system needs.



140 C. Risso

3.2 Hydroelectric

A third of the installed power plant and a half of the energy produced in
Uruguay still come from hydroelectricity. Hydroelectric dams are geographically
distributed over the mid-north of the country, as sketched in Fig. 6. Three of
them are in tandem over an internal river (Ŕıo Negro), while the fourth, placed
over the Uruguay River, is a binational joint project with Argentina. The main
state variable of a hydroelectric dam is the volume of water in its storage lake.
That volume determines the head (i.e., the height difference between the sur-
face of the reservoir and the turbines). Control variables regard with how much
water flows through the turbines, and how much is spilled. The higher the head,
the most energy obtained by volume of water turbinated. Actually, this also
depends on the level the river after the dam, which in Uruguayan low steep river
courses is highly dependent on the total flow itself (i.e. turbinated and spilled),
so the production function is far from being linear. Natural influxes into the
reservoir increase the volume of water in it, while turbinated water decreases it.
Intuition suggests that production efficiency passes by keeping the head as high
as possible, while waters flow turbines downwards. However, whenever the head
surpasses a security threshold, water must be spilled. Spilling not only wastes the
resource, but, as mentioned before, increases the level downstream, what reduces
the efficiency for the fraction of water really passing through the turbines.

Table 3. Parameters of the hydroelectric Uruguayan power plants

Hydroelectric
power plant

Power Empty Influxes

Rincón del Bonete 148MW 20 weeks Ŕıo Negro

Baygorria 108MW 1 day Bonete’s outflux 6 h earlier

Palmar 333MW 2 weeks Yı́ river and Baygorria 10 h earlier

Salto Grande 1/2 1890MW 2 weeks Uruguay river

As it counts in Table 3 and can be observed in Fig. 6, the sequence of dams
over the Ŕıo Negro binds influxes of some dams with the outflux of the previous.

Table 3 also shows the emptying time when the unit is used at its maximum
power. Within an optimization horizon of three days, control decisions hardly
affect the efficiency (head or spilling) in Bonete, Palmar or Salto. Baygorria on
the other hand must be finely tuned.
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Fig. 6. Geographical distribution of hydroelectric dams in Uruguay

3.3 Storage Batteries

Units of energy storage are modeled without an objective function, i.e., without
a direct profit. So they are at the service of the system.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

bt = b0 + δ
τ=t∑

τ=1

rc
τ −

τ=t∑

τ=1

rd
τ (i)

0 ≤ rc
t ≤ rc (ii)

0 ≤ rd
t ≤ rd (iii)

0 ≤ bt ≤ b (iv)

(2)

The state variable bt indicates the level of charge of the battery, i.e., the
energy cumulated in it at time t. Control variables rc

t and rd
t indicate how much

power is used at time t to respectively charge or discharge the battery. In the
first case the power is taken from the grid (as a demand), while in the second is
returned (as generation). There are upper limits for control and state variables.
The parameter δ<1 represents the inefficiency (loss of power) of charge/discharge
cycles. There are no storage units in the Uruguayan grid, so as a reference,
we used parameters as in a real-world project (“Neoen & Tesla Motors” in
Australia). They are: rc = 35 MW, rd = 100 MW, b = 140 MWh y δ = 0.9.

3.4 Demands

Demands are the entities that bind all sub-problems into one. When demands
are hourly determined, they form part of the data-set of the instance and are
integrated into problem as set of T constraints:

∑
g∈G wg

t ≥ dt, t ∈ T . Being
T the number of hours along which we are optimizing, dt the expected demand
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at the hour t, G the set of generation units and wg
t the power produced by the

unit g at time t (plus storage’s uncharging). In more general terms, consider an
application j in a set of applications J , and Aj a set of cj disjoint time intervals
Aj = {Aj

1, . . . , A
j
cj} proper of that application. Let Dj

p be the energy requirement
of the application j along the pth interval (1 ≤ p ≤ cj), and consider the control
variable zj

t , the power supplied by the grid to fulfill demand j at hour t. Besides,
let zj

t and zj
t respectively be the lower and upper power bounds. Expressed so,

an elastic demand is satisfied whenever constraints in Eq. 3 are satisfied.
⎧
⎪⎨

⎪⎩

∑

t∈Aj
p

zj
t ≥ Dj

p, 1 ≤ p ≤ cj , j ∈ J (i)

zj
t ≤ zj

t ≤ zj
t ∀t

(3)

The new power balance condition is
∑

g∈G wg
t ≥ ∑

j∈J zj
t , for every t ∈ T .

Observe that traditional (hourly fixed) demands can be easily expressed using
A = {1, · · · , T} and setting Dt = dt. In this document we derive two flavors from
this general model for demands. One of them is the traditional, where there is
only one kind of demand, whose hourly requirements are known. In the other,
we assume that 30% of the residential demand is elastic within each day. Almost
52% of the total energy in Uruguay is dispatched for residential use. So, power
demand is first disaggregated between residential (dR

t ) and large scale energy
consumers (dL

t ). Next, we set zt = 0.7dR
t + dL

t , zt = ∞, A = {A1, A2, A3} where
A1 = {1, . . . , 24}, A2 = {25, . . . , 48} and A3 = {49, . . . , 72}. Finally, we assign
D1 =

∑24
t=1 0.3dR

t , D2 =
∑48

t=25 0.3dR
t and D3 =

∑72
t=49 0.3dR

t .

4 Experimental Results

In addition to opening models by demand elasticity, we branch them by using
deterministic or stochastic versions of the problem. So the number of versions
totalizes four. Since solar power was incipient by the time this work was being
developed, we only consider uncertainties coming from wind-power. In every case,
confidence bands (see Fig. 4) are used to bound process realizations. Determinis-
tic versions assume the wind power will be as the centroid of the band (blue curve
in Fig. 4). Stochastic versions use the classic stochastic programming framework
(see [6]) with four stages. Time intervals (in hours) for each stage are: [1, 6],
[7, 24], [25, 48] and [49, 72]. Assuming a power assimilation preprocessing, fore-
casts are proven accurate during the first six hours (see [1]), so we can model
stage-1 as deterministic. For the rest of the stages, trajectories are built to explore
the confidence bands in order to reproduce different realizations. For stochas-
tic programming versions of the problems we used 27 trajectories. In summary,
for each representative scenario four versions of the problem are solved. They
are defined by combining “inelastic” or “elastic+inelastic” demands, in their
deterministic or stochastic versions. Historical data about actual dispatch is
not available (they are considered confidential by authorities). However, since
the historical information for the actual wind-power is available, we tested the
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convenience of the optimal schedule crafted, by comparing it with results of sim-
ulations of the real cost the system would have incurred in by using that plan
as a guide. We remark that no algorithm was developed to tackle down these
problem instances, since all of them were solved using a generic comercial MIP
optimizer: IBM(R) ILOG(R) CPLEX(R) Interactive Optimizer 12.6.3.0, on an
HP ProLiant DL385 G7 server with 24 AMD Opteron(tm) 6172 processors,
72 GB of DDR3 RAM and running CentOS 6.10 Linux operating system.

4.1 Problem Instances

Instances were defined up from scenarios particularly interesting to analyze sen-
sibility against some key aspect the problem. Due to the importance of hydro-
electric energy for the country, the availability of hydraulic resources is one the
dimensions to explore. We defined five hydro-scenarios to test, they are as fol-
lows. HB1 is the historically typical scenario, with a good head of water in the
reservoirs and high expectations of new influxes the next weeks to come. SH1
assumes a drought condition, with medium resources in the reservoirs and poor
expectations about the new influxes. SH2 is a worse drought condition than in
SH1, since now the head level in reservoirs is critical. EHT1 is an intermedi-
ate situation to HB1 and SH1. Resources are good but important new influxes
are unlikely, so the valuation of the water (that comes from mid-term planning
models) pushes prices towards those of fossil fuels. The valuation gives lowest
prices for those reservoirs over Ŕıo Negro. EHT2 is similar to EHT1, but now
Salto Grande reservoir has lower prices than those of Ŕıo Negro. Although not
representative regarding the typical volume of rains in a year, SH1, SH2, EHT1
and EHT2 are important to stress the model. The second dimension for scenar-
ios is defined by the second power source by importance: the power-wind. We
selected four “forecasts+actual power” among the set of historical series.
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Fig. 7. Representative wind-power samples
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Days in Fig. 7 were chosen because they are typical, i.e., they are close to
the medians of: off-band error, effective wind-power produced, and width of
their confidence band. Days in Fig. 8 on the other hand were chosen to stress
the model. The leftmost sample for having the confidence band with the larger
width, and the rightmost one for being among the samples with the higher off-
band energy, i.e., for being among those bands with the poorest performance.
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Fig. 8. Stressing samples regarding forecast and wind-power series

In addition, the last sample has a particularity regarding power. Observe
that in the period between the hour 51 and 54 rises almost 70% of the PLF,
which rounds 1GW, close to the average power consumption of the country.

Therefore, 80 problems were solved to explore those scenarios over different
models (4 models × 5 hydro-scenarios × 4 wind-scenarios). In the first place, we
show the results for the deterministic models over all hydro and wind scenarios.

Table 4. Cost [USD] deterministic optimization 72 h ahead. [HB1]

4-dec 17-dec 10-apr 10-jul

Inelastic demand 348,930 334,760 241,230 359,730

Elastic demand 327,200 311,240 239,350 344,780

Complementing the information in Tables 4 and 5, we must add that after
simulating the system dispatch using actual wind-power values, the absolute
difference between the projected schedule and the simulation of the operation
was between 3% and 6%.

Instances for hydro-scenario HB1 do not require the usage of thermal gener-
ation. This fact explains the low production costs. Conversely, several thermal
units are to be activated in hydro-deficient scenarios EHT1, EHT2, SH1 and SH2,
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Table 5. Cost [thousands of USD] deterministic optimization 72 h ahead

EHT1 EHT2

4-dec 17-dec 10-apr 10-jul 4-dec 17-dec 10-apr 10-jul

Inelastic demand 5,389 5,120 3,737 5,448 4,091 3,869 2,850 4,126

Elastic demand 5,281 5,026 3,660 5,338 3,951 3,761 2,667 3,958

SH1 SH2

4-dec 17-dec 10-apr 10-jul 4-dec 17-dec 10-apr 10-jul

Inelastic demand 5,696 5,419 3,857 5,731 5,706 5,428 3,857 5,742

Elastic demand 5,602 5,316 3,735 5,630 5,621 5,337 3,735 5,646

Table 6. Relative deviation stochastic vs deterministic models [HB1]

4-dec 17-dec 10-apr 10-jul

Inelastic demand −0.01% −0.24% −0.12% −0.09%

Elastic demand 0.18% −0.01% −1.00% −0.21%

Table 7. Relative deviation stochastic vs deterministic models

EHT1 EHT2

4-dec 17-dec 10-apr 10-jul 4-dec 17-dec 10-apr 10-jul

Inelastic demand−0.28%−0.29%−0.19%−0.13%−0.45%−0.21%−1.41%−0.30%

Elastic demand −0.42%−0.41%−0.36%−0.10%−0.44%−0.34%−0.25%−0.14%

SH1 SH2

4-dec 17-dec 10-apr 10-jul 4-dec 17-dec 10-apr 10-jul

Inelastic demand−0.34%−0.33%−0.04%−0.09%−0.33%−0.34%0.00% −0.10%

Elastic demand −0.51%−0.45% 0.05%−0.02%−0.50%−0.47%0.09% −0.01%

then costs increase over the order of magnitude. Observe that although costs and
other conditions are similar, the system manages much more efficiently hydro-
scenarios ETH2 than their homologous in EHT1, whose figures are similar to
those of SH1 and SH2.

Regardless of the hydro-scenario or demand elasticity, Apr/10/2016 always
gets the lowest cost, with reductions in the order of 30%. That date corresponds
with three windy days in a row and evinces how sensible the system cost is to
the power coming from wind farms.

Focusing now on the expected cost for stochastic versions, the values are quite
similar to the corresponding deterministic instance, so Tables 6 and 7 present the
relative difference with respect to figures in Tables 4 and 5.

Observe that in 36 out of 40 instances, the stochastic version gets schedules
with lower expected values than those of the deterministic version. This fact
by itself is not relevant, however, a-posteriori simulations run to assess models’
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robustness, show that differences between projected schedules and simulations
are always under 3.5% for the stochastic version. Thus, the stochastic version is
not only better in quality but in confidence, so we use its figures as a reference
to valuate the benefits of having smart-grids capabilities to control up to 30% of
the residential demand of energy. Those figures show that having such control
allows to reduce costs in all the hydro-scenarios: 4.7% (HB1), 3% (EHT1,2) y
2.1% (SH1,2). Saving are relative higher in the hydro standard HB1 scenario,
but in absolute terms are much higher in those of drought. If all those savings
were transferred to elastic demands, reductions of price could round 25%.

5 Conclusions and Future Work

This document presents how classical optimization models were used to quan-
tify the benefits of having smart-grids technologies, a fundamental component
of smart-cities. Such benefits were computed upon a real-world scenario, the
Uruguayan electricity market, a world leader in the usage of renewable energies,
which is facing the challenge of getting over 35% of its electricity from wind-
power, a volatile source of energy. Experimentation was realized assuming that
30% of the residential demand can be controlled, showing that if billed differ-
entially, discounts could round 25%. Large scale energy consumers can trade
in the wholesale electricity market according on their needs. Residential users
however, must contract with the public owned company (UTE), so a centralized
mechanism as that described in this document is viable in Uruguay.

Regarding the particulars of the dispatch schedules, their results show that
smart-grids not only allow to reduce production costs, but also softness the stress
to operate the grid. A secondary but highly desirable consequence of controlling
demands to reduce costs, is that the set of components necessary to provide
power to the grid, is lower than in regular conditions. In addition, there are
fewer cycles of activation/deactivation of components. As a consequence, spot
prices are also more regular for smart-grid based dispatch schedules, turning the
wholesale market less volatile for all of the users.

Experiments realized so far are punctual, and simulate specific days taking
its parameters from historical data sets. A promising line of work consists in
expanding the software components developed so far, to run instances along
larger periods of time. Hence, historical information could be used to evaluate
results over months or years. The analysis of the solutions shows that most of the
savings are consequence of a better use of hydraulic resources. Therefore, it is
probable that the sustained application of such controls makes the system more
immune against falling in drought conditions, in which costs are much higher.
Another line of future work is the integration of solar-power among the sources
of uncertainty.
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Abstract. This article presents a system that uses computational intel-
ligence to detect pedestrian movement patterns by applying image pro-
cessing and pattern detection. The system is capable of processing in
real time multiple image/video sources and it is based on a pipes and fil-
ters architecture that makes it easy to evaluate different computational
intelligence techniques. The system counts with two main stages: the
first stage extracts the relevant features of images and the second stage
is responsible for the detection of patterns. The experimental analysis
performed over more than 1450 problem instances covers the two main
stages of the system. The system was evaluated using PETS09-S2L1
videos and the results were compared with part of the MOTChallenge
benchmark results. Results suggest that the proposed system is compet-
itive, yet simpler, than other similar software methods.

Keywords: Computational intelligence · Image processing ·
Pedestrian movement patterns · Surveillance cameras

1 Introduction

Nowadays, there is a growing trend in the installation of security and surveillance
cameras, with the main argument of increasing the level of security in public
spaces and private businesses. Traditional security cameras do not include real
time systems for detecting incidences without an operational center to process
the images and take actions on certain events. Nowadays, the kind of opera-
tional center needed to process security cameras images are populated by persons
with the role of visualizing agents. The visualizing agents constantly observe an
amount of image sources (security cameras) and generate alerts in case an event
of interest is detected [1].

Because of the high costs of the personnel, most operational centers assign to
each visualizing agent several image sources, which exceeds their capacity. As a
consequence, there is either a degradation of the level of global attention or the
visualizing agent is forced to pay attention just to a reduced number of image
sources at a time, ignoring events from the rest of the sources. In addition, due
to the monotony of the task, the visualizing agents experience boredom and/or
fatigue, causing poorer results.
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This article presents an approach applying computational intelligence to over-
come the attentional problem of human visualizing agents that works in opera-
tional centers. A system capable of processing in real time multiple image/video
sources is proposed to help human visualizing agents in the process of detecting
pedestrian movement patterns. It is based on a filter and pipe architecture that
makes it easy to exchange and evaluate different computational intelligence tech-
niques in each stage of the process. The system is comprised of two main stages.
In the first stage, filtering is applied to images from multiple sources, extracting
relevant features of images and discarding not interesting images, according to
pre-loaded rules. This stage allows visualizing agents to focus their attention effi-
ciently. The second stage is responsible for the detection of patterns, taking into
account typical situations arising in surveillance that are worth identifying (e.g.,
people running, agglomerations, prowling, etc.). The system architecture and
design allow extending its capabilities without significant effort, as it is easily
adaptable for detection of different types of events of interest.

The article is structured as follows. Section 2 contains a brief theoretical
introduction to image processing and pattern detection. A review of related
work on recognition and pattern detection/tracking on surveillance systems in
presented in Sect. 3. Section 4 presents the general architecture and design of the
system. The main implementation details of the proposed system are described
in Sect. 5. Sample results from the evaluation are presented in Sect. 6. Finally,
Sect. 7 presents the conclusions and the main lines for future work.

2 Image Processing and Pattern Detection

Image processing is defined as the process of applying techniques to modify,
improve, or obtain information from images [2]. A standard image processing
flow includes five steps (the output of each phase is the input of the next):

1. capture consists in acquiring raw images from a source (e.g. surveillance cam-
eras). Depending on the device used, noise and other type of degradations
such as blurring, high contrast of the scene, etc. are added to the image [3];

2. pre-proceessing applies methods to remove or reduce the information in the
image that is not of interest for solving the problem. Pre-processing tries to
improve those characteristics of the image that are important for solving the
problem (e.g., contour and shine), by using mathematical tools.

3. segmentation splits an image into regions that represents different objects or
background, based on its contour, connectivity, or in pixel based character-
istics (e.g., shades of gray, textures, gradient magnitude, etc.). Some authors
recognizes that segmentation algorithms focus in two properties: discontinuity
and similarity, while others adds a third property: connectivity. The output
of this step is a binary representation of the original image.

4. features extraction consists in finding, selecting, and extracting relevant fea-
tures of an image, which allow identifying objects of interest for the problem.

5. object identification categorizes the set of features extracted in the previous
step, by using different decision models, such as supervised classifiers.
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Pattern detection is the study of how computer programs can observe a
context, learn, and classify patterns of interest, allowing to take intelligent deci-
sions [4]. A pattern detection system partitions the universe of classes and assigns
elements to classes depending on a set of characteristics of each element (the
characteristics pattern). When patterns are unknown a priori, the process is
called pattern recognition; when the patterns are known, the process is called
pattern matching. The pattern detection process usually consists of three stages:

1. segmentation, similar to image processing, the goal of this stage is to simplify
the input, resulting in information that is easier to process.

2. feature extraction is applied to extract relevant information about specific
objects, remove redundant/irrelevant information in order to reduce the prob-
lem. Quantitative (e.g.: speed, distance, etc.) or qualitative (e.g., occupation,
sex, etc.) features are used to build a vector of features. The goal is to select
a subset of features (from the original set) in order to optimize a predefined
target function. Feature selection can be done by statistical techniques and
usually requires a deep knowledge of the problem. Selection features methods
consist of three components: at least one evaluation criterion, a procedure or
search algorithm and a stop criterion.

3. classification assigns features to specific classes. The performance of classifiers
depends on the quality and number of extracted features. There are two main
groups of classifiers: supervised, and unsupervised [5]. Supervised classifiers are
based on a set of elements (training data) whose class is previously known
by the classifier. Some typical supervised methods are Bayesian, Support
Vector Machine, k-nearest neighbors (k-NN) and neural networks, among
others [6]. Unsupervised classifiers tries to discover the classes of a given
problem from a set of elements whose classes are unknown. The number of
classes to be discover can be fixed or left free, depending exclusively on the
datasets. Some typical unsupervised methods are Simple Link, ISODATA and
k-means, among others [6].

The proposed system applies in a first step image processing techniques to
extract a set of features from the scene and detect objects of interest. In a second
step, the system applies pattern detection techniques over objects of interest
detected in the previous step.

3 Related Works

Valera and Velastin [7] identified important issues in intelligent surveillance sys-
tems, including: object recognition, detection and tracking of movement pat-
terns, and behavior analysis. Systems were classified in three generations: (1)
analog systems that are not easy to distribute; (2) automatic systems using com-
puter vision, increasing the surveillance efficiency by event detection; and (3)
distributed automatic systems combining sensors, robust tracking algorithms,
and optimized big data management. The system proposed in our research is
within the third generation, as complex pattern detection methods are included.
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Piccardi [8] described the main features of seven background subtraction
methods and analyzed their performance (processing speed, memory utilization
and precision). Results showed that Running Gaussian Average obtained the best
processing speed and the lower memory utilization, while Mixture of Gaussians
and Kernel Density Estimation were the best methods regarding precision.

Lopez [9] proposed detecting apparent movement on images (caused by cam-
era movements) using global alignment methods. The system obtains an aligned
image without apparent movement and both original and aligned images are
sent to a segmentation module that applies background subtraction, labeling,
and grouping. The output of segmentation is a set of blobs of interest. Blobs
are sent to the tracking module that applies filters to detect movement. Results
close to 90% were achieved without tracking and almost 100% using tracking.

The counting system by Lefloch [10] applied background subtraction to deter-
mine which pixels belong to the bottom and to the front of the area that has
movement. Then, morphological operations (e.g., erosion, dilatation, opening,
and closure) were applied to eliminate noise and also small, isolated areas that
exhibit minimal movement. The resulting image was sent to a stage that detects
contiguous pixels and calculates its bounding box. Bounding boxes that poten-
tially contained people were identified.

Rodriguez et al. [11] proposed detecting and tracking people in very dense
crowds, where occlusion and change of location pose big challenges. An object
detector, trained to detect human heads, and density estimation algorithms,
which provide information about the number of persons within a region, were
applied. The detector generated a map that contains scores that indicate the
possible presence of people. The map of scores was combined with data obtained
by the density estimation algorithms to obtain accurate detection results.

Leach et al. [12] studied the detection of subtle behavior anomalies, by pro-
cessing social signals, based on that two individuals who share trajectories have
similarities and a ‘social dependency’. Experiments were performed on PETS
2007 and Oxford datasets, improving over methods that do not take into account
the social context. These results suggest that inferring social connections between
people helps improving decision making.

Cho and Kang [13] detected abnormal behavior by studying group interac-
tion. Static agents (to calculate speed and direction of background objects), and
dynamic agents (to calculate social interaction between neighbors using a Social
interaction Force Magnitude (SFM)) were used. The proposed system outper-
formed the SFM method over PETS 2009 and UCSD datasets.

Zhu et al. [14] proposed detecting anomalies using low- or medium-level visual
information from surrounding regions. Local context information and a feature
descriptor was used to describe the movement information and extract dense tra-
jectories, preferably with noise screening. The system was evaluated on UCSD
Ped1, Ped2, and Subway datasets, obtaining better results than previously devel-
oped methods, mainly due to proper use of context information.

The analysis of related works showed that there is still room to contribute
regarding efficient systems for detecting pedestrian movement patterns.
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4 The Proposed Detection System

This section describes the proposed pedestrian patterns detection system.

4.1 Architecture and Design

The proposed must be able to collect images from different data sources. In turn,
the architecture must be flexible enough to allow replacing or adding new algo-
rithms without significant effort. To assure efficiency, the concurrent processing
of multiple data sources must be supported. Taking into account the review of
related works, an architecture based on pipes and filters [15] is proposed. The
processes applied on the images are independent of each other and they adapt
correctly to a chain pattern [7,10].

The system consists of two main modules. The recognition and tracking mod-
ule is responsible for detecting and monitoring pedestrians (objects of interest);
the pattern detection module analyzes the results of the first module to detect
patterns based on (recent) historical information. Both modules support multi-
ple concurrent executions using multithreading. The pattern detection module
supports multiple sources of data. The system also includes three auxiliary mod-
ules: control panel, instance launcher and events generator. The system modules
and the exchanged information are described in Fig. 1.

Data source 0 Data source N...

- Configuration parameters 0 
- Informacion about objects
  of interest (position and times) 

- Configuration parameters N 
- Informacion about objects
  of interest (position and times)

Instance 0 Instance NImages Images

Status information 
Compliance patterns warnings

Commands

...

Events

Control panel

Events
generator 

Pattern
detection 

Recognition
and tracking

Recognition
and tracking 

Instance
launcher 

Fig. 1. Diagram of the architecture of the proposed system

Advanced Message Queuing Protocol (AMQP) protocol is used for communi-
cations between modules. AMQP is an open and secure protocol that guarantees
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delivery on time (or the consequent expiration), uniqueness, and correct order-
ing of messages, and also data integrity. The following subsections describe each
module of the system.

4.2 Recognition and Tracking Module

The recognition and tracking module consists of four stages, arranged in pipes
and filters. The first filter receives raw images and applies background subtrac-
tion, resulting in a binary image. The second filter takes binary images, detects
blobs (set of adjacent pixels that belongs to the front of the image) and transfers
the set of blobs to the blobs filter, which discards those blobs that do not contain
objects of interest and adds spatial information to those relevant blobs. The last
stage takes the information of the objects of interest in the image space and
associates each one of them to the position of previously detected objects; thus,
calculating the movement of each object. The different stages that compose the
tracking and recognizing module are presented in Fig. 2.

  Tracking and recognition module

Background
subtraction

Blobs
detection

Raw
images 

Objects
information 

Binary
image

Blobs
filter

Tracking
Set of 

objects
Set of
blobs 

Fig. 2. Diagram of components of the recognition and tracking module

4.3 Pattern Detection Module

The pattern detection module receives information of objects of interest from
multiple instances of the recognition and tracking module. Data is stored in
a repository that contains the recent history for each object. Periodically, the
module process the last entries for each object to identify a set of features, called
primitives, which represent basic characteristics of the objects, depending on the
movement speed, direction, or another attribute(s) of the object. A sequence of
primitives plus a set of associated properties’ values define a pattern.

There are single and multi-target primitives. Single-target primitives takes
into account only one object of interest, ignoring the rest of objects in the scene,
while multi-target primitives takes into account multiple objects in the scene. For
example, single-target primitives can determine if a person is standing, walking,
or running, depending only on the speed of movement of that person. On the
other hand, a multi-target primitive can detect an agglomeration depending on
the position of a group of persons for a period of time.

A specific method for patterns detection, based on the work by van Huis
et al. [16] is implemented. Patterns detection takes into account the ‘proximity’
between an identified sequence of primitives and a set of previously established
patterns. Proximity is evaluated using an error function that applies the concept
of temporal distance, i.e., the total time of primitives within a sequence that are
not included in the reference pattern.
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Reference patterns are integrated to the system dynamically. For each primi-
tive that integrates a pattern, a quantifier and a value are defined. For example,
a primitive that take into account the movement speed is fulfilled within a pat-
tern if a pedestrian walk with a movement speed greater or equal to (quantifier)
5 km per hour (value).

4.4 Auxiliary Modules

Three auxiliary modules allow simplifying the operation of the main modules of
the system and displaying results.

The instance launcher auxiliary module starts instances of the pattern detec-
tion, control panel, and events generator modules. After that, it remains waiting
for the arrival of command orders (e.g., attend a new source of data, which causes
that a new instance of recognition and tracking module is launched). The con-
trol panel module consist of a web service and a web interface that allow final
users to start new processing instances and visualize partial and final results.
The event generator module stays idle while waiting for results generated by the
patterns detector. Generated results, when available, are sent to the event gen-
erator. Based on the results received, the event generator generates web events
that are sent to all web users using the control panel.

5 Implementation

This section describes the main decisions about technologies and algorithms
taken during the implementation of the system.

5.1 Technology Selection

The search of technologies for implementing the system was based on a set of pre-
defined conditions related to the main requirements of a pedestrian movement
patterns detection system, including: (i) using a cross-platform programming
language; (ii) develop over a programming language without technical complex-
ities (not to be hardly typed, has an automatic memory handler, etc.) and hav-
ing a broad and active community; (iii) using libraries free of use and preferably
open source; (iv) achieving good performance on all tasks covered by the system:
image processing, pattern detection, message passing and management, etc.

After a literature and technology research and based on the works by Mallick
[17] and Coelho [18], a group of configurations were selected for a deeper study:
Matlab, OpenCV over C/C++, and OpenCV over Python. Both OpenCV and
Python are free and open source. In addition, Python is a dynamically typed
language and counts with an automatic memory manager. Python has a wide
variety of free and open source scientific libraries and the community is broad
and active. Regarding performance, Python is also an efficient option. The study
allowed to conclude that the best choice for implementing the system is using
OpenCV library (version 3.0.0 was selected) over Python (version 3.4.3).
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5.2 Communication Between Modules

The AMQP implementation from RabbitMQ (www.rabbitmq.com) is used for
the communication between modules. RabbitMQ was thought to support par-
allelism and be robust for messages’ management. For the connection between
Python and the RabbirMQ service, the pika library was used.

In AMQP, exchange elements provide the message delivery service, according
to instructions about how and where to send them. Exchanges are of four types:
direct, topic, fanout, or header. All data in RabbitMQ is in JSON format, a
standard, language independent, and simple format for data exchange.

An exchange of type direct was defined between recognition and tracking
and pattern detection modules. Each instance of the recognition and tracking
module generates messages that are addressed to a unique queue attended by
an instance of the pattern detection module. Messages exchanged between the
two main modules are of two types: configuration, used to attend the instance
of recognition and tracking that sends the message; and data, which contains
precise information about objects of interest.

The pattern detection module sends its results to an exchange of type topic.
Each message contains a key that indicates the message type: commands, state
information, and matched patterns warnings. The events generator module binds
the exchange with a queue to receive the three types of messages, while the
instance launcher module binds the exchange to receive just commands messages.

5.3 Recognition and Tracking Module

The main implementation details of the four stages of the recognition and track-
ing are described next.

Background subtraction. Algorithm 1 presents the steps followed by the compo-
nent in charge of performing background subtraction.

Algorithm 1. Background subtraction steps
1: frame ← raw image
2: grey image ← BGRToGrey(frame)
3: blurred image ← GaussianBlur(grey image)
4: binary image ← BackgroundSubtractor(blurred image)
5: binary image without noise ← MorphologicalOperations(binary image)
6: output ← binary image without noise

First, background subtraction transforms the raw image to an image in gray
scale (line 2 in Algorithm 1). The grayscale image allows processing less infor-
mation and results in a lower processing time. After that, the gray scale image
is blurred (line 3). Blurring is a technique for reducing the noise presented in
the image [19]. Blur operations are made by the application of filters. In the

www.rabbitmq.com


156 J. P. Chavat and S. Nesmachnow

proposed system, a Gaussian filter is applied. A Gaussian filters filter applies a
convolution in each point of the image using a Gaussian kernel and then returns
the summation as the final result. The implementation of the Gaussian filter
used in the system is included in the OpenCV library. After blurring the image,
the background is subtracted (line 4). Two different methods were integrated to
the system for this purpose: Improved Mixture of Gaussians (MOG2) and k-NN.
Both methods are included in OpenCV and their use is indicated by a parameter
in the configuration of each instance of the recognition and tracking module.

A binary image is obtained after background subtraction. In this image, some
elements are detected incomplete or are too close to others, generating a not-
desired union of blobs. To mitigate these problems, morphological operations
(MO) are applied to study the shape and structure of elements (line 5). Ero-
sion allows separating elements that appears together by small contact areas.
Dilatation allows joining nearby elements by applying edge thickening. Opening
consists in applying first erosion and then dilatation, while closing is the result
of applying first dilatation and then erosion. The result obtained after applying
MO is an image with less noise and better identified elements. A sample of the
results of the processing, step by step, is presented in Fig. 3.

(a) Raw image (b) k-NN before MO (c) k-NN after MO

Fig. 3. Background subtraction steps

Blobs Detection. The proposed system includes two methods for processing the
binary images for detecting blobs: simple blob detector (SBD) and blob detection
based on bounding boxes (BBBD). SBD is a basic implementation of a blob
extractor provided by OpenCV [20] BBBD is a specific method implemented as
part of the reported research. It operates in two phases: the first phase consist on
detecting the contour of elements and the second phase performs a search of the
minimum rectangles that contains the detected contours (the bounding boxes).
Both methods return a set of rectangles that contains the blobs detected.

Blobs Classification. Blobs classification takes the set of rectangles as input and
classifies them into useful blobs, i.e., those containing objects of interest, or as
not useful blobs when not. Not useful blobs are discarded.
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Three different techniques are implemented, which can be applied isolated or
in combination with each other, to improve the results of the classification:

– Aspect ratio (AR) classifies blobs based on the relation (ratio) between their
width and height. If the ratio is close to the average value of the objects of
interest, AR indicates that the blob contains at least one object of interest.
The major benefit of AR its low computational cost. However, it tends to
be inaccurate because the reference aspect ratio often varies significantly for
different data sources. AR is not useful for discarding blobs (i.e., the fact that
a blob fulfills the relation does not mean that it contains an object of interest)
and wrongly discards blobs that does not comply with the established aspect
ratio criterion due to they contain multiple objects of interest (e.g., objects
close enough one of each other that conforms a unique blob).

– Computational intelligence uses default people detector, a pre-trained learning
algorithm included in OpenCV. Dalal and Triggs [21] demonstrated that a
combination of Histograms of Oriented Gradients (HOG) for feature extrac-
tion, and Support Vector Machine (SVM) for the classification of the feature
vectors, allows obtaining accurate detection results. The method is based on
moving a gridded window all over the image, extracting the vectors of fea-
tures (using HOG) and classifying them (using SVM) to decide if the image
contains a person. Considering that the proposed system studies the move-
ment of persons, the blob classification technique process just those areas
where movement was detected. Thus, the default people detector algorithm
is applied just over each detected blob, reducing the computational cost of
the processing. This method returns a set of rectangles that contains persons,
some of them overlapped. To reduce and unify the number of rectangles, the
Non-Maximum Suppression algorithm [22] is used.

– Aspect ratio frequency filters blobs depending on the frequency that simi-
lar blobs were filtered by computational intelligence algorithms. In this way
it is possible to simulate a behavior close to the computational intelligence
algorithms without the need to execute them in each iteration.

Tracking. This stage determine the one-to-one correspondence between the
detected objects of interest in the current and previous frames. A specific variant
of the Hungarian algorithm [23] was developed for this purpose. The Hungarian
algorithm receives as input a set of blobs, a set of objects of interest, and a cost
function, and returns a correspondence between both input sets that optimizes
the defined cost function. The original Hungarian algorithm only accepts inputs
of the same size, thus the result is always surjective. A modified implementation
was developed to allow the system to handle a different number of blobs than
the number of objects of interest. This way, it is possible to process those cases
where the number of blobs detected is lower than the objects of interest in the
previous frame, or vice versa. In addition, the modified version declares invalid
all correspondences whose cost is greater than a certain threshold, assuming that
the blobs do not correspond to the objects in question.
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The cost function used in the proposed system has three components,
weighted according to specific parameters in the instance file configuration: (i)
the distance between the position of an object in the previous frame and the
current position of the blob; (ii) the distance between the predicted position of
the object for the current frame and the current position of the blob; and (iii)
the difference between the colors of the blob that contained the object in the
previous frame and the color of the blob in the current frame.

The position of a blob is not always accurately adjusted to the shape of
the objects. As a consequence, the raw trace of an object can suffer zig-zag
movements, making it difficult to track the object and detect movement patterns.
Kalman filters [24] are applied to avoid the zig-zag effect and to predict the next
probable position of each object. The Kalman filters method keeps the state
of each object, updating it in each frame based on a prediction and correction
model (considering position, speed and acceleration for each person).

Two structures were implemented to store information of different objects
and their tracking, and to resolve occlusions: tracklets, associated to a unique
object, to store and update the relevant tracking information (position, color,
frame when it appears, last frame when its object was not occluded, etc.) and
groups, used to store tracklets and associate blobs to frames. Due to occlusion,
some groups may have many tracklets and one or more blobs associated.

Tracklets are updated or removed in each iteration of the tracking algorithm,
depending on the groups they belong to, and both the time of permanence in
the group and in the system. A tracklet can be removed from the system due
to a ghost blob, resulting from noise in the cameras or in previous steps, due to
low tracking confidence, not associated to a one-to-one group for a certain time,
or because the object disappears from the scene.

Three levels are considered for tracklet information updating: (i) correction
with maximum confidence, when a tracklet is associated one-to-one to a group,
the blob of the group represents the tracked object and the tracklet is updated
with the information of position and appearance of the blob; (ii) correction with
minimum confidence, when an object suffers multiple occlusion for a certain
time, the tracklet is not associated one-to-one to a group, the predicted position
is no longer trustworthy and the tracklet is updated with the position of the
blob that represents the occlusion; and (iii) prediction only, when a tracklet
was recently associated one-to-one to a group, it is assumed that the predicted
position is reliable and no correction is made (e.g., when objects are occluded
by a short time or two paths cross each other); this level makes possible keep
tracking positions of the objects even when there is no blob assigned in the
current iteration.

5.4 Pattern Detection Module

The pattern detection module is capable of processing multiple source of data
concurrently. The module consists of two stages:

– The first stage receives messages from multiple instances of the recognition
and tracking module and routes them depending on the source identifier.
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Two types of messages exist: (i) when processing requests by new instances
of recognition and tracking arrive, the pattern detection module creates the
structures to handle data from the new data source identified in the message,
and configuration values in the message are applies to process data from the
respective data source; (ii) when data of detected objects arrive, messages are
routed to the structures previously created to handle the data source.

– The second stage receives data of the detected objects and has the patterns
definition, the recent history of primitives fulfilled by each detected object,
and all the logic needed to check patterns compliance. Patterns are defined
as a sequence of primitives, defined by a ‘primitive type’ (in the implemented
system: SPEED, DIRECTION, AGGLOMERATION), an ‘event type’ for each type
of primitive (e.g., for the SPEED primitive, WALKING, RUNNING and STOPPED
are possible), ‘quantifier’ defines how the values of the met primitives are
compared with the required by the pattern (LE–lesser or equal, GE–greater or
equal, AX–approximate, EQ–equal and NM–irrelevant value).

6 Sample Validation Results

This section presents sample validation results of the proposed system.

6.1 Recognition and Tracking Module

The validation of the recognition and tracking module was performed using the
video from scenario S2.L1 of the PETS09 dataset (fixed camera over people’s
head, at 7 FPS) [25]. During the 1:54 min of the video, 19 people get in and out
of scene and walk around, generating multiple occlusions among them and with
objects of the scene. A good performance of the module is characterized by an
accurate tracking, processed and sent to the pattern detection module in real
time (i.e., in less than a second). Thus, the metrics used in the experimental
analysis focus on the final result of the module and not in partial filter results.

The average and maximum processing time per frame are computed to
evaluated efficiency. The MOTChallenge benchmark, an unified evaluation
platform created by Leal-Taixé et al. [26], is used to evaluate the tracking
accuracy. MOTChallenge consist of three components: (i) a public dataset
including own and well known videos (some of them with ground truth infor-
mation, like PETS09-S2L1); (ii) a centralized evaluation method that allows
the comparison of results; and (iii) an infrastructure that makes it possible the
crowdsourcing of new data, new evaluation methods and new notations (i.e.,
ground truth).

MOTChallenge provides several metrics. Multiple Object Tracking Accuracy
(MOTA) is used to evaluate the tracking accuracy. MOTA is a percentage that
combines three indicators: false positives, false negatives, and identity changes
of the tracked persons. The greater the MOTA value is, the more accurate is
the tracking of the persons. In addition, the average and maximum difference
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between the number of persons in each frame (from the ground truth) and the
detected tracklets and blobs in each frame are evaluated.

The system has a set of configuration values that determine how accurate
the module performs in a given scene. Thus, experiments were performed to find
the best combination of configuration values. Since the module has a pipes and
filters architecture, it is assumed that the performance of each filter depends
only on its configuration values, so finding the best configuration values for each
filter result in the best for the entire module. The 40 parameters were studied in
an execution plan composed of four sub-plans (divided into 11 blocks). A total
number of 1458 experiments were performed.

For each executed block, three configurations are selected to process the next
block, taking into account the following three criteria: (i) higher MOTA value,
(ii) lower average difference in the person counting, (iii) from the ones with
higher MOTA value, the one with lower average processing time per frame.

When compared with the (manual) configuration used during the develop-
ment of the system, the three best configurations were able to improve the MOTA
value 14.8% and the person counting 34%. In addition, the highest MOTA value
obtained by the system (52,7) is higher than the average MOTA value (36,6)
obtained by algorithms in the 2D MOT 2015 benchmark [27] for a set of images.
The average processing time per frame is similar for all three configurations,
between 0,02–0,05 s, being the blobs classification the filter that requires the most
processing time. The maximum processing times per frame are in the range of
0,06–0,1 s. For all cases, the average processing time is lower than 0,05 s, which
allows processing in real time a 20 FPS data source.

No differences were registered in the count of persons in 533 frames for the
best configuration and in 433 frames for the worst configuration (from a total of
795 frames). As for the maximum difference in the counting, a difference of five
in one configuration and four in the other two configurations was registered.

6.2 Pattern Detection Module

The validation of the pattern detection module was performed over a recorded
video (2:51 min, resolution of 800 × 600 pixels, in natural light). In the video,
nine persons walk around and get in and out of the scene occasionally.

Five events occur in the video, which can be detected by the four pre-
loaded patterns in the system: two agglomerations, two street robberies and one
90-degree turn. The detection of the first street robbery is shown in Fig. 4.

Experiments were oriented to evaluate the capability of the system to detect
pre-defined patterns exactly, at the moment they occur. The closer to the start of
the event it is detected, the more accurate the system is. In addition to the timing
accuracy of event detection, the number of false positives and false negatives
during the processing is taken into account. The accuracy of the detection of
true positive cases is evaluated by the difference between the moment that an
event is notified and the real starting time of the event. For false positives and
false negatives, only the number of occurrences is taken into account.
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Fig. 4. Scene where the first street robbery occurs.

Three of the five events were notified during the video processing: three
true positives, two false negatives, and no false positive event notifications were
recorded. True positives events were notified in a mean time of 8.3 s and a median
of 4.0 s.

The first not reported event was the second street robbery. This event was
not detected due to an incorrect resolution of an occlusion. The second not
reported event corresponded to a 90-degree turn. From the empirical evaluation,
it was observed that the detection patterns module has a high sensitivity to small
variations of consecutive positions of objects. The fact that the system detects a
sequence of small turns instead of a single turn suggests that, in order to detect
the event correctly, it is necessary to use a longer history of the last positions of
the person who turns.

7 Conclusions and Future Work

This article presented a system for detecting pedestrian movement patterns,
based on computational intelligence for image processing and pattern detection.

The proposed system is capable of processing in real time multiple
image/video sources. An architecture based on pipes and filters is used to allow
an easy evaluation of different computational intelligence techniques in each
stage of the processing. Two main stages are identified in the system, focus-
ing on extracting relevant features of the processed images (implemented in
the recognition and tracking module) and detecting movement patterns (imple-
mented in the pattern detection module). Several techniques are applied for
image processing and pattern detection. The proposed implementation fulfills
important requirements for a pedestrian movement patterns detection system:
it is cross-platform, open source, and efficient.

The experimental analysis performed over more than 1450 problem instances
covers the two main stages of the system. The system was evaluated using
PETS09-S2L1 videos and the results were compared with part of the MOTChal-
lenge benchmark results. Results suggest that the proposed system is competi-
tive, yet simpler, than other similar software methods.

Further details about the proposed system are available on the project web-
site https://www.fing.edu.uy/inco/grupos/cecal/hpc/APMP.

https://www.fing.edu.uy/inco/grupos/cecal/hpc/APMP
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ital. Universidad Nacional Autónoma de México (2006). http://verona.fi-p.unam.
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neering Thesis, Universidad Autónoma de Madrid, Spain (2011)
10. Lefloch, D.: Real-time people counting system using video camera. M.Sc. Thesis,
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Abstract. The evolution of the information and communication technologies
(ICT) and the need to solve and improve some services in large cities such as
environmental monitoring, health, traffic, etc., day by day, new sensors capable
of taking parameters of the environment are developed. These sensors must be
integrated into larger networks and, in turn, these networks must be integrated
into a bigger network so that these sensors together can improve the efficiency
and sustainability of cities. These cities equipped with sensors are known as
Smart cities. This paper presents an architecture and communication protocol for
interconnecting all these sensors and networks. The proposal is group-based
architecture able to connect the different infrastructures that provide services to
the smart cities. The proposed system is scalable and fault-tolerant. The paper
also provides the mathematical model for this interconnection system. Finally,
the system is simulated in different topologies to see its operation and perfor-
mance. The results show that although the size of network increases the amount
of generated traffic remains quite stable.

Keywords: Smart City � Internet of Things (IoT) � Protocols �
Group-based topology � Sustainability � Wireless Sensor Networks (WSNs)

1 Introduction

The paradigm of the Internet of Things (IoT) is a new concept based on the inter-
connection of objects of everyday life which surround us. These devices are composed
by digital systems, microcontrollers, sensors and a communications interface that will
allow them to communicate with each other and with the users, being integral elements
of the Internet [1]. Therefore, IoT tries to extend the networks and the Internet to give
access to devices such as appliances, surveillance cameras, monitoring sensors,
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actuators, screens, vehicles, etc. IoT networks and wireless sensor networks currently
serve a wide range of applications such as home automation, industrial processes,
medicine, remote healthcare, Ambient Assisted Living (AAL) [2], intelligent energy
resource management, automotive, waste management traffic and many others [3].
Each one of these applications can be understood as an improvement tool in the current
cities. This is known as Smart Cities.

A Smart City [4] can be understood as a complex scenario composed by networks
and heterogeneous technologies that generate a huge amount and variety of data with
the aim of improving the welfare of its inhabitants and providing new services to
citizens, businesses and public administrations. There are many application areas where
new technologies are applied in a Smart City [5]. The most current ones are:

• Environment
• Education
• Mobility and Traffic
• Economy
• Government
• Security
• Health
• Tourism
• Industry
• Home

The implementation of Smart City and ICT solutions such as Big Data and IoT
promote a new way of understanding the relationships of citizens and their urban
environment and promote these benefits in our environment. In smart cities, the quality
of life of its citizens increases. A Smart City is committed to improving the quality of
public services that become more efficient. The smart city reduces CO2 emissions and
reduces the impact on the environment, thus reducing the problems that the greenhouse
effect is causing in today’s society.

One of the most important factors for the development of the Smart City is the
correct interconnection and the design of the architecture that unites the different
infrastructures [6]. There are different architectures and network protocols that can be
easily adapted to this type of networks. However, many of them do not provide the
efficiency we require when large amounts of data are sent. One of the most interesting
architectural proposals is the group-based networks [7]. There are several architectures
and protocols usually used for WSN that could be used for connecting Smart Cities.
However, group-based topologies and networks improve the performance and the
efficiency of the whole network [8]. Group-based topologies permit a more flexible and
efficient sensors operation. This also implies lower energy consumption than regular
network topologies which implies an increase of the network lifetime [9].

Up to now, this kind of topologies has been implemented in WSNs but we want to
apply them to the smart cities interconnection. So, in this paper, we propose the use of
group based topologies for connecting the different services and subnets that monitor
some environmental parameter. We will present the scenario where our proposal could
be applied and the architecture design. Finally, the architecture will be simulated to see
its operation.
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This paper is structured as follows. Section 2 discusses some interesting works
related to this proposal. Section 3 describes the proposed scenario and the intercon-
nection system. Section 4 explains the architecture design and data management.
Section 5 describes the mathematical model and the simulation results. Finally, in
Sect. 6 presents the conclusion and future work.

2 Related Work

This section presents some interesting works related to proposed architectures to smart
cities and interesting ideas of group-based topology proposals.

There are several approaches that try to explain how the Smart city architecture is
deployed. For example, Gaur et al. [10] proposed a multi-level Smart City architecture
based on semantic web technologies and Dempster-Shafer uncertainty theory and
explained its functionality and some real-time context-aware scenarios.

Mitton et al. [11] presented a hierarchical organization for smart cities that permits
to separately manage a high-level intelligence, achieving the abstraction of data
developed according to the Sensor Web Enablement (SWE) standard. The solution is
implemented using Contiki, an operating systems especially designed for sensors. The
results shows this solution overcomes the limitations of SWE and gives the possibility
of developing a platform for communicating heterogeneous sensors networks as the
ones we could find in Smart cities.

Regarding to group-based topologies, in [7], Lloret et al. presented a group-based
grid architecture using an efficient neighbor node selection. This architecture organizes
logical connections between nodes from different groups of nodes allowing sharing
resources, data or computing time between groups. Connections are used to find and
share available resources from other groups and they are established based on node’s
available capacity. Suitable nodes have higher roles in the architecture and their
function is to organize connections based on a node selection process. Nodes’ logical
connections topology changes depending on some dynamic parameters.

For example, Garcia et al. [8] showed how the organization of sensors in coop-
erative groups can reduce the global energy consumption of the WSN. Also, it is show
that a cooperative network based on groups reduces the number of messages trans-
mitted within the WSN, which implies a reduction in the energy consumed throughout
the network, and, consequently, an increase in the life of the network.

Lloret et al. [12] presented in this work the design and simulation of a cluster-based
architecture to structure topologies of WSNs to exchange information, data and ser-
vices between all interconnected clusters. The results showed this protocols is scalable,
secure and fault tolerant and it easily allows the joining of new clusters.

As far as we know, there are no similar proposals of protocols specially designed to
interconnect small infrastructures in smart cities. For this reason, this paper presents an
efficient protocol for Smart City Interconnection.
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3 Proposed Scenario and Interconnection System
Components

This section presents the network architecture and its operation as well as the different
elements and nodes that compose the network.

3.1 Scenario Description

In the Smart City of this proposal, the protocol allows an intelligent communication
between each IoT network, if each central node of the network (IoT Gateway) is
intelligent and is also connected to an intelligent manager in the cloud (IoT Platform)
through Internet.

Each Intelligent Network IoT (Smart Home, Smart Grid, Smart Health, Smart
Factory) has a multiprotocol Gateway that allows you to manage and centralize all
information regardless of the underlying technology of interconnection. Each Thing
connected within the network performs exchange of requests and messages by protocol
messages. These messages were written by an artificial intelligence (AI) algorithm in
the Gateway, who used the tag for its type of parameter and then forwarded them to the
Destination Things within the network (WLAN) or by the local network through
Internet. In the cloud, an IoT platform is divided into sections with an identifier (Id) for
each red connection converted into an interface that receives and classifies the infor-
mation according to the types of parameters and then processes by artificial intelligence
to share them and redistribute them in the other networks.

The platforms that are in the cloud, are vertically stacked as layers according to the
type of service and is organized horizontally in interfaces according to the type of
parameters, to give greater flow to the information and more processing capacity to
the AI.

The operating philosophy of this protocol is based on two main functions; Moni-
toring of things and the exchange of “requests” through different types of messages.
The requests or requests are processed by the IA, depending on the type of relationship
established (M2M, P2M, M2P). That is, it is not just a remote control over Things; if
not that the things are decided from the received request, if it activates or not the
function that is required.

The data sent from the Things are organized in the platform by the AI in groups of
parameters common to the IoT networks that are linked to the cloud. For example, if
the group of parameters to be processed corresponds to an energy saving and con-
sumption system, the service layer could be reinjected to the power grid, which is
common for all intelligent networks.

In this way the messages issued by the Gateway of each network, would add to the
package a header with information regarding the type of parameter and the AI would be
responsible for deciding which service it belongs to and would also add it in the header.
The body of the message would take the data processed by each protocol depending on
its destination. In this sense, the function of the protocol is more relevant when the
communication is established between the IoT Gateway AI and the IoT platform AI in
the cloud.
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In each intelligent network that will make up the smart city, things are connected to
each other with different technologies depending on their use, bandwidth, processing
capacity and distance. Therefore, the IoT Gateway has some of these technologies
including Bluetooth 5 low cost (BLE 5.0) multiprotocol that allows the connection in
mesh topology between technologies and protocols Thread, ZigBee, 6LowPAN and
Wireless HART. The vast majority of interconnection protocols and technologies are
compatible up to layer three of the vast majority of IoT architectures, which means that
the work of the Gateway is based on establishing the type of relationship (M2M, P2M)
and a common language between these technologies. This process is performed in the
adaptation layer of the protocol between layers three and four (Figs. 1 and 2).

The data that originates in the Things are sent over protocols such as CoAP,
MQTT, HTTP through any of the interconnection technologies and the Gateway
manages them and forwards them using the IA. This will decide whether the packets
are forwarded within the same network or outside the network based on the relation-
ship, the resolution of a problem and a clear reason for the requests to be sent out of the
network.

Once the data is sent out of the network, they travel on the protocol making use of
another type of message where the information that will be served by the IoT platform
in the cloud is packaged. Within the cloud, the AI algorithm is more complex and
requires more resources to operate and managing the databases and permissions to give
the necessary security to the entire system (Fig. 3).
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3.2 Interconnection System Components

As we mentioned before, the IoT Group-Based topology is composed by small net-
works (subnet) focused on monitoring a determined application.

As Fig. 4 shows, our proposed topology for Smart City is based on two-layer
architecture, i.e., the distribution layer and the access layer. Each subnet in charge of
measuring some parameters, which is part of the smart city, has a fixed node (FG) and a
backup fixed node (BFG) that belong to the distribution layer. Additional nodes are
called aggregated nodes (AG). These types of nodes are called gateway nodes.

In an established network, some FG nodes are known. When a new FG node joins a
new network, it should be identified and authenticated with one or several FG nodes of
other networks while a new AG node will be authenticated with the FG node of its own
network. During the identification and authentication process, two tables (the access
table and the distribution table) that contain the list of gateway nodes are created.

When a new gateway arrives to the network, it will serve as a support element in
the distribution layer. BFG nodes are also considered as an AG node. However, it will
be the FG node’s designated successor. So, it should keep the information as an AG
and the same information of the FG node. It will act as a backup node.

When a FG node fails, BFG becomes the FG node but a new BFG node should be
designed. The BFG node designation is taken by the FG node as a function of available
connections and the network load that the AG node is able to support. Finally, the BFG
node will be considered as an AG node. On the one hand, AG nodes should learn,
through the FG nodes connections in the subnet, the kind of data that has its subnet, the
volume of data generated and the required resources this subnet could request. On the
other hand, FG nodes are used for maintaining and managing the Smart City network
interconnection. The FG nodes help to establish adjacencies between AG nodes which
are used for forwarding data between the subnets that compose the access layer.

Access Layer

FG BFG End userAG

Subnet for environmental
monitoring

Subnet for Traffic
monitoring

Subnet for Health
monitoring

Distribution Layer

Fig. 4. Architecture of access layer and distribution layer
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To create and maintain the distribution layer, there are two types of tables. Every
gateway should maintain two tables:

(i) The access table is used by all gateways in the same subnet for communicating
tasks. The FG node and all AG nodes in the same subnet form the access table.
Each FG node maintains a unique access table.

(ii) There are two types of distribution tables. The FG nodes’ distribution table is used
to interconnect the FG nodes and interconnect AG nodes of different subnets.

Finally, the AG nodes’ distribution table is used to forward the data from the end
users of subnets to other AG nodes.

4 Protocol Design and Data Management

This section presents the proposed protocol and how the different elements manage the
transmitted data.

As we can see in Fig. 5, the FG nodes are connected to other FG nodes from other
subnet (black point lines) while the AG nodes are connected with FG of its own subnet
(red point lines). At the same time, the AG nodes are connected to the selected AG
nodes of the other subnets through solid black lines. Finally, there could be more AG
nodes in the same subnet and they should be connected with the same AG node of the
other subnet.
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BFG End UserAG
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Fig. 5. Example of four subnets connected by the proposed Smart City interconnection (Color
figure online)
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When a new FG node joins the network, it can randomly establish the first con-
nection with any FG node in this network. A FG node will try to become adjacent to at
least one other FG node previously known. When FG nodes advertise their information
with other FG nodes, they reply with what is lacking in their distribution tables. This
process allows FG nodes to share routing information with adjacent nodes and to build
its distribution databases. Independently, each FG node then runs the Shortest Path
First (SPF) algorithm [13] on the distribution database to determine the best routes to a
destination. The SPF algorithm adds up the cost, which is a value based on the hops to
the destination, the available number of simultaneous supported connections, by the FG
nodes involved in that path, to other FG nodes, and the available load of the FG nodes
involved in that path. It also sends an identifier of its own subnet and what kind of data
its subnet will be send, without affecting on the cost value. The FG node then, chooses
the lowest cost path to add to its distribution table. If there are multiple paths to a
destination, the lowest cost path is preferred.

When an end user sends a query, it is initially sent to its own subnet. If no result can
be found, the search is sent to its network gateway (the AG node). The AG node looks
up its distribution table and sends the search to the other AG nodes in its distribution
table. It also looks up the type of multimedia file that can be searched (some networks
allow audio searches only). That minimizes the waste of resources and bandwidth.
Every AG node, receiving that query, sends the search to its subnet and will receive
results. These results will be sent to the source AG node with an identifier of its
network. The identifier will be used find the associated metric. Finally, the results will
be sent to the end user that had requested it. As a result of this query, the end user will
receive the collected data by the sensor node and the subnet identifier. Finally, AG
nodes can be static, learned by other end users or learned by the servers or the super-
end users in the subnet.

5 Architecture Analysis and Simulations

This section shows the simulation results of our proposed IoT Group-Based Protocol
and it operation in a Smart City.

5.1 Simulation Setup

In order to model the system, we have considered several topologies with different
nodes connections. We measure the number of queries and replies performed by a node
as a function of the elapsed time. The nodes are divided into two levels, i.e., the FG
nodes level and the AG nodes level. The behavior of both is modeled by means of
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number of queries and replies and time wasted. The notation used in our model is
shown in Table 1:

To model the FG nodes behavior, it is assumed that there is a FG node per subnet
and m subnets interconnected. In addition, the FG node contains m entries (one per
subnet) in its distribution table. The FG node also has n entries in its access table that
correspond to the number of AG nodes.

• Queries generated by a new entry: When a new FG node joins the network, the
neighbor FG nodes should update their distribution database, adding the new node.
This update is propagated until the edge of the network. If we consider that every
FGi has Ci connections, then, the number of updates will be (see Eq. 1):

UFGðDTFGið
Xm�M

k¼j�m

kÞÞ )
XCi

i¼1

UFGiðDTFGið
Xm�M

k¼j�m

kÞÞ ð1Þ

Where ‘m–j’ represents the entries in the distribution table entries of the other
FG nodes.

• AG Queries to request AG distribution table: When a AG node sends a request
to a FG node, the AG node generates a message to every FG node in its distribution
table. So, every FG node queried by the AG node will generate a reply. So, the
generated replies can be modeled by (see Eq. 2).

QAGð
Xm�M

i¼j�m

iÞ )
Xm�M

i¼j�m

QFGðDTFGðiÞÞ )
Xm�M

i¼j�m

RFGðATiðelectedÞÞ ð2Þ

If the AG node is a new AG node, then, j ¼ 1.
To check our model, we consider no processing delays and the same bandwidth for

all nodes. So all propagations are done in tp.

Table 1. Notation parameters.

Abbreviation Explanation

M Maximum of P2P networks in FG and AG node’s distribution table
m Number of entries in FG and AG node distribution table
QFG Query done by a FG node
QAG Query done by an AG node
RFG Reply done by a FG node
UFG Update message from the FG node
DTFG FG distribution table
ATi Access table of the ‘i’ subnet
Ci Connections of the ‘i’ FG node
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When a new FG node joins the network, the network should converge. The con-
vergence time should be the elapsed time that FG/AG nodes need to update their
distribution table. This time is also determined by the diameter of the network.

Assuming that our network has m FG nodes, when the new FG node requests the
entry to the FG level, the convergence time will be calculated by Eq. 3. If consider a
topology like a line, the total convergence time will be modeled by Eq. 4:

Tt ¼ d � tp ð3Þ

Tt ¼ m� 1ð Þ � tp ð4Þ

Where d is the number of hops from the first to the last FG node.
At the AG nodes level, every new AG node must send a query to its FG node. This

query generates m queries to other FG nodes. Those m queries will generate m replies
to the first FG node and these m replies will be forwarded to the AG node. Finally, the
AG node will send the m queries to the elected AG nodes of other networks and this
fact will create m responses. In this case, the convergence will be modelled by Eq. 5:

Ts ¼ 4þ 2 � dð Þ � tp ð5Þ

Where d is the number of hops from the first to the last FG node.

5.2 Simulation Results

In order to show how our protocol works, we have used four different topologies with
different configurations where the number of connections, the degree of the nodes and
the diameter of the topology values are varied to take measurements. The degree of the
nodes is fixed in 56. It can be controlled by software when a new FG joins the system.
The networks converge in tp ¼ 0. Each graph allows knowing the convergence of the
interconnection system at FG nodes level how many replies are generated by an AG
node the first time it joins the interconnection system.

Figure 6 shows the first topology. It is composed by 56 nodes, 2 neighbor nodes
per node and the network diameter is 28.

Figure 7 shows the number of packets generated by Topology 1 and measured at
the third AG node.

Fig. 6. Topology 1
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Figure 8 shows the second topology. It is composed by 84 nodes, 3 neighbor nodes
per node and the network diameter is 15.

Figure 9 shows the number of packets generated by Topology 2 and measured at
the third AG node.
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Fig. 7. Results of packets generated by Topology 1 and measured at the third AG node.

Fig. 8. Topology 2
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Fig. 9. Results of packets generated by Topology 2 and measured at the third AG node.
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Figure 10 shows the third topology. It is composed by 112 nodes, 4 neighbor nodes
per node and the network diameter is 10.

Figure 11 shows the number of packets generated by Topology 3 and measured at
the third AG node.

Figure 12 shows the fourth topology. It is composed by 140 nodes, 5 neighbor
nodes per node and the network diameter is 10.

Figure 13 shows the number of packets generated by Topology 3 and measured at
the third AG node.

Fig. 10. Topology 3
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Fig. 11. Results of packets generated by Topology 3 and measured at the third AG node.

Fig. 12. Topology 4
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As results show, when the network is small and the nodes have few neighboring
nodes, a large number of queries are generated. Consequently, the network generates a
large number of replies (See Fig. 7). However, when the number of nodes and the
number of neighbors is high (See Fig. 12), the network initially generates a high
number of queries but, due to the composition of the group-based topology and our
protocol, the amount of replies generated is much lower (See Fig. 13). The results show
that the proposed protocol and architecture is easily scalable showing a low network
load.

6 Conclusion and Future Work

The integration of different technologies, protocols and architectures through a cen-
tralized management in a Gateway or at the platform level in the cloud, are complex to
manage, due to the large amount of information generated by all interconnected
devices. These devices compose complex networks known as IoT solutions. So, the use
of decision methods through artificial intelligence (AI) algorithms becomes evident.

Most of these things are programmable and have the ability to connect to the
Internet, which means the possibility of integrating artificial intelligence algorithms
into their systems making them smart, this makes the communication between Things,
Gateway and Platform even more efficient, because all would be controlled by the AI.
The AI would avoid making use of the main Internet connection channel, if it first
evaluates and decides that Things (M2M) can solve a problem locally.

To interconnect all these systems is needed to develop architectures and protocols
specially designed to this kind of applications and services. The group-based topologies
are energy efficient and reduce the network load. So, the scalability of WSNs in Smart
Cities is guaranteed.

As future work, we would like to implement this proposal in a real scenario and
compare these results with the simulated ones. In addition, we want to implement
secure systems to ensure the data privacy [14] and analyze the possibility of extending
the proposed to Next Generation Wireless Networks [15] and cognitive networks [16].

0

1

2

3

4

5

6

7

0 10 20 30 40 50 60

Pa
ck

et
s

Propaga on me (s)

Reply Queries

Fig. 13. Results of packets generated by Topology 4 and measured at the third AG node.
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Abstract. The implementation of the very low geothermal energy is not as
extended as the rest of renewable energies. The high initial investment these
systems usually require makes them unaffordable for most users. In this regard,
this research tries to emphasize the importance of a suitable dimensioning of the
whole geothermal plant. With that aim, three different calculation methods have
been presented. One of them is based on manual calculations using standard
values while the two remaining assumptions consider the use of specific
geothermal software. Results reveal that the most suitable method is constituted
by the implementation of optimized parameters in the geothermal software.
These parameters are obtained from a series of previous analysis and laboratory
tests. Applying the most appropriated procedure the initial investment is con-
siderably reduced. Additionally, the electricity consumption of the heat pump is
also lower using the mentioned calculation. In this way, the present research
demonstrates that and adjusted and proper calculation process can make the
geothermal system more attractive for a large number of users.

Keywords: Very low geothermal energy � Dimensioning �
Optimized parameter � Geothermal software

1 Introduction

Climatic change is a vital importance issue that nowadays requires the development of
new strategies to deal with it. One of the main causes of this phenomenon is the
greenhouse gases emission which has exponentially increased during the last century.
In 2016, at the United Nations Paris Agreement, 195 countries were involved to combat
the climatic change [1]. In this regard, renewable energies play a fundamental role to
reduce or eliminate the carbon dioxide emissions. According to the International
Energy Agency [2], renewable energies will contribute to reduce the 32% of the global
emissions during the period 2013–2050. However, one of the main problems most of
these clean energies present is the dependence on the climatic conditions (solar radi-
ation, wind velocity…). This fact could generate contradictions between the energetic
production and the demand required by the user.
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One of the renewable energies whose use is not dependent on the external con-
ditions is the geothermal energy. This energy allows extracting the internal earth heat to
use it in a certain use. In particular, the very low enthalpy geothermal energy can be
used anywhere on the earth surface to produce sanitary hot water or to warm/cool a
space. Since the earth temperature stays constant at the depth of 15 m, the climato-
logical conditions do not affect the capacity of thermal exchange in this kind of
installations [3–5]. Despite the large number of advantages these system present
(reduced CO2 emissions, climatic conditions independence, constant energetic sup-
ply…), its use is not widespread in the current moment and it is quite lower in
comparison with the remaining green energies [6–9]. The principal reason of this fact is
the initial investment these installations require. Although the amortization periods are
considerably low, the high investments mean an important problem at the time of
opting for its implementation [10, 11].

On this matter, an optimal dimensioning of the geothermal installation could
achieve significant reductions of the global investment. In this research, three different
calculation procedures were applied on the same study case to finally present an
economic comparison. One of these methods is based on the optimization of the
parameters that are part of the geothermal calculation while the rest of procedures use
standard values. The structure of the manuscript includes a general description of the
study case and each of the methodologies applied, and the corresponding sections of
results, discussion and final conclusions.

2 Materials and Method

2.1 Study Case Description

As mentioned before, in this research the dimensioning of a very low geothermal
installation was made by the implementation of several procedures. With that aim, in
the first place, the initial conditions of the study case on which this research is focused
are defined in Table 1.

2.2 Methodology

Since nowadays, there is not specific regulation establishing a standardized method to
calculate a very low enthalpy geothermal system, three different procedures were

Table 1. Study case description.

Study case characteristics

Building surface (m2) 180
Location Province of Ávila (Spain)
Energetic demand (kWh) 35.000
Geology Granitic materials
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followed in this research for the dimensioning of the planned installation. Figure 1
shows each of the mentioned methodologies.

Below, each of the procedures previously presented are thoroughly described.

Case 1
The first method is characterized by the manual calculation of the geothermal con-
figuration. This procedure, based on tabulated parameters, is usually applied when the
heating power is lower 30 kW since more accurate methods are not economically
justified.

The sequence followed in this first case is:

• Determination, from tables, of the ground specific thermal capacity.
• Calculation of the heat pump evaporator power.

For its estimation, the following expression is required.

Pe ¼ PcxðCOP� 1Þ=COP ð1Þ

Where:
Pe = heat pump evaporator power.
Pc = heating power.
COP = performance operation coefficient of the heat pump.

• Drilling length calculation. The drilling length is obtained from the expression
presented in Eq. 2.

L ¼ Pe=Ct ð2Þ

Fig. 1. Methodologies used in the geothermal calculations of the suggested installation.
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Where:

L = drilling length.
Pe = heat pump evaporator power.
Ct = Terrain thermal capacity.

The initial parameters used in this first case can be found in Table 2.

Case 2
The second procedure followed in this research is based on the use of the specific
software of geothermal calculations Earth Energy Designer “EED”, developed by
Blocon Software. This program requires, from the user, the introduction of a series of
characteristic parameters of the area and installation. In this second case, these
parameters were taken from standard values that the software suggests. These values
are shown in Table 3.

Case 3
In the last case considered in this research, the geothermal calculation was equally
made by using EED software. In this assumption, the parameters this software requires
were experimentally obtained. In this way, the optimization of the geothermal
dimensioning is based on a series of laboratory tests and works in the area projected for
the study. Additional costs are not generated given that these tests are part of existing
databases. The results of these tests that, can be found as scientifically publications,
allowed defining the following parameters:

– Geological and thermal characterization of the materials where the building is
planned to be set. By the geological exploration of the area and after laboratory

Table 2. Initial parameters considered in the calculation of case 1.

Initial parameters used in case 1

Ground thermal capacity (W/m) 55
Heating demand (kWh) 35.000
Annual operation period (h) 2.400
Heating power (kW) 15

Table 3. Initial parameters introduced in EED software in case 2.

Initial parameters used in case 2

Ground thermal conductivity (W/mK) 2,10
Grouting material thermal conductivity (W/mK) 0,70
Heat exchangers Double-U
Working fluid Mono-ethylene glycol
Drilling diameter (mm) 150
Annual operation period (h) 2.400
Heating power (kW) 15

182 C. S. Blázquez et al.



measurements on the ground materials, the thermal conductivity of the subsoil was
obtained. This property plays a fundamental role in this kind of systems since it
determines the capacity of the ground to transmit the heat to the rest of geothermal
components.
Given that the location of the geothermal system is known, consulting the
geothermal map developed for the province of Avila, the thermal conductivity of
the ground in the study area has the value of 3 W/mK. Figure 2 presents the
mentioned geothermal map of Avila.

– Selection of the grouting material with the most suitable properties. This material is
commonly used in geothermal drillings to guarantee the transmission of the heat
from the ground to the working fluid. Based on previous researches [13], the most
appropriate grouting material for the conditions of this study (assuming that there
are not watercourses in the subsoil) is the mixture of aluminum cement-sand-
aluminum shavings. Such material has the proper technical and mechanical con-
ditions and reaches a thermal conductivity value of 2,789 W/mK.

– Heat exchangers design. After different laboratory tests, the helical heat exchangers
presented the best results. However, its implementation is not appropriated for some
locations given the drilling diameters they require. In this case, the ground is
constituted by granitic materials and the current drilling methods do not guarantee
to reach the diameter sizes required. For this reason, vertical heat exchangers were
selected. Despite the double-U heat exchangers are the option usually chosen,
laboratory tests showed that simple-U heat exchangers present the same results than
the double-U ones [14]. Thus, the vertical simple-U heat exchangers were used in
the calculation of the mentioned case 3.

Fig. 2. Geothermal map of the province of Avila [12].
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As a result of the studies previously described, the initial values introduced during the
process of calculation of EED software can be observed in Table 4.

3 Results

By the implementation of each of the procedures described in the previous section,
results derived from the calculation in each of the cases are shown below.

3.1 Case 1

Using Eqs. 1 and 2 presented in the methodology section, the configuration of the
geothermal system using the first method can be found in Table 5.

3.2 Case 2

Based on the introduction in EED of the parameters presented in the previous section
for this second case, the software provides the design of the geothermal system (drilling
length and number of boreholes) and the evolution of the fluid temperature during the
period of the installation operation. From the multiple configuration suggested by the
software, the first option was selected (Figs. 3 and 4).

The following Table 6 collects the design of the installation according to the cal-
culation previously presented.

Table 4. Initial parameters introduced in EED software in case 3.

Initial parameters used in case 3

Ground thermal conductivity (W/mK) 3,00
Grouting material thermal conductivity (W/mK) 2,79
Heat exchangers Simple-U
Working fluid Mono-etilenglicol
Drilling diameter (mm) 150
Annual operation period (h) 2.400
Heating power (kW) 15

Table 5. Geothermal system obtained using the procedure of case 1.

Installation configuration using case 1

Evaporator power (kW) 11,67
Total drilling length (m) 212
Number of drillings 2
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Fig. 3. Geothermal dimensioning made with EED using the standard parameters.

Fig. 4. Fluid temperature evolution using the standard parameters.
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3.3 Case 3

As in the previous case, EED software provides the design of the drilling and the
evolution of the working fluid. In this case, the optimized parameters were imple-
mented. The following Figs. 5 and 6 show the described process.

Table 6. Geothermal design obtained using the procedure of case 2.

Installation design in case 2

Number of boreholes 1
Total drilling length (m) 172
Medium fluid temperature (°C) 3,25

Fig. 5. Geothermal dimensioning made with EED using the optimized parameters.
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Results from the calculation showed in Figs. 5 and 6 have been collected in
Table 7.

4 Discussion

Results show that the total drilling length is considerably reduced using the optimized
parameters. Consequently, the number of geothermal components required is equally
lower. This fact means the reduction of the initial investment of the global geothermal
system. Table 8 shows the initial investment of each of the assumptions considered in
this research. The economic estimation was carried out using the commercial catalogs
of Enertres, Raugeo y Alb and considering that the drilling prize of the area was
44 €/linear meter.

Another difference among the scenarios considered in this research makes reference
to the fluid temperature. This factor has a direct influence on the operation coefficient of
the heat pump (COP). It also determines the relation between the power provide by the
heat pump and the electricity consumption. The COP of the heat pumps selected in this
research has the value of 4,7 for some specific working conditions (inlet fluid tem-
perature of 0 °C and outlet temperature of 35 °C according to EN14511 Law [15]).

Fig. 6. Fluid temperature evolution using the optimized parameters.

Table 7. Geothermal design obtained using the procedure of case 3.

Installation design in case 3

Number of boreholes 1
Total drilling length (m) 135
Medium fluid temperature (°C) 5,38
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Additionally, UE 813/2013 Regulation [16] establishes a certain relation between the
COP and the working fluid temperature. Considering the medium fluid temperatures in
each of the assumptions, the real COP of the heat pump in each case was calculated.
Finally, the electricity consumption and the annual electricity costs were also
determined.

In the case 1, since the method do not allow to know the fluid temperature, a COP
of 4,5 was assumed. A lower COP results from the elevated drilling length required
using the procedure of case 1.

As can be seen in Table 9, the difference in the annual costs among the three
assumptions is mostly insignificant. However, beyond the economic field, the fluid
temperature has a great importance on the heat pump operation. If this temperature was
too low, the heat pump could not work properly and the thermal exchange with the
ground could be damaged. For this reason, it is important to achieve the highest
possible fluid temperatures and, it can be reached using an optimal geothermal
dimensioning.

Table 8. Initial investment of the geothermal installation in function of the procedure
implemented.

Case 1 Case 2 Case 3

Drillings 9.328,00 7.568,00 5.940,00
Heat exchangers 7.252,00 5.505,47 2.752,73
Grouting material 4,90 3,50 4,00
Working fluid 682,00 553,32 434,29
Spacers 378,00 306,00 252,00
Accessory components 1.271,00 635,50 635,50
Heat pump 12.530,00 12.530,00 12.530,00
Total investment 31,445.90 27.101,79 22,577.23

* All values are presented in euros (€)

Table 9. Heat pump COP and electricity consumption associated to the heat pump use in each
case.

Case 1 Case 2 Case 3

Heat pump power (kW) 15,00 15,00 15,00
Energetic demand (kWh) 35.000 35.000 35,000
Real COP 4,50 4,85 4,94
Electricity consumption (kWh) 7.777,77 7.216,49 7,085.02
Annual cost (€) 945,70 877,45 861,47
Accumulative total cost, year 30 (€) 28.371,00 26.323,50 25.844,10

* The electricity prize considered was 0.12159 €/kWh.
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In the graphic presented in Fig. 7, the total cost (initial investment and outlay
derived from the operation of the system at the end of the operation period) of the
installation can be observed for each of the methods described here.

5 Conclusions

In the present research, the dimensioning of the geothermal installation was carried out
implementing three different methods. According to the results presented above, some
consideration can be established.

• The manual calculation constitutes the easiest but also the most imprecise alter-
native. Thus, the total drilling length is incremented 18.87% in comparison with the
procedure of case 2 and 36.32% in comparison with case 3.

• Regarding the use of EED software, it is the most appropriate solution for a
geothermal calculation. However, its use is usually recommended only when the
heating power is higher than 30 kW.

• In addition to the use of EED software, the optimization of the geothermal
parameters is also convenient. As shown in this research, when these parameters are
correctly defined, the design of the system is adjusted and the total budget is
considerably reduced.

• For the study case described here, the implementation of software EED using the
optimized parameters reaches the reduction of the initial investment in 21.51% in
relation to using standard values.

Fig. 7. Total cost of the geothermal system in the year 30 in function of the calculation
procedure applied.
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• The heat pump operation is also improved using the method of case 3. Thus, the
electricity consumption of this device is also reduced meaning an additional eco-
nomic saving in the long time period.

For the reasons presented, a proper geothermal dimensioning could mean an
increase in the number of very low enthalpy geothermal systems making them more
affordable for the general user.
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Abstract. Managing the waste collection service is a challenge in the
fast-growing city context. A key to success in planning the collection is
having an accurate prediction of the filling level of the waste containers.
In this study we present a solution to the waste generation prediction
problem based on recurrent neural networks. Particularly, we introduce
a deep neuroevolutionary technique to automatically design a deep net-
work that encapsulates the behavior of all the waste containers in a
city. We analyze a real world case study consisting of one year of fill-
ing level values of 217 containers located in a city in the south of Spain
and compare our results to the state-of-the-art. The results show that
the predictions of our approach exceeds all its competitors and that its
accuracy is a key enabler for an appropriate waste collection planning.

Keywords: Deep neuroevolution · Deep learning ·
Evolutionary Algorithms · Smart Cities · Waste collection

1 Introduction

The World’s population is moving from rural to urban areas and it is expected
that this trend will continue. The number of inhabitants in cities will be about
75% of the World’s population by 2050 [1]. The fast demographic growth,
together with the concentration of the population in cities and the increasing
amount of daily waste are factors that push to the limit the ability of waste
assimilation by Nature. This fact has forced the authorities to examine the cost-
effectiveness and environmental impact of our economic system.

The linear structure of our economy has reached its limits and the natural
resources of our planet are drained. Thus, a more sustainable model of economy
is needed. For example, the circular economy [2,3], which consists in the trans-
formation of our waste into raw materials, proposing a new paradigm for a more
sustainable future.

The unsustainable development of countries has created a problem due to
the unstoppable waste generation. In addition, there are hardly any technolog-
ical means to make an optimal management of the waste collection process.

c© Springer Nature Switzerland AG 2019
S. Nesmachnow and L. Hernández Callejo (Eds.): ICSC-CITIES 2018, CCIS 978, pp. 192–204, 2019.
https://doi.org/10.1007/978-3-030-12804-3_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-12804-3_15&domain=pdf
https://doi.org/10.1007/978-3-030-12804-3_15


Waste Generation Prediction in Smart Cities Through Deep Neuroevolution 193

Nowadays, the solid waste collection is carried out without a previous analy-
sis of the demand, i.e. following a manually defined route. This approach has
severe limitations, one of the most important is the variability in the amount of
waste that needs to be picked up. This is especially critic in the case of selective
collection (plastic, paper, glass,...), where the waste volume is smaller than in
the organic case. Thus, when dealing with recyclable waste, the planning of the
optimal collection routes is even more influential.

An alternative to tackle the planning of the collection routes is to determine
which containers should be collected. Note that the recyclable waste collection
process represents 70% of the operational cost in waste treatment [4]. Thus a
reduction in the number of unnecessary visits to semi-empty containers will save
money! Therefore, we aim to provide an alternative to predict if a waste container
should be collected or not. Particularly, we propose to predict the filling level of
the waste containers (all the containers involved in the operation at once) using
a Recurrent Neural Network (RNN).

RNNs are top-notch at predicting time series, however as all Deep Learn-
ing (DL) techniques the selection of an appropriate network design is a tough
task [5]. The use of automatic intelligent tools seems a mandatory requirement
when addressing the design of RNNs, since the vast possible RNN architectures
that can be generated defines a huge search space. In this sense, metaheuris-
tics [6] emerged as efficient stochastic techniques able to address hard-to-solve
optimization problems. Indeed, these algorithms are currently employed in a mul-
titude of real world problems, e.g., in the domain of Smart City [7–11], showing
a successful performance. Nevertheless, the use of such a methodology in the
domain of DL is still limited [12].

In this article, we propose a hyper-parameter technique based on evolutionary
computation and use it to design and train an RNN that predicts the filling level
of the containers of a whole city. We test our approach using a real-world case
study, presented by Ferrer and Alba [13], and benchmark our results against the
results presented in the referred study. Therefore, the main contributions of this
study are two:

– We define a deep neuroevolutionary technique to automatically design an
efficient RNN.

– We use our proposal to design and train an RNN that predicts the filling level
of the waste containers of a real city and benchmark our results against the
state-of-the-art.

The remainder of this paper is organized as follows. The next section briefly
reviews the state-of-the-art of smart waste management. Section 3 discusses
about the use of DL to predict the waste generation rate. Section 4 presents
a deep neuroevolutionary approach to design an artificial neural network-based
predictor of the filling level of the waste containers. Section 5 presents the exper-
iments carried out, results, benchmark, and analyses. Finally, Sect. 6 outlines
our conclusions and proposes the future work.
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2 Smart Waste Management

The waste collection is a process with uncountable variants and constraints which
have led to a multitude of studies in recent years due to its importance. The
works in the literature could be classified, among other ways, according to the
waste type that is treated: residential waste commonly known as garbage [10,14],
industrial waste where customers are more dispersed and the amount of waste
is higher [15], recyclable waste [16] increasingly important for our society, where
the collection frequency is lower than organic waste and hazardous waste where
the probability of damage is minimized [17].

In the municipal solid waste collection [18], the authorities need global stud-
ies to quantify the waste generated in a period of time to be able to manage
them. Particularly, the waste generation forecasting for Xiamen city (China)
inhabitants was studied by [19]. The main difference with our approach is the
granularity of the object under study. They predict the amount of waste pro-
duced by the whole city, in contrast, we predict every single container in a city
(i.e. a disaggregated prediction of the whole city). This supposes a considerable
increase of the complexity of the problem that is solved, because it is necessary
to consider multiple aspects such as the location, the customs of the citizens, the
population density of the area, etc. In the same research line, the impact of the
intervention of local authorities on waste collection has also been studied [20],
being this relevant in the medium-long term.

Regarding the location where the collection takes place, there exist multiple
variants of the problem. There are communal collections where the local author-
ity identifies a place shared by the community [11,21], in most cases a local waste
facility for recycling. In the other side we found the kerbside collection [22] where
the household waste is collected from individual small containers located near
each house. The intermediate case studied here is the analysis of containers that
give service to several streets and blocks of flats [23].

In previous works [13,24] the authors used machine learning techniques to
predict the filling level of a container. Particularly, the authors used Linear
Regression, Gaussian Processes and Support Vector Machines for regression to
predict each container individually. In this work we present a unique RNN able
to generate predictions for the whole set of containers instead of creating and
training individual predictors for each container.

3 Deep Learning for Waste Generation Prediction

In this study, we focus on waste generation prediction by applying DL based on
specific type of artificial neural networks (ANN), RNN. As other ANNs, this type
of networks are composed of multiple hidden layers between input and output
layers. RNNs incorporate feedforward and feedback connections between layers
to capture long-term dependency in an input. Thus, RNNs have successfully
applied to address learning applications which involve sequential modeling and
prediction as natural language, image, and speech recognition and modeling [25].
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In turn, they have been applied in Smart Cities problems that require time
dependent prediction [12].

We apply supervised learning, which consists in an iterative process that
requires a training data set (N input-output pairs). As this study deals with
the prediction of the filling levels, the inputs are the current filling level each
container and the outputs are the next (future) filling levels. Thus, for each
input, the ANN produces an output (i.e., a tentative future filling rate) which is
compared to the expected output by using an error (cost or distance) function.
Then, a procedure is applied to reduce this error by updating the network until
a given stop criteria is reached [26].

Minimizing such learning error is a tough task. Backpropagation [27] (BP), a
first-order gradient descent algorithm, is the most widely used method to address
such issue. In order to apply BP on RNN, the network has to be unfold [28], i.e.,
the network is copied and connected in series a finite number of times (known
as look back) to build an unrolled version of the RNN.

Large ANNs (as unfolded RNNs) suffer from overfitting to the training data
set, i.e., the error on the training set is driven to a very small value, but when
unseen new data is presented to the network the error dramatically increases [29].
In order to address this issue, a technique called dropout, which consists in
including a stochastic procedure to the training process, is applied [30].

The accuracy and the generalization capability of the RNN prediction
depends on a set of configuration hyper-parameters: number of layers, number
of hidden units per layer, activation function, kernel size of a layer, etc. Thus, a
promising research line in DL proposes to find specific hyper-parameters configu-
rations for an ANN to improve its numerical accuracy [31,32]. The results demon-
strated that selecting the most suitable hyper-parameters for a given dataset
provides more competitive results than using a generalized networks.

Since training an RNN is costly (in terms of computational resources) and
the number of RNN architectures is infinite (or extremely large if we impose
restrictions to the number of hidden layers or neurons), we are enforced to define
a smart search strategy to find an optimal RNN.

Among the many potential optimization techniques to find efficient ANN
hyper-parameterization, a few authors have already applied metaheuristics
[33,34]. However, these solutions cannot be directly applied to deep neural
networks (DNN), i.e. ANNs with one or more hidden layer, due to the high
computational complexity of DNNs. Recently, new solutions specifically defined
to address hyper-parameter optimization of DNNs by using metaheurisitcs are
emerging: the deep neuroevolutionary approaches [5,12,35–37], showing compet-
itive results in finding parameters that improve the accuracy and minimize the
generalization error.

In this study, we focus on applying a deep neuroevolution approach to address
the generation of container filling predictions. Our optimization method deals
with the next main RNN parameters: the look back (i.e., how many times the
net is unfold during the training), the number of hidden layers, and the number
of neurons for each hidden layer.
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4 Deep Neuroevolutionary Architecture Optimization

In this section we present the details of our proposal. First, we formally state
the architecture optimization problem, and then we outline our deep neuroevo-
lutionary approach to solve the problem.

4.1 Architecture Optimization

Optimizing an ANN consists in finding an appropriate network structure (archi-
tecture) and a set of weights to solve a given problem [26]. Particularly, we can
analyze the suitability of an ANN by measuring its generalization capability, i.e.
the ability to predict/classify new (unseen) data.

In our particular case, we are interested in optimizing the architecture of
an RNN. Therefore, we decided to train an RNN using BP (i.e. we are finding
an appropriate set of weights given a network structure) and measure the mean
absolute error (MAE) of the predicted values against the observed ones. Equa-
tion 1 states the problem of finding an optimal architecture as a minimization
problem, where N corresponds to the number of samples in the testing data set
(X, Y), zi stands for the predicted value of the i -th sample, and yi corresponds
to the ground truth of the i -th sample. Note that the RNN is fed with already
predicted data x̂, and that the architecture is constraint by B, H, and L.

minimize Fitness =
1
N

N∑

i

MAE(zi, yi) (1)

subject to B ≤ max look back (2)
H ≤ max hidden layers (3)
L ≤ max neurons per layer (4)

x̂i =

{
x0 if i = 0
zi−1 if i > 0

(5)

4.2 Deep Neuroevolution

To solve the problem stated in Eq. 1 we designed a deep neuroevolutionary algo-
rithm based on the (1 + 1) Evolutionary Strategy (ES) [6] and on the Adam
weights optimizer [38]. Our proposal is presented in Algorithm 1.

A solution represents an RNN architecture and it is encoded as an integer
vector of variable length, solution = < s0, s1, ..., sH >. The first element, s0 ∈
[1,max look back], corresponds to the look back, while the following elements
(sj , j ∈ [1,H]), correspond to the number of Long Short-Term Memory (LSTM)
cells of the j -th hidden layer, subject to sj ∈ [1,max neurons per layer] and
H ∈ [1,max hidden layers]. Note that the number of hidden layers is defined by
the length of the vector. The number of neurons of the output layer is defined
accordingly to the inputed time series, i.e. we add a dense layer (fully connected)
with a number of neurons equal to the number of dimensions of the output.
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Algorithm 1. Self Adapting (1+1)ES-based RNN architecture optimizer.
1: solution ← Initialize()
2: Evaluate(solution, evaluation epochs)
3: evaluations ← 1
4: while evaluations ≤ max evaluations do
5: mutated ← Mutate(solution, mut element p, mut length p, max step)
6: Evaluate(mutated, evaluation epochs)
7: if Fitness(mutated) ≤ Fitness(solution) then
8: solution ← mutated
9: end if

10: evaluations ← evaluations + 1
11: SelfAdapting()
12: end while
13: solution ← Evaluate(solution, final epochs)
14: return solution

First, the Initialize function creates a new random solution. Then, the Eval-
uate function computes the Fitness of the solution. Specifically, the solution is
decoded (into an RNN), then the net is trained using the Adam optimizer [38]
for evaluation epochs epochs using the training data set and finally the fitness
value is computed using the testing data set.

Then, while the number of evaluations is less or equal than max evaluations,
the evolutionary process takes place. Starting from a solution, the Mutate func-
tion generates a new mutated solution, which is later evaluated. The Mutate
function consists in a two step process applied to the inputed solution. In the first
step, with a probability equal to mut element p the j -th element of the solution is
perturbed by adding a uniformly drawn value in the range [-max step,max step].
In the second step, with a probability equal to mut length p the length of the
solution is modified by copying or removing (with equal probability) an element
of the solution. Before returning the new solution, a validation process is per-
formed to assure that the mutated solution is valid (i.e. its values complies with
the restrictions).

Next, the fitness of the original solution and the mutated one are compared. If
the fitness of the mutated is less or equal than the original solution, the mutated
replaces the original solution.

As the last part of the evolutionary process, a SelfAdapting step is per-
formed to improve the performance of the evolutionary process [39]. Particu-
larly, if the fitness of the mutated solution improves the original one, then the
mut element p and mut length p values are multiplied by 1.5, in other case these
probabilities are divided by 4 [39]. In other words, if we are not improving, we
narrow the local search space. On the contrary, while the solutions are improving
(in terms of the fitness), we widen the local search space.

Finally, the evolved solution is evaluated (using final epochs to feed the num-
ber of epochs of the training process) and returned.



198 A. Camero et al.

5 Experimental Study

We implemented our proposal in Python 3, using the DL optimization library
dlopt [40], and the DL frameworks keras1 and tensorflow [41]. Then,
we (i) selected a data set to test our proposal, (ii) optimized an RNN to tackle
the referred problem, and (iii) compared our predictions against the state-of-
the-art of urban waste containers filling level prediction.

5.1 Data Set: Filling Level of Containers

The data set analyzed in this article is the one used in [13,24], a real case study
of an Andalusian city (Spain), where we highlight the benefits of our approach,
being effective and realistic at the same time. Our case study considers 217
paper containers from the metropolitan area of a city. The choice of an instance
of recycling waste (paper) is more attractive than a organic waste collection to
show the quality of our approach because most paper containers do not need to
be collected everyday like the organic waste, so they have a high variability in
collection frequency.

5.2 RNN Optimization

We executed 30 independent times our deep neuroevolutionary algorithm con-
sidering the combinatorial search space defined in Table 1, using the data set
described above, the parameters defined in Table 2, and a fixed dropout equal to
0.5. We use an 80% of the data to train the networks and the remainder data to
test their performance (i.e., computing the fitness).

Table 1. RNN optimization search space.

Parameter Value Parameter Value

min look back 2 max look back 30

min neurons per layer 10 max neurons per layer 300

min hidden layers 1 max hidden layers 8

The initial setup of the algorithm is taken from the related literature [12].
Considering that our proposal performs a self-adapting step, we do not performed
a tuning of the parameters of the algorithm.

Table 3 summarizes the results obtained. The MAE, the mean squared error
(MSE), the total number of LSTM cells, the look back, and the number of
recurrent layers correspond to the statistics computed over the final solutions
(30 RNN trained). We will refer to the solution returned by the algorithm as
solution. The time corresponds to the statistics computed over the total time,
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Table 2. ES parameters configuration.

Parameter Value Parameter Value

mut element p 0.2 evaluation epochs 10

mut length p 0.2 final epochs 1000

max step 15 max evaluations 100

Table 3. ES-based RNN optimization results.

MAE MSE LSTM cells Look back Rec. layers Time [m]

Mean 0.073 0.014 450.667 5.933 5.433 96.866

Median 0.073 0.014 419.500 5.000 5.000 70.049

Min 0.071 0.013 127.000 2.000 1.000 33.216

Max 0.076 0.015 1252.000 16.000 8.000 405.339

Sd 0.001 0.000 227.661 3.648 1.906 75.488

i.e. the sum of the computation time of all the architectures evaluated, including
the solution. The time is presented in minutes.

The results show that the algorithm is robust in regard to the MAE (and the
MSE), however there is a noticeable variation in the architectures and in the time
needed to compute a solution. In order to get insights into the relation between
the architecture and the error we analyze the solutions and all the architectures
evaluated during the optimization. Figure 1a presents the architectures (number
of LSTM cells and layers) of the solutions along with their respective MAE and
Fig. 1b shows the same information for all architectures evaluated. A small MAE
(a darker dot) is desirable. It is important to remark that the MAE presented
in both figures is not comparable, because in both cases the number of training
epochs is different, therefore the results are expected to differ (at least in their
magnitude).

It is quite interesting that the solutions are very diverse (see Fig. 1a), and
that most of them use less than 500 LSTM cells. This is more interesting if we
consider that the maximum allowed number of LSTM cells given the problem
restrictions (see Table 1) is equal to 2400 and that many architectures evaluated
have more than 500 LSMT cells (see Fig. 1b).

To continue with our analysis, we ranked all the architectures evaluated
(excluding the solutions) into deciles and selected the top one (i.e. the best
architectures evaluated). Then we plot the density distribution of the number of
recurrent layers (see Fig. 2a) and of the total number of LSTM cells (see Fig. 2b).
We also plot the density distribution of the solutions in both figures. The results
show that both densities are relatively similar, therefore we intuit that there
is an archetype that better suits to the problem. However, further analysis is
required to validate this intuition.

1 https://keras.io/.

https://keras.io/
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(a) Solution (b) Fitness

Fig. 1. Architectures evaluated during the optimization process.

(a) Deepness (b) Gross size

Fig. 2. The best solutions evaluated (fitness) compared to the final solutions.

5.3 Prediction Benchmark

To continue with the evaluation of our proposal, we benchmark the predictions
made by the RNN against the results published in [13,24]. In order to compare
the approaches we compute the “mean absolute error in the filling predictions of
the next month” (MM) using the solutions given by our algorithm, i.e. we predict
a whole month using an RNN and summed up the predictions per container, then
we compute the mean absolute difference between the predicted values and the
ground truth. Table 4 summarizes the results of the MM computed using the
solutions. Note that the MM results are better than the MAE (see Table 3).

We selected the median solution (in regard to the MM) and compared the
results against the ones presented in [13,24]. Table 5 presents the benchmark.
In that previous work the authors proposed three time series algorithms used
for forecasting the fill level for all containers. Particularly, they used techniques
based on Linear Regression, Gaussian Processes, and Support Vector Machines
for Regression called SMReg.
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Table 4. MM statistics computed for the RNN solutions.

Mean Median Min Max Sd

RNN 0.030 0.028 0.027 0.043 0.004

The results indicate that our proposal exceeds its competitors. Moreover, we
performed a non-parametric Friedman’s Two-Way Analysis of Variance Ranks
Test that revealed RNN as the best algorithm, followed by the algorithm based
on Gaussian Processes, the Lineal Regression and the SMReg as last algorithm in
the comparison. Regarding the statistical significant differences, the values have
been adjusted by the Bonferroni correction for multiple comparisons. There are
significant differences between each pair of algorithms except for the particular
comparison between Lineal Regression and SMReg. Thus, the RNN is signifi-
cantly better than its competitors (in regard to the MM).

Table 5. MM statistics for the RNN solutions.

Method Error

RNN 0.028

Gaussian processes 0.038

Linear regression 0.074

SMReg 0.095

Fig. 3. Relation between the MAE and the MM.

Finally, to relate the results presented in this subsection (see Table 4) to the
ones presented in the previous subsection (see Table 3) we plotted the relation
between the MAE and the MM (please refer to Fig. 3). The figure also includes
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the architecture of the solutions (number of LSTM cells and number of recurrent
layers). Something that caught our attention is that there is not an apparent lin-
ear relation between both metrics presented in the plot, however the summarized
results presented for both metrics (see Tables 3 and 4) are robust in regard to
the referred error measurement.

6 Conclusions and Future Work

Deep neuroevolution has emerged as a promising field of study and is growing
rapidly. Particularly, the use of Evolutionary Algorithms to tackle the hyper-
parametrization optimization problem is showing unprecedented results, not
only in terms of the performance of the designed networks, but also in terms
of the reduction of the computational resources needed (e.g. the configurations
are evaluated using a heuristic, therefore not all configurations are actually
trained [42,43]).

In this study we present a deep neuroevolutionary algorithm to optimize
the architecture of an RNN (given a problem). We test our proposal using the
filling level of 217 waste containers located in Andalusia, Spain, recorded over a
whole year and benchmark our results against the state-of-the-art of filling level
prediction. Our experimental results show that an “appropriate” selection of the
architecture improves the performance (in terms of the error) of an RNN and
that our prediction results exceeds all its competitors.

As future work we propose to explore train-free approaches for evaluating
a network configuration. Specifically, we propose to study the use of the MAE
random sampling [42,43] to compare RNN architectures, aiming to reduce the
computational power and the time needed to find an appropriate architecture.

Acknowledgements. This research was partially funded by Ministerio de Economı́a,
Industria y Competitividad, Gobierno de España, and European Regional Development
Fund grant numbers TIN2016-81766-REDT (http://cirti.es), and TIN2017-88213-R
(http://6city.lcc.uma.es), and by Universidad de Málaga, Campus Internacional de
Excelencia Andalućıa TECH.
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