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Preface

This book brings together review chapters on a selected range of themes in the
science of light—developed from, and inspired by, papers presented at the 5th
International Conference on Photonics, Optics and Laser Technology
(PHOTOPTICS 2017), held in Porto, Portugal, from 27 February to 1 March 2017.
These papers have been selected by the chairs from over a hundred paper sub-
missions, originating from thirty countries, using criteria-based assessment and
comments from the programme committee members, feedback from the session
chairs, and also the programme chairs’ global view of all contributions included in
the technical programme. Accordingly, this volume includes papers on both theo-
retical and practical aspects, across the fields of Optics, Photonics and Laser
Technology, all of which contribute to a developed understanding of current
research trends. The book contents comprise twelve chapters, including imaging
and microscopy—techniques and apparatus, with contributions including the syn-
chronization of active fibre mode-locked lasers for stimulated emission depletion
microscopy, feature detection, resolution enhancement in visually impaired images
through physics-based computational imaging; laser device technology, addressing
high-power continuous-wave Er-doped fibre lasers and high-power SOA-based
tunable fibre compound-ring lasers and finally, the field of photonic materials,
including devices, methodologies and techniques, the suppression of zeroth-order
diffraction in phase-only spatial light modulators via destructive interference,
higher-order diffraction suppression by means of two-dimensional quasi-periodic
gratings, two-dimensional connected hole gratings for high-order diffraction sup-
pression, liquid crystal polarization-independent tunable spectral filters, bistable
scattering fluorescent materials based on polymeric matrixes, advances in fs-laser
micromachining for the development of optofluidic devices, microfiber knot res-
onator sensors and charge transfer features in enhanced pinned photodiodes with a
collection gate.

xi



We thank all of the authors for their contributions and also the reviewers who
have helped ensure the quality of this publication.

Norwich, UK David L. Andrews
Caparica, Portugal Paulo Ribeiro
Caparica, Portugal Maria Raposo

xii Preface



Contents

1 Suppression of Zeroth-Order Diffraction in Phase-Only Spatial
Light Modulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Wynn Dunn Gil D. Improso, Giovanni A. Tapang
and Caesar A. Saloma
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The Spatial Light Modulator . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Limitations of the SLM . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 The Zeroth Order Diffraction . . . . . . . . . . . . . . . . . . . 5

1.3 Suppression of the Zeroth Order Diffraction . . . . . . . . . . . . . . . 7
1.3.1 The ZOD Suppression Method . . . . . . . . . . . . . . . . . . 8
1.3.2 Suppression of the ZOD . . . . . . . . . . . . . . . . . . . . . . . 12

1.4 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Suppression of the ZOD Experiment . . . . . . . . . . . . . . 13
1.4.2 Discussion of Results . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.4.3 Result of Numerical Simulation . . . . . . . . . . . . . . . . . . 21

1.5 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2 Towards High-Order Diffraction Suppression
Using Two-Dimensional Quasi-Periodic Gratings . . . . . . . . . . . . . . 31
Changqing Xie, Lina Shi, Hailiang Li, Ziwei Liu, Tanchao Pu
and Nan Gao
2.1 A Quick Tour of Diffraction Gratings . . . . . . . . . . . . . . . . . . . 31

2.1.1 Grating Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.1.2 Overlapping of Diffraction Orders . . . . . . . . . . . . . . . . 32
2.1.3 High Order Diffraction Suppression

for 1D Gratings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2 Two-Dimensional Periodic Gratings . . . . . . . . . . . . . . . . . . . . . 33
2.3 Two-Dimensional Quasi-Periodic Gratings . . . . . . . . . . . . . . . . 35

xiii



2.3.1 Two-Dimensional Quasi-Triangle Array
of Circular Holes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.3.2 Two-Dimensional Quasi-Triangle Array
of Rectangular Holes . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.3.3 Two-Dimensional Quasi-Triangle Array
of Hexagonal Holes . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.3.4 Comparison of Three Types of Gratings . . . . . . . . . . . 45
2.4 Future Outlook for the Fabrication Method . . . . . . . . . . . . . . . 46

2.4.1 The Mechanical Ruling Method . . . . . . . . . . . . . . . . . 46
2.4.2 Interference Lithography . . . . . . . . . . . . . . . . . . . . . . . 47
2.4.3 Electron Beam Lithography . . . . . . . . . . . . . . . . . . . . 47
2.4.4 Laser Beam Lithography . . . . . . . . . . . . . . . . . . . . . . . 48
2.4.5 Nano-imprint Lithography . . . . . . . . . . . . . . . . . . . . . . 49

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3 Two Dimensional Gratings of Connected Holes for High Order
Diffraction Suppression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Lina Shi, Ziwei Liu, Tanchao Pu, Hailiang Li, Jiebin Niu
and Changqing Xie
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2 Diffractions of the Two Dimensional Grating . . . . . . . . . . . . . . 57
3.3 Two Dimensional Amplitude Gratings of Connected

Hexagonal Holes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.1 Theoretical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.3 Discuss of Fabrication Error . . . . . . . . . . . . . . . . . . . . 63

3.4 Two Dimensional Amplitude Gratings of Connected
Zigzag-Profiled Holes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.5 Two Dimensional Phase Gratings of Connected
Zigzag-Profiled Holes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4 Polarization-Independent Tunable Spectral Filter
by the Use of Liquid Crystal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Mitsunori Saito
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2 Principle of Polarization Selection . . . . . . . . . . . . . . . . . . . . . . 76
4.3 Lyot Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4 Fabry-Perot Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

xiv Contents



5 Polyethylene Glycol as a Bistable Scattering Matrix
for Fluorescent Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Mitsunori Saito
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2 Bistable Transmission Properties . . . . . . . . . . . . . . . . . . . . . . . 101
5.3 Absorption Enhancement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4 Random Lasing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6 Advances in Fs-Laser Micromachining Towards the Development
of Optofluidic Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
João M. Maia, Vítor A. Amorim, D. Alexandre and P. V. S. Marques
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.2 Femtosecond Laser Micromachining . . . . . . . . . . . . . . . . . . . . 121

6.2.1 Fundamentals of Interaction Laser-Matter . . . . . . . . . . 121
6.2.2 Fabrication of Optical Elements . . . . . . . . . . . . . . . . . 123
6.2.3 Fabrication of Microfluidic Systems . . . . . . . . . . . . . . 126
6.2.4 Fabrication of Polymeric Structures . . . . . . . . . . . . . . . 129

6.3 Integrated Optofluidic Devices . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

7 Microfiber Knot Resonators for Sensing Applications . . . . . . . . . . . 145
A. D. Gomes and O. Frazão
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.2 Microfiber Knot Resonators . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.2.1 Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.2.2 Assembling Configurations . . . . . . . . . . . . . . . . . . . . . 149
7.2.3 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

7.3 Microfiber Knot Resonators as Sensors . . . . . . . . . . . . . . . . . . 151
7.3.1 Temperature Sensing . . . . . . . . . . . . . . . . . . . . . . . . . 151
7.3.2 Refractive Index Sensing . . . . . . . . . . . . . . . . . . . . . . 154
7.3.3 Other Sensing Applications . . . . . . . . . . . . . . . . . . . . . 156

7.4 Recent Developments in Coated Microfiber
Knot Resonators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

7.5 Other Microfiber Knot Resonator Configurations . . . . . . . . . . . 159
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

8 High Power Continuous-Wave Er-doped Fiber Lasers . . . . . . . . . . 165
Leonid V. Kotov and Mikhail E. Likhachev
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
8.2 Properties of Erbium Ions in Silica Glass . . . . . . . . . . . . . . . . . 166

Contents xv



8.2.1 Spectroscopic Properties . . . . . . . . . . . . . . . . . . . . . . . 166
8.2.2 Loss Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

8.3 Er-doped Yb-free Fiber Lasers Cladding Pumped
at 980 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
8.3.1 Optimization of a Double-Clad Er-doped

Fiber Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
8.3.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . 172

8.4 Er-Yb Co-doped Fiber Lasers . . . . . . . . . . . . . . . . . . . . . . . . . 174
8.4.1 Yb Sensitization of Er-doped Fibers . . . . . . . . . . . . . . 174
8.4.2 High-Power Er-Yb Lasers . . . . . . . . . . . . . . . . . . . . . . 176

8.5 Er-doped Fiber Lasers Cladding-Pumped at 1530 nm . . . . . . . . 178
8.5.1 Pump Sources Near 1530 nm . . . . . . . . . . . . . . . . . . . 179
8.5.2 Er-doped Fiber Lasers Pumped at 1535 nm . . . . . . . . . 182

8.6 Er-doped Fiber Lasers Core-Pumped at 1480 nm . . . . . . . . . . . 184
8.6.1 Raman Lasers at 1480 nm . . . . . . . . . . . . . . . . . . . . . 184
8.6.2 Core-Pumped Er-doped Fiber Laser . . . . . . . . . . . . . . . 188

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

9 Characterization of the Charge Transfer in an Enhanced Pinned
Photodiode with a Collection Gate . . . . . . . . . . . . . . . . . . . . . . . . . 193
L. Girgenrath, M. Hofmann, R. Kühnhold and H. Vogt
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
9.2 Transfer Times and 3D ToF Measurements . . . . . . . . . . . . . . . 194
9.3 The Enhanced Pinned Photodiode . . . . . . . . . . . . . . . . . . . . . . 197
9.4 Manipulation of the Pinning Voltage . . . . . . . . . . . . . . . . . . . . 201
9.5 Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
9.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

10 Passive Beam Combining for the Development of High Power
SOA-Based Tunable Fiber Compound-Ring Lasers
Using Low Power Optical Components . . . . . . . . . . . . . . . . . . . . . . 213
Muhammad A. Ummy, Simeon Bikorimana, Abdullah Hossain
and Roger Dorsinville
10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
10.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
10.3 Principal of Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
10.4 Characterization of the Fiber Compound-Ring Lasers . . . . . . . . 219

10.4.1 Gain Medium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
10.4.2 Lasing Threshold Level . . . . . . . . . . . . . . . . . . . . . . . 219
10.4.3 Tunable Optical Filter . . . . . . . . . . . . . . . . . . . . . . . . . 220
10.4.4 Coherent Beam Combining Efficiency . . . . . . . . . . . . . 221
10.4.5 Fiber Laser Power Tunability and Its Switchable

Dual-Output Port Operation . . . . . . . . . . . . . . . . . . . . 223

xvi Contents



10.4.6 Wavelength Tunability . . . . . . . . . . . . . . . . . . . . . . . . 224
10.4.7 Optical Signal-to-Noise Ratio . . . . . . . . . . . . . . . . . . . 225
10.4.8 Short-Term Optical Power . . . . . . . . . . . . . . . . . . . . . 226

10.5 (N � 1) SOAs Based Fiber Compound-Ring
Laser Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

10.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228

11 Active Fibre Mode-locked Lasers in Synchronization
for STED Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
Shree Krishnamoorthy, S. Thiruthakkathevan and Anil Prabhakar
11.1 Introduction-Nanoscopy and Lasers . . . . . . . . . . . . . . . . . . . . . 233

11.1.1 STED with Pulsed Lasers . . . . . . . . . . . . . . . . . . . . . . 234
11.1.2 Pulsed Fibre Lasers for Synchronization . . . . . . . . . . . 236

11.2 Actively Mode-locked Fibre Lasers . . . . . . . . . . . . . . . . . . . . . 237
11.2.1 History of Actively Fibre Mode-locked Lasers . . . . . . . 237
11.2.2 Active Fibre Mode-locked Laser as Slave . . . . . . . . . . 239

11.3 Detuning of Fibre Mode-locked Lasers . . . . . . . . . . . . . . . . . . 241
11.3.1 Deterioration of Mode-locking with Detuning . . . . . . . 241
11.3.2 Loss of locking in Fourier Space . . . . . . . . . . . . . . . . . 243
11.3.3 Unlocking of Laser Modes . . . . . . . . . . . . . . . . . . . . . 248

11.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

12 Physics-Based Feature Engineering . . . . . . . . . . . . . . . . . . . . . . . . . 255
Bahram Jalali, Madhuri Suthar, Mohammad Asghari
and Ata Mahjoubfar
12.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

12.1.1 Photonic Time Stretch . . . . . . . . . . . . . . . . . . . . . . . . 256
12.1.2 From Optical Physics to Digital Algorithms . . . . . . . . . 257

12.2 Phase Stretch Transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258
12.2.1 Feature Enhancement in Visually Impaired Images . . . . 259
12.2.2 Mathematical Foundations of Phase Stretch

Transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
12.2.3 Clinical Decision Support Systems Using PST . . . . . . . 265

12.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
12.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277

Subject Index. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279

Contents xvii



Contributors

D. Alexandre Department of Physics, University of Trás-os-Montes e Alto Douro,
Vila Real, Portugal;
CAP - Centre for Applied Photonics, INESC TEC, Porto, Portugal

Vítor A. Amorim Department of Physics and Astronomy, Faculty of Sciences,
University of Porto, Porto, Portugal;
CAP - Centre for Applied Photonics, INESC TEC, Porto, Portugal

Mohammad Asghari Department of Electrical and Computer Engineering,
University of California Los Angeles, Los Angeles, CA, USA;
Department of Electrical Engineering and Computer Science, Loyola Marymount
University, Los Angeles, CA, USA

Simeon Bikorimana The City College of New York, City University of New
York, New York, USA

Roger Dorsinville The City College of New York, City University of New York,
New York, USA

O. Frazão Department of Physics and Astronomy, Faculty of Sciences and INESC
TEC, University of Porto, Porto, Portugal

Nan Gao Key Laboratory of Microelectronic Devices and Integrated Technology,
Institute of Microelectronics, Chinese Academy of Sciences, Beijing, People’s
Republic of China

L. Girgenrath ELMOS Semiconductor AG, Dortmund, Germany;
Faculty of Engineering, EIT, EBS, University of Duisburg-Essen, Duisburg,
Germany

A. D. Gomes Department of Physics and Astronomy, Faculty of Sciences and
INESC TEC, University of Porto, Porto, Portugal

M. Hofmann ELMOS Semiconductor AG, Dortmund, Germany

xix



Abdullah Hossain The City College of New York, City University of New York,
New York, USA

Wynn Dunn Gil D. Improso National Institute of Physics, University of the
Philippines, Quezon City, Philippines

Bahram Jalali Department of Electrical and Computer Engineering, Department
of Bioengineering, Department of Surgery, David Geffen School of Medicine,
California NanoSystems Institute, University of California Los Angeles, Los
Angeles, CA, USA

Leonid V. Kotov College of Optical Sciences, University of Arizona, Tucson, AZ,
USA;
Fiber Optics Research Center of the Russian Academy of Sciences, Moscow,
Russia

Shree Krishnamoorthy Indian Institute of Technology, Chennai, India

R. Kühnhold ELMOS Semiconductor AG, Dortmund, Germany

Hailiang Li Key Laboratory of Microelectronic Devices and Integrated
Technology, Institute of Microelectronics, Chinese Academy of Sciences, Beijing,
People’s Republic of China

Mikhail E. Likhachev Fiber Optics Research Center of the Russian Academy of
Sciences, Moscow, Russia

Ziwei Liu Key Laboratory of Microelectronic Devices and Integrated Technology,
Institute of Microelectronics, Chinese Academy of Sciences, Beijing, People’s
Republic of China

Ata Mahjoubfar Department of Electrical and Computer Engineering, California
NanoSystems Institute, University of California Los Angeles, Los Angeles, CA,
USA

João M. Maia Department of Physics and Astronomy, Faculty of Sciences,
University of Porto, Porto, Portugal;
CAP - Centre for Applied Photonics, INESC TEC, Porto, Portugal

P. V. S. Marques Department of Physics and Astronomy, Faculty of Sciences,
University of Porto, Porto, Portugal;
CAP - Centre for Applied Photonics, INESC TEC, Porto, Portugal

Jiebin Niu Key Laboratory of Microelectronic Devices and Integrated
Technology, Institute of Microelectronics, Chinese Academy of Sciences, Beijing,
China

Anil Prabhakar Indian Institute of Technology, Chennai, India

Tanchao Pu Key Laboratory of Microelectronic Devices and Integrated
Technology, Institute of Microelectronics, Chinese Academy of Sciences, Beijing,
People’s Republic of China

xx Contributors



Mitsunori Saito Department of Electronics and Informatics, Ryukoku University,
Seta, Otsu, Japan

Caesar A. Saloma National Institute of Physics, University of the Philippines,
Quezon City, Philippines

Lina Shi Key Laboratory of Microelectronic Devices and Integrated Technology,
Institute of Microelectronics, Chinese Academy of Sciences, Beijing, People’s
Republic of China

Madhuri Suthar Department of Electrical and Computer Engineering, University
of California Los Angeles, Los Angeles, CA, USA

Giovanni A. Tapang National Institute of Physics, University of the Philippines,
Quezon City, Philippines

S. Thiruthakkathevan Valarkathir Creatronics Private Limited, Chennai, India

Muhammad A. Ummy New York City College of Technology, City University
of New York, New York, USA

H. Vogt Faculty of Engineering, EIT, EBS, University of Duisburg-Essen,
Duisburg, Germany;
Fraunhofer Institute for Microelectronic Circuits and Systems, Duisburg, Germany

Changqing Xie Key Laboratory of Microelectronic Devices and Integrated
Technology, Institute of Microelectronics, Chinese Academy of Sciences, Beijing,
People’s Republic of China

Contributors xxi



Chapter 1
Suppression of Zeroth-Order Diffraction
in Phase-Only Spatial Light Modulator

Wynn Dunn Gil D. Improso, Giovanni A. Tapang and Caesar A. Saloma

Abstract A correction beam is created using a spatial light modulator (SLM) to
suppress the zeroth-order diffraction (ZOD) that is produced by the unmodulated
light coming from the dead areas of the said SLM. The correction beam is designed
to interfere destructively with the undesirable ZOD that degrades the overall quality
of the propagated SLM signal. Two possible techniques are developed and tested for
correction-beam generation: aperture division and field addition. With a properly-
calibrated SLM, ZOD suppression is demonstrated numerically and experimentally
at sufficiently high area factor (AF) values where suitable matching is achieved
between the correction beam and the ZOD profiles to result in a 39% reduction of
the ZOD intensity via angular aperture division, 32% reduction via annular aperture
division, and 24%reduction via vertical aperture division.At low AF values however,
meaningful ZOD suppression is not obtained. With the field addition method, a ZOD
reduction as high as 99% is gainednumericallywhichwas not realized experimentally
using an SLMwith a fill factor of 0.81 due to limitations posed by an iterative phase-
recovery algorithm (ghost image) as well as unwanted signal contributions from
the SLM anti-reflection coating, SLM surface variations, optical misalignment and
aberrations.

1.1 Introduction

Manipulating the amplitude andphase of light had been extensively studied to achieve
desired complex light distribution in different practical applications [1–6]. Control-
ling the amplitude or the phase, or both at the same time can be done as necessary.
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Phase modulation has become more popular than amplitude modulation due to its
higher efficiency, avoiding light loss due to spatial filtering [7]. Phase modulation is
done using lenses, prisms, and in the past decade, the spatial light modulator (SLM).

The SLM is a device that allows control over the phase of the incident light via
a computer generated hologram (CGH) in its input giving it pixel by pixel control.
Because of this versatility, the SLM is used in many different applications such as
optical trapping [8, 9],microfabrication [5, 10],microscopy [11, 12] and astronomy
[13].

Each SLM pixel has an active and inactive area. The ratio of the active area to the
whole area of a pixel in an SLM is called the fill factor. Due to the electronic address-
ing of the SLM, the fill factor is typically less than one, which results to an inactive
area that does not modulate incident light [14]. In a Fourier reconstruction set-up,
where a lens is used to reconstruct the desired light configuration, this unmodulated
light gets focused, and manifests as a high intensity spot called the zeroth order
diffraction (ZOD).

The ZODdisrupts the complex light distribution due to its localized high intensity.
It is usually removed in applications by shifting the desired light pattern away from
the optical axis or placing a physical beam block [2]. Both of these techniques limit
the functional area and decreases the diffraction efficiency. Another way is to create a
correction beam together within the desired area [3]. The correction beam interferes
with the ZOD, thereby lessening the intensity of the focused spot. This technique
becomes slow in cases where multiple variable targets are to be shown in succession
since recalculation of the target with the correction beam is necessary.

In this paper, we suppress the unwanted ZOD intensity with a correction beam
that is generated via the SLMwithout the introduction of a physical block or grating.
The final phase input to the SLM is calculated using the aperture division method
or the field addition method as discussed by Hilario et al. [6]. We calculate the
hologram input to SLM that contains the phase information needed for constructing
the correction beamand the desired target. The field addition and the aperture division
method are described and evaluated in the next Section.

1.2 The Spatial Light Modulator

The SLM is a device that allows versatile and dynamic light manipulation due to its
pixel by pixel control capability and fast refresh rate [9]. The SLM can be used for
amplitude modulation, phase modulation or both simultaneously. Newer SLMs can
also control the polarization of incident light [15] thus allowing for a high degree of
freedom control on the incident light. When using the SLM for phase modulation, a
hologram is programmed to display on the SLM through a computer. This changes
the phase of the incident light without changing the intensity. The corresponding
desired pattern is then reconstructed using a Fourier lens.

In this work, we use a programmable phasemodulator (PPM,Hamamatsu X8267)
as our SLM. The structure is shown in Fig. 1.1 [16]. The PPM is an electrically
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Fig. 1.1 Structure of the
SLM [16]

addressed phase modulator, which uses an optical image transmitting element to
couple an optically-addressed PAL-SLM (Parallel Aligned Nematic Liquid Crystal
Spatial Light Modulator) with an electrically addressed intensity modulator. From
the figure, the electrically addressed intensity modulator is an LCD controlled via
an external computer. The LCD is coupled to the PAL-SLM using a fiber optic plate
(FOP) as the optical image transmitting element to remove the diffraction noise from
the pixel structure of the LCD. The photoconductive layer of the PAL-SLMwill then
be modulated with electric fields by the image from the FOP. This in turn changes
the optical path of the incident light thereby modulating the phase in a pixel by pixel
manner. Ideally, the SLM will be able to impose the exact phase to the incident light
and all of the incident light is modulated. However, limitations in the SLM exists
that affect the phase input itself, and limits the area of the incident light that can be
controlled. We will discuss some of the limitations in the next section.

1.2.1 Limitations of the SLM

Spatial Phase Variation. Many factors affect the phase that is input to the SLM. An
example is the distortion of the phase caused byvariation in ambient temperature [17].
Due to the thermal expansion of the SLM, the phase response maybe different for
different ambient temperature and thus it becomes necessary to compensate for the
change in phase response. Another is the effect of the imperfect flatness of the surface
of the SLM. This results to a different phase response per pixel since there is variation
in the thickness of the SLM [18]. These kinds of spatial variation in phase response is
static, which means these have the same effect for different holograms. Therefore by
calibrating the SLM, the effect of these variations in phase can be compensated [19].

Pixel Crosstalk. Phase retardation of the SLM comes from the reaction of the pho-
toconductive layer of the PAL-SLM to the image brought by the FOP from the
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Fig. 1.2 Pixel crosstalk between two neighboring pixels. The closer the working areas, the stronger
the crosstalk

LCD. Thus, if the working areas of each pixel are in close proximity, gradual voltage
changes (known as fringing fields) occur across the border of neighboring pixels [20–
22]. This effect is called pixel crosstalk, and studies have shown that it low-pass filters
the desired phase pattern. Pixel crosstalk changes the effective phase imposed to the
incident light and is modelled as a convolution of the ideal phase with a point-spread-
function given by the SLM [20, 21].

Figure1.2 shows the crosstalk in a schematic between two pixels of an SLM. If
the working areas of two neighboring pixels are near to each other, the effect of
fringing fields is greater than if the working areas are farther. In a multiple spot
reconstruction, pixel crosstalk causes non-uniformity of the intensities of the spots.
The effect of pixel crosstalk varies fromhologram to hologram since it depends on the
fields between adjacent pixels which is different for each hologram. Pixel crosstalk
is describe as a non-linear dynamic phase response [19, 22].

Persson et al. [20] solved this problem bymodifying the phase retrieval algorithm,
specifically the GS algorithm, used to calculate the hologram that is programmed to
the SLM.The calculated hologramcompensates for the effect of the low-pass filtering
thus producing the desired reconstruction. In their modified algorithm, the hologram
is oversampled to a higher resolution before being convolved with the point-spread
function that represents the pixel crosstalk. The field is then propagated. After which,
the output field is undersampled to the original matrix size. The amplitude is then
replaced by a weighted sum between the desired amplitude and the obtained ampli-
tude before being back propagated to the SLMplane. They tested the algorithm using
multiple spots usually used in optical trapping. Using this modified GS algorithm
resulted in the increased uniformity of the diffraction spots and increased diffraction
efficiency.

Fill Factor. In order to lessen the effect of the pixel crosstalk, there must be a
separation between the working area of one pixel to another. The outcome of this
separation is that the fill factor (F), or the ratio of the working area of a pixel to the
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whole pixel area is not equal to one [3, 14, 23], which results to areas that do not
modulate light. As F decreases, the effect of pixel crosstalk also decreases, but the
area that does not modulate light increases.

It is assumed that F is the same for all pixels over the PAL-SLM area. If the
length of one side of a pixel is D and the length of one side of the working area is
d, then F = d2

D2 . These non-modulating areas result to unmodulated light that, when
propagated using a lens, results to the zeroth order diffraction (ZOD). The ZOD will
be discussed in the next section.

1.2.2 The Zeroth Order Diffraction

The non-unity F results to areas that do not modulate the incident light. The conse-
quence of this unmodulated light is a highly localized bright spot in the reconstruction
known as the zeroth order diffraction (ZOD) pattern [14]. The ZOD can be described
by calculating the propagation of the nonmodulating areas of the SLM.We start with
the transmission function of the SLM with F < 1, given by [14]:

t (η, χ) = a(η, χ)
{
rect

(η

d
,
χ

d

)
⊗ q(η, χ) +

[
rect

( η

D
,

χ

D

)
− rect

(η

d
,
χ

d

)]
⊗ p(η, χ)

}

(1.1)
where ⊗ denote the convolution operation, η and χ are the field coordinates, rect is
the rectangular function, a(η, χ) is the aperture function, and q(η, χ) and p(η, χ)

are given by:

q(η, χ) =
M−1∑
m,n=0

δ(η − mD, χ − nD)exp(iφmn) (1.2)

p(η, χ) =
M−1∑
m,n=0

δ(η − mD, χ − nD)exp(iφc) (1.3)

φmn describes the input hologram to reconstruct the desired target while φc describes
the phase imposed by the nonmodulating areas of the SLM. In this work, φc is
assumed to be the same for all non-working areas and that, all working areas are
strictly square-shaped [14].

Equation (1.1) can then be rewritten in terms of fields incident to the SLM:

USLM(η, χ) = Uw(η, χ) +Unw(η, χ) (1.4)

where Uw is the field due to the working areas of the SLM and Unw is the field due
to the non-working areas. In relation to the transmission function, we have:

Uw(η, χ) = a(η, χ) ×
(
rect

(η

d
,
χ

d

)
⊗ q(η, χ)

)
(1.5)
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Unw(η, χ) = a(η, χ) ×
{[

rect
( η
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χ

D

)
− rect
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d
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χ

d

)]
⊗ p(η, χ)

}
(1.6)

Propagating (1.4) forward using Fourier transform, we have:

F {USLM(η, χ)} = Urecon(x, y) = Utarget(x, y) + UZOD(x, y) (1.7)

where (x, y) are the field coordinates in the Fourier reconstruction,Utarget andUZOD

are the field of the desired target and ZOD, respectively, with the following corre-
spondence:

F {Uw(x, y)} = Utarget (1.8)

F {Unw(x, y)} = UZOD (1.9)

inserting (1.5)–(1.8) and (1.6)–(1.9), we obtain the expressions for both the desired
reconstruction and the ZOD, given by:

Utarget = A (x, y) ⊗ {d2sinc(xd, yd)Q(x, y)} (1.10)

UZOD = A (x, y) ⊗ {(sinc(xD, yD) − Fsinc(xd, yd))D2P(x, y) (1.11)

where:

sinc(ζx , ζy) = sin(πζx )

πζx

sin(πζy)

πζy
(1.12)

and P(x, y) and Q(x, y) are Fourier transforms of (1.2) and (1.3), respectively.UZOD

is the result of propagating the nonmodulating areas of the SLM and describes the
ZOD. It distorts the reconstruction in the low spatial frequencies and as such reduces
the functionality of the reconstructed pattern [3]. It also introduces unnecessary
illumination that will saturate the camera due to its high intensity. In applications
involving microscopy, the ZOD may introduce heating in the sample. The ZOD also
affects the diffraction efficiency of the SLM [14].

One common way to remove the ZOD is by placing a physical beam block in
an intermediate plane [2]. The physical beam block will fully block the ZOD, and
remove it from the final reconstruction. However, a non-accessible area in the final
reconstruction arises, since any part of the reconstruction that is near the ZOD will
be blocked by the physical beam block. Thus reconstructing holographic traps near
the center will entail moving the whole set-up physically so that the non-accessible
area will also move.

Ronzitti et al. [24] characterized the SLM by using binary gratings and checker-
boards with different modulation depths as holograms. By comparing it with the
theoretical output, they solved for the correcting function in the calculation of the
hologram, and were able to reduce the power of the ZOD by about 90%. However,
the main cause of the ZOD for their SLM is the pixel crosstalk due to high fill factor
of their SLM.
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Liang et al. [25] proposed phase compression method to lessen the ZOD intensity.
Phase compression is applied to the hologram, making recalculation of the holo-
gram unnecessary. However, the signal to noise ratio of the resulting reconstruction
decreased.

One way to remove the ZOD is by introducing a correction beam in the location
of the ZOD. Daria and Palima [14] constructed the correction beam by deriving the
field at (x, y) = (0, 0), given by:

Urecon(0, 0) = d2Q(0, 0) + (1 − F)D2exp(iφc) (1.13)

The field given by (1.13) is then combined with the desired target. A phase retrieval
algorithm is then used to obtain the phase φmn that will reconstruct both the desired
target and the correction beam, with a constraint that the phase of the correction
beam must be equal to φc + π . Using this, they were able to show that the ZOD can
be totally removed.

However, the main limitation with this method is that, if the desired target is
changed to a new one, then the phase must be recalculated so that the correction
beam is combined with the new desired target. This takes longer computation time.
Normally, this is not an issue, but in applications where the change in the desired
target depends on an external factor then the recalculation of the phase greatly hinders
the experiment. An example is in optical trapping. If the traps are moving and the
configuration depends on the experimental particles to be trapped, then recalculation
of the phase to construct both of the traps and the correction beam makes it hard to
control the traps.

In this work, the objective is to create a suppression method that calculates the
field for the correction beam separate from the calculation of the desired target so
that if there is a change in the desired target, then there is no recalculation needed for
the correction beam. It is assumed that only the non-modulating areas of the SLM
contributes to the ZOD. Methods to independently calculate the desired target and
correction beam is discussed in the next section.

1.3 Suppression of the Zeroth Order Diffraction

In order to suppress the ZOD, we construct a correction beam in the location of the
ZOD, independent of the construction of the desired target. Essentially, the field from
the SLM given by (1.7) becomes:

Urecon(x, y) = Utarget(x, y) + Ucorr(x, y) + UZOD(x, y) (1.14)

where Ucorr is the correction beam that will be used to destructively interfere with
the ZOD by adding the correct phase to this field.

Thus, (1.8) becomes:

F {Uw(η, χ)} = Utarget(x, y) + Ucorr(x, y) (1.15)
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ObtainingUw so that both the desired target and correction beam employs the use
of a phase retrieval algorithm. Here, we discuss the construction of the correction
beam.

1.3.1 The ZOD Suppression Method

Creating the Correction Beam. We suppress the ZOD by inducing a destructive
interference between the ZOD and a correction beam. This correction beam will be
created either using aperture division, or by addition of fields, as discussed by Hilario
et al. [6]. Using the GS algorithm, the phase that is needed to construct the correction
beam is calculated, given by φcorr(η, χ). We then add a constant phase φshift to the
whole field until total destructive interference occurs.

The inputs to the GS algorithm are the amplitude of the source and the amplitude
of the ZOD. The amplitude of the source is a part of the aperture, as is the case
in aperture division, or the whole aperture, as the case in addition of fields. Both
methods of constructing the correction beam needs the ZOD amplitude as target to
the phase retrieval algorithm.

In order to have the ZOD amplitude, we obtain the light distribution of the non-
modulating areas, Unw(η, χ). This is from oversampling the light distribution that
is incident to the SLM. The distribution is then obtained by separating the non-
modulating areas, Unw(η, χ), from the modulating areas, Uw(η, χ). Due to over-
sampling, the size of the matrix becomes 15360 × 15360 from 768 × 768. Fourier
transform is then performed to Unw(η, χ). The ZOD is then obtained from the mid-
dle 768 × 768 of the reconstruction. From this, we obtain the ZOD amplitude from
an SLM with F = 0.81. The SLM to be used in the experiment, Hamamatsu PPM
X8267, has F = 0.8. In our method, we also create a desired target. In order to
properly describe the effectiveness of suppressing the ZOD, the desired target does
not have intensity in (x, y) = (0, 0) and surrounding area. This desired target repre-
sents the application that will be done using the SLM, whether it be optical trapping,
lithography or others. In our case, we are focused on suppressing the ZOD beam,
therefore we need to observe the behaviour of the intensity of the ZOD itself. To do
this, the field due to the desired application must be separated from the location of
the ZOD so that only the ZOD and the correction beam will interact. In this case,
reconstructing the target will suffice.We useGS algorithm to obtain the phase needed
to construct the desired target, φtarget(η, χ).

After calculating φcorr and φtarget, we combine the fields in order to obtain the
phase input to the SLM, φSLM. From this, we can obtain the field of the incident light
to the SLM, given by:

USLM(η, χ) = ASLM(η, χ)eiφSLM(η,χ) (1.16)

We use two methods in constructing the correction beam. First is the aperture
division, and the second is addition of fields, to be discussed below.
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Fig. 1.3 Three aperture division to be employed in creating the correction beam. aAnnular aperture
division. b Angular aperture division. c Vertical aperture division

Aperture Division. In this method, we divide the aperture into two parts, Acorr(η, χ)

and Atarget(η, χ). Acorr(η, χ) is used as source to calculate for φcorr(η, χ) while
Atarget(η, χ) is used to calculate for φtarget(η, χ). The aperture division is shown in
Fig. 1.3. The relationship between Acorr and Atarget is given by following:

ASLM(η, χ) = Acorr(η, χ) + Atarget(η, χ) (1.17)

where ASLM(η, χ) is the aperture function of the SLM. Since Acorr and Atarget are
independent spatially, their intensities are simply added together.

We divide the aperture three ways: (1) annular aperture division, where the aper-
ture is divided into an inner circle and an annulus; (2) angular aperture division,where
the aperture is divided in an angular fashion; and (3) vertical aperture division, where
the aperture is divided vertically.

In the three aperture divisions, a factor that determines the total area used in
constructing the correction beam is applied. This factor is called the area factor
(AF), given by:

AF = area used to create correction beam

whole aperture area
(1.18)

In each aperture divisions, we calculate φcorr(η, χ) using Acorr(η, χ) as source input
and ZOD as target input to the GS algorithm. We then calculate φtarget(η, χ) using
Atarget(η, χ) as source input and the desired target as input to the GS algorithm. This
is to simulate the application where the SLM is to be used. Another reason is to
move the area used to construct the desired target away from the location where the
ZOD and correction beam are located so that when measuring the change in the total
intensity of the ZOD, it is only the ZOD and the correction beam that contributes
to the total intensity. In order to induce destructive interference, we add a spatially
constant phase shift φshift to φcorr Since Acorr(η, χ) and Atarget(η, χ) are spatially
independent, the final phase input to the SLM is given by:
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Fig. 1.4 Calculation of the necessary phase to reconstruct both the desired target and the correction
beam for the aperture division

φSLM(η, χ) = φtarget(η, χ) + φcorr(η, χ) + φshift (1.19)

We add φshift to φSLM in order to induce destructive interference between correction
beam and the ZOD. From (1.1), the non modulating areas give phase shift φc to the
incident light. However, this φc is not known. Thus, φshift is added so that the correct
phase shift is obtained and destructive interference is induced.

For this method, we obtain the optimal AF which controls the total energy and the
information used to create the correction beam. The optimal AF gives the maximum
energy to the desired target and creates a correction beam that is most similar to the
ZOD in terms of total energy and profile. Therefore, we scan the AF from 0 to 1
in order to obtain the optimal value. The procedure in obtaining φSLM is shown in
Fig. 1.4.

Addition of Fields. The second method in creating the correction beam and the
desired target is the addition of fields, as discussed by Hilario et al. [6, 26, 27]. φtarget

and φcorr are calculated separately. The source input for the GS algorithm for each
phase is the whole aperture. We have:

Atarget(η, χ) = Acorr(η, χ) = ASLM(η, χ) (1.20)

where ASLM(η, χ) is the aperture function of the SLM. The amplitudes and phase
give us the fields needed to reconstruct the correction beam and target separately:

Utarget(η, χ) = ASLM(η, χ)eiφtarget(η,χ) (1.21)

Ucorr(η, χ) = ASLM(η, χ)eiφcorr(η,χ) (1.22)

where Utarget is the field of the SLM when only the target is to be reconstructed, and
Ucorr is the field when only the correction beam is to be reconstructed. If the fields
Utarget and Ucorr are propagated independently, we have:

F {Utarget(η, χ)} = Utarget(x, y) (1.23)
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F {Ucorr(η, χ)} = Ucorr(x, y) (1.24)

The phase to construct both target and correction beam is given by calculating:

φinp(η, χ) = arg
(
ccorrUcorr(η, χ) + ctargetUtarget(η, χ)

)
(1.25)

ccorr and ctarget are the constants used in order to control the total energy that goes to
the corresponding reconstructions of each field. The field that hits the SLM is then
given by:

USLM(η, χ) = ASLM(η, χ)e(iφinp(η,χ)+φshift) (1.26)

If we calculate the amplitude and phase of the added field (inside the parenthesis
in (1.25)), we obtain:

Usum(η, χ) = ccorrUcorr(η, χ) + ctargetUtarget(η, χ)

= ccorrASLM(η, χ)eiφcorr(η,χ) + ctargetASLM(η, χ)eiφtarget(η,χ)
(1.27)

Usum(η, χ) has the same phase profile as USLM since:

φSLM(η, χ) = arg
(
ccorrUcorr(η, χ) + ctargetUtarget(η, χ)

) + φshift

= arg(Usum) + φshift

and φshift is constant for the whole field. However, the amplitude ofUsum is different.
We have:

|USLM(η, χ)| = |Ucorr +Utarget|
= ASLM(η, χ)×√
(c2corr + c2target + 2ccorrctargetcos(φcorr(η, χ) − φtarget(η, χ))

If we set

Across(η, χ) =
√

(c2corr + c2target + 2ccorrctargetcos(φcorr(η, χ) − φtarget(η, χ)),

then we have the following:

USLM(η, χ) = Usum(η, χ)

Across(η, χ)
(1.28)

If USLM is propagated forward using Fourier transform, we obtain the following:

F {USLM(η, χ)} = F

{
1

Across(η, χ)

}
∗ F {Usum(η, χ)} (1.29)
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Fig. 1.5 Calculation of the phase required to reconstruct both the desired target and correction
beam in field addition. First the fields for reconstructing the desired target and correction beam are
calculated separately, with the amplitude being the aperture function of the SLM. Then the fields
are added. The phase of the output field is then φSLM

invoking the convolution theorem of the Fourier transform. Then finally, the recon-
struction is given by:

F {USLM(η, χ)} = F

{
1

Across(η, χ)

}
∗ {Ucorr(x, y) + Utarget(x, y)} (1.30)

The cross term in the amplitude of USLM, Across(η, χ), is not constant and thus,
we cannot analytically isolate the total intensities of Ucorr(x, y) and Utarget(x, y)
without explicit knowledge of φcorr(η, χ) and φtarget(η, χ). Because of this, the exact
relationship between ccorr and ctarget cannot be determined analytically. In this case,
we set ccorr + ctarget = 1.

The cross term in (1.30) results to the presence of ghost orders [24] due to the
cross terms between the added field. The ghost orders are undesired reconstructions
that make a symmetry with the reconstructed target. When constructing a correction
beam using the field addition method, the location of its ghost order is at the same
spot, which can affect the suppression of the ZOD. Since the ghost order has the
conjugate phase of the correction beam, it lessens the total intensity of the correction
beam itself.

The procedure in calculating for φSLM is summarized in Fig. 1.5.

1.3.2 Suppression of the ZOD

The constant phase shiftφshift is varied from0 to 3π . For the aperture divisionmethod,
AF is changed from 0 to 1 to achieve the maximum AF with maximum suppression
while still reconstructing the desired target. For the field addition method, ccorr is
changed from 0 to 1.

To measure the effect of the method, we calculate the relative intensity R, given
by the following:
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R = Imethod − IZOD
IZOD

× 100% (1.31)

where IZOD is the total intensity of the ZODbefore the suppressionmethod is applied.
This is when Umod is used entirely to create the desired pattern. Imethod is the total
intensity after application of the suppression method.

If R is greater than zero, this means the intensity of the ZOD increased, which
indicates that either constructive interference occurred between the correction beam
and the ZOD, or the total energy of the correction beam overshoots that of the ZOD,
that even if full destructive interference was induced, there was still enough energy
from the correction beam to create another ZOD. If R is equal to zero, this means
nothing changed. If R is less than zero, the total intensity of the ZOD decreased. The
ideal result is that Imethod equals zero, which means R is equal to −100%.

1.4 Experiment

1.4.1 Suppression of the ZOD Experiment

We input the hologram which reconstructs the desired target without the correction
beam to the SLM. From this, we add or remove NDF until the image captured by
camera is unsaturated (Fig. 1.6). We capture this image and extract the total intensity
of the ZOD by summing the intensities of the pixels around the ZOD. This total
intensity is then our IZOD. We then input holograms that reconstruct both the desired
target and the phase shifted correction beam. For each hologram, we capture the
image without changing the NDF and obtain the total intensity of the ZOD. This is
then Imethod.

Aperture Division. Sample holograms for different AF with different φshift is shown
in Fig. 1.7 for angular, annular and vertical aperture division. These holograms are
input to the SLM. In the experiment, the number of φshift added is 128 ranging from
0 to 3π for 32 values of AF from 0 to 1. Images are captured for each hologram.
Three trials are done per AF . For the capture images, we obtain Imethod by summing
the total intensity of a 15 × 15 box around the ZOD. This size is the smallest box to
capture the whole ZOD while avoiding the intensity due to ambient light capture by
the camera. We plot R versus φshift in Fig. 1.8.

Figure1.8 shows that for the three aperture divisions, the minimum relative inten-
sity is found when φshift is equal to 0 or 2π . At φshift = 0, R is negative. But when
a small φshift is added, R shoots up to a positive value, at around 20−30%. Then as
φshi f t increases, R steadily decreases until φshift is equal to 2π , where it reaches a
small value of R, comparable to when φshift is equal to 0. However, when it increases
again, a sudden jump is again observed. This can be attributed to the fact that, when
saving the holograms, it is ensured that the phase range is from 0 to 2π , which means
that the hologram when φshift = 2π + θ is the same as the hologram when φshift = θ .
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Fig. 1.6 Optical set-up used to verify the suppression of the ZOD

We shown in Fig. 1.9 a sample reconstruction of the desired target with the ZOD.
This is to show that in each aperture division, we are still constructing a desired target
together with the correction beam. We also show sample intensities of the ZOD for
annular, angular and vertical aperture division when R is minimum for an AF . The
intensities are visually lower as AF becomes higher. We plot the minimum R for
each AF versus AF in Fig. 1.10.

Maximum suppression versus AF is plotted in Fig. 1.10 for the three different
aperture divisions. For the angular aperture division,−39% of the ZOD is suppressed
at AF = 0.94. For the annular aperture division, −32% of the ZOD intensity is
suppressed at AF = 0.97. Finally, for the vertical aperture division, −24% of ZOD
is suppressed at AF = 0.88. For the three aperture divisions, there is no clear trend
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Fig. 1.7 Sample φSLM for different AF and different φc for the angular aperture division (top left),
annular aperture division (top right) and vertical aperture division (bottom)

between the maximum suppression and AF . However, it is observed that as higher
suppression occurs at high AF for the three aperture divisions.

Field Addition Method. We plot R versus phase shift in Fig. 1.11 for different ccorr.
Similar to the Fig. 1.8 in the aperture division, maximum suppression is at phase shift
equal to 0 or 2π . For higher values of ccorr, the discontinuity is evident to phase shift
below 2π and after. For lower values of ccorr, the plot approaches a sinusoid-like
behavior.

We show the ZODwhen maximum suppression occurs per ccorr in Fig. 1.12a [27].
It is observed that the change in the ZOD intensity is gradual as ccorr increases.
This is attributed to the fact that ccorr only changes the total energy that goes into
reconstructing the correction beam, as opposed to the aperture division where AF
dictates both the energy and the information used to construct the correction beam.

We plot the maximum suppression versus ccorr in Fig. 1.12b. The minimum R is
steady for low values of ccorr (up to ccorr equal to 0.3). Then its value decreases until
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Fig. 1.8 Relative intensity versus φshift for different AF . a Angular aperture division, b Annular
aperture division and c vertical aperture division
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Fig. 1.9 Top left: Sample reconstruction of desired target and ZOD. Image is saturated so that the
desired target is observed; Top right, bottom row: ZOD with minimum R for each AF for annular,
angular and vertical aperture division



18 W. D. G. D. Improso et al.

Fig. 1.10 Minimum R versus AF for annular, angular and vertical aperture divisions
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Fig. 1.11 Relative intensity versus φshift for different ccorr

ccorr is equal to 0.82, where ZOD is suppressed up to −32% of its original value. It
does not change significantly for ccorr greater than 0.82.

1.4.2 Discussion of Results

To separate the contribution of the correction beam from the two methods mentioned
above, we calculate the effect of the correction beam numerically. We simulate the
suppression method with the assumption that only dead areas contribute to the ZOD.
Moreover, the SLM used in the simulation has no limitation other than its F value
being less than one. We also assume that the phase input to the SLM is imposed
without error.

The simulation of the SLM with F < 1 is done by oversampling the hologram
where every pixel is sampled at higher resolution. In our case, each pixel is repre-
sented by 400 sampled points to form a 20 × 20 image. To simulate the non-working
areas, the outer pixels of the 20 × 20 image are assigned non-modulating zero phase
shift values.

The oversampled holograms with F constraint are then used as phase with an
oversampled aperture size. Hence the fields that are originally represented as 768 ×
768pixel image sizes now become 15360 × 15360pixel images. These oversampled
fields are then propagated via Fourier transform and a reconstruction is obtained at
higher frequencies.

We choose the middle reconstruction, in the zeroth order, and take the total inten-
sity of the ZOD in a 40 × 40 square area that is used so that the ZOD intensity is
obtained without the desired target while avoiding ambient noise (see Fig. 1.13).
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Fig. 1.12 Top image: ZOD with minimum R for each ccorr . Bottom image: Maximum suppression
versus ccorr for the field addition method
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Fig. 1.13 Representation of SLM operation. Each hologram is oversampled and F is imposed.
The resulting hologram is used as phase and propagated using Fourier transform. Reconstruction
by Fourier transformation is shown in log scale. Middle reconstruction is then obtained from the
result and the total intensity of the ZOD is given by the sum of all the intensities inside the 40 × 40
area

1.4.3 Result of Numerical Simulation

The introduction of the correction beam suppresses the ZOD intensity by destructive
interference.We first evaluate the profile of the correction beam by comparing it with
the ZOD profile using the Linfoots criteria of merit [28]: Fidelity (F), Correlation
quality (Q) and Structural content (C), which measure the overall similarity of two
signals, alignment of peaks and the relative sharpness of peak profiles, respectively.
If the ZOD and correction beam profiles are identical then: F = C = Q = 1. In
general, 2Q − C = F .

We find the dependence of R with φshift and locate the ZOD when R is minimum
for different AF and ccorr values when using the aperture division and field addition
method, respectively. The minimum R values are then plotted as a function of AF
and ccorr.

Aperture Division. Figure1.14 presents the ZOD and correction beam profiles for
different AF when only the modulating areas are propagated via Fourier transform.
Each image is normalized to its maximum thereby observing only the profile and the
effect of AF while not observing the the total energy to the correction beam.

We also show the corresponding cross-sections of the ZOD profiles. At low AF
values, the correction beam and the ZOD profiles do not match with each other
because only a part of the aperture is utilized to construct the correction beam thereby
limiting its bandwidth.On the other hand, theZOD is producedby the contributions of
all the dead areas present in the entire SLM. Because the correction-beam bandwidth
increases with AF a matching of the correction beam and ZOD profiles is eventually
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Fig. 1.14 Left column:TheZODand correction beam intensities for angular aperture division (top),
annular aperture division (middle) and vertical aperture division. Right column:Cross section profile
of each beam and the ZOD
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Fig. 1.15 Linfoot’s criteria of merit plot for the three aperture divisions

achieved at sufficiently high AF values. We note that the profile matching is reached
without taking into account the total energy that is used to construct the correction
beam since it is the AF that dictates how much energy is used.

Figure1.15 plots the values of F , C and Q as a function of AF . With the angular
and annular aperture division, both F andC reach the value of unity when AF equals
0.8 while Q remains equal to one all throughout. For the vertical aperture division,
F = C = Q = 1 only when AF reaches 0.9. Note that the total intensity of the
correction beam for a given AF value and that of the ZOD are held equal because
we are only concerned with the beam profiles and not with the total energy in the
correction beam.

Figure1.16 plots the values of R versus φshift for the angular, annular and vertical
aperture division, respectively. A sinusoidal trend is observed for R as a function
of phase shift since the interference intensity depends on the individual intensities
of the interfering beams and the cosine of the phase difference between them. Thus
the ZOD intensity after suppression would depend on the ZOD and the correction
beam intensities as well as on the value of the phase shift φshift . The minimum R is
found when φshift becomes equal to 0 or 2π since a phase shift of π is produced when
light is reflected. A π -phase difference already exists between the correction beam
and the ZOD even when no phase shift is inputted into the SLM itself. Figure1.17
shows the original ZOD and the ZOD intensities at different AF values when R is
minimum for three different methods of aperture division. Instead of suppressing the
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Fig. 1.16 R versus φshift for sample values of AF for the angular, annular and vertical aperture
division
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Fig. 1.17 Sample ZOD intensities when R is minimum

Fig. 1.18 Minimum R versus AF for the angular, annular and vertical aperture division

ZOD, the correction beam only alters the profile and increases the total intensity of
the ZOD due to a significant mismatch between the ZOD and the correction beam
profiles that occurs at low AF and high correction beam energy at high AF values.

Figure1.18 plots maximum suppression (minimum R) versus AF . It can be seen
that maximum suppression per AF increases as AF increases—at low AF values,
limited information is employed to construct the correction beam and the profiles
of the correction beam and the ZOD do not match. As the AF increases, more
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Fig. 1.19 R versus φshift for different values of ccorr

information becomes available for constructing the correction beam at the expense
of additional beam energy that exceeds that of the ZOD (beam imbalance). Even
when the two profiles are now matched with each other, the excess energy from the
correction beam would contribute to the generation of a new ZOD.

Field Addition Method. The profile of the correction beam matches that of the
ZOD using the field addition method since the entire aperture is used to construct the
correction beam for all ccorr values and full information is available for the construc-
tion of the correction beam [27]. As a result, F = C = Q = 1 for all ccorr values.
Figure1.19 plots R as a function of φshift for different ccorr values. The minimum R
is found when φshift is equal to 0 and 2π , similar to the aperture division method
simulation results. Here however, negative values of R are observed.

We show the plot of R versus φshift for different ccorr in Fig. 1.19. The minimum
R is found when φshift is equal to 0 and 2π , similar to the aperture division method
simulation results. Here however, negative values of R is observed.

Figure1.20 presents sample images of the ZOD for different ccorr values as well as
the plot of minimum R versus ccorr. The minimum R plot reveals that the ZOD inten-
sity is reduced to near zero i.e. 99% suppression, at ccorr = 0.3125, which happens
when the correction beam and ZOD profiles are totally matched. The only remaining
problem is in balancing the energies of the two beams.We determine the total energy
of the correction beam including its ghost order by changing ccorr. The possible
suppression that is attainable numerically higher than that achieved experimentally.

Figure1.10 shows experimental plots for the minimum R versus AF for the three
methods of aperture division, which are unlike their corresponding simulation plots
at high AF . The difference is explained as follows: at low AF values, the correction
beam profile is wider than that of the ZOD (see Fig. 1.14) while at high AF values,
the profiles become narrower and more similar making the beams more sensitive
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Fig. 1.20 Left: The ZOD and the correction beam for different values of ccorr . Middle: Cross
section profile of each beam and the ZOD. Right: Linfoot’s criteria of merit versus ccorr

to relative misalignment. Slight misalignments are sufficient to significantly reduce
the effectivity of two-beam interference in suppressing the ZOD. Figure1.18 shows
that numerical results do not predict any suppression with the intensity of the ZOD
increasing linearly with AF because at low AF values, correction beam and the
ZOD profiles do no match does not match while at high AF , the total energies of
correction beam and the ZOD are unequal. Instead of full destructive interference, a
ZOD is created by the excess energy from the correction beam.

For the field addition method, the experiment yields negative values for minimum
R at all ccorr. Theminimum R-value decreases with increasing ccorr until ccorr = 0.82,
(see Fig. 1.11). The numerical results reveal a minimum R-value that decreases with
increasing ccorr until ccorr = 0.3125 where minimum R achieves its lowest value of
R = −99% (see Fig. 1.20). For ccorr > 0.3125, minimum R increases with ccorr. At
low ccorr values, the simulation and the experiment results are in agreement and they
result from low energy of the correction beam that limits its effectivity to suppress
the ZOD. However the two results start to deviate from each other as ccorr increases
due in part to the presence of a ghost image that strengthens with the correction beam
energy. The undesirable ghost image which reduces the R value, is an artifact that
arises from the iterative nature of the GS algorithm [29] which could not distinguish
between the mirror/ghost image from the primary image. The ghost or twin image
may be removed using various methods [24, 30].

Three reasons may be cited to cause the difference between the numerical and the
experimental results. First, we have simply assumed that only the non-modulating
areas of the SLM contribute to the ZOD in the construction of the correction beam in
the numerical simulations. In practice other factorsmight affect the total intensity and
profile of the ZOD. For example, minute imperfections in the anti-reflection coating
of the SLMcould result in a fraction of the incident beambeing left unmodulated [24].
The presence of random phase fluctuations [31] can also alter the ZOD intensity
profile.
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Second is the presence of spatial phase variations caused by uneven illumination
and imperfect SLM surface flatness that may be caused by manufacturing and varia-
tions in the ambient temperature. Spatial phase variations contribute to the effective
phase of the correction beam changing its profile and lessening its ability to suppress
the ZOD. The presence of pixel cross-talk also changes the input phase and the ZOD
profile. The effect of pixel crosstalk on the hologram also depends on the type of
hologram since it is caused by fringing fields that exist between pixels.

The third reason is imperfect alignment of the optical system. If aberration is
induced by misalignment, or if the hologram is not correctly inputted to the SLM,
the degree of interference between the ZOD and the correction beam is seriously
affected. In general aberration differently affects ZOD and the correction beam since
it is location dependent.

For the correction beam to completely suppress the ZOD, the above mentioned
issues must be addressed satisfactorily. The experimental ZOD profile can be deter-
mined accurately and then used to match with the profile of the correction beam. By
properly calibrating the SLM, the effect of the spatial phase variation can be taken
into account and the correction beam profile may be designed to match to that of the
ZOD. Accurate alignment of the different elements comprising the optical set-up can
reduce significantly the degree of aberration present. Satisfying the aforementioned
conditions will lead to full ZOD suppression.

1.5 Summary and Conclusions

We have suppressed the unwanted ZOD by inducing a destructive interference
between the ZOD and a correction beam. Two methods were tested to create the
correction beam—aperture division and addition of fields [6]. We have calculated
the fields necessary to create the desired target and correction beam separately—the
input source to the GS algorithm serving as the aperture amplitude of the SLM.
The final phase input to the SLM is obtained by calculating the phase of the sum of
the two fields. The energy that is given to the correction beam is controlled using
multiplicative constants ccorr and ctarget.

We have observed a discontinuity in the dependence of R with φshift , which could
be attributed to the algorithm used to generate the hologram input to the SLM. The
phase maps were wrapped from 0 to 2π , which greatly limits the number gray levels
that are possible for the hologram. In the experiments, we were able to suppress the
ZOD up to: 39% at AF = 0.94 with the angular aperture division method, 32% at
AF = 0.97 with the annular aperture division method and 24% at AF = 0.88 with
the vertical aperture division method. At lower AF values, the correction beam and
the ZOD profiles do not match thus limiting the effectivity of the correction beam
to suppress the ZOD. At higher AF , the correction beam becomes narrower and
more sensitive to misalignment. For the field addition method, we have been able to
suppress the ZOD up to 32% at ccorr = 0.82.
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For the field addition method, simulations show that ZOD suppression is possible
up to 99% of its original total intensity since the whole aperture is used to construct
the correction beam allowing maximum similarity between the ZOD and correc-
tion beam. Suitable choice of the multiplicative constants allowed us to match the
total energy of the correction beam to that of the ZOD and making full destructive
interference between the two profiles nearly possible.

To fully suppress the ZOD and improve the quality of reconstruction using the
SLM, we have cited a number of experimental issues that needed to be addressed
by calibrating the SLM in order to neutralize the effect of spatial phase variations
in the SLM surface. By obtaining a more accurate ZOD profile, the profile of the
correction beam can be matched with the ZOD profile. The degree of ZOD suppres-
sion is highly sensitive to aberrations that may be caused by minute misalignments
among the different optical elements in the set-up and has to be seriously taken into
consideration.
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Chapter 2
Towards High-Order Diffraction
Suppression Using Two-Dimensional
Quasi-Periodic Gratings

Changqing Xie, Lina Shi, Hailiang Li, Ziwei Liu, Tanchao Pu and Nan Gao

Abstract Two-dimensional (2D) diffraction gratings are playing an increasingly
important role in the optics community due to their promising dispersion proper-
ties in two perpendicular directions. However, conventional 2D diffraction gratings
often suffer from wavelength overlapping caused by high-order diffractions, and
producing diffraction gratings with nanometer feature size still remains a challenge.
In recent years, 2D quasi-periodic diffraction gratings have emerged that seek to
suppress high-order diffractions, and to be compatibility with silicon planar process.
This chapter reviews the optical properties of 2D quasi-periodic gratings comprised
of quasi-triangle array of holes, and details the effects of hole shape and location dis-
tribution on the high-order diffraction suppression. It is also discuss the feasibility of
various nanofabrication techniques for highvolumemanufacturing2Dquasi-periodic
gratings at the nanoscale.

2.1 A Quick Tour of Diffraction Gratings

Diffraction gratings composed of periodic structures are simple and fundamental
optical elements that separate incident light into its constituent wavelength com-
ponents. The dispersive feature of diffraction gratings makes them attractive for
fundamental studies and photonics applications in spectroscopy, microscopy, and
interferometry [1–4]. Actually, since Joseph von Fraunhofer laid the foundation of
diffraction gratings about 200 years ago, diffraction grating has been the most suc-
cessful single optical device, and has found promising applications in widely diverse
areas of physics, chemistry, biology, and engineering. For more details, one can see
[5]. Among them, some related work on absorption and emission line spectroscopy
investigations has been awarded Nobel Prizes [6].
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2.1.1 Grating Equation

Various diffraction gratings with different configurations have been developed, they
can be divided into two broad categories, reflection and transmission types [6, 7].
The former utilizes diffracted light on the same side of the grating normal, and
can be further classified as plane and concave types. The latter utilizes diffracted
light cross over the grating normal. The angle of diffraction measured from the
grating normal can be quantitatively described by a simple expression, the well-
known grating equation [6]

sin θm � (mλ − d sin θi )/d, (2.1)

where d represents the grating period, λ is the incident light wavelength, θi denotes
the angle between the incident light direction and the normal to the grating surface,
andm is an integer known as the order of the diffracted light. Compared to the reflec-
tion gratings, transmission gratings are much simpler to use in monochromator and
spectrometer. This is because they have higher figure error tolerances, smaller weight
and size, wider bandwidth and easy-to-fabricate grating profiles, and greatly simplify
the alignment at the expense of lower diffraction efficiency [8]. For most practical
applications, only the generated +1st or−1st diffraction order is needed to realize the
unique light dispersion. The resolving power R of a planar diffraction grating is the
ability to separate and distinguish adjacent spectral lines in the constituent spectrum
as a function of wavelength. It can be expressed as [6]

R � λ/�λ � mN , (2.2)

where N is the total number of grooves illuminated on the grating surface.

2.1.2 Overlapping of Diffraction Orders

Compared with a prism, one major disadvantage of planar diffraction gratings is that
they suffer from higher-order diffraction contamination and limited free-spectral
range due to the diffractive nature of planar periodic structures. When the bandwidth
of the incident light is large enough, the grating equation can be fulfilled by an
infinite set of wavelength values, i.e., light with wavelength λ in order m is always
diffracted at the same angle as light with wavelength λ/2 in order 2m, and as light
of wavelength λ/3 in order 3m, etc. The free spectral range is the bandwidth in a
given order for which overlap of bandwidth from an adjacent order does not occur.
It is equal to λ1/m, where λ1 is the short-wave end of the band, indicating that the
free spectral range is longer for lower order. Actually, this is one reason that only the
generated ±1st diffracted orders are needed in many applications.
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2.1.3 High Order Diffraction Suppression for 1D Gratings

Traditionally, there are two possible ways to avoid the so-called overlapping of
diffraction orders at a particular wavelength λ. One is to properly choose the planar
grating period D ∈ (λ, 2λ), which presents the major drawback of the wavelength
range being limited to (D, D/2). The other way is to use sinusoidal gratings with
continuous relief [9]. However, the fabrication of continuous-relief diffractive optical
elements is not compatible with the well-established silicon planar process, and still
remains a challenge for mass production [10, 11].

Over the past decade, several methods have also been proposed to realize high
order diffraction suppression for 1D gratings. In particular, Cao et al. proposed a
binary grating composed of sinusoidal-shaped apertures to realize sinusoidal ampli-
tude transmission at one direction [12]. After that, some new types of so-called
single-order diffraction gratings, such as quantum-dot-array diffraction gratings [13],
quasi-sinusoidal diffraction transmission gratings [14], modulated groove position
diffraction gratings [15], zigzag diffraction transmission gratings [16], and trape-
zoidal transmission function [17], have been further developed. The key idea of all
thesework is tomimic a sinusoidal amplitude transmission function along one dimen-
sion by special structures. Single-order transmission diffraction gratings based on
line-structure with rough edges [18] and dispersion engineered all-dielectric meta-
surfaces [19] have also been proposed. Besides, the order-sorting method using PbSe
array detector [20] and thin films [21] have also been used to reduce the influence of
higher-order diffractions.

2.2 Two-Dimensional Periodic Gratings

Thousands of papers have been published on various aspects of diffraction gratings,
and most of them are devoted to 1D diffraction gratings consisting of a large number
of equally spaced slits on an opaque screen. In recent years, two-dimensional (2D)
diffraction gratings with complete order (periodic) structures have also received
much attention due to their ability to simultaneously separate incident light into its
constituent wavelength components in two perpendicular directions [22–27]. For
example, in nearly all kinds of microscopes, 2D diffraction gratings are often used
to calibrate the xy-plane [26]. In grating interferometry, 2D diffraction gratings are
used to improve reconstruction of the wavefront phase [27].

Similar to the 1Dcase, 2Dperiodic structures also suffer fromhigher-order diffrac-
tions due to the diffractive nature of 2D structures. In order to get further insight into
this, we begin our analysis from diffractions of a large number of identical and same
oriented holes, as shown in Fig. 2.1. We denote the coordinate systems of the hole
plane and the diffraction plane by (ξ, η) and (x, y), respectively. The coordinates of
the hole center are (ξ1, η1), (ξ2, η2), . . . , (ξN , ηN ). We calculate the far-field diffrac-
tion pattern of N holes with area A by Fraunhofer diffraction formula [9, 33]
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Fig. 2.1 Schematic of the
2D structures comprised of a
large number of identical and
same oriented holes

U (p, q) � C
∑

n

e−ik(pξn+qηn )
¨

A

e−ik(pξ ′+qη′)dξ ′dη′. (2.3)

Here C � √
P/(λR), P is the power density incident on the hole array, R is the

distance between the hole array plane and the observation plane, λ is the incident
light wavelength, k � 2π/λ is thewave vector in free space, and p � x/R, q � y/R.

From (2.3), the diffraction intensity pattern of a large number of holes in Fig. 2.1
can be expressed as

I (p, q) � I 0(p, q) ·
∣∣∣∣∣

N∑

n�1

e−ik(pξn+qηn )

∣∣∣∣∣

2

� I 0(p, q) ·
M∑

m�1

N∑

n�1

e−ik[p(ξn−ξm )+q(ηn−ηm )], (2.4)

where I 0(p, q) is the intensity distribution arising from a single hole and the remain-
ing part denotes the interference effects of different holes. When we consider the
effect of a large number of holes, we should obtain quite different results depend-
ing on whether the holes are distributed regularly or irregularly. When the holes are
distributed irregularly, terms with different values of m and n will fluctuate rapidly
between +1 and −1, and in consequence the sum of such terms will have zero mean
value. Each remaining term (m� n) has the value unity. Hence the total intensity isN
times the intensity of the light diffracted by a single hole: I (p, q) ∼ N I 0(p, q). The
results are quite different when the holes are distributed regularly since the termswith
m �� n will give appreciable contributions. For example, for some two dimensional
array of holes, the phases of all the terms for which m �� n are exact multiple of 2π ,
their sum I (p, q) will be equal to N (N − 1), and so for large N will be of the order
of N 2.

Therefore, the locations of holes can be designed to create constructive inter-
ference leading to a subwavelength focus of prescribed size and shape [28–31].
The quasi-periodic distributed holes with special shape can acquire rich degrees of
freedom (spatial position and geometric shape of holes) to realize complex function-
alities, which are not achievable through periodic features of conventional grating
with limited control in geometry. Thus, the suppression of high-order diffractions
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can be realized by the destructive interference of light from quasi-periodic array with
specific distribution and specific shape of the holes. At the same time, the 1st order
diffraction efficiency can be increased by the constructive interference of lights from
the different holes.

2.3 Two-Dimensional Quasi-Periodic Gratings

In this section, the effects of the quasi-periodic grating structure parameters on the
diffraction property will be evaluated. From (2.3) and (2.4), the diffraction intensity
pattern of the quasi-triangle array with periods Pξ and Pη in Fig. 2.2 can be expressed
as

I (p, q) � sin2
(
Nξ /2 · kp2Pξ /2

) · sin2(NηkqPη/2
) · cos2(kp2Pξ /4 + kqPη/4

)
(
Nξ /2

)2 · sin2(kp2Pξ /2
) · N 2

η · sin2(kqPη/2
)

·
∣∣∣∣∣∣
C
¨

A

eik(pξ+qη)dξ dη

∣∣∣∣∣∣

2

·
∣∣∣∣
∫

ρ(s) · e−ikpsds

∣∣∣∣
2

� I1(p, q) · I2(p, q) · I3(p), (2.5)

where s is the hole location deviation from the triangle lattice point along ξ axis,
the holes are randomly shifted by s according to probability distribution function
ρ(s). Here, the hole location along η axis is fixed since we usually focus on the
diffraction property along one direction. And the triangle array is selected rather
than square array due to the more spacing between any two adjacent holes than the
square one with the same period and hole size. There are three parts in (2.4). The

first part I1(p, q) � sin2(Nξ /2·kp2Pξ /2)·sin2(NηkqPη/2)·cos2(kp2Pξ /4+kqPη/4)

(Nξ /2)
2·sin2(kp2Pξ /2)·N 2

η ·sin2(kqPη/2)
, only depends

on Pξ , Pη, Nξ and Nη. It is the interference effect resulting from the triangle array.

Fig. 2.2 Schematic of the quasi-triangle array gratings
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The second part I2(p, q) �
∣∣∣∣C

˜
A
eik(pξ+qη)dξ dη

∣∣∣∣
2

denotes the effect of a single

hole, and depends on the hole shape and size. It should be noted that the third

part, I3(p) �
∣∣∣∣
∫

S
ρ(s) · e−ikpsds

∣∣∣∣
2

, is introduced by the location deviation of holes.

Equation (2.4) shows that the geometric shape and spatial position of holes can be
optimized to manipulate the diffraction intensity pattern I (p, q).

Next we investigate effects of the hole shape and size on the diffraction intensity
pattern. Here we only consider some simple shapes with less sides since the com-
plicated structures are difficult to be theoretically analyzed and precisely fabricated.
Wewill discuss quasi-period gratings of circles, rectangles, and hexagons in Fig. 2.2.

2.3.1 Two-Dimensional Quasi-Triangle Array of Circular
Holes

Firstly two-dimensional gratings of circular holes, which are the simplest will be
discussed shape and easiest to be fabricated [32]. At the same time, the simplest
uniform distribution of hole location will be selected. That is to say, the holes are
shifted by s from the lattice points along the ξ axis according to the probability
distribution ρ(s) � 1/(2a), |s|≤ a, where a is the shift range of circle holes along
the ξ axis. From (2.5), for the quasi-triangle array of Nξ Nη circular holes with the
radius r, the diffraction intensity pattern in the Fraunhofer diffraction is given by

I (p, q) � sin2
(
Nξ /2 · kp2Pξ /2

) · sin2(NηkqPη/2
) · cos2(kp2Pξ /4 + kqPη/4

)
(
Nξ /2

)2 · sin2(kp2Pξ /2
) · N 2

η · sin2(kqPη/2
)

· I0 ·
[
2J1(kr

√
p2 + q2)

kr
√
p2 + q2

]2

· sinc2(kpa/π ). (2.6)

Here I0 � P/(λR)2 · (Nξ Nη · πr2)2 is the peak irradiance of the diffraction pattern
and J1 is the first order Bessel function of the first kind.

And the intensity along x axis is

I (p) � I0 ·
[

sin(kpPξ Nξ /4)

Nξ · sin(kpPξ /4)

]2

·
[
2J1(kpr )

kpr

]2

· sinc2(kpa/π ). (2.7)

Equation (2.7) shows that the diffraction intensity along the x axis depends on the
parameters of radius r and random range a. As described above, we can design r
to make the first zero crossing of J1 fall at some order diffraction such as the 2nd
or 3rd order diffraction along x axis, and thus make it disappear. The third part
I3(p) � sinc2(kpa/π ), is introduced by the location deviation of holes. It should be
noted that the normalized sinc has zero crossings occurring periodically at non-zero
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integers. Thus we can optimize a to make these zero crossings of sinc2(kpa/π ) fall
at even order diffractions.

Now we investigate the dependence of all order diffractions on the radius r and
random range a. According to (2.7), the m-th order diffraction intensity along the ξ

axis is

I (m) � I0 ·
[
2J1(2πmr/Pξ )

2πmr/Pξ

]2

· sinc2(2ma/Pξ ). (2.8)

In the real spectral measurement, only the adjacent diffractions (such as the 2nd
and 3rd order diffractions) will overlap the 1st order diffraction. The higher order
diffractions are usually very small and have little effects on the 1st order diffraction.
Thus we pay the utmost attention to the structure parameters which lead to the
vanishing of the 2nd and 3rd order diffractions. According to (2.8), the 2nd and 3rd
order diffractions simultaneously disappear as (r/Pξ , a/Pξ ) take some special values:
(0.203, 1/4), (0.305, 1/6), (0.305, 1/3), (0.372, 1/4). Considering the fabrication
tolerance, we select r/Pξ � 0.203 and a/Pξ � 0.25 since the smallest spacing√
(Pξ − 2a)2 + (Pη/2)2 − 2r � 0.3011Pξ (for Pξ � Pη) of arbitrary adjacent holes

is the largest one in the four cases of (r/Pξ , a/Pξ ). Here, it should be noted that the
sinc function with a/Pξ � 0.25 eliminates not only the 2nd order diffraction but
also all the even order diffractions since it has periodic zero crossings.

Figure 2.3 presents the diffraction intensity pattern of r/Pξ � 0.203 and a/Pξ �
0.25 according to (2.6) and (2.7). As expected, Fig. 2.3a shows that the 0th and 1st
order diffractions are kept along x axis, and high order diffractions disappear. Insets
in Figs. 2.3b show clearly intensity distributions of the 0th and 1st order diffractions.
The diffraction intensity along x axis in Fig. 2.3b presents clearly the complete
suppression of the 2nd, 3rd 4th and 6th order diffractions. The 5th order diffraction
of 5.370×10−5 is as low as 0.02% of the 1st order diffraction of 0.2637. As a result,
it will be submerged in the background noise, i.e., it will decay to a negligible value
in real experimental measurements.

In order to verify the validity of the theoretical analysis, the diffraction intensity
pattern of the quasi-triangle array of 301× 301 circular holes is simulated, according
to (2.6) from Fraunhofer approximation. The locations of holes are determined by
generating uniformly distributed pseudorandomnumbers. The two-dimensional grat-
ing has the period. Pξ � Pη � 10 μm and the area 3.01mm × 3.01mm. Figure 2.4
shows that there exist the 0th and 1st order diffractions along x axis, and the 2nd,
3rd, 4th and 6th order diffractions disappear. Insets in Figs. 2.4b show clearly inten-
sity distributions of the 0th and 1st order diffractions. The 5th order diffraction of
5.273 × 10−5 is as low as 0.02% of the 1st order diffraction of 0.2638. These agree
very well with the theoretical results. Different from the theoretical results, the noise
is introduced between any adjacent diffraction. Fortunately, the noise ismuch smaller
than the 5th order diffraction and can be submerged in the background noise.

In order to further confirm the feasibility of the high order diffraction suppression
of our theoretical predictions, a binary transmission grating comprised of quasi-
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Fig. 2.3 a The far-field
diffraction intensity pattern
of the quasi-triangle array of
circular holes. b The
diffraction intensity along
the x axis

Fig. 2.4 a The far-field
diffraction intensity pattern
of the quasi-triangle array of
90,601 circular holes. b The
diffraction intensity along
the x axis

triangle array of 4000 × 4000 circular holes over area of 4 cm × 4 cm on a glass
substrate was fabricated for the visible light region by laser write lithography. Firstly,
the chromium layer with thickness of 110 nm was deposited onto the soda glass with
2.286 mm thickness with an electron beam evaporation system, and 500 nm thick
AZ1500 photoresist was spin coated onto the chrome layer. Secondly, GDSII data
of the designed binary gratings were imported into DESIGN WRITE LAZER 2000
(Heidelberg Instruments Mikrotechnik GmbH). Laser exposure and resist develop-
ment were performed to pattern the binary gratings onto the resist. The exposure
wavelength is 413 nm and the exposure power is 80 mW. After that, wet etching
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Fig. 2.5 Microphotograph of the fabricated quasi-triangle array of circular holes

Fig. 2.6 .

technique was used to transfer the resist pattern onto the chrome layer. Finally, the
residual resist was removed by using plasma ashing followed by acetone rinse.

The microphotograph of the fabricated structure is illustrated in Fig. 2.5. Periods
2Pξ and Pη of the quasi-triangle array along the x and y axes are respectively 20μm
and 10μm.The hole diameter is 0.406Pξ ≈ 4μm. It is shown clearly that the spacing
between any two adjacent holes is larger than 0.3011Pξ ≈ 3μm. The experimental
setup for optical demonstration is shown in Fig. 2.6. A collimated laser beams from
Sprout (Lighthouse Photonics) with the wavelength of 532 nmwas used to illuminate
the two-dimensional grating, and the far-field diffraction pattern from the grating is
focused by a lens and then recorded on a charge coupled device (CCD) camera
(ANDOR DU920P-BU2) with 1024 × 256 pixels.

The measurement results were performed at low temperature of −85 °C, the
results are shown in Fig. 2.7. It is clearly shown that only the 0th and the 1st orders
exist along the x axis, which agrees well with the theoretical and simulation results.
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Fig. 2.7 a The far-field
diffraction intensity pattern
of the quasi-triangle array of
circular holes. b The
diffraction intensity along
x axis

The 5th order diffraction (theoretical value 5.37 × 10−5) cannot be observed, which
is submerged in the background noise of 5 × 10−4. The 1st order diffraction effi-
ciencies is 23.99%, which is a little smaller than the theoretical value of 26.37%.
The difference between experimental and theoretical values may be attributed to the
fabrication and measurement errors.

In the above discussions, it has been assumed that the size and shape of holes are
perfect. In practice, the size of fabricated holes can be a little larger or smaller than
the designed target and the shape cannot be perfectly round. Thus the diffraction
pattern will not be the same as the designed one. Numerical simulation based (2.5)
is carried out and we obtain the 2nd, 3rd, 4th and 5th diffraction intensities versus
the hole size in Fig. 2.8. The vertical grey dot line denotes the optimized diameter
2r � 4.0656μm. Figure 2.8 shows that the 2nd and 4th order diffraction intensities
are always zeros regardless of whether the hole diameter deviate the optimized value
or not. This is because the disappearance of the even order diffractions result from
zero crossings of the normalized sinc function,which is from the location randomness
of holes. As 2r ∈ (3.6, 4.8)μm, the 3rd order diffraction intensity will not be larger
than 5 × 10−4, even though it increases with the deviation of hole diameter from
the optimized value. Similarly, the 5th order diffraction intensity is smaller than
3 × 10−4 as 2r ∈ (3.25, 4.9)μm. Therefore, the quasi-periodic two-dimensional
grating comprised of circular holes can, at least, tolerate ±10% deviation of hole
size. This large tolerance makes our structure can be easily fabricated by the current
planar silicon technology.

2.3.2 Two-Dimensional Quasi-Triangle Array of Rectangular
Holes

Two-dimensional gratings of rectangular holes will now be discussed. The holes are
shifted by s along the ξ axis (Fig. 2.2b) according to the probability distribution
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Fig. 2.8 The 2nd, 3rd, 4th
and 5th order diffraction
intensities versus the hole
diameter

ρ(s) � (π/Pξ ) · cos(2πs/Pξ ), |s|≤ Pξ /4, where 2Pξ is the period of the triangle
array along the ξ axis [33].

For the quasi-triangle array of Nξ Nη rectangular holes of sides 2a � Pξ /2 and
2b � Pη/2 as shown in Fig. 2.2b, the diffraction intensity pattern is [33]

I (p, q) � sin2
(
Nξ /2 · kp2Pξ /2

) · sin2(NηkqPη/2
) · cos2(kp2Pξ /4 + kqPη/4

)
(
Nξ /2

)2 · sin2(kp2Pξ /2
) · N 2

η · sin2(kqPη/2
)

· I0 · ( sin kpa
kpa

)2(
sin kqb

kqb
)2 · cos2(kpPξ /4)

(1 − kpPξ /2/π )2(1 + kpPξ /2/π )2
. (2.9)

Here I0 � P/(λR)2 · (Nξ Nη · 4ab)2 is the peak irradiance of the diffraction pattern.
Figure 2.9 presents the diffraction intensity pattern according to (2.6). As

expected, the 0th and 1st order diffractions are kept along x axis, and the high-order
diffractions disappear. The logarithm of diffraction intensity along x axis in Fig. 2.9b
presents clearly the complete suppression of the high order diffractions. Insets in
Fig. 2.9 show the intensity distributions of the 0th and 1st order diffractions, respec-
tively. From Fig. 2.9, one can see that the diffraction pattern of the quasi-triangle
array of rectangular holes along x axis is the same as that of the ideal sinusoidal
transmission grating.

Numerical simulation based on (2.9) is carried out to evaluate the diffraction
property of the quasi-triangle array of 100,000 rectangular holes. The logarithm of
diffraction intensity along x axis is shown in Fig. 2.10, and high-order diffraction is
much less than the noise of 10−5 between 0th and 1st diffraction (red dash line in
Fig. 2.10), which agrees well with the theoretical prediction of (2.9) and Fig. 2.9.

A binary transmission grating comprised of quasi-triangle array of rectangular
holes was fabricated and tested by the above described process and setup. Figure 2.11
presents the recorded diffraction pattern and it is obvious that high order diffractions
of the quasi-triangle array of rectangular holes are effectively suppressed. The diffrac-
tion intensity along x axis in Fig. 2.11b is almost the same as the ideal sinusoidal
transmission gratings. The ratio of 1st order diffraction intensity to the 0th order
diffraction intensity is 73.56% and much larger than the theoretical prediction and
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Fig. 2.9 The far-field
diffraction intensity pattern
of the quasi-triangle array of
rectangular holes. b The
diffraction intensity along
x axis. Insets: the 0th and 1st
order diffractions. (Reprinted
from [33])

Fig. 2.10 The diffraction
intensity along x axis of the
quasi-triangle array with
100,000 rectangular holes.
(Reprinted from [33])

numerical value 25%. This is because the CCD is saturated by the 0th order diffrac-
tion intensity. In addition, the red vertical lines in Fig. 2.11a are crosstalk along
y direction due to our one-dimension CCD.

Now we focus on the complete suppression of high order diffractions along the
x axis. As Nξ is large enough, the intensity according to (2.9) along the x axis is
given by [33]

I (p) � I0 · sinc2(Nξkp8a/π )

(1 − kp2a/π )2(1 + kp2a/π )2 cos2(kp4a)

�
{

I0, p � 0
1
4 I0, p � ±π

2ka

(2.10)

Equation (2.10) demonstrates that the quasi-triangle array of infinite rectangular
holes can generate the same diffraction pattern as sinusoidal transmission gratings
along the x axis. Only three diffraction peaks (the 0th order and +1st/−1st orders)
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Fig. 2.11 a The far-field
diffraction intensity pattern
of the quasi-triangle array of
rectangular holes. b The
diffraction intensity along
the ξ axis. (Reprinted from
[33])

appear on the x-y plane. The above theoretical results are scalable from X-ray to far
infrared wavelengths.

To obtain physical insight into the diffraction property of the quasi-triangle array
of rectangular holes, the average transmission function along ξ axis is calculated by
integrating the probability distribution over η axis [33]

T (ξ ) �
Pξ /4∫

|ξ |−Pξ /4

ρ(s)ds � 1

2
(1 + cos(

2π

Pξ

ξ )). (2.11)

Equation (2.11) shows that the quasi-triangle array of infinite rectangular holes has
the same transmission function along the ξ axis as sinusoidal transmission gratings.
It is the average diffractive effect similar to sinusoidal grating that eliminates high-
order diffractions.

We can also understand the suppression of high-order diffractions by the inter-
ference weakening or strengthening. It is known that diffraction peaks is from the
constructive interference of lights from the different holes. The interference of lights
fromdifferent rectangular holes is controlled by the hole position. The desired diffrac-
tion pattern only containing the 0th order and +1st/−1st order diffractions can be
tailored by the location distribution of holes according to some statistical law.

2.3.3 Two-Dimensional Quasi-Triangle Array of Hexagonal
Holes

A grating with the quasi-triangle array of hexagonal holes to completely compressed
the 2nd, 3rd, 4th, 5th and 6th order diffractions along x axis will now be addressed.
The holes are shifted by s from the lattice points along the ξ axis according to the
probability distribution ρ(s) � 1/(2a), |s|≤ a, where a is the shift range of circle
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Fig. 2.12 The far-field
diffraction intensity pattern
of the quasi-triangle array of
hexagonal holes

holes along the ξ axis. From (2.5), the diffraction intensity pattern I (p, 0) can be
described as

(2.12)

I (p, 0) � sin2
(
NξkpPξ /2

)

N 2
ξ · sin2 (

kpPξ /2
)

·
(
sin(kp(a2 + a1)/2) · sin(kp(a2 − a1)/2)

kp(a2 + a1)/2 · kp(a2 − a1)/2

)2

· sinc2(kpa/π ).

Then the m-order diffraction intensity along x axis is

I (m) � sinc2
(
m(a2 + a1)

Pξ

)
· sinc2

(
m(a2 − a1)

Pξ

)
sinc2(

2ma

Pξ

). (2.13)

Equation (2.13) shows that the m-order diffraction intensity I (p, 0) is the product
of three normalized sinc functions and depends on a, a1 and a2. Thus we can set
m(a2+a1)

Px
� n1,

m(a2−a1)
Px

� n2, and 2ma
Px

� n3 to suppress three kinds of the 2nd, 3rd,
and 5th order diffractions.

In order to validate the theoretical analysis, numerical simulation for the case of
a � 1/10, a1 � 1/12 and a2 � 5/12, has the lowest noise due to the smallest a. is
carried out to evaluate the diffraction property of the quasi-triangle array with 100 ×
100 hexagonal holes. As expected, the distribution of the diffraction intensity shown
in Fig. 2.12 only has the 0th and ±1st order diffractions along x axis, and the 2nd,
3rd, 4th, 5th and 6th order diffractions are completely suppressed. Different from the
theoretical results, the noise is introduced due to the shift of the hole position. The
7th order diffraction of 7.473 × 10−6 is almost submerged in the noise, and as low
as 0.003% of the 1st order diffraction of 0.2426.

A binary transmission grating comprised of hexagonal holes was fabricated and
tested by the above described process and setup. The diffraction property is shown
in Fig. 2.13. The 2nd, 3rd, 4th, 5th and 6th order diffractions disappear along x axis.
This quantitatively agrees with the theoretical and simulation results. The 1st order
diffraction efficiency is 24.65%, which is a little different from the theoretical value
of 24.26%. The difference may result from the fabrication and measurement errors.
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Fig. 2.13 The far-field
diffraction intensity pattern
of the quasi-triangle array
with hexagonal holes. b The
diffraction intensity along
the x axis
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As expected, Fig. 2.13 also shows that the 7th order diffraction is submerged in
background noise.

2.3.4 Comparison of Three Types of Gratings

Table 2.1, summarizes the second part I2(p, 0) and I3(p) of (2.3), I2(p, 0) is the
envelope line of the diffraction intensity pattern [9] and I3(p) is introduced by the
location deviation of holes. I2(p, 0) only depends on one structure parameter for
circular or rectangular holes, which can make the 2nd or even order diffractions
zeros. Fortunately, for the hexagonal hole, I2(p, 0) is the product of two normalized
sinc functions depending on the two parameters a2 and a1, and thus has two kinds
of zero crossings, which can make both even and the 3rd, 6th, …, order diffractions
simultaneously disappear.

In other words, three types have their advantages and disadvantages. Two-
dimensional quasi-triangle array of circular holes the enough deviation tolerance
of hole size and the relatively large spacing of adjacent holes, which make our grat-
ing much easy to be fabricated than the rectangular or hexagonal holes. While it only
can completely suppress the 3rd and even order diffractions. The gratings composed
of rectangular holes with the special location probability distribution can completely
all the 2nd and higher order diffractions. However, the small gap from the probability
distribution and the right angle of hole make the fabrication difficult. The hexagonal
hole is the balance of the circular and rectangular holes. The complete suppression
of 2nd, 3rd, 4th, 5th and 6th order diffractions by the quasi-triangle array of the
hexagonal holes was demonstrated theoretically and experimentally. The 7th order
diffraction is as low as 2.2 × 10−5 of the 1st order, which can easily be submerged
in the background noise in real applications. At the same time, the smallest gap of
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Table 2.1 The impact of the shape of the holes on the diffraction pattern

Shape I2(p, 0) ρ(s) I3(p)

r

(
2J1(krp)

/
krp

)2 1/(2a), |s|≤ a,
a � Pξ /4

sinc2(kpa/π ),
a � Pξ /4

22a

2b sinc2(kpa2/π ) ρ(s) � (π/Pξ ) ·
cos(2πs/Pξ ),|s|≤
Pξ /4

cos2(kpPξ /4)
(1−kpPξ /2/π )2(1+kpPξ /2/π )2

12a

22a

2b

sinc2( kp(a2+a1)2π ) ·
sinc2( kp(a2−a1)

2π )

1/(2a), |s|≤ a,
a � Pξ /10

sinc2(kpa/π ),
a � Pξ /10

the hexagonal holes is larger than that of the rectangular gap, and thus the grating of
hexagonal holes is easier to fabricate than the rectangular one.

2.4 Future Outlook for the Fabrication Method

Since the first diffraction grating was invented by the American astronomer David
Rittenhouse in 1785 [6], great efforts have been devoted to the fabrication of high
quality diffraction gratings [34, 35]. Until now, the difficulty in fabricating diffrac-
tion grating with nanometer feature size is still the major obstacle of advancing the
dispersion performance. Various fabrication techniques, including mechanical rul-
ing, interference lithography, e-beam lithography, laser beam lithography and nano-
imprinting lithography, have been intensively studied to further reduce the feature
size of diffraction grating.

2.4.1 The Mechanical Ruling Method

The first high quality diffraction grating was mechanically ruled [6]. After being
polished carefully, the substrates (optical glass or fused silica) are coated with a
thick aluminum or gold film. Such an Al or Au film acts as a functional material in
the ruling process. Thousands of extremely fine and shallow grooves are faithfully
produced by the ruling diamond with special shape in the cross section. For a ruled
gratingwith 1000 grooves permmand active area of 300× 300mm2, the total groove
number is 3.0 × 105, and the total length of these grooves is as large as 90 km. Thus,
the ruling process is time consuming and the ultra-precision ruling engine may take
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above one month to work. Now only a few ruling engine are still operating for planar
echelle gratings greater than 300 mm in width [36, 37].

2.4.2 Interference Lithography

Since the invention of the laser in the 1960s, interference lithography has proven to be
an extremely useful technique. The principle of traditional interference lithography
is simple, when two mutually coherent plane waves with same wavelength and equal
intensity interfere each other, sinusoidal interference fringes will be produced and
recorded by photoresist on the substrate.

The spatial resolution of interference lithography is fundamentally governed by
the working wavelength due to the diffraction limit. Hence, to produce gratings and
grids with feature sizes below 100 nm, shorter working wavelengths (deep ultravi-
olet and extreme ultraviolet spectral ranges) are required [38]. Several interference
lithography methods have been proposed and developed, including Lloyd’s mirror
interferometer [39], amplitude division interferometers [40], grating-based interfer-
ence lithography [41], etc.

Interference lithography has the advantage of generating high resolution periodic
patterns over large area with extremely simple optical systems, large process latitude
and large depth-of-focus. Also, no photomask is needed, one can easily manipulate
the grating period by adjusting the angle between the two intersecting beams. A typ-
ical example of successful use of interference lithography is provided by MIT space
nanotechnology laboratory, where thousands of X-ray transmission gratings have
been produced by interference lithography with wavelength of 351.1 nm [42]. By
carefully selecting the number of interfering beamormultiple exposures, interference
lithography can produce 2D periodic arrays with arbitrary shaped nanomotifs. How-
ever, interference lithography is limited to patterning period features only, and the
spatial-period of the grating is fundamentally governed by the working wavelength
due to the diffraction limit.

2.4.3 Electron Beam Lithography

Electron beam lithography is a well-established lithographic technique for creating
arbitrarily shaped patterns with resolution in the nanometer range. At present, in
semiconductor industry, electron beam lithography is often used to expose mask
patterns for optical lithography tools below 45 nm technology node. In some cases,
it is also used for advanced prototyping of integrated circuits due to its flexibility and
high resolution.

For larger exposure latitude, the commercial e-beam writer acceleration voltage
is taken to be 100 kV. The size of the focused electron beam, which is an important
factor directly influencing the resolution, can be reduced to round 1 nm at the expense
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of very low writing speed. Feature size below 5 nm is theoretically possible by
exposing a thin (<30 nm) resist, but rarely demonstrated [43]. The actual patterning
resolution is considerably larger and is limited mainly by the well-known proximity
effect [44]. As charged particles, electrons undergo forward and backward scattering
events when they penetrate through the resist into the substrate, resulting so-called
proximity effect, i.e., unwanted dose to take place in the regions adjacent to those
exposed by the focused electron beam.

Electron beam lithography is a promising approach for patterning 2D quasi-
periodic gratings with high line density and high fidelity. In particular, it is conve-
nient to perform pattern transfer from electron beam resist to a variety of materials.
Obtaining high-quality grating patterns is always not straightforward, even using a
state-of-the-art electron beam system. As a rule of thumb, for the 1D periodic grat-
ings, the size of the focused electron beam can be one-sixth of the grating period for
the purpose of higher writing speed. While for the 2D quasi-periodic gratings, this
size should shrink to one-twelfth of the grating period to ensure sharp corners.

The drawback of the serial electron beam lithography is less practical in mass
production due to the serial and slow scanning nature. To overcome this limita-
tion, high-throughput multiple beam electron beam lithography, which is based on
massively-parallel focused electron beams that can individually beam switched on
and off, is now being developed.

2.4.4 Laser Beam Lithography

Laser beam lithography is performed by tightly focusing a laser beam instead of
electron beam into a photoresist layer. Similar to serial electron beam lithography,
the focused laser beam scans the patterned area to generate photoresist patterns pixel
by pixel. On one hand, regarding the lithography costs, the less expensive laser beam
lithography is now widely used for patterning mask above 45 nm technology node
of semiconductor industry. On the other hand, it is also a powerful and widely used
tool for the mask-free fabrication on various substrate materials.

Laser beam lithography is more flexible than the counterpart of electron beam
lithography. For example, electron beam lithography must be performed on electri-
cally conductive substrates with vacuum condition, while laser beam lithography is
compatible with electrically insulating substrates and is performed under atmosphere
condition. Furthermore, one-step laser beam lithography is capable of producing
continuous-relief micro-structure with surface relief precision below 100 nm, which
can be employed to increase the diffraction efficiency of the micro-optical elements.

In general, the spot size of the focused laser beam is fundamentally limited by
the so-called Abbe’s law, and is given by ≈1.22 λ/NA, where NA is the numerical
aperture of the light exposure system. This constitutes a major fabrication challenge
in achieving sub-diffraction or nanometer resolution at visible wavelengths. To over-
come this limitation, in recent years, numerous method have reported on how the
resolution of laser direct writing scales into nanometer dimension [45–48]. Remark-
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ably, feature size as small as 9 nm has been achieved by three-dimensional optical
beam lithography [48].

2.4.5 Nano-imprint Lithography

As stated above, the processes of mechanical ruling, electron beam lithography and
laser beam lithography are serial and hence less practical in high-volume production,
and interference lithography is limited to period structures.

Since the first paper was published by Chou et al. [49], nano-imprint lithography,
a nanomolding technique to transfer the topography of a template into a substrate,
has spurred extensive research by many academic groups. It is now considered as a
candidate for next generation lithography by the International Technology Roadmap
for Semiconductors (ITRS) roadmap [50, 51], due to its potential for simple, large-
area, high-throughput, high-resolution patterning. It also offers a promising way to
replicate master gratings.

In nano-imprint lithography, the first and themost important step is the fabrication
of master gratings on silicon or quartz substrates. Typically, electron beam lithog-
raphy or laser beam lithography is used to pattern master gratings due to its ability
to generate arbitrary structure with fine features, followed by inductively coupled
plasma reactive ion etching to transfer the resist patterns onto the substrate. Once the
master grating is fabricated, it can be replicated repeatedly by nano-imprint lithogra-
phy. The cost-effective imprinting can be performed by the thermal curing method,
ultraviolet visible assisted method and injection moulding method, yielding a resist
mask [52]. It should be noted that the template on a transparent substrate such as
quartz or glass must be used for the ultraviolet visible assisted method, and the use
of the transparent substrate make optical alignment of the substrate feasible. In addi-
tion, based on this ultraviolet visible transparent template, step and flash imprint
lithography that performed at low pressure and room temperature has been devel-
oped at wafer-scale [53]. After imprinting, anisotropic oxygen plasma ashing is used
to remove the residual thin resist layer. The resist pattern is further transferred into
a hard material by lift-off process, electroplate process or plasma process.

2.5 Conclusion

In conclusion, the optics community has witnessed great progress over the past
200 years in the development of one-dimensional diffraction gratings. In recent
years, two-dimensional diffraction gratings with two duty cycles in two perpendic-
ular directions are playing an increasingly important role in the optics community.
Most previous work on two-dimensional grating diffraction is for 2D periodic struc-
tures, which result in so-called high-order diffraction contamination and limited
free-spectral range. To overcome this limitation, 2D quasi-periodic gratings com-
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prised of quasi-triangle array of holes have been proposed, and the effects of hole
shape (circular, rectangular and hexagonal) and location distribution on the high-
order diffraction suppression have been investigated analytically, numerically, and
experimentally. These three types of quasi-periodic diffraction gratings have been
demonstrated to be robust in suppressing high-order diffractions, and have their
advantages and disadvantages.

While the demand for diffraction gratings is widespread, producing a large supply
of high quality diffraction gratings at low cost and high speed still remains a chal-
lenge. Even the best-established optical lithography can meet the stringent technical
conditions of gradual reduction in the minimum dimension of integrated circuits,
following the well-known Moore’s law, it cannot be applied to produce diffraction
gratings. This is because the optical lithography tool is very expensive. Mechanical
ruling, interference lithography, electron beam lithography and laser beam lithog-
raphy have been successfully used to fabricate diffraction gratings. However, inter-
ference lithography tool with high throughput and low cost is limited to period
structures, and the other methods suffer from low yield. Advances in nano-imprint
lithography have made possible the high-volume production of 2D quasi-periodic
gratings with nanostructures. In nano-imprint lithography, electron beam lithography
or laser beam lithography is used to exposure various predesigned patterns of master
gratings in a maskless process, taking advantage of their high resolution and ability
to create patterns of arbitrary geometry. The replication process of using imprinting
lithography is used for high volume manufacturing of the daughter gratings, taking
advantage of its high resolution, low cost, high speed, high process latitude and pro-
cess robustness. The development of gratings nanofabrication process will allow the
proposed quasi-periodic diffraction gratings to find a wide variety of applications in
areas as diverse as spectral analysis, imaging and microscopy and interferometry.
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Chapter 3
Two Dimensional Gratings of Connected
Holes for High Order Diffraction
Suppression

Lina Shi, Ziwei Liu, Tanchao Pu, Hailiang Li, Jiebin Niu
and Changqing Xie

Abstract The use of two dimensional gratings comprised of connected holes for
the high order diffraction suppression will be discussed. An analytical study of the
diffraction property of the three kinds of gratings is described, and the dependence
of the high order diffraction property on the transmission function is investigated.
Notably, theoretical analysis reveals that the 2nd, 3rd and 4th order diffractions
adjacent to the 1st order diffraction can be completely suppressed for all three kinds
of gratings. The 5th order diffraction is as low as 0.16% of the 1st order diffraction,
and thus can be submerged in the background noise for most practical applications.
Experimental results are shown to be consistent with the theoretical predictions.
Especially, the smallest characteristic size of the grating of the connected zigzag-
profiled holes is the half of period Px , which equals to the traditional 1:1 grating.
For the two dimensional phase grating of the connected zigzag-profiled holes, the
1st order diffraction efficiency was 27.72%, which is much higher than 6.25% of
the ideal sinusoidal transmission grating. At the same time, the phase grating can
suppress completely the 0th order diffraction. These results are of great interest in
the wide spectrum unscrambling from the infrared to the x-ray region.

3.1 Introduction

Grating is a fundamental component for spectral measurement equipment. For many
years, spectroscopyhas been important in physics, astronomical, biological, chemical
and other analytical investigations. Usually, gratings disperse incident polychromatic
light into its constituent monochromatic components and discrete orders. Generally,
spectrum unscrambling only needs the +1st or −1st order diffraction of the grat-
ing. Unfortunately, the high order diffractions of the binary amplitude transmission
grating always overlap the 1st one, and thus obstruct spectroscopic analysis [1–4].
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Consequently, the complicated unfolding process to filter the stray light is needed,
thus may bring large errors in many calibrations, and even lead to wrong conclu-
sions. It is known that sinusoidal amplitude transmission grating with continuous
relief only presents the 0th and 1st order diffractions [3]. However, it is more dif-
ficult to fabricate the sinusoidal transmission gratings than the conventional binary
ones for all wavelengths [5–7]. Another method to suppress high order diffractions is
to decrease the grating period to the wavelength size [8–13]. An efficiency of 100%
efficiency of the −1st order diffraction for the visible wavelengths has already been
reported [12]. Unfortunately, such nano-structures are very expensive to fabricate by
e-beam lithography [14], or difficult to be fabricated by the current nanofabrication
technology such as nanoimprint lithography [15]. Therefore, we are in great need of
large period binary transmission gratings with suppression of high order diffractions.

Several binary amplitude two-dimensional gratings with the large period have
been developed, which can suppress the high order diffractions [9, 16–20]. Torcal
Milla et al. found that the intensity of each diffraction order was modified by the
statistical properties of the grating rough edges, and thus it is possible to obtain an
amplitude binary grating with only diffraction orders −1, 0 and +1 [9]. At the same
time, the two-dimensional gratings with amplitude sinusoidal transmission function
along one direction were proposed [16–20]. This average transmission effect along
one direction were obtained by integrating the transmission function along the other
direction. There are two main methods: one is to modulate the hole position and
the other is to introduce structures with complicated shapes. E.g. Combining the
rectangular hole and the special probability distribution of hole location, the exact
sinusoidal transmission function can be obtained along one direction [16–18]. How-
ever, the smallest gap between any two adjacent holes is zero due to the modulation
of the hole positions. Thus, these structures can not be accurately fabricated by the
state-of-the-art nanofabrication technology. Moreover, the background noise arising
from the modulation of the hole position may interfere with the 1st order diffrac-
tion [16–18]. Similarly, the complicated shape such as sinusoidal-shaped aperture
are also more difficult to fabricate than the traditional 1:1 grating [19, 20].

In order to increase the smallest gap between any adjacent holes, two dimensional
gratings of quasi-array of circular holes were proposed [21, 22]. Considering that
only the adjacent diffractions (such as the 2nd and 3rd order diffractions) will overlap
the 1st order diffraction, these gratings based on quasi-array of holes decreased the
shift range of hole location or hole size. This leads to larger gap between any two
adjacent holes and smaller background noise. Unfortunately, the background noise
can not be completely eliminated and the decrease of hole size leads to the low
diffraction efficiency. Therefore, it has been our goal to design and fabricate a grating
without the complicated shape or the modulation of the hole position, which has the
high 1st order diffraction efficiency (not lower than the sinusoidal grating) and large
characteristic size (comparable to traditional 1:1 grating).

In this chapter, we discuss the two-dimensional gratings with the special transmis-
sion function along one direction, which can completely suppress the 2nd, 3rd, and
4th order diffractions. The two-dimensional grating avoids the background noise,
which is introduced by the modulation of the hole position [16–18]. Moreover, it has
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the opening area 50% of the total area, which leads to the large absolute diffraction
efficiency. In addition, the characteristic size Px/2 of the two dimensional gratings
of connected zigzag-profiled holes is the same as the traditional 1:1 grating and thus
the gratings are much easier to fabricate than the reported ones [16–22]. And the
gratings can be scalable from soft x-ray to far infrared wavelengths. First, we theo-
retically analyze the dependence of the diffraction property on the structure parame-
ters of the two-dimensional grating. The special transmission function results in our
desired diffraction pattern. Then, we theoretically and experimentally demonstrate
the diffraction pattern of the two-dimensional grating with the effective suppression
of high order diffractions and the large absolute diffraction efficiency. These results
will find an application in the wide spectrum unscrambling from the infrared to the
x-ray region.

3.2 Diffractions of the Two Dimensional Grating

One starts the analysis from diffractions of two dimensional gratings in Fig. 3.1a. As
shown in Fig. 3.1c, we denote the coordinate systems of the grating plane and the
diffraction plane by x Oy and ξ O ′η, respectively. The grating periods along the x
and y axes are respectively Px and Py as shown in Fig. 3.1b. The shadow area A0 is
a single period of the grating, and A is the opening area of the period.

For the square array of Nx × Ny periods in Fig. 3.1, the light field distribution in
the Fraunhofer diffraction pattern is given by [4]

U (p, q) = C ·
∫∫

A0

F(x, y)e−ik(px+qy)dxdy ·
Nx −1∑
nx =0

Ny−1∑
ny=0

e−ik(pnx Px +qny Py) . (3.1)

Here C = √
P/(λR), P is the power density incident on the grating, λ is the inci-

dent light wavelength, R is the distance between the grating array plane and the
diffraction plane. F(x, y) is the complex transmission function, the area of a single
period is A0 = Px Py , k is the wave vector in free space, p = ξ/R and q = η/R. The
integration extends over a single period area of grating, and the integral expresses
the effect of a single period. The sum represents the superposition of the coherent
diffraction patterns.

Generally, the transmittance coefficient outside A is not zero but a complex value
αe−iβ including the phase shift effect. Thus the transmission function is as follows:

F(x, y) =
{

αe−iβ, outside A,

1, inside A.
(3.2)
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Fig. 3.1 a Schematic of the two dimensional grating. b The grating periods along x and y are
respectively Px and Py . The area of a single period is A0. The opening area of the period is A. c
The coordinate systems of the grating plane and the diffraction plane

Then the diffraction intensity pattern is:

I (p, q) = |U (p, q)|2

= |C |2 ·
∣∣∣∣(1 − αe−iβ)

∫∫
A

e−ik(px+qy)dxdy + αe−iβ
∫∫

A0

e−ik(px+qy)dxdy

∣∣∣∣
2

·
∣∣∣∣1 − e−i Nx k Px p

1 − e−ik Px p
· 1 − e−i Ny k Pyq

1 − e−ik Pyq

∣∣∣∣
2

= C2 ·
[
(1 + α2 − 2α cosβ)|UA|2 + 2real[α(eiβ − α)UAU ∗

A0] + α2|UA0|2
]

·N 2
x N 2

y

sin2(Nx kpPx/2)

N 2
x sin

2(kpPx/2)

sin2(NykpPy/2)

N 2
y sin

2(kpPy/2)
. (3.3)

Here UA0 = U ∗
A0 =∫∫

A0
e−ik(px+qy)dxdy = A0sinc(kpPx/2/π)sinc(kq Py/2/π), is

the effect of a single period, and UA =∫∫
A e−ik(px+qy)dxdy denotes the effect of

the opening area. The normalized interference function sin2(Nx kpPx/2)
N 2

x sin2(kpPx /2)
sin2(Ny kpPy/2)
N 2

y sin
2(kpPy/2)

denotes the array effects, and determines that the classical diffraction peaks locate
at p = mλ/Px and q = nλ/Py , here m and n are integers. As described in Sect. 3.1,
we pay more attention on the diffractions along one direction, thus here we consider
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the case of m = 0, 1, 2, . . . , and n = 0. According (3.3), the diffractions along the
ξ axis is

I (m, 0) =

⎧⎪⎪⎨
⎪⎪⎩

S0 ·
[

A2

A2
0
+

(
1 − A

A0

)2
α2 + 2 A

A0

(
1 − A

A0

)
α cosβ

]
, m = 0

S0 ·
[
(1 + α2 − 2α cosβ)

|UA |2
A2
0

]
, m �= 0

(3.4)

Here S0 = C2 · (Nx Ny A0)
2 is a constant relating to the power density and the grat-

ing area. Equation (3.4) shows that the 0th order diffraction only depends on the
transmission function F(x, y), the opening area A, and not depends on the integral
UA. While the m-th order diffraction (m �= 0) depends on the integral UA, and thus
the shape of the opening region. Moreover, for all m values (m �= 0), I (m, 0) has
the same coefficient S0(1 + α2 − 2α cosβ)/A2

0, that is to say, the grating transmis-
sion function F(x, y) cannot change the contrast of each order diffraction intensity
(m �= 0). Therefore, we can design the transmission function F(x, y) tominimize the
0th order diffraction and maximize the 1st order one. At the same time, we optimize
the shape of the opening region to increase the 1st order diffraction and suppress the
2nd and higher order diffractions. The following we focus on two cases: one is the
amplitude grating (α = 0) and the other is the phase grating (α = 1 and β = π ).

3.3 Two Dimensional Amplitude Gratings of Connected
Hexagonal Holes

3.3.1 Theoretical Analysis

Discussion starts from the amplitude grating with α = 0 of connected hexagonal
holes (cyan) as shown in Fig. 3.2 [23, 24]. The dash white lines denote the square
lattice and the crossings are the lattice points at which the hexagonal holes locate. The
hexagonal hole has the side 2a1 along the x axis, the diagonal 2a along the x axis, and
the height 2b = Py along y axis. The opening area A (surrounded by dash red curve)
of a single period A0 (surrounded by dash black curve) is 2b(a + a1) = Py(a + a1).

The transmission function F(x, y) is

F(x, y) =
{
0, outside the hexagonal hole
1, inside the hexagonal hole

(3.5)

For the square array of Nx × Ny connected hexagonal holes, the diffraction intensity
pattern from (3.3) is [23, 24]
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Fig. 3.2 Schematic of the
two dimensional grating of
connected hexagonal holes

x

y

O

Py
Px 2a

2b 2a1

A

A0

I (p, q)

= C2 · |UA|2 · N2
x N2

y
sin2(Nx kpPx/2)

N2
x sin2(kpPx/2)

sin2(NykpPy/2)

N2
y sin2(kpPy/2)

= S0

(
a + a1

Px

)2
· sin

2(Nx kpPx/2)

N2
x sin2(kpPx/2)

sin2(NykpPy/2)

N2
y sin2(kpPy/2)

·
∣∣∣∣

cos(kpa1 − kqb) − cos kpa

kp(a + a1) · (kp(a − a1) + kqb)
+ cos kpa − cos(kpa1 + kqb)

kp(a + a1) · (−kp(a − a1) + kqb)

∣∣∣∣
2
. (3.6)

Now one focus on the diffraction intensity along the ξ axis since spectral measure-
ment is usually at one direction. The diffraction intensity according to (3.6) along
the ξ axis is given by

I (p, 0) = S0

(
a + a1

Px

)2

· sin
2(Nx kpPx/2)

N 2
x sin

2(kpPx/2)
· sinc2 kp(a − a1)

2π
sinc2

kp(a + a1)

2π
.

(3.7)
On the other hand, we can obtain the diffraction intensity along the ξ axis from the

average transmission function along the x axis, which can be obtained by integrating
the transmission function F(x, y) along the y axis:

F(x) =
⎧⎨
⎩

Ny · 2b, |x | ≤ a1,

Ny · 2b(a − |x |)/(a − a1), a1 < |x | ≤ a,

0, a ≤ |x | ≤ Px/2.
(3.8)

And according to Fraunhofer diffraction formula, we can also obtain the the same
intensity pattern along the ξ axis as (3.7) directly from (3.5):
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I (p) =
∣∣∣∣C ·

∫ Px /2

−Px /2
F(x)e−ikpxdx ·

Nx −1∑
nx =0

e−ikpnx Px

∣∣∣∣
2

= S0

(
a + a1

Px

)2
· sin

2(Nx kpPx/2)

N2
x sin2(kpPx/2)

· sinc2 kp(a − a1)

2π
sinc2

kp(a + a1)

2π
. (3.9)

And thus according to (3.7), the m-th order diffraction locating at p = mλ/Px

along the ξ axis is

I (m) = S0

(
a + a1

Px

)2

· sinc2 m(a − a1)

Px
sinc2

m(a + a1)

Px
. (3.10)

Equation (3.10) shows that them-th order diffraction is the product of two normalized
sinc functions and depends on the two parameters a/Px and a1/Px . It should be noted
that the normalized sinc function has zero crossings occurring periodically at non-
zero integers. Thus we can select the suitable values of a/Px and a1/Px to make
two kinds of zero crossings fall at two kinds of diffractions along the ξ axis. In
real spectral measurement, only the near diffractions (such as the 2nd and 3rd order
diffractions) will overlap the 1st order diffraction. The far diffractions are usually
very small and have little effects on the 1st order diffraction. Thus we will consider
the values of a and a1 which lead to the zeros of the 2nd and 3rd order diffractions.
According to (3.10), we can obtain a1/Px = 1/12 and a/Px = 5/12 as the 2nd and
3rd order diffractions disappear simultaneously. And now, all the even and 3n-th
order diffractions disappear due to the periodic zero crossings of the sinc function.
The 0th order diffraction is 25%S0 and the 1st one is 6.93%S0. The nearest order
diffraction from the 1st one is the 5th order diffraction,which equals to 0.011088%S0.
This value is much smaller than 0.4%S0 of the 5th order diffraction of conventional
1:1 grating.

Figure3.3 presents the logarithm of the normalized diffraction intensity of the
two dimensional grating of hexagonal holes with a1/Px = 1/12 and a/Px = 5/12
according to (3.6). The intensity is normalized by the 0th order diffraction intensity

Fig. 3.3 The logarithm of
the far-field diffraction
intensity pattern of the two
dimensional grating of
connected hexagonal holes
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Fig. 3.4 The diffraction
intensity along the ξ axis of
the two dimensional grating
of connected hexagonal
holes (black) and that of 1:1
transmission gratings (red)
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I (0, 0) = 25%S0. As expected, the 0th and 1st order diffractions are kept along the
ξ axis, and the 2nd, 3rd and 4th diffractions disappear. The 5th order diffraction is
smaller than the noise between the 0th and 1st order diffractions.

We compare the diffraction intensity along the ξ axis of our two dimensional
grating with that of the conventional 1:1 grating in Fig. 3.4. It is shown that the 5th
order diffraction of our grating is much suppressed, which is weak enough for real
application. Figure3.4 also presents clearly the complete suppression of the 2nd, 3rd
and 4th order diffractions.

3.3.2 Experimental Results

In order to further confirm the feasibility of the high order diffraction suppression
of our theoretical predictions, a binary transmission grating with area 4 cm × 4 cm
on a glass substrate was fabricated for the visible light region by laser write lithog-
raphy. Firstly, the chromium layer with thickness of 110nm was deposited onto the
soda glass with 2.286mm thickness with an electron beam evaporation system, and
500nm thick AZ1500 photoresist was spin coated onto the chrome layer. Secondly,
GDSII data of the designed binary gratings were imported into DESIGN WRITE
LAZER 2000 (Heidelberg Instruments Mikrotechnik GmbH). Laser exposure and
resist development were performed to pattern the binary gratings onto the resist.
The exposure wavelength is 413nm and the exposure power is 80mw. After that,
wet etching technique was used to transfer the resist pattern onto the chrome layer.
Finally, the residual resist was removed using plasma ashing followed by acetone
rinse. The microphotograph of the fabricated structure is illustrated in Fig. 3.5. Peri-
ods Px and Py along the x and y axes are respectively 24 and 28µm. The side 2a1

of the hexagonal hole along the x axis is 4µm, the diagonal 2a along the x axis is
20µm, and the height 2b along y axis is 28µm. Our smallest size of fabrication is
the side 2a1 = Px/6 = 4µm.

The experimental setup for opticalmeasurement is shown in Fig. 3.6. A collimated
laser beams from Sprout (Lighthouse Photonics) with the wavelength of 532nm was
used to illuminate the two-dimensional grating, and the far-field diffraction pattern
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A0

A

2a
2a1

20μm
4μm

2b

Px

24μm

Py28μm 28μm

Fig. 3.5 Microphotograph of the fabricated two-dimensional grating of hexagonal holes

Fig. 3.6 Experimental setup for the optical measurement

from the grating is focused by a lens and then recorded on a charge coupled device
(CCD) camera (ANDOR DU920P-BU2) with 1024 × 256pixels. To decrease the
background noise, CCD was cooled to minus 85 ◦C.

Themeasurement results are shown inFig. 3.7. Each diffraction spot on the camera
includes about 12pixels. It is presented that only 0th and the 1st order diffractions
exist along the ξ axis, which agrees well with the theoretical results. The 5th order
diffraction cannot be observed since it is submerged in the background noise. The
counts of the 0th and 1st order diffractions are 6.462 × 104 and 1.825 × 104.

3.3.3 Discuss of Fabrication Error

In the above discussions, it was assumed that the size and shape of connected hexag-
onal holes are perfect. In practice, the size of fabricated holes can be a little larger
or smaller than the designed target and the angle of hexagonal hole can not be per-
fect. Thus the diffraction pattern will not be the same as the designed one. In the
following, we analyze and evaluate the influence of the size and shape deviation of
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Fig. 3.7 a The far-field
diffraction intensity pattern
of the two dimensional
grating of hexagonal holes. b
The diffraction intensity
along the ξ axis
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Fig. 3.8 The diffraction
intensities of the 2nd, 3rd,
and 4th order diffractions
versus the deviation D1
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connected hexagonal holes on the practical performance. We define a size deviation
D1 = a − a f = a1 − a1 f , where a f and a1 f are the actual parameters of the fab-
ricated hexagonal holes. Numerical simulation based (3.10) is carried out and we
obtain the 2nd, 3rd, 4th order diffraction intensities versus D1 as shown in Fig. 3.8.
From Fig. 3.8 one can see that the 3rd order diffraction intensity is always zero
regardless of whether the size of hexagonal holes is changed. This is because the
suppression of 3rd order diffraction depends on a − a1, which has been described in
(3.10). As D1 ∈ (−0.15, 0.15)µm, the 2nd order diffraction intensity will not larger
than 1 × 10−4. And the 4th order one is not larger than 2.5 × 10−5. The deviation
D1 is ±3.75% of the smallest fabrication size 2a1. The fabrication error at 10µm
level of our laser write lithography is 2%. This tolerance makes our structure can be
fabricated by the current technology.
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Fig. 3.9 a The fabricated hexagonal hole. b The simulated hexagonal hole. c The round corner 1
of hexagonal hole. d The round corner 2 of hexagonal hole

Fig. 3.10 The diffraction
intensities of the 2nd, 3rd,
and 4th order diffractions
versus the deviation D2
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It should be noted that the sharp corner cannot be achieved in real fabrication
process. Therefore, the effects of fabrication error of the corners on the diffraction
pattern should also be discussed. For this the 2nd, 3rd and 4th order diffraction
intensities were calculated pattern of the gratings of connected hexagonal holes
with the round corner as shown in Fig. 3.9. A deviation D2, which is the distance
between the round corner and the vertex of the sharp corner was defined, as shown
in Fig. 3.9c, d.

Figure3.10 presents that the 2nd and 4th order diffraction intensities are always
zero whether connected hexagonal holes have round corners. This is because the
disappearance of the 2nd and 4th order diffractions depends on sinc2 m(a+a1)

Px
, and

both the concave and convex corners shown in Fig. 3.9b make a + a1 keep constant
with D2 increasing. The 3rd order diffraction intensity increase with D2. As D2 =
0.36µm, the 3rd order diffraction intensity is 1 × 10−4. The tolerance of deviation
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D2 of sharp corner is at least ±9% of 2a1. This large tolerance greatly relaxes the
fabrication requirement.

In a word, the smallest characteristic size 2a1 of the two-dimensional grating of
connected hexagonal holes is Px/6, which is smaller than Px/2 of the traditional 1:1
grating. The absolute diffraction efficiencyof the 1st order is 6.93%S0,which is a little
higher than 6.25%S0 of the ideal sinusoidal transmission grating. Both theoretical
and experimental results demonstrate the 2nd, 3rd and 4th order diffractions are
completely suppressed. And the 5th order diffraction is as low as 0.16% of the 1st
order, and thus it can be submerged in the noise for the real application.

3.4 Two Dimensional Amplitude Gratings of Connected
Zigzag-Profiled Holes

In this section, the two dimensional grating with α = 0 of connected zigzag-profiled
holes (cyan) as shown in Fig. 3.11 will be addressed. The characteristic size of the
grating is the half of the period Px . The dash white lines denote the square lattice
and the crossings are the lattice points at which the zigzag-profiled holes locate.
The zigzag-profiled hole has the side a + a1 = Px/2 along the x axis and the height
2b = Py along y axis. The opening area A (dash red curve) of a single period A0

(dash black curve) is 2b(a + a1) = Py(a + a1). The transmission function F(x, y)

is

F(x, y) =
{
0, outside the zigzag-profiled hole
1, inside the zigzag-profiled hole

(3.11)

For the square array of Nx × Ny connected zigzag-profiled holes, the diffraction
intensity pattern from (3.3) is

Fig. 3.11 Schematic of the
two dimensional grating of
connected zigzag-profiled
holes

y

xO

Py
Px

2b

A0

A

2a1

a−a1
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I (p, q)

= C2 · |UA|2 · N 2
x N 2

y

sin2(Nx kpPx/2)

N 2
x sin

2(kpPx/2)

sin2(NykpPy/2)

N 2
y sin

2(kpPy/2)

= S0

(
a + a1

2Px

)2

· sin
2(Nx kpPx/2)

N 2
x sin

2(kpPx/2)

sin2(NykpPy/2)

N 2
y sin

2(kpPy/2)

· sinc2 kp(a + a1)

2π
·
[
sinc2

kqb + kp(a − a1)

2π
+ sinc2

kqb − kp(a − a1)

2π

+2 cos kqb · sinckqb + kp(a − a1)

2π
· sinckqb − kp(a − a1)

2π

]
. (3.12)

And according to (3.12), the diffraction intensity along the ξ axis is given by

I (p, 0) = S0

(
a + a1

Px

)2

· sinc2 kp(a − a1)

2π
sinc2

kp(a + a1)

2π
· sin

2(Nx kpPx/2)

N 2
x sin

2(kpPx/2)
.

(3.13)
It can be seen that (3.13) is the same as (3.7). It means that the diffraction property
along the ξ axis of the two dimensional grating of connected zigzag-profiled holes is
the same as that of connected hexagonal holes. And thus the same structure parameter
a1/Px = 1/12 and a/Px = 5/12 can be obtained as the 2nd and 3rd order diffractions
disappear simultaneously. This is due to the same average transmission function F(x)

along the x axis obtained by integrating the transmission function F(x, y) along the
y axis. And also the influence of the size and shape deviation of connected zigzag-
profiled holes on the practical performance is similar as that of the hexagonal ones.
Fortunately, the characteristic size is three times of that of the hexagonal ones and
thus the tolerance becomes three times of that of the hexagonal ones.

Figure3.12 presents the logarithm of the normalized diffraction intensity of the
two dimensional grating of connected zigzag-profiled holes with a1/Px = 1/12 and
a/Px = 5/12 according to (3.12). The intensity is normalized by the 0th order diffrac-
tion intensity I (0, 0) = 25%S0. It is shown that the diffraction property of zigzag-
profiled holes along the ξ axis is the same as that of hexagonal holes although the
diffraction property along the η axis is different.

A binary transmission grating of connected zigzag-profiled holes was also fab-
ricated and tested by the above process and the experiment setup in Fig. 3.6. The
microphotograph of the fabricated structure is illustrated in Fig. 3.13. The struc-
ture parameters such as Px = 24µm, Py = 28µm, 2a1 = 4µm, a − a1 = 8µm
and 2b = 28µm are the same as that of hexagonal holes. The only difference is the
smallest size of fabrication is a + a1 = Px/2 = 12µm.

Themeasurement results are shown in Fig. 3.14. Each diffraction spot on the cam-
era includes about 12pixels. It is presented that only 0th and the 1st order diffractions
exist along the ξ axis, which agrees well with the theoretical results. The 5th order
diffraction cannot be observed since it is submerged in the background noise. The
counts of the 0th and 1st order diffractions are 5.413 × 104 and 1.426 × 104.
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Fig. 3.12 The logarithm of
the far-field diffraction
intensity pattern of the two
dimensional grating of
connected zigzag-profiled
holes
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of the fabricated
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Fig. 3.14 a The far-field
diffraction intensity pattern
of the two dimensional
grating of connected
zigzag-profiled holes. b The
diffraction intensity along
the ξ axis
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In a word, the smallest characteristic size a + a1 of the two-dimensional grating
of connected zigzag-profiled holes is Px/2, which equals to that of the traditional 1:1
grating and is much larger than Px/6 of the two-dimensional grating of connected
hexagonal holes. At the same time, the diffraction property along the ξ axis is the
same as that of the two-dimensional grating of connected hexagonal holes.

3.5 Two Dimensional Phase Gratings of Connected
Zigzag-Profiled Holes

This section focuses on the increase of the 1st order diffraction efficiency. According
to the discuss in Sect. 3.2, we know that the grating transmission function F(x, y)

can change the absolute efficiency of each order diffraction. We select α = 1 and
β = π since the coefficient (1 + α2 − 2α cosβ) of the m-th (m �= 0) diffraction can
obtain the maximum 4 from (3.4). And now the diffraction peaks along the ξ axis
are

I (m, 0) =
{

S0 · (2A/A0 − 1)2, m = 0

S0 · 4 |UA |2
A2
0

, m �= 0
(3.14)

Equation (3.14) shows that the 0th order diffraction disappears as A = A0/2.Herewe
consider the grating of connected zigzag-profiled holes (cyan) with a1/Px = 1/12,
a/Px = 5/12 and 2b = Py as shown in Fig. 3.11, whose opening area is A = 2b(a +
a1) = A0/2.

From (3.3), the diffraction intensity pattern of the phase grating of Nx × Ny

connected zigzag-profiled holes is

I (p, q) = C2 · N 2
x N 2

y

sin2(Nx kpPx/2)

N 2
x sin

2(kpPx/2)

sin2(NykpPy/2)

N 2
y sin

2(kpPy/2)

·
[
4|UA|2 − 4real(UA)UA0 + |UA0|2

]
. (3.15)

Here

UA0 = U ∗
A0 =

∫∫
A0

e−ik(px+qy)dxdy = Px Pysinc

(
kpPx

2π

)
sinc

(
kq Py

2π

)
, (3.16)

UA =
∫∫

A
e−ik(px+qy)dxdy

= e−ikpa1 − eikpa

−ikp
·
[

1

ikp(a − a1)/b + ikq
+ 1

ikp(a − a1)/b − ikq

+ e−ikp(a−a1)−ikqb

−ikp(a − a1)/b − ikq
+ e−ikp(a−a1)+ikqb

−ikp(a − a1)/b + ikq

]
, (3.17)
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Fig. 3.15 The logarithm of
the far-field diffraction
intensity pattern of the two
dimensional grating of
connected zigzag-profiled
holes
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2Px

)2

· sinc2 kp(a + a1)

2π

·
[
sinc2

kqb + kp(a − a1)

2π
+ sinc2

kqb − kp(a − a1)

2π

+2 cos kqb · sinckqb + kp(a − a1)

2π
· sinckqb − kp(a − a1)

2π

]
. (3.18)

Then the diffraction intensity according to (3.15) along the ξ axis is given by

I (p, 0) = S0

(
a + a1

Px

)2

· sin
2(Nx kpPx/2)

N 2
x sin

2(kpPx/2)

·
[
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2π
− Px

(a + a1)
sinc

kpPx

2π

]2

. (3.19)

Thus according to (3.19), the m-th (m �= 0) order diffraction locating at p = mλ/Px

along the ξ axis is

I (m) = 4S0

(
a + a1

Px

)2

· sinc2 m(a − a1)

Px
sinc2

m(a + a1)

Px
. (3.20)

Equation (3.20) shows that the m-th order diffraction intensity is four times of that
of the amplitude gratings in Sects. 3.3 and 3.4. The 1st order diffraction efficiency
attains 27.72%S0 for the case of a1/Px = 1/12 and a/Px = 5/12. The nearest order
diffraction from the 1st one is the 5th order diffraction,which equals to 0.044352%S0.

Figure3.15 presents the logarithm of the diffraction intensity of the phase grating
of connected zigzag-profiled holes with a1/Px = 1/12 and a/Px = 5/12 according
to (3.15). The intensity is normalized by the parameter S0 = C2 · (Nx Ny Px Py)

2.
Different from the amplitude grating, the 0th order diffraction disappears. The 1st
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Fig. 3.16 The diffraction
intensity along the ξ axis of
the two dimensional grating
of connected zigzag-profiled
holes
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Fig. 3.17 Surface Contour
photograph of the fabricated
two-dimensional grating of
connected zigzag-profiled
holes
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order diffraction is kept along the ξ axis, and the 2nd, 3rd and 4th diffractions
disappear. The 5th order diffraction is smaller than the noise around the 1st order
diffraction.

Figure3.16 presents the diffraction intensity along the ξ axis. It is shown that the
5th order diffraction is much suppressed, the 0th, 2nd, 3rd and 4th order diffractions
are completely suppressed.

A phase grating of connected zigzag-profiled holes was also fabricated by the
above process followed by the soda glass etching and the chrome removing. The
surface contour photograph of the fabricated structure is illustrated in Fig. 3.17.
The structure parameters such as Px = 24µm, Py = 28µm, 2a1 = 4µm, a − a1 =
8µm and 2b = 28µm are the same as that of the amplitude grating of connected
zigzag-profiled holes. The smallest size of fabrication of phase grating is also a +
a1 = Px/2 = 12µm.

The phase gratingwas tested by the experiment setup in Fig. 3.6. Themeasurement
results are shown in Fig. 3.18. Each diffraction spot on the camera includes about
12pixels. It is presented that only the 1st order diffractions exists along the ξ axis,
which agrees well with the theoretical results. The counts of the 1st and 5th order
diffractions are 5.462 × 104 and 8.2 × 102. The 0th order diffraction is 1.016 × 103,
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Fig. 3.18 a The far-field
diffraction intensity pattern
of the two dimensional phase
grating of connected
zigzag-profiled holes. b The
diffraction intensity along
the ξ axis
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which is different from the theoretical result. This difference is from the phase shift
β �= π since the etching height of the soda glass may be a little larger or smaller than
the designed one.

In a word, the smallest characteristic size a + a1 of the two-dimensional phase
grating of connected zigzag-profiled holes is Px/2, which equals to that of the tradi-
tional 1:1 grating. The contrast of each order diffraction (for m �= 0) intensity along
the ξ axis is the same as that of the two-dimensional amplitude gratings in Sects. 3.3
and 3.4. Fortunately, the 1st order diffraction absolute efficiency attains 27.72%S0,
and the 0th order one is zero.

3.6 Conclusion

The diffraction property of the two dimensional gratings of connected holes has been
analysed. The complete suppression of 2nd, 3rd, and 4th order diffractions by the
two dimensional gratings was demonstrated theoretically and experimentally. The
5th order diffraction is as low as 0.16% of the 1st order one, and thus it can be
submerged in the background noise in real applications. The smallest characteristic
size of the grating of the connected zigzag-profiled holes is the half of period Px ,
which equals to that of the traditional 1:1 grating. For the two dimensional phase
grating of the connected zigzag-profiled holes, we obtain the 1st order diffraction
efficiency 27.72%S0, which is much higher than 6.25%S0 of the ideal sinusoidal
transmission grating. At the same time, the phase grating can suppress completely
the 0th order diffraction. Therefore, the two-dimensional grating with connected
holes offers an opportunity for high-accuracy spectral measurement and will possess
broad potential applications in optical science and engineering fields.
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Chapter 4
Polarization-Independent Tunable
Spectral Filter by the Use of Liquid
Crystal

Mitsunori Saito

Abstract Liquid crystals are useful for creating spectral filters, since they exhibit a
large birefringence and an efficient electro-optic effect. Liquid crystal devices, how-
ever, usually require a polarizer that halves light intensity. This polarization depen-
dence is unfavorable particularly in the long-wavelength infrared region in which
neither efficient polarizers nor strong light sources is available due to opaqueness of
ordinary optical materials. Polarizer-free devices are therefore desired for extending
the application fields of liquid crystals. A solution is to split a light signal into two
beams with orthogonal polarization directions and superpose them after transmis-
sion through a liquid crystal cell. This optical system, however, has to be constructed
with multiple optical components, which require a complicated alignment process
and induce high insertion losses for infrared light. It is therefore beneficial to integrate
multiple components in a single device. A compact optical device that integrates a
polarization beam splitter and two retarders can be constructed by using silicon pen-
taprisms. The silicon prisms act as a substrate and an electrode for a nematic liquid
crystal that achieves both polarization division and retardation. A function of a tun-
able spectral filter (Lyot filter) is attainable in the 2–8μmwavelength range. Another
solution for creating a polarizer-free device is to eliminate an optical anisotropy of
the liquid crystal. Unique optical properties of cholesteric liquid crystals realize a
polarization-independent index change. Whereas visible light changes its polariza-
tion direction as it passes through a chiral structure of the cholesteric liquid crystal,
infrared light keeps its polarization state since their wavelength is too long to recog-
nize the micro chiral structure. Consequently, the cholesteric liquid crystal exhibits
an isotropic index of refraction that is tunable by voltage application. This isotropic
property is useful to create a polarizer-free liquid crystal device. Interference filters
(Fabry-Perot filters) for the infrared measurements can be constructed by enclosing
a cholesteric liquid crystal in a narrow gap of two silicon plates. A polarization-
independent index change between 1.52 and 1.61 is attainable by application
of ~10 V.
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4.1 Introduction

Applications of liquid crystals (LCs) are not limited to displays but extend to a vari-
ety of technical fields including optical communications and measurements [1–4].
Whereas LCs are usedwidely in the visible spectral range, they are seldomused in the
infrared range beyond 2μmwavelength [5, 6]. The long-wavelength infrared range is
important for conducting spectrometry and thermometry [7, 8]. Recent development
of low-cost infrared cameras has promoted the research in the imaging spectrometry
[9–12]. Night vision techniques for security and self-driving systems will further
promote the infrared measurement technology in future.

A problem that hinders development of infrared LC devices is the polarization
dependence. A polarizer usually halves light intensity and accordingly reduces the
device efficiency. This problem is serious in the infraredmeasurements, since infrared
light sources, e.g., heaters and human bodies, emit weaker radiation than visible
lamps do. In addition, infrared wire-grid polarizers are expensive and less efficient
in comparison with dichroic plates or prisms that are used in the visible spectral
range [13]. The author has been conducting researches on infrared measurements
by the use of LCs and semiconductors [14–16]. When creating infrared LC devices,
silicon (Si) plates act as a transparent window as well as a conductive substrate
(electrode). This performance is advantageous over ordinary glass plates that need
an oxide-film coating for creating a transparent electrode. In the following sections,
recent development of the polarization-independent LC devices is introduced with
special emphasis on tunable spectral filters [17–22].

4.2 Principle of Polarization Selection

Since the early days of the LC device development, polarization-independent devices
have been created by the use of a polarization beam splitter [23–27]. In those devices,
a beam splitter divides non-polarized light into two beams whose polarization direc-
tions are orthogonal to one another. These beams are controlled separately by differ-
ent LC cells and then superposed to reproduce a single beam. In the visible spectral
region, polarization beam splitters are created by coating multiple films on a glass
plate or prism [28]. Polarization separation is also achievable with calcite prisms,
which exhibit birefringence if suitable crystallographic surfaces are selected. These
devices, however, cannot be used in the infrared region, since ordinary oxide glasses
and crystals are opaque in the wavelength range beyond 2 μm. If the birefringence
of LC is combined with the infrared transparency of Si, a polarization beam splitter
for the infrared light can be prepared in a simple process. The electric conductivity
of Si is also useful to control the LC orientation [15]. In addition, the high refractive
index of Si (n� 3.4) is advantageous for creating a polarization beam splitter, since a
total internal reflection takes place at the Si-LC boundary due to the large difference
in their indices.
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Fig. 4.1 a Structure of a polarization switch in which a nematic LC is aligned parallel to the
Si prisms [17]. The polarization direction is denoted as p or s with reference to the slope of the
prism. If the apex angle, α, is selected suitably, only an s-polarized beam emerges from the prism.
bTheoretical transmittance at the Si-LC boundary for the LC orientation in (a). The assumed indices
of refraction are no � 1.53 for p polarization and ne � 1.82 for s polarization. c Reorientation of the
LC molecules by application of an electric field. The output beam turns to p-polarized light due to
the refractive index change. d Theoretical transmittance at the Si-LC boundary during the voltage
application process in (c)

Figure 4.1 shows a principle of the polarization separation at the Si-LC boundary
[17]. As Fig. 4.1a shows, a nematic LC is sandwiched between two Si prisms. The
LC is aligned parallel to the Si surface so that its director is perpendicular to the slope
direction. The assumed refractive indices are no � 1.53 for the ordinary light and ne �
1.82 for the extraordinary light, corresponding to the LC that is used in the following
experiment. A light beam that is normally incident on the outer surface of the Si prism
impinges on the Si-LC boundary at an incident angle, α, that is determined by the
apex angle of the prism. Figure 4.1b shows the theoretical transmittance at the Si-LC
boundary,which is based on theFresnel’s reflection formula [14, 17]. If the apex angle
is α � 0°, i.e., if a light beam is normally incident on a flat Si plate, the transmittance
for p- or s-polarization is 84 or 90%, respectively, corresponding to the index of no
� 1.53 or ne � 1.82. As the apex angle increases, the transmittance of p-polarized
light increases gradually, and becomes 100% at α � 24° since the incident angle at
the Si-LC boundary coincides with the Brewster’s angle. As the apex angle increases
further, the transmittance decreases rapidly. If the apex angle exceeds 26°, no light
enters the LC layer, since the total internal reflection takes place at the boundary. By
contrast, the transmittance of s-polarized light decreases monotonically as the apex
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Fig. 4.2 Transmission spectra of a device consisting of Si prisms and a nematic LC. The probe
light of the spectrometer was linearly polarized in the direction of a p or b s polarization that is
shown in Fig. 4.1. The black lines show the spectra that were measured with no voltage application.
The gray lines show the spectra during a 50 V (peak voltage, 1 kHz) application process

angle increases. The total internal reflection takes place at 32°, which is larger than
the critical angle for p-polarized light since the refractive index for s polarization (ne)
is closer to that of Si. As Fig. 4.1c shows, voltage application induces reorientation of
the LC layer, and accordingly, the refractive index for s polarization decreases to no.
By contrast the p-polarized light takes an index between no and ne. Consequently, the
total internal reflection occurs at a smaller angle for s polarization than p polarization,
as shown in Fig. 4.1d. Figure 4.1b, d predict that a polarization switch is attainable
if the apex angle is adjusted at around 28°; i.e., at this angle, only p-polarized light
passes through the LC layer during the voltage application process, whereas only
s-polarized light passes when no voltage is applied.

A polarization switch was fabricated on the basis of the theoretical prediction
above [17]. The input surface of the Si prism was a 20 mm square, and the thickness
was adjusted to 11 mm so that the apex angle became α � 28°. A polyimide film
(Chisso, PIA-X107-G01) was coated on the inclined surface of the prism for aligning
the LC molecules in the direction shown in Fig. 4.1a. Two prisms were adhered to
one another with an epoxy adhesive containing glass rods of 5 μm diameter. A
nematic LC (Merck, BL006) was put into this gap (5 μm) between the prisms.
Figure 4.2 shows transmission spectra of the sample that were measured by using a
Fourier transformation infrared (FTIR) spectrometer. A wire-grid polarizer was used
to create a linearly-polarized probe beam. The sample transmittance was evaluated
by taking the ratio of light intensities that were measured before and after placing the
sample in the spectrometer. The spectral transmittance of the polarizer, therefore, did
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Fig. 4.3 Transmittance change during the voltage application process. The transmittances at a 3,
b 4, c 5, or d 6μmwavelength were taken from the spectra that were measured for each polarization
by using the FTIR spectrometer. The horizontal axis shows the peak voltage of the driving signal
(1 kHz)

not affect the evaluated sample transmittance. As the black lines show, the sample
transmitted only s-polarized light in the original state (0 V). When the LC was
reoriented by application of a sinusoidal signal of 50 V (peak voltage), s-polarized
light was suppressed and p-polarized light emerged from the sample (the gray lines).
The transmittance decreased at specific wavelengths (3.4 and 4.5 μm) as well as in
the long wavelength range (>7 μm), since either the LC or the polyimide film was
absorptive at these wavelengths. The maximum transmittance for p polarization was
about 60%because of the high indexofSi (3.4),which induced a high reflection loss at
the outer surfaces of the prisms (the Si-air boundaries). The maximum transmittance
for s polarization was lower than that for p polarization, since, as Fig. 4.1b shows,
s-polarized light suffered a reflection loss due to the lack of the Brewster’s angle.

Figure 4.3 shows the voltage dependence of the spectral transmittance. The trans-
mittance change or the LC reorientation seemed to take place below 10 V. The
transmittance, however, continued to increase after the voltage exceeded 10 V. The
reorientation of the LC in the vicinity of the alignment coating probably needed a
high electric field.
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4.3 Lyot Filter

When a linearly-polarized beampropagates as ordinary or extraordinary light, it takes
a corresponding index of refraction, no or ne. Consequently, the beam propagating in
the LC layer suffers no change in its polarization state. However, if the polarization
direction is neither parallel nor perpendicular to the LC director, the polarization state
changes notably as the beam propagates in the LC layer. In this case, the light beam
has to be divided into two components, i.e., ordinary and extraordinary components,
to analyze its polarization state.

Let us consider a linearly polarized beam that propagates along the z axis, as
shown in Fig. 4.4a. The polarization direction or the electric field (E) of this light
beam slants by π/4 rad from the x axis. The electric field varies as time passes;
i.e., it points to the π/4 direction at a moment of t1, becomes null at t2, and then
points to the 5π/4 direction at t3. This oscillation of the electric field is expressed
by a superposition of two waves with orthogonal polarization directions, i.e., the x
component (Ex) and the y component (Ey). If the LC is oriented in the z direction,
as shown in Fig. 4.4a, both components take the ordinary refractive index (no) and
propagate with the same wavelength, λ/no, in the LC layer (z � 0 to d), as shown in
Fig. 4.4b. As Fig. 4.4c shows, therefore, the two waves come out of the LC cell in
the same phase, creating a beam with the same polarization state as that of the input
beam.

The LC orientation in Fig. 4.4a corresponds to the voltage application process
between the substrates (The substrates are placed at z � 0 and d). If the alignment
coating on the substrates is oriented in y direction, the voltage reduction causes the
LC to tilt toward y direction, as shown in Fig. 4.4d. Since the LC director rotates
in the y-z plane (from z direction toward y direction), the refractive index for the x
component (Ex) is unchanged, whereas the other component (Ey) takes an index that
is larger than no (no < n′ < ne). This causes the wavelength reduction to λ/n′, which
in turn induces the phase difference between the x and y components, as shown in
Fig. 4.4e. Consequently, the output beam exhibits a circular or elliptical polarization,
as shown in Fig. 4.4f.

As Fig. 4.4g shows, the LC orientation becomes closer to y direction by further
decreasing the application voltage. Then the refractive index for the y component
becomes even larger (n′ < n′′ < ne), and accordingly, the wavelength (λ/n′′) becomes
shorter than before, as shown in Fig. 4.4h. Since the wavelength of the x compo-
nent is unchanged, the phase difference becomes larger at the exit, yielding a linear
polarization in the 3π/4 direction, as shown in Fig. 4.4i.

The polarization state of the output beam is affected by the optical wavelength
as well. Figure 4.4j, k show the same LC orientation as that in Fig. 4.4g, h, but
correspond to a different wavelength, λ′. Accordingly, the wavelengths in the LC
layer become λ′/no and λ′/ n′′ for the x and y components, respectively. As Fig. 4.4l
shows, a combination of these components yields a linear polarization in the π/4
direction for a certain wavelength, λ′.
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Fig. 4.4 a–l Schematic illustration for the change in the polarization state (retardation) inside
a LC layer of thickness d. m, n Graphical illustration for the principle of the Lyot filter. The
transmittance of the analyzer (polarizer at the output end) varies depending on the applied voltage
and the wavelength
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Fig. 4.5 a Lyot filter consisting of an LC retarder and wire-grid polarizers. b Transmission spectra
of the filter before (0 V) and during the voltage application process (6 V, 1 kHz) [19]

The polarization change or the phase change above is called retardation. The polar-
ization state of the output beam can be analyzed by placing a polarizer (analyzer) at
the exit of the LC cell. As Fig. 4.4c shows, no light transmission is allowed if the
transmission direction of the analyzer is adjusted to the 3π/4 direction. As Fig. 4.4f
shows, a portion of the output beampasses through the analyzer if the circular (ellipti-
cal) polarization is generated by the voltage reduction. If a suitable voltage is applied,
the direction of the linear polarization coincides with the analyzer direction, and the
transmittance becomes highest, as shown in Fig. 4.4i. Figure 4.4m is a schematic
illustration for this voltage dependence of the transmittance. As Fig. 4.4l shows, the
optical wavelength also affects the transmittance. Consequently, the transmission
spectrum exhibits an oscillation, as shown in Fig. 4.4n, and the spectral peaks shift
as the voltage changes. This is the principle of the tunable Lyot filter [29, 30].

As a preliminary experiment, we prepared an LC cell (20 μm thickness) that
consisted of two Si plates (20 mm square) and a nematic LC (Merck, BL006) [19].
The LC molecules were oriented parallel to one another by using a polyimide film
(Nissan Chemical Industries, SE-410) that aligned the molecules parallel to the Si
surface. As Fig. 4.5a shows, this LC cell was placed between twowire-grid polarizers
that were directed orthogonal to one another (crossed Nicols). The transmittance
of this Lyot filter was evaluated by taking the ratio of the input and output light
intensities (I/I0). The black line in Fig. 4.5b shows the transmission spectrum that
wasmeasuredwith novoltage application.A spectral peak is visible at around2.6μm.
As the gray line shows, another broad peak appeared in the long wavelength range,
when a voltage was applied to the LC layer. Although the prediction in Fig. 4.4n
was demonstrated in this manner, the transmittance was too low to attain a reliable
spectral data. The optical loss was caused by not only polarization adjustment for
non-polarized light (50%) but also high reflectance on the surfaces of the polarizers
(10%) and Si plates (30%). As this experimental result indicates, a polarizer-free
operation is desired for improving the device efficiency. In addition, reduction of the
reflection loss is essential when cascading multiple infrared elements, since infrared
transmitting materials usually possess a high refractive index that induces a high
reflectance.
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These problems, i.e., the polarization dependence and the reflection loss, were
solved by integration of the LC elements [18, 19]. Figure 4.6a shows the structure
of the fabricated device. The device consists of two pentaprisms, three LC layers,
and two mirrors. As Fig. 4.6b shows, a Si pentaprism receives an input beam at an
incident angle of θ0 � α � 39°, and refracts it toward the central LC layer so that the
incident angle at the Si-LC boundary becomes θ � 28°. As Fig. 4.6c shows, a nematic
LC (Merck, BL006) is enclosed between the two prisms (5 μm gap), being oriented
perpendicular to the prism surface by voltage application (40 V). When the input
beam impinges on this boundary at the incident angle of θ � 28°, the s-polarized
component is reflected (total internal reflection), whereas the p-polarized component
passes through the LC layer (Brewster’s angle), as shown in Fig. 4.1d. In this manner,
this LC layer acts as a polarization beam splitter.

The s-polarized beam that is reflected by the central LC layer makes a normal
incidence on the lower left surface of the prism, since this surface is inclined at the
angle of β � θ � 28°. Similarly, the p-polarized beam that passes through the cen-
tral LC layer impinges normally on the lower right surface of the other prism. At
this surface, another LC layer is formed, as shown in Fig. 4.6d. A gap of ~20 μm
between the Si prism and a gold-coated glass mirror is filled with the same LC as
used in the central layer. The surfaces of the prism and the mirror are coated with
a polyimide film (Nissan Chemical Industries, SE-410) to align the LC molecules
parallel to the surfaces. These films are rubbed in the π/4 direction (π/4 rad apart
from the polarization direction) so that the LC layer acts as a retarder. An incident
p-polarized beam, therefore, changes its polarization state depending on the wave-
length as it makes a round trip in the LC layer. A voltage application to this LC layer
also changes the polarization state due to reorientation of the LC molecules. The
other LC layer at the lower left surface (retarder 1) also induces a similar polariza-
tion change for the s-polarized light.

The reflected beams return to the central LC layer that reflects the s-polarized
component and transmits the p-polarized component. Consequently, the central LC
layer acts as a crossed-Nicol polarizer for the retarders 1 and 2. That is, the three LC
layers exhibit a function of Lyot filter. The output beam, which is a superposition
of the two beams, propagates along the same optical axis as that of the input beam.
Figure 4.6e shows a photograph of this integrated device. Electric wires are soldered
on the prisms and mirrors to control the LC orientation. In this manner, the combi-
nation of Si and LC realizes a device that is free from polarizers and large reflection
losses.

The transmission characteristics of the fabricated device were examined by using
the FTIR spectrometer. First, an s-polarized probe beam was used to confirm the
function of each LC layer. Figure 4.7a–j show the transmission spectra that were
measured during a voltage application process to the retarder 1 (V 1). No voltage
was applied to the retarder 2 (V 2 � 0). Three peaks at 2.6, 3.6, and 5.3 μm in the
low voltage range (the gray, white, and black arrows) shifted to shorter wavelengths
as the voltage rose. This result indicated that the retardation became smaller as
the LC molecules were oriented perpendicular to the prism surface by the voltage
application. By contrast, no peak shift was visible when the voltage was applied to
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Fig. 4.6 aOperation principle of the integrated Lyot filter. The device consists of b Si pentaprisms,
c a homeotropic LC layer (polarization beam splitter), and d plane-parallel LC layers (retarders).
e Photograph of the device that is mounted on a rotation stage [18, 19]

the retarder 2, as shown in Fig. 4.7k–t. As Fig. 4.6a shows, no light propagated to the
retarder 2 when the s-polarized light was incident on the central LC layer. Therefore
the voltage application to the retarder 2 induced no spectral change. This fact verified
that the central layer acted correctly as a polarization beam splitter.

Spectral change is difficult to recognize in Fig. 4.7, since the transmission spectra
are disturbed by the absorption bands that are caused by the LC or the alignment
coating. Figure 4.8a–f show the voltage dependence of the transmittance (T ), which
is taken from the spectral data for s polarization (Fig. 4.7). The transmittance at
each wavelength changes notably as the voltage V 1 changes, whereas V 2 induces
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Fig. 4.7 Transmission spectra of the integrated Lyot filter for s polarization. Voltage was applied
only to a–j the retarder 1 or k–t the retarder 2. The arrows denote the peak wavelengths [19]

no change. Figure 4.8g–l show the results for p polarization. The transmittance is
affected by the voltage V 2, since, as Fig. 4.6a shows, the p-polarized light propa-
gates to the retarder 2. The transmittance, however, does not decrease to 0% and is
affected a little by the voltageV 1. Both the prism design and the fabrication technique
(precision) need improvement for attaining a better performance.

Figure 4.9a–j show the transmission spectra that were measured by using a non-
polarized probe beam. A numeral in the figures denotes the voltage V 1 that was
applied to the retarder 1. The voltage for the retarder 2 was adjusted at V 2 � 0.86V 1

+ 0.09, since, as Fig. 4.8g–l show, the retarder 2 exhibited a smaller retardation than
the retarder 1 [19]. As the arrows in the graphs indicate, the spectral peaks shifted to
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Fig. 4.8 Voltage dependence of the transmittance. The voltage was applied to the retarder 1 (the
black lines) or the retarder 2 (the gray lines). Measurements were conducted for a–f the s- or
g–l p-polarized probe beam. The probe light wavelengths are denoted in the figures [19]

shorter wavelengths with the increase of the applied voltage. Figure 4.9k–p show the
voltage dependence of the transmittance. In comparison with the conventional Lyot
filter in Fig. 4.5, this integrated device realized five-fold increase of the maximum
transmittance (>40%) due to the removal of polarizers and the reduction of the reflec-
tion loss. In addition to these advantages, the integration of the LC elements reduced
the device size, facilitated handling, and dispensed with a troublesome alignment
process for invisible infrared beams.
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Fig. 4.9 Non-polarized light transmittance through the polarizer-free Lyot filter. a–j Spectral
change by voltage application. The voltage that is denoted in the figures (V1) was applied to
the retarder 1 and V2 � (0.86V1 + 0.09) was applied to the retarder 2. The arrows denote the
transmission peaks. k–p Voltage dependence of the transmittance at each wavelength [19]

4.4 Fabry-Perot Filter

Fabry-Perot interferometers are usually used for creating tunable filters [3, 12, 25,
31]. Figure 4.10 shows a typical filter structure and the principle of spectral tuning.
As Fig. 4.10a shows, a nematic LC is sandwiched between two cavitymirrors with its
director being parallel to them. If the input light is linearly polarized in the direction
parallel to the director (extraordinary light), its wavelength in the LC layer becomes
λ/ne. As it propagates back and forth in the layer (thickness: d), a constructive
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Fig. 4.10 a Structure of a Fabry-Perot filter that uses nematic LC. b Interference peaks in the trans-
mission spectra of the ordinary (the gray line) or extraordinary light (the black line). c Reorientation
of the LC by voltage application. d Interference spectra for the orientation in (c)

interference takes place if a phase-matching condition is satisfied, i.e., 2d � m(λ/ne)
or λ � 2ned/m (m � 1, 2, 3 …). The transmission spectrum, therefore, exhibits
interference peaks at 2ned and ned, as shown by the black line in Fig. 4.10b.

When the LC is reoriented by voltage application, as shown in Fig. 4.10c, the
light beam takes the ordinary index (no) and propagates in the LC layer with a
wavelength λ/no. Consequently, the interference peak shifts to λ � (2nod)/m, as
shown in Fig. 4.10d. This is the principle of the spectral tuning. As the gray waves
and the gray spectra in Fig. 4.10 show, however, no peak shift occurs for the linear
polarization in the orthogonal direction (ordinary light). The LC Fabry-Perot filters,
therefore, usually need a polarizer.

Various methods have been proposed for eliminating the polarization dependence
of LC devices [25, 27, 32–37]. If the anisotropy of the LC itself is eliminated, a
polarizer-free operation is attainable. It is known in the scientific field of composite
materials that mixtures exhibit uniform optical properties if the component size is
smaller than optical wavelength [38, 39]. That is, if two materials with a dielectric
constant of ε1 or ε2 are mixed at the ratio of q:(1 − q), the dielectric constant of
the mixture becomes ε � qε1 + (1 − q)ε2. Since the refractive index is proportional
to the square-root of the dielectric constant, the index of the mixture becomes n �
[qn21 + (1 − q)n22]

1/2, in which n21 � ε1 and n22 � ε2 (the effective medium theory).
The refractive index of a saline solution, i.e., a mixture of water and salt, is an
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Fig. 4.11 a Orientation of a cholesteric LC and the polarization directions of light beams propa-
gating in it. b Cholesteric LC that is aligned parallel to the substrates. c Two typical directors in the
x-y plane that are encountered by a light beam. d Orientation of cholesteric LC in a cell with no
alignment coating. e Three typical directors in the random domain texture in (d)

example that is represented by this expression. This principle seems to hold true
for LC. In a twisted nematic LC, for example, long-wavelength light propagates
with no polarization change, whereas short-wavelength light rotates its polarization
direction according to the twist of the LC molecules [40]. This fact indicates that
the long-wavelength light does not recognize a microstructure but grasps an average
of the entire structure. Therefore, if the twist pitch of the LC is sufficiently small, a
propagating beam will take a polarization-independent refractive index between the
ordinary and extraordinary indices (no < n < ne).

Chiral nematic LC, which is commonly called cholesteric LC, possesses a
microstructure that is suitable for inducing isotropic optical properties in the long-
wavelength range [41–43]. Figure 4.11a illustrates an orientation texture of the
cholesteric LC. The LC director rotates with a chiral pitch, p, which is typically
0.1–10 μm. As a linearly-polarized beam propagates in this LC layer, its polariza-
tion direction rotates with the same period (p), if thewavelength is sufficiently shorter
than the chiral pitch (λ < p). A light beam with a long wavelength (λ > p), however,
cannot recognize this microstructure, and hence, propagates with no polarization
rotation. Figure 4.11b is a schematic illustration of a cholesteric LC that is oriented
parallel to the substrates by the use of alignment coatings. In this alignment, the LC
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director rotates in the x-y plane. As Fig. 4.11c shows, therefore, a beam propagating
in this LC layer encounters the ordinary and extraordinary indices at the same prob-
ability (q � 0.5) and takes a certain index nAV between no and ne regardless of the
polarization direction.

Figure 4.11d illustrates a random domain texture of the cholesteric LC that arises
when the substrates haveno alignment coating. In this texture, a light beamencounters
the ordinary index (no) at twice higher probability than the extraordinary index (ne),
as shown in Fig. 4.11e. This situation is similar to a composite consisting of two
materials with an index of no or ne and the mixing ratio of q:(1 − q) � 0.67:0.33.
Consequently, the refractive index of this texture (nR) become smaller than nAV; i.e.,
no < nR < nAV < ne [20, 22].

Polarization-independent characteristics were examined by using cholesteric LCs
with a chiral pitch of p� 1.5 or 4.8μm (JNCCorporation, JD-1036L). The refractive
indices of these LCs are no � 1.516 and ne � 1.760. Si plates (20 mm square) with
no alignment coating were used as substrates, since, as described earlier (Fig. 4.2),
the alignment coating caused absorption in the infrared region. Consequently, the LC
took the random domain texture that was shown in Fig. 4.11d. The spacing between
the substrates or the LC layer thickness (d) was adjusted by using a glass spacer [22].

Spectral measurements were conducted for non-polarized light of the FTIR
spectrometer. The black line in Fig. 4.12a shows the transmission spectrum of an LC
sample with a chiral pitch of p� 1.5μm. The spectrum exhibits periodic interference
peaks together with dips at 3.4 and 5.7 μm that originate from absorption by the
LC. The gray line shows the interference peak wavelengths that were calculated by
assuming a suitable index (n � 1.61) and thickness (d � 20.8 μm); i.e., λ � (2nd)/m
[22]. This evaluated index (the best fit value for the measured peak wavelengths)
agreed with the prediction of the effective medium theory.

As Fig. 4.12b shows, the transmittance decreased over the entire spectral range
when 60 V (peak voltage) was applied to the LC layer. This phenomenon was caused
by optical scattering during the reorientation process [20–22]. As Fig. 4.12c shows,
the transmittance recovered when the voltage rose to 100 V. The maximum trans-
mittance (~50%) was determined by the reflection losses at the outer surfaces of the
sample (the Si-air boundaries). Figure 4.12d shows the refractive indices that were
evaluated by drawing the fitting curves (the gray lines). As the voltage rose, the LC
orientation approached the homeotropic phase that was shown in Fig. 4.10c. Con-
sequently, the index decreased gradually in the range below 90 V, and then dropped
rapidly to the ordinary index (no) at 93 V. The polarization-independent index change
was demonstrated in this manner. This sample, however, required a high operation
voltage and exhibited a notable scattering loss on the midway of the index change.

These problems seemed to be solved by reducing the sample thickness. Therefore
an LC cell of ~4 μm thickness was prepared by the use of smaller glass spacers.
Figure 4.12e shows the transmission spectra of this thin sample. The spacing between
the interference peaks is wider than that of the former sample because of the thickness
reduction. The refractive index is evaluated to be 1.64 by the peak wavelength fitting
(the gray line). This value is higher than that of the thick sample. The possible reason
for this index increase is a plane-parallel orientation of the LC; i.e., although the
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Fig. 4.12 Transmission spectra and evaluated index of refraction for the LC samples with a chiral
pitch of 1.5 μm and a thickness of a–d ~20 or e–h ~4 μm. The black lines show the measured
spectra and the gray lines show the fitting curves that were drawn by assuming a suitable index
(n) and thickness (d). The voltage indicates the amplitude (peak value) of a sinusoidal electric signal
(1 kHz) for inducing LC reorientation [22]

substrates have no alignment coating, they affect the LC orientation more strongly in
the narrow gap, and hence, the LC molecules possibly tend to be oriented parallel to
the substrate, as shown in Fig. 4.11b.When the voltage was applied to the sample, the
transmittance decreased slightly at around 10 V, as shown in Fig. 4.12f. As Fig. 4.12g
shows, the transmittance returned to the original level when the voltage was raised to
30 V. Figure 4.12h shows the voltage dependence of the refractive index. The index
decreases gradually as the voltage increases exceeding 6 V. Although the thin sample
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reduces the operation voltage to 30 V, this voltage is still too high to attain a stable
function, since the high-voltage application to the narrow gap (<4 μm) induces a
substrate deformation due to the electrostatic force [44]. As the chiral pitch becomes
shorter, the reorientation process tends to require a stronger electric field or a higher
voltage. The chiral pitch of this LC (1.5 μm) seems too short to attain useful optical
functions.

The next experiment was therefore conducted by using a cholesteric LC with a
longer chiral pitch, i.e., p� 4.8μm. Figure 4.13a–c show the transmission spectra of
the sample of ~20 μm thickness. Interference peaks shifted by voltage application.
However, this sample also exhibited a heavy scattering during the reorientation pro-
cess (10–20 V range). The refractive index was evaluated by fitting the theoretical
curves. As Fig. 4.13d shows, the refractive index decreased from 1.61 to 1.51 at
around 10 V. Figure 4.13e–h show the results for a sample of ~5 μm thickness. The
reorientation voltage decreased to ~5 V due to the reduction of the sample thickness.
However, the scattering loss in the reorientation process could not be reduced by the
thickness reduction. In comparison with the result for the thick sample, the refrac-
tive index decreased more slowly with the voltage increase. The short-pitch LC also
exhibited this tendency (Fig. 4.12). These results clarified that the LC with a longer
pitch required a lower electric voltage for reorientation. The reduction of the sample
thickness was also effective to reduce the operation voltage. However, the problem
of scattering remained in these samples. Further reduction of the sample thickness
was desired.

Finally a sample of ~3μm thicknesswas preparedwith the sameLC (p� 4.8μm).
As Fig. 4.14a–c show, the voltage application induced no transmittance decrease. As
Fig. 4.14d shows, the refractive index decreased from 1.61 to 1.52 in the 2–6 V
range, and reached 1.51 at 12 V. Polarization dependence was examined by placing
a wire-grid polarizer in front of the sample so that the polarization direction of the
probe beam was either horizontal or vertical to the ground. As Fig. 4.14e–g show,
the spectra for the two polarization directions overlapped one another and agreed
with those for non-polarized light in Fig. 4.14a–c. Figure 4.14h shows the tunability
of the peak wavelength in the 2–3 μm range.

The interference spectra in Fig. 4.14 oscillate between 30 and 55%. An ideal
spectral filter has to exhibit a maximum transmittance of 100% and a minimum
transmittance of 0%. The maximum transmittance of the current Fabry-Perot filter is
determinedby the reflection loss at the outer surfaces (theSi-air boundaries). The anti-
reflection coating on the outer surface of the Si substrates will enhance the maximum
transmittance of the current filter. On the other hand, the minimum transmittance is
determined by the reflectance of the inner surface (the Si-LC boundary). A high-
reflection coating on the inner surface of the Si substrate will reduce the minimum
transmittance [20]. Further, a function of a band-pass filter is also required to select
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Fig. 4.13 Transmission spectra and refractive indices of the LC with a chiral pitch of 4.8 μm. The
sample thickness was a–d ~20 or e–h ~5 μm. The black and gray lines show the measured and
calculated values, respectively

a single transmission wavelength from a series of periodic interference peaks. The
author’s group is currently designing such multilayer coatings on the Si surfaces
that realize anti-reflection, high-reflection, and band-pass properties. Combination
of these Si substrates and the cholesteric LC will realize an efficient tunable filter for
the infrared measurements.
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Fig. 4.14 a–c Transmission spectra of non-polarized light that passed through a LC layer with a
chiral pitch of p � 4.8 μm and a thickness of d � 2.9 μm (the black lines). The gray lines are
drawn for the index evaluation. d Refractive index change during the voltage application process.
e–g Transmission spectra of the same sample for linearly-polarized light. The black and gray lines
(overlapping) correspond to the polarization directions that are horizontal or vertical to the ground,
respectively. h Peak wavelength tuning by the voltage application
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4.5 Summary

Spectralmeasurements in the infrared region are important for chemical analyses, gas
sensings, and thermal imagings. Compact measurement instruments can be created if
LCs are used for spectral tuning. Polarizer-free LC devices are useful particularly for
the infrared measurements, since efficient optical elements for the visible light are
unusable in the long wavelength region. The isotropic index change in a cholesteric
LC layer as well as the element integration capability of Si-based devices will extend
the application field of LCs in the infrared technology.
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Chapter 5
Polyethylene Glycol as a Bistable
Scattering Matrix for Fluorescent
Materials

Mitsunori Saito

Abstract Polyethylene glycol (PEG) exhibits a strong scattering in the solid phase
whereas it is transparent in the liquid phase. Since various molecules and ions, e.g.,
organic dyes and fluorescent lanthanides, are soluble in bipolar PEG, it acts as a
tunable matrix for those guest materials. When a fluorescent dye (rhodamine 6G)
is dispersed in PEG, the strong scattering in the solid phase induces random lasing
that exhibits a narrow peak in the fluorescence spectrum. This stimulated emission
peak, however, reduces to a weak, broad spectrum of a spontaneous emission through
the phase transition process to the transparent liquid. Regarding the lanthanide ions
(europium, erbium, etc.), which generally require a long optical path for absorbing
excitation light, a stronger photoluminescence occurs in the solid phase than the
transparent liquid phase, since the scattering extends the optical path of the exci-
tation light. In addition to this scattering characteristic, PEG exhibits a bistability
(hysteresis) in the phase transition process; i.e., the melting point is higher than the
freezing point. Consequently, both the solid and liquid phases are stable in a spe-
cific temperature range. This bistable range extends by mixing PEGs with different
molecular weights; e.g., a mixture of PEGs with molecular weights of 300 and 2000
takes both the solid and liquid phases in the range between 2 and 38 °C. This bistable
scattering matrix is useful to realize controllable optical devices including tunable
lasers and rewritable signboards.

5.1 Introduction

Optical bistability is useful to realize various optical functions. One of the most
successful application fields of the optical bistability is the rewritable memory, in
which a bistable isomerization process of photochromic dyes was used in early days
(compact disk, CD) [1, 2] and a bistable phase transition of chalcogenides is used
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Fig. 5.1 a Molecular structures of ethylene glycol and polyethylene glycol (PEG). b Molecular
weight dependence of the melting point. The inset shows a photograph of PEG in the liquid (left)
or solid (right) phase [18]. c–eMicrographs of solid PEGs with a molecular weight of 1000, 2000,
or 6000

currently (digital versatile disk, DVD) [3]. Liquid crystals are also used widely to
create bistable devices, since they occasionally exhibit a hysteresis in the phase
transition process [4–12]. Besides these phase transition characteristics of specific
materials, various optical effects have been examined to attain bistable functions;
e.g., micro-cavity resonance [13, 14] and electro-, thermo-, or acousto-optic effects
[15–17]. These optical functions, however, require a complicated device structure, a
high-voltage electric source, or a high-frequency instrument.

Polyethylene glycol (PEG)has rarely beenused in the optical technology, although
it is a well-known chemical agent. As Fig. 5.1a shows, ethylene glycol (EG) contains
both polar and nonpolar groups, and accordingly, chemists usually use it as a bipolar
solvent. PEG also acts as a solvent for various dyemolecules or fluorescent ions. PEG
is usually denoted together with its molecular weight, e.g., PEG 1000. The melting
point of PEG is adjustable at around room temperature, since, as Fig. 5.1b shows,
it varies notably depending on the molecular weight [18]. As the photograph (inset)
shows, PEG is transparent in the liquid phase but becomes milky-white in the solid
phase. (Imagine awhite fat that turns to transparent oil on a frying pan.) Figure 5.1c–e
show the micrographs of PEGs in the solid phase. Radial or circular patterns are
visible. These microstructures, which seem to originate from self-alignment of PEG
molecules, induce a strong scattering.

Recently, scattering materials have attracted interests, since they exhibit useful
optical functions including coherent scattering and random lasing [19–23]. Exper-
iments on the scattering phenomena are usually conducted by either dispersing
nanoparticles in a matrix or infiltrating a solution into a porous material [24]. If PEG
is used as a solvent or a solid matrix for dyes, neither nanoparticles nor porous mate-
rials is needed for attaining a strong scattering. In addition, PEG provides tunability
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of the scattering strength due to the phase transition at around room temperature. In
the following sections, optical characteristics and functions of PEG are described on
the basis of recent experiments in the author’s laboratory.

5.2 Bistable Transmission Properties

The transmittance change during the phase transition process was measured by
putting PEG in a sample cell of 10 mm thickness [25]. The sample was heated
or cooled at ~10 deg/min by applying a suitable voltage (−4 to +4 V) to the Peltier
element that was attached to the sample cell. The sample temperature was measured
by inserting a sheathed thermocouple (1 mm diameter) into the PEG. Figure 5.2a
shows the transmission spectra of PEG 1000 in the heating process. The sample
became transparent at 41 °C, indicating that the sample melted at this temperature.
The sample was still in the solid phase at 38 °C, and hence, it exhibited no light trans-
mission over the entire visible spectral range. Interestingly, the sample exhibited a
high transmittance at the same temperature (38 °C) in the cooling process, as shown
in Fig. 5.2b. In other words, both the transparent and opaque states (the liquid and
solid phases) were stable at around 38 °C. The reproducibility of these results was
confirmed by repeating the heating and cooling processes several times.

Other PEGs also exhibited a similar hysteresis in the phase transition process.
Figure 5.3a shows the transmittance at 500 nmwavelength during the heating (circles)
and cooling (triangles) processes. The bistable ranges of PEG 300, PEG 600, and
PEG 2000were−13 to−6 °C, 15–21 °C, and 40–52 °C, respectively. This bistability
was caused by notable stability of the supercooling state. It is generally known that
non-equilibrium states are stabilized by mixing different materials. This rule holds
true for PEG; i.e., the bistable range extends bymixing PEGswith differentmolecular
weights. As Fig. 5.3b shows, for example, the bistable range extends to 32–49 °C,
when PEG 300 and PEG 2000 are mixed at a weight ratio of 30/70 (the gray marks).
The bistable range extends further to 2–38 °C, when the mixing ratio was 95/5 (the
black marks). Another mixture of PEG 600 (99.5 wt%) and PEG 2000 (0.5 wt%)

Fig. 5.2 Transmission spectra of PEG 1000 during the a heating or b cooling process. The sample
thickness was 10 mm
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Fig. 5.3 Transmittance change of PEG during the phase transition process (500 nm wavelength).
The circles and triangles correspond to the heating and cooling processes, respectively. The samples
were a PEGs with a different molecular weight and bmixtures of PEG 300 and PEG 2000 (mixing
ratio: 95/5 or 30/70)

exhibits the bistability in the 25–50 °C range. As these results indicate, the bistable
range extends notably when a small amount of heavy PEG (large molecular weight)
is added to light PEG (small molecular weight).

The bistable characteristics of PEG were examined carefully by using a small
sample cell in order to improve the thermal response. As Fig. 5.4a shows, two acrylate
fibers (1 mm diameter) were fixed in a groove (1 mm width) of an aluminum plate
so that a gap of ~1 mm is created between them. This gap was filled with a sample
that was prepared by mixing PEG 300 and PEG 2000 at a ratio of 30/70. A Peltier
element (30 mm square) was attached to the aluminum plate for heating or cooling
the sample. A thermocouple was inserted into a deep hole in the aluminum plate
to measure temperature in the close vicinity of the sample. A HeNe laser beam
(633 nm wavelength) was transmitted through these fibers to measure the optical
transmittance of the PEG sample in the gap. Figure 5.4b shows the transmittance
change that was triggered by a positive voltage application to the Peltier element
(heating). The sample was originally in the solid phase, and hence, no output light
was detected at the start (−10 min). The transmittance increased to ~60% at the
moment of voltage application (at −5 min). The coupling loss of ~40% was caused
mainly by the beam divergence in the gap. The electric voltage was removed 5 min
later (at 0 min), and then the sample cooled to room temperature in a few minutes.
The transmittance, however, kept the high level (~60%) for longer than 30 min. The
bistability was confirmed in this manner. Figure 5.4c shows the repeated switching
processes, inwhich a positive or negative voltagewas applied to the Peltier element to
induce the transmittance change. The probe light beam was controlled reproducibly
by application of these trigger signals.
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Fig. 5.4 a Structure of the sample cell. PEG was put into the gap (~1 mm) between the two optical
fibers (1 mm diameter). b Transmittance increase of the PEG (the lower line) that was triggered
by voltage application to the Peltier element (+5 V, 5 min). Probe light was a HeNe laser beam of
633 nm. c Switching of the probe light by alternate application of +5 (heating) and –12 V (cooling)
to the Peltier element

As the gray marks in Fig. 5.3b shows, the 30/70 mixture exhibited the bistability
in the 32–49 °C range when it was put in a large cell. Interestingly, the same mixture
in the narrow gap (Fig. 5.4) stayed in the liquid phase for longer than 30 min after
the voltage removal, although the sample cooled to below 30 °C in a few minutes
according to the thermocouple measurement. In the switch-off process of Fig. 5.4c as
well, the sample had to be cooled to below 10 °C for solidification by application of
−12 V. Recent experiments in our laboratory have indicated that the phase transition
temperature of PEG is affected heavily by the surface condition or the surrounding
material. Similar phenomenon has been reported for a liquid metal; i.e., although the
melting point of gallium (Ga) is said to be ~30 °C in literature, a thin Ga film (or par-
ticle) stays in the liquid phase at ~0 °C [26, 27]. Further experiments and theoretical
studies are needed to clarify the mechanism of this super-cooling phenomenon.

The phase transition was controlled by the Peltier element in the above experi-
ments. Although the sample (PEG) volume was small (~1 mm3), the entire sample
cell consisting of the aluminum plate and the fibers had to be heated. To realize
a local heating of the sample cell, a laser irradiation method was examined. Since
PEG had no strong absorption band in the visible spectral range (Fig. 5.2), PEG
was colored with a cyanine dye (trimethyl-indolium iodide) that induced a strong
absorption at around 450 nm. PEG was molten at 70 °C to dissolve this dye (10−3

mol/l), and then poured into the sample cell of Fig. 5.4a to attain a solid sample at
room temperature. A blue laser diode of 450 nm wavelength was used to heat the
sample. The laser beam was directed downward and focused on the top of the PEG
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Fig. 5.5 Experiments of optical switching by laser irradiation. PEG 1000 (the left column) or the
mixture of PEG 300 and PEG 1000 (the right column) was put into the sample cell shown in
Fig. 5.4a. a, d A blue laser beam (450 nm) of 0.2 W was irradiated for 10 s as a trigger signal.
b, e A negative voltage (–3 V) was applied to the Peltier element for 30 s as a reset signal. The
voltage was kept at +3 or +1 V in the ordinary state to keep the sample temperature at ~36 (the
left column) or ~29 °C (the right column). c, f Temporal change of the transmitted light intensity
(550 nm wavelength)

sample. A lamp light beam was transmitted through the fibers as a probe signal,
and the signal intensity was monitored by a spectrometer. Figure 5.5a–c show the
experimental results for PEG 1000. Since this sample exhibited the bistability at
36–38 °C (Fig. 5.2), +3 V was continuously applied to the Peltier element, as shown
in Fig. 5.5b, to keep the sample temperature in this range.As Fig. 5.5a shows, the laser
beam of 0.2 W was irradiated for 10 s as a trigger. This laser irradiation caused the
phase transition (melting), and accordingly, the signal intensity (550 nmwavelength)
increased immediately, as shown in Fig. 5.5c. This transmission state continued for
30 min. It changed to the opaque state, when a reset signal of −5 V was applied to
the Peltier element for 30 s, as shown in Fig. 5.5b. This opaque state continued after
the voltage returned to the original level (+3 V). The signal emerged again, when the
trigger laser beam was irradiated 30 min later. Similar results were attained with a
50/50 mixture of PEG 300 and PEG 1000, as shown in Fig. 5.5d–f. Since the bistable
temperature became lower by addition of PEG 300, the application voltage to the
Peltier element was reduced to +1 V to keep the sample temperature at ~29 °C. The
reset signal was the same as that in the former experiment (−5 V, 30 s).

The experiments of Fig. 5.5 required a continuous voltage application
(+3 or +1 V) for keeping the sample temperature in the bistable range. Additional
experiments are in progress by the use of other PEG mixtures to realize an optical
control that needs no electric signal. As Figs. 5.4 and 5.5 show, the transmission
state was preserved for longer than 30 min in the current experiments. One might
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think that this memory period is too short in comparison with those of other memory
devices, e.g., semiconductor chips or optical disks. Note that the dynamic random
access memories (DRAMs) in computers have to be refreshed several times in 1 s
lest they should lose their memory. The transmission state of PEG can be preserved
for a long time if a refresh signal (voltage application or laser irradiation) is pro-
vided every 30 min. In addition to applications to the fluorescent devices, which are
described in the following sections, this function of memory switching will be useful
for creating rewritable signboards or reconfigurable 3D ornaments.

5.3 Absorption Enhancement

Photoluminescence of lanthanide ions, e.g., europium (Eu3+) and erbium (Er3+), are
used extensively in illuminators, optical amplifiers, and fiber lasers. In comparison
with organic dyes, e.g., rhodamine and coumarin, the optical absorbance of the lan-
thanide ions are smaller by several orders of magnitude. Therefore the excitation
light for inducing fluorescence is absorbed only weakly by the lanthanide-based
phosphors. As Fig. 5.6 shows, for example, the absorbance at the pump laser wave-
length is 104-fold smaller in Eu3+ than rhodamine 6G. This property is unfavorable
for inducing strong fluorescence or generating a population inversion that creates a
laser beam. Lanthanide-doped phosphors generally require a long optical path for
efficient absorption of pump light energy.

PEG is expected to be a suitablematrix for those fluorescent materials with a small
absorption coefficient, since the optical path of pump light extends by scattering
[18]. This prediction was examined by using the optical setup shown in Fig. 5.7a.
The pump light source was a violet laser diode, whose emission peak is shown in
Fig. 5.7b. PEG that contained EuCl3 of 10−2 mol/l was put into a glass cell of 50 mm
length. The solution was readily attainable with PEG 300 that took the liquid phase
at room temperature. Since PEG 1000 took the solid phase at room temperature, it
was molten at 70 °C to dissolve EuCl3, and then cooled to room temperature for

Fig. 5.6 Absorption spectra of the aqueous solutions of a rhodamine 6G (10−6 mol/l) and b EuCl3
(10−2 mol/l). The vertical axis shows the optical density, log T , where T is the sample transmittance
for 10 mm thickness
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Fig. 5.7 a Optical system for the fluorescence measurements [18]. A pump laser beam (100 mW),
whose emission spectrum is shown in (b), was focused into the sample cell of 50 mm length.
Fluorescence spectra were measured from the cell side by using a multichannel spectrometer. The
pickup position (distance from the input end, z) was varied by moving the probe fiber (400 μm
diameter). As the dotted lines illustrate, fluorescence was measured at the exit end in the later
experiment (Fig. 5.9). c Transmission spectra of Eu3+-doped PEG 300 (liquid) in the sample cells
of 10 or 50 mm length [18]. d Transmittance of the liquid sample at the pump laser wavelength
(395 nm). The horizontal axis shows the sample cell length

attaining the solid sample. The photograph in Fig. 5.7a shows the optical path of
the pump laser beam or the fluorescence of Eu3+ along the path. As this photograph
shows, fluorescence of the liquid sample was detectable in all directions. In the solid
sample, however, the strong scattering attenuated the emitted light heavily before it
emerged from the output end of the long sample cell. Fluorescence was therefore
collected from the cell side. The pickup position, z (the distance from the entrance),
was changed by moving the probe fiber of the multichannel spectrometer (B & W
Tek, BTC112E). When the forward emission was measured (the dotted lines) in later
experiments, a short sample cellwas used to avoid the heavyfluorescence attenuation.
Figure 5.7c shows the transmission spectra of the liquid sample in the cell of 10 or
50 mm length. An absorption band is visible at around 395 nm. As Fig. 5.7d shows,
however, only 15% pump light was absorbed in the liquid sample, even if the sample
length was extended to 50mm. By contrast, no light passed through the solid sample,
as shown by the bottom spectrum in Fig. 5.2.

Figure 5.8 shows fluorescence spectra of Eu3+ in the liquid and solid PEGs [18].
In the liquid phase (the left column), fluorescent peaks were visible at 592, 613,
and 698 nm. These peaks correspond to the electronic transitions of 5D0 → 7F1, 5D0

→ 7F2, and 5D0 → 7F4 in the Eu3+ ion [28]. A peak at 395 nmwas caused by scattered
pump light. Although the measurement position changed from z � 0 to 10 mm, no
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Fig. 5.8 Fluorescence spectra that were measured from the sample side. The samples were a PEG
300 in the liquid phase (the left column) or b PEG 1000 in the solid phase (the right column), which
contained EuCl3 at a concentration of 10−2 mol/l. The measurements were conducted at different
positions (z � 0–10 mm) [18]

notable change was visible in the spectra. This result indicated that Eu3+ ions were
excited equally at all positions along the optical axis. In other words, attenuation of
the pump light is negligible due to the small absorbance of Eu3+. By contrast, the
sample in the solid phase (the right column) exhibited a notable attenuation of the
pump light. Accordingly, the fluorescent peaks became smaller as the measurement
position became distant from the entrance. This fact indicated that the pump light
was confined in the vicinity of the entrance. The fluorescence was weaker in the solid
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Fig. 5.9 a–f Forward fluorescence of the PEG 300 (liquid) or PEG 1000 (solid) that contained
EuCl3 (10−2 mol/l) [18]. As the dotted lines in Fig. 5.7 shows, these spectra were measured in the
forward direction. The sample cell thickness was 1, 2, or 5 mm. g–i Fluorescent peak height as a
function of the sample thickness. The numerals in the graphs denote the peak wavelengths

phase than the liquid phase, since fluorescent rays were also scattered heavily before
emerging from the sample cell.

The experimental results in Fig. 5.8 revealed that the pump light penetrated only
within 1–2 mm depth in the solid PEG. Fluorescence measurement in the forward
direction was therefore conducted by using a thin sample cell, i.e., 1, 2, 5, or 10 mm.
As Fig. 5.9a–f show, the liquid (the left column) and solid samples (the central
column) exhibited a different dependence on the sample thickness [18]. When the
thickness was 1 mm, the fluorescent peak of the solid sample was twice higher than
that of the liquid sample. The samples of 2 mm thickness also exhibited a stronger
fluorescence in the solid phase. Figure 5.9g–i show the thickness dependence of
the fluorescent peak heights. In the liquid phase, the fluorescence became stronger
in proportion to the sample thickness. By contrast, the solid sample exhibited the
strongest fluorescencewhen the sample thicknesswas2mm.As these results indicate,
the scattering in the solid PEG is effective to enhance the pump light absorption and
accordingly the fluorescence intensity, if the sample is smaller than 2 mm. In the
current samples, the scattered pump light diverged to a large volume around the
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optical axis. If a miniature cell is used, scattered pump light will be confined in
a small volume to enhance the excitation efficiency, which will lead to a strong
fluorescence emission.

5.4 Random Lasing

Laser oscillation is induced by the stimulated emission. To promote the stimulated
emission, fluorescence emitters (dyes or ions) have to be excited strongly to induce
a population inversion. At the same time emitted rays have to be confined in a cavity
to stimulate other emitters. Ordinary laser oscillators use a pair of mirrors to create a
resonant cavity. Droplets act as a mirror-less cavity, since fluorescent rays circulate
along the periphery (whispering gallery mode) inducing a stimulated emission [29].
In comparison with solid spheres or disks, droplets are advantageous in tunability;
i.e., the droplet deformation changes the wavelength, direction, polarization state of
the laser emission. The deformability or fluidity of liquid, however, becomes a dis-
advantage when considering stability and handling capability. These problems are
solved by enclosing a droplet in rubber. Silicone (polydimethyl siloxane, PDMS)
rubber is a useful matrix for optical liquids, since it is transparent, flexible, nonre-
active, and nontoxic. The rubber is creatable from silicone oil in a simple curing
process at room temperature. A droplet can be embedded in silicone rubber easily
by using an inkjet-method [30]. A droplet in this flexible matrix can be handled like
a solid with its deformability being preserved.

In conventional experiments, an ethanol solution was usually used for creating
droplet dye lasers that were dispersed in air [29]. In silicone rubber, however, an
ethanol droplet emits no strong fluorescence, as shown by the lower spectrum in
Fig. 5.10a. The spectral shape is similar to that of a spontaneous emission from an

Fig. 5.10 a Fluorescence spectrum of an ethanol droplet (100μm diameter) containing rhodamine
6G (10−3 mol/l). The droplet was enclosed in silicone rubber. A frequency-doubled Nd:YAG laser
pulse (532 nm, 5 ns, 1 mJ/mm2) was used for the dye excitation. The upper gray line shows a
spectrum of the solution in an ordinary sample cell. b Fluorescence spectra of PEG droplets (100 or
120 μm diameter) containing rhodamine 6G (10−3 mol/l). The droplets were enclosed in silicone
rubber. The excitation laser was the same as the above
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ordinary dye solution (the upper line). This weak emission of the ethanol droplet is
attributed to the fact that the refractive index of ethanol (n� 1.36) is too low to induce
the total internal reflection at the boundary of the droplet and the silicone rubber (n
� 1.40). PEG is a suitable solvent for creating a droplet laser, since its index of
refraction (n � 1.46) is higher than that of the silicon rubber as well as it dissolves
various dyes and ions [31]. As Fig. 5.10b shows, the stimulated emission takes place
in dye-doped PEG droplets (~100 μm diameter) that are enclosed in silicone rubber
[30]. Comb-like resonant peaks are visible on the fluorescent peak.

In a small droplet, however, pump light is not absorbed sufficiently, and hence,
the excitation efficiency becomes low. The scattering in the PEG matrix is effective
to enhance the pump light absorption. In addition, emitted rays (fluorescence) are
also scattered strongly in the PEG matrix, which possibly promotes the stimulated
emission. Laser emission in a scattering matrix is attracting interests, being called
“random laser” [20, 21, 23, 24]. On the basis of these preceding researches on random
lasers as well as the above experimental results on PEG, the author is thinking
of creating a droplet random laser. As mentioned earlier, deformability is both an
advantage (tunability) and disadvantage (handling) of droplets. This fact is also
applied to the solid PEG, since it is a soft matter that is difficult to handle. Silicone
rubber that contains a PEG particle seems useful for creating a droplet random laser.

As a first step toward the creation of a droplet random laser, scattering and fluores-
cence characteristics of dye-dispersed PEG were studied by using the small sample
cell shown in Fig. 5.4a [32]. PEGs with a molecular weight of 1000, 2000, or 6000
were examined to compare the characteristics of the liquid and solid phases. Samples
were prepared by dissolving rhodamine 6G at 10−3 mol/l in molten PEGs (70 °C).
This sample was put into the gap (1 mm) between the fibers of the sample cell.
The dye molecules dispersed uniformly in PEG through the solidification (cooling)
process. Figure 5.11 shows the transmission loss spectra of the samples. The verti-
cal axis shows the optical density, −logT , which was calculated from the measured
transmittance T . The optical density of the solid sample is related to absorption by the

Fig. 5.11 Optical loss spectra of PEGs containing rhodamine 6G (10−3 mol/l). The PEG samples
were contained in the small sample cell (1 mm thickness) shown in Fig. 5.4a. Measurements were
conducted in the solid (30 °C) or liquid (70 °C) phase. The vertical axis shows the optical density,
which is the sum of the absorption loss (rhodamine), the scattering loss (PEG), and the coupling
loss (fibers)
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dye molecules and scattering by the PEG matrix. The absorption peak of rhodamine
6G is located at around 530 nm. Green laser is therefore suitable for excitation. The
absorbance decreases as the molecular weight increases, although the dye concentra-
tion is the same for all samples. The scattering by the PEGmatrix, i.e., the difference
of the upper and lower spectra, becomes larger as the molecular weight increases.
It is assumed therefore that the effect of the scattering will be most notable in the
sample of PEG 6000.

In the fluorescence measurements, the sample temperature was controlled by the
Peltier element and the thermocouple, as shown in Fig. 5.4a. A green pulse (527 nm,
10 ns) of a frequency-doubled Nd:YLF laser was irradiated on the sample top. The
laser beam diameter was 1 mm, and the pulse energy was adjusted between 0 and
190 μJ by using an attenuator. Fluorescence was collected by the optical fibers
that sandwiched the sample, and measured by a multichannel spectrometer.
Figure 5.12a, b show the fluorescence spectra of PEG 6000 containing rhodamine 6G
(10−3 mol/l). The liquid sample exhibited weak, broad spectra of the spontaneous
emission. The fluorescence intensity increased in proportion to the pump energy.
In comparison with the liquid sample, the solid sample exhibited a strong fluores-
cent peak when pumped by a high-energy pulse. This strong fluorescence verifies
the occurrence of the stimulated emission or the amplified spontaneous emission
(ASE). Figure 5.12c shows the pump energy dependence of the peak height. In the
liquid phase, the peak height is proportional to the pump energy. In the solid phase,
however, the peak height increases nonlinearly with the pump energy. The threshold
energy is about 50 μJ. Figure 5.12d shows the change in the peak width (full width
at half maximum, FWHM). Rhodamine 6G usually exhibits a peak width of ~40 nm
in the spontaneous emission process. As the pump energy increases, the peak width
decreases slightly in the liquid phase. The stimulated emission seems to be at the
initial stage in the dye solution. In the solid phase, the peak width decreases notably
with the increase in the pump energy, which is the typical tendency in the stimulated
emission process.

The reproducibility of the fluorescence emission was examined by repeating the
heating and cooling processes. Figure 5.13a shows the fluorescence spectra of the
PEG 6000 that were measured at 30 °C after the cooling process of ~3 deg/s, i.e., the
same conditions as those of Fig. 5.12b. Similar spectra were attained in the measure-
ments that were repeated three times. That is, no notable change was visible in both
wavelength and height of the fluorescent peak, which verified a good reproducibility
of the fluorescence emission. It was found, however, that the cooling rate notably
affected the fluorescence.When the cooling ratewas decreased to 0.5 deg/s, for exam-
ple, the fluorescent peak shifted to a shorter wavelength, as shown in Fig. 5.13b. This
fact indicates that the emission wavelength is tunable by the cooling rate. The reason
for the peak shift has not been clarified yet, but the cooling rate seems to affect the
microstructures that are shown in Fig. 5.1c–e.

Figure 5.14a shows the spectral change during the heating process of the PEG
6000. A strong fluorescence was visible until temperature reached 52 °C, since
PEG 6000 stayed in the solid phase below that temperature. When the tempera-
ture exceeded 52 °C, the PEG began to melt, and accordingly, the fluorescent peak
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Fig. 5.12 a, b Fluorescence spectra of rhodamine 6G in PEG 6000. The PEG was in the liquid
(70 °C) or solid (30 °C) phase. The numerals beside the spectra denote the pulse energies of the
pump laser beam (527 nm wavelength). c Peak height and d width of the fluorescence as a function
of the pump energy

Fig. 5.13 a Reproducibility of the fluorescence emission. The sample (PEG 6000 containing rho-
damine 6G of 10−3 mol/l) was heated (70 °C) and cooled (30 °C) repeatedly. The cooling rate was
~3 deg/s. The pump energy was 190 μJ. b Blue-shift of the fluorescent peak by the reduction of the
cooling rate

became lower and disappeared at 65 °C. The peak shift to a long wavelength, i.e.,
so-called “red shift”, was also visible in the melting process. In the cooling process
that is shown in Fig. 5.14b, no strong fluorescence was visible until the temperature
became 52 °C. Then the fluorescent peak extended as the temperature was lowered.
At 40 °C, the fluorescent peak recovered to the original shape, i.e., the gray spectrum
in Fig. 5.14a. As these data show, PEG 6000 exhibits different spectra at the same
temperature (52 °C). That is, the fluorescence emission also exhibits a bistability
during the phase transition process.
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Fig. 5.14 Fluorescence spectra of rhodamine 6G (10−3 mol/l) in PEGs during the heating (the left
column) and cooling (the right column) processes. The matrix was a, b PEG 6000, c–f mixtures
of PEG 6000 and PEG 1000 (the ratio of PEG 6000: 80 or 40%), or g, h PEG 1000. The numerals
beside the spectra denote temperatures at which measurement was conducted. The pump energy
was 190 μJ

As mentioned in Sect. 5.2, the bistable function is facilitated by mixing PEGs
with different molecular weights. A fluorescent sample was therefore prepared by
mixing PEG 6000 and PEG 1000 at a ratio of 80/20. Figure 5.14c, d show the
fluorescence spectra of this mixture. In the heating process, the sample stayed in
the solid phase until 14 °C, and no spectral change was visible in the fluorescence.
When the temperature exceeded 14 °C, the sample began to melt. Interestingly, the
fluorescence became stronger as the temperature rose or the melting progressed.
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Fig. 5.15 Bistability of the fluorescence intensity. The circles and triangles in the graphs correspond
to the left and right spectra in Fig. 5.14, respectively. The vertical axis shows the fluorescence peak
height

The fluorescent peak became highest at 46 °C, then shrank gradually, and finally
disappeared at 66 °C. The red shift of the peak also took place as the sample melted.
In the cooling process, the sample started solidification at 50 °C, and the fluorescence
became stronger as the temperature lowered. The fluorescence peak exhibited a
monotonic growth, i.e., no up-and-down occurred in contrast to the heating process.

Figure 5.14e, f show the results for the mixture in which the ratio of PEG 6000
and PEG 1000 was 40/60. As the sample temperature rose from 35 to 54 °C, the
fluorescent peak became higher and shifted to a longer wavelength. As the tempera-
ture rose further, the peak shrank gradually until melting was complete (70 °C). This
sample also exhibited a monotonic spectral change in the cooling process.

Figure 5.14g, h show the spectral change of PEG 1000 (no PEG 6000 was con-
tained). The fluorescence decreased monotonically in the heating process (from 38
to 45 °C), and increased monotonically in the cooling process (from 36 to 29 °C).
This monotonic change in the melting process was similar to that of the PEG 6000
and contrasted with the peculiar changes of the mixtures. In addition, the peak shift
in the phase transition process was negligible in PEG 1000.

Figure 5.15 show the change in the peak height during the heating (circles) and
cooling (triangles) processes. As Fig. 5.15a shows, the fluorescence in the PEG
6000 decreases rapidly at around 60 °C in the heating process, and increases at
around 50 °C in the cooling process. Consequently, a bistable fluorescence emission
takes place in the 50−60 °C range. As Fig. 5.15b shows, the mixture containing
80% PEG 6000 exhibits a peculiar fluorescence change in the heating process. The
fluorescence becomes strongest at 46 °C. The bistable fluorescence takes place in
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Fig. 5.16 a, b Fluorescence spectra of rhodamine 6G in PEG 2000. The PEG was in the liquid
(70 °C) or solid (30 °C) phase. The numerals beside the spectra denote the pulse energies of the
pump laser beam (527 nm wavelength). c Peak height and d width of the fluorescence as a function
of the pump energy

the 20−60 °C range. As Fig. 5.15c shows, the mixture containing 40% PEG 6000
exhibits a bistability in the 40–60 °C range, and emits the strongest fluorescence at
54 °C. Finally, as Fig. 5.15d shows, PEG 1000 exhibits a monotonic change in both
heating and cooling processes. The fluorescence is weaker and the bistable range is
narrower in PEG 1000 than the other samples.

As Fig. 5.11 shows, the absorbance of rhodamine 6G is twice higher in PEG
1000 than PEG 6000. As Figs. 5.14 and 5.15 show, however, the fluorescent peak is
higher in PEG 6000 than PEG 1000. The stimulated emission seems to take place
more efficiently in PEG 6000, since, as Fig. 5.11 shows, the scattering is stronger in
PEG 6000 than PEG 1000. The random lasing requires not only the strong excitation
(absorption of pump light) but also the confinement (scattering) of the emitted rays.
From this viewpoint, PEG 2000 seems to be a desirable matrix, since, as Fig. 5.11b
shows, it provides a stronger absorbance than PEG 6000 and a larger scattering
cross-section than PEG 1000. To examine this assumption, the fluorescence spectra
of the dye-dispersed PEG 2000 were measured by using the same sample cell and
the same pump laser. Figure 5.16a shows the fluorescence spectra in the liquid phase.
A broad peak of the spontaneous emission emerged and grew in proportion to the
pump energy. The gray line shows the fluorescence spectrum of PEG 6000 for a
pump energy of 190 μJ. In comparison with this gray spectrum, the fluorescence
intensity of the PEG 2000 was stronger, since the absorbance was twice stronger.
Figure 5.16b shows the fluorescence spectra of the solid phase. A narrow peak grew
nonlinearlywith the increase of the pump energy.When the pump energywas 190μJ,
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the fluorescent peak of the PEG 2000 was higher than that of the PEG 6000 (the gray
spectrum). Figure 5.16c shows the pump energy dependence of the peak height. A
nonlinear peak growth is visible for the solid phase, whereas a linear relation is visible
for the liquid phase. The threshold of the stimulated emission seems to be ~50 μJ.
As Fig. 5.16d shows, the peak width (FWHM) also decreased with the increase of
the pump energy in the solid phase.

5.5 Summary

PEG is useful as a matrix for fluorescent materials, since it enhances and controls
their optical functions due to the strong scattering and bistability. Recent technol-
ogy is requiring miniaturized, flexible devices for creating wearable or bio-adaptive
instruments. A variety of soft matters have been developed or studied for uses in
electronic or photonic devices. PEG is among those soft matters and exhibits tun-
abililty and bistability due to its unique phase transition process. However, nothing
has been clarified about the microstructure in the solid phase and the mechanism
of scattering. Fundamental studies on the basis of physics and chemistry have to be
achieved in addition to the application studies.
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Chapter 6
Advances in Fs-Laser Micromachining
Towards the Development of Optofluidic
Devices

João M. Maia, Vítor A. Amorim, D. Alexandre and P. V. S. Marques

Abstract In this chapter the developments made in femtosecond laser microma-
chining for applications in the fields of optofluidics and lab-on-a-chip devices are
reviewed. This technology can be applied to a wide range of materials (glasses,
crystals, polymers) and relies on a non-linear absorption process that leads to a per-
manent alteration of thematerial structure. Thismodification can induce, for instance,
a smooth variation of the refractive index or generate etching selectivity, which can
be used to form integrated optical circuits and microfluidic systems, respectively.
Unlike conventional techniques, fs-laser micromachining offers a way to produce
high-resolution three-dimensional components and integrate them in a monolithic
approach. Recent advances made in two-photon polymerization have also enabled
combination of polymeric structures with microfluidic channels, which can pro-
vide additional functionalities, such as fluid transport control. In particular, here it is
emphasised the integration of microfluidic systemswith optical layers and polymeric
structures for the fabrication of miniaturized hybrid devices for chemical synthesis
and biosensing.
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6.1 Introduction

Lab-on-a-chip systems correspond to miniaturized devices capable of performing
several functions, which are typically realized in a full scale laboratory [1, 2]. These
devices consist of a network of microfluidic channels (with a usual cross-section
size of 10–100 μm) that are ended by reservoirs or inlet/outlet ports, which allow
connection with tubes for fluid pumping. The small dimension of these microfluidic
channels introduces unique properties in the kinematics of the fluid flow, which has
strong implications in basic processes. In particular, these channels can be used for
transport of fluids, for mixing of different reagents or for control of the concentration
of particles present in the stream [3].Microfluidic systems can also be combinedwith
other components (electrical or optical) for active control of the flow or for sensing
applications in medical and biochemical environments [4, 5]. Regarding the latter
application, these systems can alleviate some issues related to long analysis time and
high reagent consumption, while at the same time maintaining high accuracy and
performance.

Photolithography and etching were the first technique used for the development
of microfluidic devices on silicon and glass and are still one of the main technolo-
gies used in planar lightwave circuit technology [6, 7]. Despite its maturity, this
technique presents some limitations: (a) it is a planar technique, meaning that the
devices are made at the substrate’s surface which limits the maximum density of
components that can be integrated, and (b) it is a multistep technique that requires
access to a specialized cleanroom facility. In particular, the high cost of this method
has promoted the development of newmicrofabrication techniques (soft lithography,
injection molding and hot embossing) which use polymers (PDMS—polydimethyl-
siloxane, PMMA—polymethylmethacrylate) as a target material and rely on repli-
cation of a mold [8, 9]. Despite allowing rapid prototyping of microfluidic structures
with submicrometer resolution, these methods possess some issues: (a) like all meth-
ods based on photolithography they are planar, and (b) integration of microfluidics
with optical layers is pretty challenging given that polymers typically exhibit higher
propagation losses and poorer light confinement than glasses, not to speak on the
difficulties of the fabrication methods.

In order to overcome these issues, fs-laser micromachining has been adopted for
the production of lab-on-a-chip devices. In this technique, a sample (glass, crystal
or polymer) is scanned by a focused laser beam which gives rise to a non-linear
interaction between the laser beam and the irradiated material. This interaction leads
to a permanent modification of the material confined within the focal volume, thus
submicrometer resolutions can be obtained [10]. Depending on the pulse character-
istics (wavelength, repetition rate, laser fluence) and on the material used different
modifications can occur, namely variation of the refractive index (either positive or
negative), generation of etching selectivity, formation of voids, among other effects.
These modifications have led to the formation of different systems: optical circuits
[11], electrical layers [12], microfluidic systems [13], polymeric structures [14] that
can be fabricated either separately or integrated in a single chip. Additionally, the
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inherent three-dimensional aspect of this technology accounts for a flexible system
design and for high component integration.

The possibility of combining microfluidic systems with optical layers and poly-
meric structures in a monolithic glass block provides a unique opportunity for the
design of optofluidic devices with far-reaching applications in basic science, chem-
ical synthesis and drug development, and biochemical analysis [15, 16]. Thus, the
goal of this chapter is to discuss recent advances made in fs-laser micromachining
to fulfil the production of such devices. After this introduction, the fundamentals
of fs-laser micromachining are discussed. The types of structural modifications that
can be obtained are reviewed, alongside with the materials in which these modifica-
tions can be observed. Some examples of existent devices for applications in optical
communications and in microfluidics are presented. Then, novel optofluidic devices
for on-chip optical sensing and particle manipulation are reviewed. A summary of
future developments expected for this field is also presented.

6.2 Femtosecond Laser Micromachining

In a typical laser direct writing setup, the fs-laser beam is focused inside a material
transparent to the beamwavelength through a focusing lens, as shown in Fig. 6.1. The
most common fs-laser systems used formicromachining are regeneratively amplified
Ti:sapphire lasers (fundamental wavelength of 800 nm) and Ytterbium-based lasers
(fundamental wavelength of 1030 nm); wavelengths other than the fundamental can
be used by generation of second or third harmonic. Several free-space optics compo-
nents can be used to, for example, control the beam polarisation (through a half-wave
plate), or to adjust the beam spot size to the lens entrance diameter (through a beam
expander). External components can also be used to control the pulse energy. The
sample is positioned by three motorized stages and is scanned relative to the beam
propagation direction across any spatial direction. In certain systems, beam scanning
techniques that use galvanometric mirrors are combined with sample scanning for
an improved exposure.

6.2.1 Fundamentals of Interaction Laser-Matter

The interaction between the laser beam and the material can generate many modifi-
cations, which are at the basis of the formation of several types of devices. Although
the fundamentals of this interaction is still a topic under discussion and depends on
thematerial used, a simple and common qualitativemodel is generally accepted. This
model involves generation of a free electron plasma followed by energy relaxation
and alteration of the material structure. Here, the basic principles of this interaction
are presented; a more detailed analysis can be found elsewhere [10].
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Fig. 6.1 Overview of the laser writing process: optical components are fabricated by writing a
single track, while microfluidic channels are usually fabricated by stacking multiple tracks, as
described in [17]

A fs-laser pulse, being focused inside a sample, does not have sufficient energy to
be linearly absorbed due to the large band gap of thematerial. However, the high peak
intensities of fs-laser pulses (around 10 TW/cm2) can promote electron transition
from the valence band to the conduction band via non-linear absorption. This process
is started by multiphoton ionization and/or tunnelling ionization that seed avalanche
ionization. Multiphoton ionization corresponds to absorption of multiple photons by
an electron at the valence band. The net energy absorbed by the electron is bigger than
the band gap energy, thus the electron can transit to the conduction band. Tunneling
ionization corresponds to the deformation of the band gap structure due to the strong
electric field, which lowers the band gap energy and enables direct transition from the
valence band to the conductionband throughquantum tunneling.These twoprocesses
can occur either simultaneously or separately, depending on the laser intensity and
frequency, and their influence can be described by the Keldysh parameter. Both of
these processes increase the density of electrons present in the conduction band
and act as seed for avalanche ionization: electrons present in the conduction band
can excite an electron in the valence band due to collisional ionization. These two
electrons, at the conduction band, while exposed to the laser field can absorb laser
energy and repeat this process, giving rise to an exponential growth in the number of
electrons present in the conduction band. The free electrons form a highly absorbing
plasma that oscillates at a frequency that increases with the density of free electrons.
In a couple of picoseconds, the plasma frequency matches the laser frequency and
the plasma transfers its energy to the lattice. Within the microsecond timescale, heat
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diffuses away from the irradiated region which melts and resolidifies. If the energy
deposited in the lattice is above a threshold level, thematerial structure is permanently
modified. It is possible, however to distinguish between two cases, depending on the
pulse repetition rate. At high repetition rates the time between consecutive pulses
is shorter than the time for thermal diffusion and heat builds up around the focal
volume, while at low repetition rates thermal equilibrium is obtained long before
new irradiation. In either case, the modification is confined to the focal volume, and
therefore submicrometer resolutions can be obtained.

Different modifications can be produced depending on the pulse characteristics
(duration, repetition rate, energy, wavelength) and on the setup used (objective lens
and numerical aperture, stages scanning speed, polarisation of the laser beam relative
to the scanning direction). This text only focuses on the interactions that enable
fabrication of optical circuits, microfluidic systems and polymeric structures. Other
induced phenomena can be found elsewhere [10, 18].

6.2.2 Fabrication of Optical Elements

One of the possiblemodifications resulting from the laser-matter interaction is related
to the variation of the refractive index around the focal volume, which can enable
fabrication of either passive or active optical components. This modification can
be observed in a wide range of materials, but here we focus our attention to fused
silica, due to its importance in the optoelectronic industry and its properties, namely
chemical and thermal stability and biocompatibility.

Considering the interaction between a fs-laser pulse and fused silica, at low pulse
energies slightly above the modification threshold it is observed an increase of the
refractive index. The index variation is generally attributed to two mechanisms,
densification and formation of colour centres, whose contribution depends on the
processing conditions. Densification results from the rapid melting and solidifica-
tion of the material in the focal volume [19], and has been shown to be linearly
related with the refractive index in fused silica [20]. Formation of colour centres,
which are defects in the lattice periodicity lead to a change in the refractive index
through the Kramers–Kronig mechanism [21]. Analysing the cross-section of the
modification pattern, it corresponds to an elongated inverted droplet shape, where
the top region is associated to a decrease of the refractive index, while the bottom
region is associated with an increase of the refractive index, Fig. 6.2a. By translating
the sample in relation to the beam focus, as shown in Fig. 6.1, it is then possible to
produce type I optical waveguides embedded in the silica slab, where light is con-
fined to the bottom region. The quality of the waveguides, namely insertion losses
and mode field diameter, strongly depends on the irradiation conditions (orientation
of the beam polarisation relative to the scanning direction, writing depth, scanning
speed, pulse energy) and on the laser pulse characteristics, thus each laboratory may
obtain low-loss waveguides at different processing parameters. Of significant inter-
est is the production of single-mode low-loss waveguides at the telecommunication
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Fig. 6.2 Optical microscope image of the cross-section and mode profile a at 1550 nm of type I
waveguides made in fused silica and b at 633 nm and TM polarization for type II waveguides made
as a double line structure with 10 μm separation in x-cut LiNbO3. c 1 × 3 MMI splitter made in
fused silica, with a top view image of the device shown on top (light is incident from the right) and
the intensity distribution at 1550 nm shown at the bottom. Image (b) was reproduced from [42]
(Applied Physics A: Materials Science and Processing, Origins of waveguiding in femtosecond-
laser structured LiNbO3, volume 89, 2017, page 132, J. Burghoff, S. Nolte, and A. Tünnermann),
© Springer-Verlag 2007, with permission of Springer

wavelength for optical communication devices. By optimizing the irradiation condi-
tions, Fukuda et al. fabricated single-mode waveguides with minimum propagation
losses of 0.05 dB/cm in fused silica [22]. The index variation is around 10−3 and the
mode field diameter of the waveguide matches the mode field diameter of a standard
single-mode fiber (~10 μm). Nevertheless, the waveguide mode is asymmetric, and
in order to correct this issue several beam shaping techniques have been proposed
which consist of slit focusing, astigmatic focusing or multiscan writing [23, 24].

Besides fused silica, other glasses have also shown an increase of the refractive
index when exposed to a fs-laser beam. Eaton et al. [25] have fabricated single-mode
waveguides in borosilicate glass with propagation losses of 0.2 dB/cm at 1550 nm.
They verified that by writing in the high repetition rate regime, the accumulated
heat would favour a uniform index distribution and enable production of waveguides
with circular cross-section. Ams et al. [26] also wrote waveguides in phosphate glass,
having obtained a minimum loss of 0.39 dB/cm at 1550 nm. In this case, a slit was
placed in front of the focusing lens in order to shape the beam profile, and obtain
symmetric waveguides.

Due to the indexmodification, several passive elements have already been demon-
strated. By making use of the three-dimensional motorized stages, several groups
have reported S-bended waveguides with minimum bend losses [22, 27]. This con-
cept was further developed by Thomson et al. [24] where a fan-out device was fabri-
cated in a silica glass chip to couple light from a fiber V-groove array to a multicore
optical fiber. Modulation of the fs-laser beam pulse spectrum has also been applied
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to the production of grating waveguides. By adjusting the stages scanning speed and
modulation frequency, first-order Bragg gratings can be producedwith tunable Bragg
wavelength. Ams et al. [28], for instance, have fabricated Bragg gratings in a silicate
glass with a high coupling coefficient of 1457 m−1, enabling much shorter device
lengths. Grenier et al. [29] and Zeil et al. [30] also developed new writing techniques
to tailor the grating’s coupling strength, which enabled the production of phase-shift
and apodized gratings, respectively. Control of the waveguide birefringence for the
design of beam splitters and wave retarders has also been demonstrated, by writing
stress-tracks next to the optical waveguide [31].

Several optical devices for power splitting have also been reported in a wide range
of configurations. Sohn et al. [32] and Liu et al. [33] have extensively studied fabri-
cation of Y-junctions for 1-to-N power division with balanced splitting at 1550 nm.
Recently, Amorim et al. [34] proposed a novel writing technique at the junction diver-
gence point, in order to obtain uniform splitting in a broad spectral range (1300 nm
to 1600 nm). Fabrication of directional couplers with several coupling ratios has also
been reported by a correct adjustment of the interaction length and arm separation
[35, 36]. Although, the work developed so far only served as proof-of-concept, mul-
timode interference (MMI) devices for 1-to-N splitting have also been reported in
two different configurations, where the multimode region is fabricated by stacking
multiple scans close to each other, as shown in Fig. 6.2c [37, 38]. More complex
designs, such as channel add-drop filters and arrayed-wave gratings, for channel
multiplexing applications have also been reported [39, 40].

Plenty of attention has also been devoted to other materials (rare earth-doped
glasses, chalcogenide glasses) and to the production of active elements, namely on-
chip laser sources. The induced index variation provides a way to guide light through
an optical waveguide, while the medium properties contribute to light amplification.
Besides the type I waveguides previously described, two other configurations can
be used. In type II waveguides (Fig. 6.2b), an unexposed region surrounded by two
damaged regions acts as core: the two damaged regions alter the stress field around
the irradiated volume, leading to an index variation through the strain (or stress)-
optic effect [41, 42]. The laser-matter interaction can also produce a negative index
region, from which depressed cladding waveguides can be obtained where the core
is surrounded by irradiated tracks of lower index [43, 44]. These geometries are
generally preferred in active waveguides, because the core is not irradiated and,
therefore, the medium properties are left unchanged.

Many near infrared continuous-wave laser sources have already been reported in
Yb, Nd, Er, Pr doped crystals and glasses [45, 46]. Zhang et al. [47] demonstrated
laser oscillation at 1061 nm with a slope efficiency of 25% and maximum output
power of 11 mW by fabricating type II waveguides in a Nd:GGG crystal. Palmer
et al. [48] reported a depressed cladding waveguide with high index contrast (2.3 ×
10−2) made in Yb-doped glass and demonstrated laser oscillation at 1030 nm in
Yb:ZBLAN glass with a slope efficiency of 84% and maximum output power of 170
mW. Della Valle et al. [49] also developed a single longitudinal mode laser emitting
at 1550 nm with a slope efficiency of 21% and maximum output power of 50 mW,
consisting of a type I waveguide made in Er–Yb-doped phosphate glass. Operation
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of these devices is based on direct light pumping from a standard optical fiber to a
laser written optical waveguide. The cavity feedback elements can be produced by
deposition of a reflective coating layer or by integration with external fiber Bragg
gratings. The development of a robust monolithic cavity can be achieved by fs-laser
writing of Bragg grating waveguides in the sample.

Production of waveguides in chalcogenide glasses has also been explored, with
McMillen et al. [50] having reported minimum propagation losses of 0.65 dB/cm in
gallium–lanthanum–sulfide chalcogenide glass. The properties of this mediummake
it highly attractive for the production of nonlinear components, besides laser sources.
Hughes et al. [51] have demonstrated spectral broadening of a pulse with duration of
200 fs and wavelength of 1540 nm from an initial width of 50 nm to a final width of
200 nm, in gallium–lanthanum–sulphide glass. Psaila et al. [52] also demonstrated
supercontinuum generation in a waveguide written in chalcogenide glass, where the
pulse bandwidth increased from 100 to 600 nm.

Type I and type II waveguides can also be fabricated in lithium niobate, where the
high electro-optic coefficient makes this glass suitable for the production of on-chip
electric modulators [42, 53, 54].

6.2.3 Fabrication of Microfluidic Systems

The interaction between the fs-laser beam and matter can also enable fabrication of
microfluidic devices. Production of these structures can be obtained in two different
ways depending on the type of interaction (generation of etching selectivity or laser
ablation).

Relatively to the former approach, glasses, when immersed in a hydrofluoric acid
(HF) solution, are etched isotropically, meaning that all regions are etched at a simi-
lar rate. However, if the sample is first subjected to laser writing, then the irradiated
regions will be more prone to the etching reaction than the remaining material. In
fused silica, when the sample is exposed to a fs-laser beam, besides the refractive
index variation, sub-wavelength birefringent structures, called nanogratings, can also
be formed. These structures are responsible for the etching selectivity and consist of
periodic layers of alternating refractive index, with a period around 100 nm. Forma-
tion of the nanogratings is based on the nanoplasmonic model proposed by Taylor
et al. [55]. Thus, fabrication of microfluidic channels in fused silica is as follows: (i)
the channel pattern is designed following the multiscan writing method (writing of
multiple tracks with a separation of a couple of micrometers), (ii) the sample is then,
usually, immersed in an HF solution [56]. The presence of the nanogratings leads to
an anisotropic etching reaction, where hollow channels are formed inside the silica
slab. This fabrication technique is commonly called fs-laser irradiation followed by
chemical etching (FLICE).

Microfluidic channels can also be produced in Foturan glass. However, while in
fused silica the generation of etching selectivity is based in a photophysical reaction,
in Foturan glass it is due to a photochemical one [57, 58]. This photosensitive and
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amorphous glass is composed by a lithium aluminosilicate matrix doped with trace
amounts of a silver and cerium ions. When the laser beam is focused inside the glass,
free electrons are generated by inter-band excitation, which reduces the silver ions
to silver atoms. By performing a subsequent annealing process, at 500–600 °C, the
silver atoms diffuse and agglomerate forming silver nanoclusters. The nanoclusters
act as a seed for the formation of a crystalline lithiummetasilicate phase that is etched
in HF faster than the remaining amorphous material.

Although with limited success, generation of etching selectivity has also been
reported in other materials. Matsuo et al. [59] have fabricated a square channel inside
a quartz substrate, where selective etchingwas due to lattice amorphization. The issue
was that the etch rate was of 50 μm/h, which resulted in a very long fabrication time.
Formation of nanogratings was also verified in sapphire [60], which revealed an
enhanced selectivity relatively to fused silica (100:1). The main limitations were
the prolonged etching reaction which took several days and the accumulation of
unetched material that recrystallized inside the channel. Choudhury et al. [61] also
demonstrated that Nd:YAG crystals were selectively etched in an aqueous solution of
H3PO4, due to the creation of lattice defects and a certain degree of disorder. Though
the etching reaction develops slowly, these results can pave the way for production
of novel optofluidic devices with integrated laser sources.

The processing conditions affect the properties of the microfluidic channels
(shape, surface roughness, aspect ratio) and the fabrication time (etch rate) [62–65].
Considering the formation of channels in fused silica, the orientation of the laser
beam polarisation relative to the scanning direction influences the nanograting ori-
entation and, consequently, the etch rate. If the polarisation is set orthogonal to the
scanning direction, the etch rate is maximum because the nanogratings align with
the channel axis (Fig. 6.3b). Meanwhile, for parallel alignment the HF finds alternate
hollow and pristine layers that reduce the cumulative etch rate (Fig. 6.3a). The pulse
energy can also affect the channel quality, given that higher pulse energies result
in an increase of the stress field around the laser affected zones which can lead to
channel deformation and appearance of microcracks [66]. The separation between
modification tracks also influences the surface roughness, with lower separations
giving rise to stress accumulation and consequent surface deformation, while higher
separations result in accumulation of debris inside the channel. Production of chan-
nels with very low surface roughness is also possible by performing annealing after
the etching reaction [67].

One of the issues inherent to the etching reaction is that the etch rate tends to
saturate which leads to the formation of tapered channels with poor aspect ratio.
This problem can be corrected by (i) suitably designing the channel so that it can
compensate the tapering effect [68]; (ii) fabrication of openings connecting the chan-
nel to the glass surface which results in more access points for the acid to diffuse
[17] (Fig. 6.3c); (iii) using potassium hydroxide instead of HF which eliminates the
saturation effect at the expense of a lower etch rate [69].

In the FLICE method, channels with circular or rectangular cross-section
(Fig. 6.3d) can be obtained by carefully patterning the modification tracks geometry
[17]. Rectangular cross-sections are preferred for integration with optical waveg-
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Fig. 6.3 Top view microscope images of microfluidic channels fabricated in fused silica with
a parallel polarisation and b perpendicular polarisation; the remaining processing conditions and
the etching time was the same in both cases. The darker regions correspond to hollow channels
and, as can be seen, the etched length is bigger in (b) than in (a), due to the beam polarisation
orientation. c Top view image of a microfluidic channel made inside fused silica, which shows
the access holes, connecting the channel to the silica surface, for acid diffusion. d SEM (Scanning
Electron Microscope) cross-section image of a rectangular channel made in fused silica by FLICE

uides for cell trapping and stretching applications, while circular channels are better
suited for developing on-chip biomimetic applications [46].

Another advantage of FLICE is that the microfluidic channels can be fabricated
inside the glass, with the HF acid flowing through reservoirs that are made at the
surface. This way it is not necessary to seal the final device and the reservoirs offer
a simple way to connect tubes for fluid pumping [70]. Using this approach, Masuda
et al. [71] have fabricated a Y-branched microfluidic channel for mixing of two
fluids. One of the problems of this configuration is that the fluids only interact at the
interface, which leads to an often slow and inefficient mixing process. To solve this
issue, Liu et al. [72] developed a helical microchannel in fused silica that promoted a
faster mixing reaction, by turning the usual laminar flow into a turbulent one. Due to
the selective etching reaction, Sugioka et al. [52] also produced a pressure-actuated
microplate inside the microfluidic channel that was used to switch the flow direction
of reagents.

Laser ablation can also be used for production of microfluidic devices. At suffi-
ciently high pulse energies, the laser-matter interaction can result inmicro-explosions
and formation of voids around the irradiated volume, which can be used as microflu-
idic channels [73]. Although this technique does not involve generation of etching
selectivity and can be applied to awider range ofmaterials, some problems still stand.
First, compared to FLICE the channel surface is typically rougher. Second, the chan-
nel length is limited to around 100 μm due to formation of debris that deposits along
the channel. These issues can be minimized by performing the laser irradiation with
the sample immersed in water, which flows through the channel removing the debris
and smoothes the surface [74].
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6.2.4 Fabrication of Polymeric Structures

Fs-laser micromachining can also be used in liquid resins or solid photoresists (that
contain photoinitiators) to assist in two-photon polymerization. After fabricating the
microfluidic channel, the channel is filled with the polymer and the fs-laser beam is
scanned across it. The irradiation process leads to a two-photon absorption process,
where two photons induce an electron transition from the ground state to an excited
state. The excited electron then decays to the fundamental state emitting light in the
ultraviolet to visible range. The photoinitiators present in the polymer absorb the
fluorescent light and generate free radicals. The free radicals react with monomers,
producing monomer radicals which react again with other radicals, thereby forming
a polymeric chain. A detailed description of this process can be found in [75].

The polymerization reaction only occurs around the irradiated volume, while the
unexposed zones can be rinsed in an appropriate solvent. This way, by scanning the
laser beam across a determined pattern, 3D polymeric structures can be fabricated
inside the microfluidic channel. The spatial resolution is around 100–200 nm, well
beneath the diffraction limit and high aspect ratio structures can be fabricated. Addi-
tionally, the structures can be fabricated on top of anymaterial, as long as the polymer
can adhere strongly to it.

This technique has already been successfully applied to the fabrication of hybrid
devices, which combine microfluidic channels and polymeric structures, for fluid
mixing or particle filtering. Wang et al. [76] developed several filters consisting of a
porous sheet, with variable shape and size (Fig. 6.4a). Therefore, only particles with a
size smaller than the opening dimension could pass through the channel. Amato et al.
[77] expanded on this concept and fabricated a filter to separate 3 μm polystyrene
spheres in a Rhodamine 6G solution. Additionally, in a separate experiment they
demonstrated filtering of red blood cells. However, after some time the particles
would start to clog the channel.

Regarding mixers, Lim et al. [78], fabricated a polymeric structure after a Y-
branched channel for mixing of two separate fluids (Fig. 6.4b). The structure con-

Fig. 6.4 SEM images of amicrosieveswith different openings sizes and shapes for particle filtering
and b a crossing manifold micromixer embedded in a Y-branched channel. Images (a) and (b) were
reproduced from [76, 78], respectively, with permission of ©The Royal Society of Chemistry
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sisted of multiple layers, stacked vertically, which crossed each other in order to turn
the flow chaotic. With this geometry, they predicted a mixing efficiency of 90%. Wu
et al. [79] developed a similar device that could simultaneously filter and enhance
mixing of different solutions, and thus significantly reduce the channel length. The
structure consists of a mixer, with an equal configuration as in [78], which is placed
in the middle of two sheets with periodic openings of constant dimension, which
serves as filter. A mixing efficiency of 87% was obtained.

6.3 Integrated Optofluidic Devices

Fs-lasermicromachiningoffers a uniqueway to integrate optical layerswithmicroflu-
idic channels for cellmanipulation andflowcontrol applications or for on-chip optical
sensing. Applegate et al. [80] were one of the first groups to show this integration
for cell trapping and sorting. They fabricated a hybrid device where a microfluidic
channel made by soft lithography in a PDMS slab was sealed against a fused silica
substrate where optical waveguides were inscribed by fs-laser writing. The channel
corresponds to a 1 × 4 splitter, and the system was assembled in such a way that
the waveguides were set orthogonally to the channel and crossed it at the junction.
Device operation relied on two laser beams: one beam was focused in the channel to
excite the cell’s fluorescence, and the other beam (λ � 980 nm) was coupled to the
optical waveguide and was used to trap cells flowing through the stream (Fig. 6.5a).
The latter beam was also used to manipulate the cell’s position and direct it to a
specific output branch, depending on the measured fluorescence. The fluorescence
radiationwas collected by a focusing lens andwas detected by aCCD (charge coupled
device) camera. This devicewas employed to successfully separate dyed-polystyrene
particles with a diameter of 10 μm from non-fluorescent particles (Fig. 6.5b).

Fig. 6.5 a Schematic of an integrated microfluidic sorting system based on fluorescence detection.
bTop viewmicroscope image of a fluorescing particle being separated from amixture of fluorescing
and non-fluorescing particles. Reproduced from [80] with permission of ©The Royal Society of
Chemistry
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Using a similar principle, Hwang et al. [81, 82] developed an optofluidic device for
cell detection and counting. The device was made in a fused silica chip entirely by fs-
lasermicromachining. The circular cross-section channel,made following the FLICE
technique, exhibited a variable diameter that decreased from 100 μm at the entrance
to 1–2μmat the channel middle, which was smaller than the diameter of the particles
used. This way, the particles would self-align and single cell detection was possible.
An optical waveguide was inscribed perpendicular to the channel and crossing it at
the smaller-sized segment. To detect particles, two distinct configurations were used
as demonstrated in Fig. 6.6a, b. The first relied on measurement of the waveguide
transmitted power, where the output power would vary whenever a particle crossed
the waveguide. The second approach relied on detection of the cell fluorescence,
which was induced by light propagating through the waveguide. In both cases, the
number of peaks present in the fluorescence/intensity spectrum corresponds to the
number of cells that crossed the waveguide (Fig. 6.6c). In particular, it was possible
to detect red blood cells up to a flow rate of 0.5 μL/min.

Optical tweezers were also used to study the deformability properties of cells,
given that the exerted optical force on the particle can cause it to stretch. In [15,
83] an optofluidic device was fabricated in fused silica, where optical waveguides

Fig. 6.6 Schematic of the integrated cell detection configuration: a measurement of transmitted
power and b measurement of fluorescence radiation. c Output intensity spectrum as a function of
time in a red blood cell counting experiment. The peaks present in the spectrum correspond to
the passage of a cell through the waveguide. Images (a) and (b) were reproduced from [82] with
permission of ©The Royal Society of Chemistry. Image (c) was reproduced from [81] (Applied
Physics A: Materials Science and Processing, Three-dimensional opto-fluidic devices fabricated by
ultrashort laser pulses for high throughput single cell detection and processing, volume 96, 2009,
page 389, D.J. Hwang, M. Kim, K. Hiromatsu, H. Jeon, and C.P. Grigoropoulos), © The Author(s)
2009, with permission of Springer
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were inscribed perpendicular to a microfluidic channel as described previously. A
schematic of the proposed device is shown in Fig. 6.7. Light coupled to both waveg-
uideswas used to trap red blood cells that were flowing in a diluted blood solution. By
adjusting the optical power in both waveguides, the cell position in the stream could
be manipulated. In addition, by increasing the optical power it was observed that the
cell would start to stretch along the optical trap axis. Due to the fused silica trans-
parency, cell deformation could be observed in real time and its size could be easily
measured. Study of these properties can be important in biomedical applications,
given that the cell’s deformability is related to its health. However, this approach is
still limited given that the channel curvature and surface roughness cause deformation
of the cell contour, which limits measurement resolution.

Using laser-induced fluorescence and optical stretching, other cell sorting con-
figurations were also reported. Bragheri et al. [84] developed an optofluidic device
formed by an X-shaped channel, where a single straight channel bifurcates at both
ends into two 45° angled branches. The straight waveguide is interrogated by two
optical waveguides (fluorescence waveguide and sorting waveguide), as shown in
Fig. 6.8. The device was made in fused silica by fs-laser micromachining. In this
system, a liquid containing the cells is injected in one inlet and a buffer solution is
injected in the other outlet. Both solutions mix in the straight channel segment and,
by adjusting the flow rate, all cells can leave through one of the outlets (OUT1).
Light propagating through the fluorescence waveguide is focused in the microfluidic
channel and is used to excite the cells’ fluorescence. Radiation emitted by the cell
is detected by a CCD camera placed on top of the channel; if the cell is fluorescent
then the sorting waveguide is used to trap the cell and direct it into the other outlet

Fig. 6.7 Schematic of the monolithic optical stretcher for study of cell’s deformability properties.
Reproduced from [15] with permission of The Optical Society (© 2010 OSA)
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Fig. 6.8 Schematic of the device for cell sorting based on particle fluorescence (green and red
particles correspond to fluorescent and non-fluorescent particles, respectively; FWG and SWG
correspond to the fluorescence and sorting waveguide, respectively). Reproduced from [84] with
permission of ©The Royal Society of Chemistry

branch (OUT2). This device was successfully used to sort, in real time, fluorescent
polystyrene beads with a diameter of 7 μm. Yang et al. [85] used a similar device
to sort melanoma cells based on their deformability. In this case, light propagating
through the waveguide was used to first trap the cell, then to induce cell stretching by
increasing the optical power, and finally to direct the cell to a specific branch. Cell
deformation was evaluated in real time by imaging the cell and analyzing its shape
as a function of the optical force exerted on it.

In microfluidic channels, electrokinetics is one of the main driving mechanisms
of fluid flow due to the low surface-to-volume ratio of these systems. Therefore,
capillary electrophoresis (separation of particles based on their electrical mobility)
is highly attractive in microfluidic devices for the analysis of biomolecules in clinical
applications. Chips for capillary electrophoresis are already commercially available
and typically consist of two channels (one for injection and one for separation)
crossing at 90° (Fig. 6.9). Each channel is terminated by two reservoirswith deposited
electrodes, for application of a voltage difference across the channel. Operation of
these chips is as follows: (i) a fluid is drawn into the injection channel and fills
it due to electrokinetic flow, by applying a voltage difference across the channel;
(ii) the injection channel is then kept at the same potential, while an electric field is
applied across the separation channel; (iii) the fluid starts to flow along the separation
channel and different species present in the stream flow at different speeds, due
to the different electrophoretic mobility. By placing a detector at the separation
channel end, the different species can be identified based on their arrival times.
Vazquez et al. [86] used laser-induced fluorescence for particle detection. They used
a commercial capillary electrophoresis chip (model D8-LIF from LioniX BV) and
wrote an optical waveguide perpendicular to the separation channel, as shown in
Fig. 6.9. Light at 532 nm was coupled to the waveguide via an optical fiber to
excite fluorescence and an optical fiber, placed on top of the channel, was used to
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Fig. 6.9 Schematic of a capillary electrophoresis chip with an optical waveguide at the end of the
separation channel for particle detection. Reproduced from [87] with permission of The Optical
Society (© 2008 Optical Society of America)

collect the emitted radiation. The device was tested by using a solution of Rhodamine
6G (R6G) dissolved in a phosphate buffer. By increasing the R6G concentration,
the intensity of the fluorescent signal detected increased linearly. In particular, low
analyte concentrations of 40 pM were detected. Dongre et al. [87] used a similar
configuration, but injected different rhodamine solutions (R6G and rhodamine-B)
simultaneously in the channel. In the end, they were able to distinguish the different
species by observing two different peaks in the fluorescent intensity spectrum, which
corresponds to two different arrival times. In a separate experiment, Dongre et al. [88]
fabricated a capillary electrophoresis chip in a fused silica slab by photolithography
and etching and, after obtaining the chip, inscribed an optical waveguide by fs-laser
writing as described previously. In order to maximize the detection resolution: (i)
the channel walls were coated with a polymer to suppress electro-osmotic flow and
minimize particle adsorption to the channel wall, and (ii) the channels were filled
with a sieving gel matrix to induce a size-dependent variation in particles that exhibit
a very similar mobility. In this case, they were able to detect double-stranded DNA
molecules (labelled with a fluorescent dye) with different sizes in the channel, by
observing that the molecules arrived at the detection point at different times.

Fluorescence detection is a very sensitive detection technique that allows mea-
surement of very low analyte concentrations. However, the species must be labelled
with a fluorescent molecule which may affect the particle properties and interfere
with some chemical reactions. Therefore, label-free detection configurations may
be more desirable in certain applications. Maselli et al. [89] fabricated an optoflu-
idic device in a fused silica chip for refractive index sensing, where a Bragg grating
waveguide (BGW) was written in between two microfluidic channels. Both struc-
tures were written in the same laser writing process and, when immersing the chip
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Fig. 6.10 a Top view image of a Bragg grating waveguide fabricated 3.8 μm from the microfluidic
channel wall. The grating reflection spectrum obtained for this device is displayed in (b) for different
fluid refractive indexes inside the microfluidic channel

in an HF bath, only the channel was etched while the waveguide remained unaf-
fected. The separation between the BGW and each channel wall was 2 μm. The low
separation between both structures enables evanescent interaction; thus light from
a broadband source coupled to the waveguide is reflected at the Bragg wavelength.
The reflected wavelength depends on the index of the fluid circulating in the channel
(Fig. 6.10b). By filling the channel with solutions with different refractive index, a
maximum sensitivity of 81 nm/RIU (refractive index unit) was obtained at the index
1.458, which represents a limit of detection of 1.2 × 10−4. Additionally, compensa-
tion for temperature variation was achieved by fabricating a grating, with a different
Bragg wavelength, outside the channel range. To obtain higher sensitivities, sev-
eral solutions have been proposed: fabrication of phase-shifted gratings to engineer
spectral defects or fabrication of a channel surrounding the entire channel. Recently,
Maia et al. [90] monitored the etching reaction in situ, in order to precisely control
the separation between the grating and the channel, which can also increase device
sensitivity.

Higher sensitivities can be obtained in sensing schemes where there is a direct
interaction between light and analyte. Hanada et al. [91] developed a sensor for
detection of low chemical concentration based on absorbance measurements. The
device was made in Foturan glass and the fabrication procedure encompasses the
following steps: (i) the channel was inscribed by fs-laser writing followed by anneal-
ing and chemical etching in HF; (ii) a post-annealing process was realized to smooth
the channel surface; (iii) the channel walls were coated with a polymer that had a
lower index than water, in order to have light being guided along the channel; (iv)
an optical waveguide was fs-laser written between the channel edge and the edge of
the chip. The polymer coating process was essential to obtain a longer interaction
length. The transmission spectrum was measured in a spectrometer: white light from
a halogen lamp was coupled to the waveguide and transmitted through the microflu-
idic channel; the channel end was slightly tilted to direct light to the spectrometer,
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Fig. 6.11 a Schematic of the optofluidic chip for liquid concentration detection based on
absorbance measurements. Figure b displays the corresponding absorbance spectra of glucose-
D solutions with different concentrations. Reproduced from [91] with permission of ©The Royal
Society of Chemistry

as depicted in Fig. 6.11a. The absorbance spectrum was obtained by subtracting the
transmission spectrum of the liquid sample from the spectrum obtained for a hollow
channel. The sensor was used, in two separate experiments, to detect trace amounts of
protein (bovine serum albumin) and glucose-D. The measurements revealed that an
increase of the species concentration resulted in a stronger absorbance (Fig. 6.11b);
in particular a limit of detection of 7.5 mM and 200 nM was obtained for the protein
and glucose-D, respectively.

Crespi et al. [16] also reported on aMach–Zehnder interferometer integrated with
a microfluidic system for refractive index detection. The entire device was made in a
fused silica chip by fs-laser micromachining and a schematic is shown in Fig. 6.12a.
In this device, light, from a broadband source, is coupled from an optical fiber to
the optical waveguide and is splitted when it reaches the first Y-junction (because
the interferometer is unbalanced, power splitting is not uniform). Then, one of the
sensing arms of the interferometer crosses the channel (orthogonally to it), while
the reference arm passes over the channel. The two arms then join in a second
Y-junction, which leads to light interference. The output spectrum corresponds to
periodically-spaced fringes. By changing the index of the fluid inside the channel,
it is observed a shift in the fringe position which allows refractive index detection
(Fig. 6.12b). The index detection can be related to other properties of the fluid. In
this case, the channel was filled with different concentrations of aqueous glucose-D
solutions, and a linear sensitivity of 1500 nm/RIU was obtained along the entire
concentration range, which corresponds to a limit of detection of 1.5× 10−4 RIU. In
a separate experiment, peptide molecules, used in the pharmaceutical industry, were
also detected with a limit of detection of 9 mM.

Microresonators can also be fabricated for generation of whispering gallery
modes, in which specific resonances are confined to the cavity. These structures
have unique properties, suitable for chemical and biosensing applications, such as
high cavity quality factor and small resonator size. Lin et al. [92] used the selective
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Fig. 6.12 a Schematic of the microfluidic channel integrated with a Mach-Zehnder interferometer
for refractive index measurements. Figure b displays the fringe shift as a function of glucose-D
concentration for the device shown in (a). Reproduced from [16] with permission of ©The Royal
Society of Chemistry

etching effect to produce microresonators in fused silica. These were fabricated by
laser-writing the negative image of the final structure and by etching it, leaving a
microdisk supported by thin pillars on top of the silica surface. The structures were
then annealed with the aid of a CO2 laser to improve the cavities surface smoothness.
However, during this process, surface tension induced a collapse of the disk lead-
ing to a toroid-shaped boundary (Fig. 6.13a). Using the optical fiber taper coupling
method, they generated whispering gallery modes in the 1530–1565 nm range with a
quality factor of 1.07 × 106. One of the limitations is the long time necessary to fab-
ricate the microresonators (6 h in this case). Therefore, two-photon polymerization,
assisted by fs-laser writing, has been proposed for the production of these structures.
Liu et al. [93] fabricated microcavities in sol–gel deposited on a zirconium/silicon
substrate and obtained a quality factor of 1.48 × 105 in the 1550 nm band range.
Grossmann et al. [94] also fabricated a microcavity in Ormocomp, a negative-tone
photoresist, deposited on a silicon wafer with a quality factor of 1.2 × 106 in the
1300 nm wavelength region.

Song et al. [95] used these microresonators to produce an optofluidic sensor in
a fused silica chip. A Y-branched channel, with two inlets for fluid injection, was
fabricated using the FLICE technique. The channel outlet port was fabricated closely
to a reservoir, where the microresonator was produced in order for light to interact
with the fluid; the microresonator was also fabricated using the FLICE technique. A
design of the proposed sensor is shown in Fig. 6.13b. To excite whispering gallery
modes, a fiber taper was brought to the vicinity of the microresonator, and both were
welded by CO2 laser irradiation. In the final structure, a quality factor of 3.21 × 105

was measured in air. In order to demonstrate refractive index sensing, the channel
was filled with purified water mixed with salt. Variations of the salt concentration
induced a shift on the wavelength of the mode coupled to the microresonator from
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Fig. 6.13 a SEM image of two microresonators made in fused silica after CO2 laser annealing.
b Schematic of the integrated optofluidic sensor proposed by Song et al. [95]. Images (a) and
(b) were reproduced from [92, 95], respectively, with permission from The Optical Society (©
2012 Optical Society of America, © 2014 Optical Society of America)

the fiber, and a linear sensitivity of 220 nm/RIU was obtained, yielding a detection
limit of 1.2 × 10−4 RIU.

The high quality factor provided by these structures makes them also attractive for
the production of active whispering gallery mode microcavities, with lasing sources
having already been produced in dye-doped resins with emission at 639 nm and in
doped Nd:YAG glass with emission at 1550 nm [96, 97].

SERS (Surface-enhanced Raman Spectroscopy) micromonitors for detection of
biomolecules have also been demonstrated by Xu et al. [98]. Production of this
device involved the following steps: (i) a microfluidic channel in a glass substrate
was produced by photolithography and etching, (ii) then a silver nitrate solution was
injected in the channel, (ii) fs-laser writing induced photoreduction of the irradiated
silver particles that deposited in the channel surface (Fig. 6.14a). The device was
used to detect p-aminothiophenol (p-ATP) and flavin adenine dinucleotide (FAD)
molecules, in two separate experiments. The molecules were injected in the channel
and adsorbed to the metal surface. An ion laser, emitting at 514 nm, was then focused
inside the channel through an objective lens, whichwas also used to collect scattering
light (Fig. 6.14b). Both molecules were detected with an enhancement factor around
108 and a detection limit around the nanomolar range. The high surface roughness
of the silver layer was shown to enhance the detection limit.

Recently, fs-laser micromachining has also been applied for the formation of 3D
photonic crystals. This structure consists of a three-dimensional periodic modulation
of the refractive index, and is characterized by a photonic band gap that inhibits
light propagation at a certain wavelength. This wavelength depends on the index
contrast between the two materials that compose the photonic crystal, which makes
these structures attractive for sensing applications. Haque et al. [99] fabricated a
woodpile structure in SU-8 photoresist by two-photon polymerization. The photonic
crystal was produced inside amicrofluidic channel andwas interrogated by an optical
waveguide (Fig. 6.15a). Both structures were made in a fused silica chip by fs-
laser micromachining. Light propagating through the waveguide could transverse
the photonic crystal, where the existence of the photonic band gap led to dips in
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Fig. 6.14 Schematics of a silver layer patterning by fs-laser writing and of b target molecule detec-
tion through SERS. Reproduced from [98] with permission of ©The Royal Society of Chemistry

Fig. 6.15 Schematic of the integrated optofluidic device proposed by Haque et al. [99], with a
zoom-in image of the proposed woodpile structure. SEM b top view image and c cross-section
image of the inverted woodpile structure fabricated in fused silica by Ho et al. [100]. Images (a) and
(b) were reproduced from [99, 100], respectively, with permission from The Optical Society (©
2013 OSA, © 2012 Optical Society of America)

the transmission spectrum. Theoretical results show that a sensitivity as high as
725 nm/RIU can be obtained. Some limitations of this technique are the low index
contrast provided by the SU-8 photoresist, which contributes to a weaker band gap,
and shrinkage of the polymer, which disturbs the lattice periodicity. Ho et al. [100]
also fabricated an inverted-woodpile structure embedded in a microfluidic channel
made in a fused silica chip (Fig. 6.15b). The photonic crystal structure was made
based on the etching selectivity modification induced by fs-laser writing. The crystal
was written layer-by-layer, which revealed that the processing conditions (scanning
speed and pulse energy) had to be changed in order to maintain the hole width and
height constant.
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6.4 Conclusions

As shown in this chapter, fs-laser micromachining is a powerful microfabrication
techniquewith a broad range of applications, which extend from optics and photonics
to biology and analytical chemistry. The use of ultrashort pulse widths and extremely
high peak intensities, gives rise to a non-linear interaction that can generate several
kinds of modifications in the material structure. This laser-induced modification
occurs within a submicrometer resolution, and can enable formation of (i) passive
or active optical circuits due to a smooth variation of the refractive index, or of (ii)
microfluidic systems combined with polymeric structures to mix or filter particles
or to control the flow rate, due to the generation of etching selectivity and to a
laser-induced localized polymerization reaction.

The possibility to fabricate three-dimensional components and integrate them in
a single glass block has also extended the applications of this technique to the field of
lab-on-a-chip devices. As demonstrated, several optofluidic devices for cell manipu-
lation and behaviour analysis or for label-free detection have already been reported,
which show the potential of this technique in the biomedical field [101]. Neverthe-
less, improvements on these devices can still be made. For instance, integration of
microfluidics with biochemistry skills for formation of organ-on-a-chip devices is
highly regarded for the study of biological micro- and nano-environments [102, 103].
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Chapter 7
Microfiber Knot Resonators for Sensing
Applications

A. D. Gomes and O. Frazão

Abstract Microfiber knot resonators are widely applied in many different fields of
action, of which an important one is the optical sensing. Microfiber knot resonators
can easily be used to sense the external medium. The large evanescent field of light
increase the interaction of light with the surrounding medium, tuning the resonance
conditions of the structure. In some cases, the ability of light to give several turns
in the microfiber knot resonator allows for greater interaction with deposited mate-
rials, providing an enhancement in the detection capability. So far a wide variety of
physical and chemical parameters have been possible to measure using microfiber
knot resonators. However, new developments and improvements are still being done
in this field. In this chapter, a review on sensing with microfiber knot resonators is
presented, with particular emphasis on the application of these structures as tem-
perature and refractive index sensors. A detailed analysis on the properties of these
structures and different assembling configurations is presented. An important dis-
cussion regarding the sensor stability is presented, as well as alternatives to increase
the device robustness. An overview on the recent developments in coated microfiber
knot resonators is also addressed. In the end, other microfiber knot configurations
are explored and discussed.

7.1 Introduction

The beginning of optical fibers life history take us back to the 20th century. The first
optical fibers were fabricated in the 20s, although they only became more common
during the 50s for guiding light in short distances, mainly for medical application.

In 1966, Prof. Charles Kao suggested their application to communication sys-
tems, reason why he received the Nobel Prize in 2009. Henceforth, followed by the
advances of the telecommunication industry, optical fibers have become a topic of
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Fig. 7.1 Illustration of resonator-type MNF structures. Adapted from Chen and Ding [3]

extensive research. From the fruits of this research new areas of investigation and
application of optical fibers began to grow. A good example is the application of
optical fibers to sense physical, chemical and biochemical parameters.

With the technological advances, the fabrication of micro and nanofibers by taper-
ing an optical fiber to micrometric or even nanometric size [1] opened new doors to
the study and development of new and enhanced sensors.

Until nowadays, new sensing configurations based on micro and nanofibers were
studied and developed. These type of sensors come in many different forms and nor-
mally themeasured effects are sensed via intensity or phase change of the transmitted
light. One type of configuration are the resonator-type micro and nanofiber sensors
that involves all the sensors which use resonant structures. The mode of operation
of these structures consists in tying a knot or coiling a micro or nanofiber onto itself
allowing coupling and evanescent overlap between modes propagating in adjacent
turns [2].

This type of structure can be divided into three groups (see Fig. 7.1):

(a) Microfiber loop resonator (MLR): it is a single turn (“loop”) of an optical
microfiber in the taper waist region [4];

(b) Microfiber knot resonator (MKR): it is made by tying a knot in an optical
microfiber creating a ring with micrometer dimensions [5];

(c) Micro-coil resonator (MCR): it can be seen as a high-orderMLR,which consists
of several independent loop resonators. They present great potential ability of
micro-assemblage in 3-D, for example, wrapping a microfiber onto optical rods
[4, 6].
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Microfiber knot resonators are one of the configurations which had a huge impact
due to their potential application to different fields in addition to sensing, such as
in ultrafast optics [7]. This chapter will focus the recent progress in microfiber knot
resonators as sensing structures, giving special attention to temperature and refractive
index monitoring. An important discussion about the sensor stability will also be
addressed. In the end, new configurations involving this structure will be presented.

7.2 Microfiber Knot Resonators

A microfiber knot resonator, as previously explained, is performed by tying a knot
in the taper waist region of a micro or nanofiber. Light that enters the microfiber
knot resonator will be divided in the knot region between the ring and the output
(Fig. 7.2).

New light that enters the knot will combine with light going to the output of the
structure, while feeding at the same time the ring. For certain wavelengths, light that
enters the knot is in phase with the one traveling in the ring, resulting in accumulation
of light in the ring. Hence, a reduction in the transmission spectrum is observed at
those wavelengths, as shown in Fig. 7.3.

To produce this structure, first, the freestanding end of a microfiber is assembled
into a large ring with few millimeters in diameter. At that point, the diameter of the
ring is continuously reduced by pulling the free end of the fiber until a microknot
with the desired dimensions is obtained (Fig. 7.2). This overlap of the fiber with
itself allows no need for a precise alignment [5], revealing to be a great advantage
compared with microfiber loop resonators. The low dimension and low fabrication
cost of these devices have attracted much attention to fabricate them for sensing
purposes [3].

Amore detailed analysis regarding the properties ofmicrofiber knot resonator will
now be made. Different assembling configurations will also be addressed, as well as
an important discussion regarding some methods to increase the sensor stability.

Fig. 7.2 Schematic and picture of a microfiber knot resonator. The structure is produced using a
microfiber
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Fig. 7.3 Schematic of a
microfiber knot resonator
transmission spectrum [8]

7.2.1 Properties

Microfiber knot resonators present interesting properties: high quality factor and
finesse, and a free spectral range (FSR) that depends on the diameter of the ring. A
schematic of a high-Q microfiber knot resonator transmission spectrum is presented
in Fig. 7.3.

The quality factor (Q) is a useful quantity to evaluate the losses of the resonator.
The higher the Q-factor, the longer the light stays in the ring. This factor can be
expressed as [2, 8]:

Q � λres

FWHM
(7.1)

whereλres is the resonancewavelength andFWHMis the fullwidth at half-maximum,
also known as the bandwidth of the resonances. Microfiber knot resonators can
achieve Q factors up to 105 [5, 9, 10]. In other words, these structures can present
very narrow resonant peaks in the transmission spectrum.

The finesse is also a measure of the resonator losses but it is a dimensionless
quantity. Therefore, its value is independent of the resonator length. The finesse is
defined as [8]:

F � FSR

FWHM
(7.2)

The free spectral range of a microfiber knot resonator, which is defined as the
distance between two adjacent resonance wavelengths λ1 and λ2, is given by [8]:

FSR ≈ λ1λ2

neffL
(7.3)
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where neff is the effective refractive index of the microfiber and L is the cavity length.
In a microfiber knot resonator the cavity length is given by the perimeter of the ring.
This property is very useful since one can tune the sensor’s free spectral range by
adjusting the diameter of the microfiber knot resonator.

For sensing purposes the free spectral range is an important quantity, along with
the sensitivity to the measured parameter, as it imposes the limits of the measurement
range. As an example, when measuring the wavelength shift of a resonance peak as
a function of a given physical or chemical parameter, the maximum displacement
of a resonance peak must be lower than the free spectral range. Otherwise, the new
resonance peak position will overlap the position of other resonance peak for a
previous value of the measured parameter.

The transmission spectrum of a microfiber knot resonator is, from another point
of view, similar to a Fabry-Perot cavity: the cavity is the ring and the mirrors are
the knot structure that recouples light back into the ring. A Fabry-Perot cavity with
high reflectance mirrors means that light stays more time in the cavity before going
out. For a microfiber knot resonator this is translated as a greater coupling of light
between adjacent fibers in the knot structure (which implies small fiber diameters to
have large evanescent fields).

7.2.2 Assembling Configurations

In the beginning, the assembling of microfiber knot resonators was performed using
a micro or nanofiber with a freestanding end (like a pigtail) and a second microfiber
(output fiber) to collect the light transmitted out of the knot, as depicted in Fig. 7.4.
The second microfiber is evanescently coupled to the output of the microfiber knot
resonator, connected through Van der Wall attraction. For practical applications of
microfiber knot resonators such solution presents some limitations. Despite some
authors state that microfiber knot resonators assembled from double-ended micro
or nanofibers can easily break when knotted [2, 10, 11], the first microfiber knot
resonator made from double-ended tapered fibers was demonstrated by Xiao and
Birks back in 2011 [5]. Using a 128 µm-diameter microfiber knot resonator assem-
bled from a 1 µm-diameter microfiber, the authors obtained microfiber knot res-
onators with high finesse (104). A high Q-factor of 97,260 was also obtained using
a 570 µm−diameter microfiber knot resonator assembled from the same fiber taper.
The authors reported a minimum knot diameter achieved of 46 µm using the same
microfiber.

Still in 2011, the first all-fiber and optically tunable microfiber knot resonator has
been proposed [12]. Themicrofiber knot resonatorwas coatedwith a photoresponsive
liquid crystal mixture. The mixture presents an easily variable refractive index that
can be changed/tuned upon irradiation with ultraviolet (UV) light. Hence, the change
in the microfiber knot resonator effective refractive index caused by the liquid crystal
induces a change in the resonance wavelengths. A spectral shift of 0.15 nm was
obtained when irradiating a 468 µm−diameter knot with 50 mW/cm3 of UV light.
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Fig. 7.4 Schematic of a
microfiber knot resonator
using a second microfiber as
collecting fiber [8]

In this case the microfiber knot resonator was assembled from a 2.5 µm−diameter
microfiber. A great advantage of this technique is the capability to reverse the process.

7.2.3 Stability

Even though microfiber knot resonators present outstanding mechanical flexibility,
many applications require them to be as stable and protected as possible. Therefore
it is important to discuss some critical aspects and approaches regarding the stability
of these structures.

The stability of the microfiber knot resonators can be increased using different
methods and techniques. The first method is to use a polished solid MgF2 crystal
substrate that helps to support the microfiber knot resonator. Since MgF2 substrates
present low refractive index (n � 1.37) the resonance is preserved [10, 13, 14].
However a small change in the resonance wavelengths is observed due to a change
in the effective refractive index. The substrate also provides good thermal conduc-
tivity. This property can be very helpful in temperature measurements for a good
thermalization of the sensor [14].

Coating microfiber knot resonators with low refractive index polymers [13, 15] or
simply usemicrofiber knot resonatorsmade out of polymermicrofibers [14, 16, 17] is
another common way to accomplish long-term stability. With respect to this method,
Vienne et al. performed an analysis on the effect of host polymers in microfiber knot
resonators [18]. They showed that the free spectral range and the maximum Q-factor
and extinction ratio did not change significantly after coating the microfiber knot
resonator with low-index polymer. On the other hand, the change in the effective
refractive index causes the wavelength region of high Q-factor and extinction ratio
to shift. Polymer coatings allow to fix the knot structure, reducing the probability of
changing the knot diameter.

Polymer coatings protect microfiber knot resonators against degradation over
time. The effect of signal degradation over time was explored by Li and Ding [13].
In fact, the transmission losses of a bare knot resonator increased at the speed of
around 0.24 dB/h, reaching 18 dB after 3 days. On the other hand, a Teflon (n ~ 1.31)
coated microfiber knot resonator presented no changes for half a month.

More recently, the use of hydrophobic aerogel (n ~ 1.05) to embedmicrofiber knot
resonators was studied [5]. The losses of the structure off-resonance (off-resonance
is defined as the region of wavelengths far from the resonance wavelengths) proved
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to bemuch lower than others using different encapsulants. Compared with low-index
polymers, the aerogel maintains light confinement and avoids change of dispersion
due to its low refractive index.

The use of large knots made out of larger diameter fibers can provide robustness
and resistance [19]. However, the resonance property can be lost due to the existence
of small evanescent field of light.

7.3 Microfiber Knot Resonators as Sensors

Microfiber knot resonators can be used to sense a wide variety of physical, chemical,
and biochemical parameters [8]. As seen previously, the measured effects are sensed
via intensity or more usually by phase change of the transmitted light. This last
method relies on the change of the microfiber effective refractive index or on the
change of the physical length of the structure, for example, by thermal effects. Such
effects modify the resonance conditions causing a modification in the resonance
wavelengths, as well as in the free spectral range. The sensor characterization is
performed by monitoring resonance wavelength shift as a function of the measured
parameter. From the sensor characterization a sensitivity to the measured parameter
is obtained, together with the measurement range.

Amore detailed analysis of some published results will now be made with special
focus on the use of microfiber knot resonators for temperature and refractive index
sensing.

7.3.1 Temperature Sensing

Exposing a microfiber knot resonator to temperature variations will change its length
through thermal expansion. Adding to this effect there is also a change in the fiber
refractive index due to thermo-optic effects (temperature dependence of the refractive
index). The combination of these effects change the resonance conditions of the knot
structure, resulting in a shift of the resonance wavelengths [15]. By monitoring the
resonance wavelength variations one can have information about the temperature
variations around the sensor. Until now many microfiber knot resonators have been
proposed and demonstrated for temperature sensing using this principle of working.

In 2009, two temperature sensors based on silica/polymer microfiber knot res-
onator were reported by Wu et al. [14]. Both sensors were placed in an MgF2 crystal
plate and covered with an MgF2 slab to make themmore robust and immune to envi-
ronmental fluctuations, as depicted in Fig. 7.5. Note that MgF2 substrates ensures
good thermal conductivity and presents low refractive index, as discussed previously
in Sect. 7.2.3.

The silica microfiber knot resonator was produced from a 1.7 µm-diameter silica
microfiber creating a 190 µm-diameter ring. A Q-factor of 12,000 was reported for
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Fig. 7.5 Schematic of the microfiber knot resonator temperature sensor presented by Wu et al. [8,
14]

the structure. For temperature sensing a sensitivity of around 52 pm/°C was obtained
between 30 and 700 °C.

In relation to the polymer microfiber knot resonator, the structure was produced
using a polymethyl methacrylate (PMMA) microfiber (n ~ 1.49) with 2.1 µm-
diameter. The ring had 98 µm-diameter. Polymer microfibers have the advantage
of bending more easily and with smaller radius of curvature than standard silica
microfibers. A lower Q-factor (8000) compared with the previous structure was
obtained. On the other hand, a temperature sensitivity of 266 pm/°C was achieved
between 20 and 80 °C. In fact, PMMA presents higher thermal expansion and
thermo-optic coefficient than silica. Therefore polymer microfiber knot resonators
exhibit more temperature sensitivity than silica ones. Despite having higher sensi-
tivity, microfiber knot resonators made from polymers have lower measuring range
since they are limited to the low melting point of the polymer.

In the same year, Zeng et al. demonstrated a polymer coated microfiber knot
resonator for temperature sensing [15]. The assembling of the sensor is identical
to the one presented in Fig. 7.5. Instead of an MgF2 substrate a glass plate was
adopted as substrate due to its good adhesion to the polymer. The polymer coating
consists of a 20 µm thin layer of low refractive index polymer (EFIRON UVF PC-
373, n � 1.3759 @ 852 nm) deposited on the surface of the substrate to isolate the
microfiber knot resonator from the high refractive index of the glass plate. The sensor
was fabricated from a 1 µm-diameter microfiber creating a 55 µm−diameter knot
resonator.A secondpolymer layerwas applied over the structure tomake it immune to
environmental changes. The authors reported a temperature sensitivity of 270 pm/°C
in the heating process from 28 to 140 °C, and 280 pm/°C in the cooling process
from 135 to 25 °C. These sensitivity values are similar to the PMMAmicrofiber knot
resonator sensitivity demonstrated byWu et al. [14]. The sensor resolution is 0.5 °C,
but it can be increased if a higher resolution spectrometer is used.

A simple silica microfiber knot resonator for seawater temperature sensing was
theoretically an experimentally analyzed by Yang et al. in 2014 [20]. It is important
to refer that measuring seawater temperature can be complex and problematic since
silica and seawater show opposite thermo-optic coefficients. When the thermo-optic
coefficient of silica is predominant the resonant wavelengths with suffer a red shift.
However, if there is a predominance of the seawater thermo-optic coefficient, a blue
shift is observed. Therefore the sensor behavior depends from case to case. Theoret-
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Fig. 7.6 Schematic of the
microfiber double-knot
resonator in series [21]

ically, there is a fiber diameter for which the effect of silica thermo-optic coefficient
and seawater thermo-optic coefficient cancel each other. According to the author’s
calculations, this happens for a microfiber diameter of 1.27 µm. Bellow that diame-
ter the temperature sensitivity will be negative and above that value the temperature
sensitivity will be positive. For microfibers with diameters above 4 µm the tem-
perature sensitivity saturates. Furthermore, the sensitivity will also increase if the
probing wavelength is increased. The proposed microfiber knot resonator presented
a diameter of 473 µm and it was produced using a 3.91 µm−diameter microfiber.
A maximum temperature sensitivity of 22.81 pm/°C was achieved for the sensing
structure in the range from 23 to 33 °C. This value of sensitivity was obtained at a
probing wavelength of 1599.6 nm. The structure presents a Q-factor of 3000 and a
finesse of 11.69.

Microfiber knot resonators can also be applied for multi-point temperature sens-
ing. For such purpose a configuration based on a microfiber double-knot resonator
was developed by Wu et al. [21]. The sensing structure consists of two microfiber
knot resonators coupled using the free-end of each microfiber knot resonator. A
schematic of the sensor is depicted in Fig. 7.6. The two microfiber knot resonators,
one with 506 µm−diameter and the other with 500 µm−diameter, were fabricated
using a 2.3µm−diameter microfiber. The length of the coupling region can be tuned
by adjusting the distance between the two knots.

In terms of transmission spectrum, if the diameter of both microfiber knot res-
onators is the same (same loop length), the interference spectrum shows a regular
resonance like a single microfiber knot resonator. In other words, the spectrum of
each microfiber knot resonator will add. On the other hand, if now the diameter of
one ring changes, a new phase matching condition will arise. Hence, a second-order
resonant peak will appear between the primary resonant peaks. The authors demon-
strate that if the temperature changes locally on the first microfiber knot resonator,
only the primary resonant peak will shift while the second-order resonant peak is
constant. Contrariwise, if the temperature of the second microfiber knot resonator
changes, the second-order resonant peak will shift while the primary resonant peak
is constant. So, multi-point temperature sensing can be achieved in a very small scale
using this sensor.

A similar sensor was demonstrated by Yang et al. in 2017, for dual-point seawater
temperature simultaneous sensing [22]. The twomicrofiber knot resonators, one with
858 µm-diameter and other with 883 µm-diameter, made from a 2.8 µm-diameter
microfiber are connected by a singlemodefiber. Themicrofiber double knot resonator
obtained temperature sensitivities of −13.86 pm/°C and −5.6 pm/°C, respectively.
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Table 7.1 Comparison between different reported configurations for temperature sensing [8]

Reference Configuration Q-factor Sensitivity (pm/°C) Range (°C)

[22] Microfiber double
knot resonator

X 13.86/−5.6 25.8–33.8/26.1–34.4

[23] MKR in Sagnac
loop

X 20.6 30–130

[20] Simple Silica MKR
(for seawater)

3000 22.81 23–33

[14] Silica MKR with
MgF2

12,000 52 30–700

[15] Polymer (PMMA)
MKR

8000 266 20–80

[15] Polymer (EFIRON)
MKR

X 270 (heating) 28–140

– – X −280 (cooling) 135–25

Independent and simultaneous measurement of seawater temperature is achieved
using this structure.

A comparison between the different configurations discussed previously is sum-
marized in Table 7.1.

7.3.2 Refractive Index Sensing

The use of microfiber knot resonators as refractive index sensors consists mainly of
taking advantage of the large evanescent field of light to interact with the external
environment. Alterations in the external medium refractive index will change the
properties of light traveling in the microfiber, which leads to a change in the knot
resonance conditions. As discussed before, this effect is manifested as a shift in the
resonance wavelengths and as a change in the free spectral range that depends on the
external refractive index variations.

It is worth mentioning that the control of temperature can be crucial for refractive
index sensing. In fact, if temperature changes during refractive index measurements,
the refractive index of silica and the measured solution will change due to thermo-
optic effects. Such effectmay introduce small errors in the determination of refractive
index. Usually a second sensor sensitive to temperature but not to refractive index is
used to detect temperature fluctuations in order to further correct the refractive index
measurements.

A Teflon coated microfiber knot resonator (nTeflon ∼ 1.31) for refractive index
sensing was demonstrated by Li and Ding [13]. The polymer was applied using a
dip-coating technique, whose process is outlined in Fig. 7.7.
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Fig. 7.7 Illustration of the microfiber knot resonator dip-coat process in Teflon [13]

Fig. 7.8 Schematic diagram of a microfiber knot resonator in a Sagnac loop reflector [23]

The sensor was produced from a microfiber with an initial diameter of 2.92 µm,
creating a 1.02 mm-diameter microfiber knot resonator. After the coating process the
microfiber diameter increased to 3.95µm, allowing to estimate a value of 0.5µm for
the Teflon thickness. Tensions suffered during the dip-coating process reduced the
microfiber knot resonator diameter to around 450 µm. Before coating, the structure
presented a Q-factor of 20,000, increasing to around 31,000 after the Teflon coating.
A refractive index sensitivity of approximately 30.5 nm/RIU was reported for this
sensor in the refractive index range from 1.3322 to 1.3412.

Before that, Lim et al. proposed a microfiber knot resonator with around 0.5 mm-
diameter in a Sagnac loop reflector configuration [23]. The Sagnac loop reflector
configuration allows the signal collection through the incident path. A low refractive
index Teflon (n ~ 1.31) was used to embed the structure, except the microfiber knot
resonator sensing region, to obtain a balance between responsiveness and robustness.
An illustration of the experimental setup is depicted in Fig. 7.8.

The sensor achieved a sensitivity of 30.49 nm/RIU in a refractive index range
from 1.334 to 1.348. Such value of sensitivity is similar to the previously explored
Teflon coated microfiber knot resonator proposed by Li and Ding [13]. In terms of
temperature response, the sensor showed a sensitivity of 20.6 pm/°C between 30 and
130 °C.

Also in 2014, Yu et al. demonstrated a polymer microfiber knot resonator for
refractive index sensing [17]. Amicrofiber of Poly(trimethylene terephthalate) (PTT)
was produced with 1.3 µm-diameter. PPT presents strong flexibility, large refractive
index (n � 1.638) and also good transparency in the visible and near-infrared spec-
trum. The PPT microfiber was used to create an 85 µm−diameter microfiber knot
resonator. The structure was placed on an MgF2−coated glass substrate. A Q-factor
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Table 7.2 Comparison between reported configurations for refractive index sensing [8]

Reference Configuration Q-factor Sensitivity (nm/RIU) Range

[13] Teflon coated MKR 31,000 30.5 1.3322–1.3412

[23] MKR in Sagnac loop
reflector

X 30.49 1.334–1.348

[17] Polymer (PTT) MKR 11,000 46.5 1.35–1.38

– – – 95.5 1.39–1.41

[24] Cascaded MKR X 6523 1.3320–1.3350

of 11,000 was achieved for this device. The sensor was characterized under differ-
ent mixtures of water and glycerol at different concentrations. Two different linear
regimes can be obtained for the refractive index sensitivity: 46.5 nm/RIU for low con-
centration solutions (1.35–1.38) with a resolution 4.3×10−5 RIU, and 95.5 nm/RIU
for high concentration solutions (1.39–1.41) with a resolution of 2.1 × 10−5 RIU.

A comparison between the different configurations discussed previously is sum-
marized in Table 7.2.

7.3.3 Other Sensing Applications

Microfiber knot resonators can also be applied for sensingmany other types of param-
eters in addition to temperature and refractive index. Examples of other applications
will now be explored.

The first microfiber knot resonator accelerometer by optically interrogating the
vibration of a microoptoelectromechanical system (MOEMS) was proposed by Wu
et al. [25]. The microfiber knot resonator accelerometer used a 1.1 µm-diameter
microfiber to create a 386 µm diameter knot. The structure achieved a Q-factor
of 8500. The mode of operation of the sensor is very simple. The microfiber knot
resonator is placed at the top surface of aMEMS cantilever and covered with 6µmof
low refractive index polymer (Efron PC-373). A schematic of the sensing structure
is presented in Fig. 7.9. When the system is submitted to acceleration, the microfiber
knot resonator will experience strain producing a shift in the resonant wavelength.
Measuring the detected intensity with a photodetector, a sensitivities of 654 mV/g
was achieved in a dynamic range of 20 g (gravitational force). Using a spectral
method, like monitoring the wavelength shift, a sensitivity of 29 pm/g (at 856 nm)
was obtained. The resolution of this system is 80 µg/

√
Hz at 300 Hz.

In 2015, the first underwater acoustic sensor using a microfiber knot resonator
was reported by Freitas et al. [9]. A 4 µm-diameter microfiber was used to produce
an 800 µm-diameter microfiber knot resonator. The sensor was encapsulated with
polymer by placing the microfiber knot resonator in a polytetrafluorethylene (PTFE)
tray and embedded in silicone rubber. The structure achieved a Q-factor of 41,100,
being the highest Q-factor obtained until that point for an encapsulated microfiber
knot resonator. Acoustic wavefields will change the external pressure, causing vari-
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Fig. 7.9 Schematic of the MOEMS accelerometer based on microfiber knot resonator [25]

ations in the microfiber knot resonator optical path length, as well as changes in the
fiber refractive index due to elasto-optic effects. The sensor achieved a normalized
sensitivity, (δλ/δp)/λ, of 288 dB re/µPa using acoustic frequencies from25 to 300Hz.
Converting to different units, the sensitivity can also be expressed as 5.83 × 10−3

pm/Pa. However, to use such sensing structure a fast spectrometer is needed to pick
the transmission spectrum as it changes in time.

Salinity sensing can also be performed with microfiber knot resonators, which is
somehowsimilar to refractive index sensing. For this purposeLiao et al. demonstrated
a microfiber knot resonator for monitoring sodium chloride (NaCl) concentration in
solution [26]. Microfibers with diameters from 2.5 to 3.5 µm were used to create
855µm-diameter microfiber knot resonators. Amaximum sensitivity of 21.18 pm/%
was obtained in the NaCl concentration range from 20.494 to 37.178%, at a probing
wavelength of 1600 nm.

Microfiber knot resonators for relative humidity sensing were proposed in
2014 [27]. A 3 µm-diameter microfiber was used to produce a 150 µm-diameter
microfiber knot resonator. The whole structure was coated with Nafion. Nafion is
a perfluorosulfonated-based polymer which presents high hydrophilicity, chemical
and thermal stability, high conductivity, high adherence to silica, and also mechani-
cal toughness. Two regimes were observed, one for low humidity (30–45% relative
humidity (RH)) obtaining a maximum sensitivity of (0.11 ± 0.02) nm/%, and other
for higher-mid humidity (45–75% RH) where a maximum sensitivity of (0.29 ±
0.01) nm/% was achieved.

7.4 Recent Developments in Coated Microfiber Knot
Resonators

Nowadays, the target of the researchers has been to incorporate other materials in
microfiber knot resonators in order to obtain new sensing devices with enhanced
sensitivity to the measured parameters. The main idea is to take advantage of the
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resonant property of microfiber knot resonator to boost the interaction of light with
the material, increasing the sensor response.

A first example is a palladium-coated microfiber knot resonator, developed in
2015, for enhanced hydrogen sensing [28]. Palladium (Pd) has been widely explored
for hydrogen sensing applications due to its highly selective and reversible absorption
of hydrogen [29–31]. However, Pd coatings are very thin (less than 1 µm) and
the interaction between the confined light in optical fibers and the Pd coating is
insufficient. The proposed sensor takes advantage of the microfiber knot resonator
to enhance the interaction of light with the Pd coating, as explained previously. In
fact, due to the recirculation of resonant light in the microfiber knot resonator, the
interaction of light with the Pd coatingwill accumulate each time light travels another
turn in the ring. Such effect enhances the sensor sensitivity with the advantage of
using just small interaction lengths and a thin Pd film (~13 nm-thick), compared
with other existing optical fiber hydrogen sensors. For this sensor, the Pd coating
was created using a plasma sputtering device in a vacuum chamber. The hydrogen
concentration was monitored by measuring the wavelength shift and absorption at a
resonant peak.

More recently, graphene oxide (GO) coated microfiber knot resonators were stud-
ied for gas sensing (carbon monoxide (CO) and ammonia (NH3)) [32]. When gas
molecules are absorbed on the surface of GO, the refractive index of GO is modified.
Hence, the refractive index of the GO filmwill change according to the concentration
of gas molecules. A 5.1 µm-diameter microfiber was used to perform a 1.85 mm-
diameter microfiber knot resonator. The structure was placed over anMgF2 substrate
and covered with a GO sheet, as depicted in Fig. 7.10.

To produce the GO film, a droplet of a 100 mg/L GO solution was dropped
onto the knot and heated up (~40 °C) until it was dried. The sensor achieved a
Q−factor of 78,000 before the introduction of the GO sheet. Such value was reduced
to 49,000 after depositing the GO film. The device was used to monitor CO and
NH3 concentrations. A CO sensitivity of ~0.17 pm/ppm and a NH3 sensitivity of
~0.35 pm/ppmwere achieved for concentrations of these molecules bellow 150 ppm.

Fig. 7.10 Schematic of a
graphene oxide-coated
microfiber knot resonator
[32]
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7.5 Other Microfiber Knot Resonator Configurations

Over the last years, in addition to the normal microfiber knot resonator structures,
new ways of creating different microfiber knot resonators were also studied and
developed. One example of those configurations is the reef knot microfiber resonator
demonstrated by Vienne et al. [33]. The reef knot was produced using 2 microfibers:
a 1.2 µm-diameter biconical microfiber and a 1.5 µm-diameter microfiber with a
free end, as shown in Fig. 7.11. The structure is produced by bending the biconical
microfiber in a “U” form and the free standing end of the second microfiber is guided
through the first taper, also in a “U” shape, forming the reef knot. A non-circular reef
knot was created with 340 µm-diameter in the short axis and 450 µm-diameter in
the long axis. The device can be used as an add-drop filter. Q-factors of 10,000 and
3500 were obtained for the “through” port and the “drop” port, respectively.

Amicrofiber double-knot resonatorwith a Sagnac loop reflectorwas demonstrated
in 2015 [34]. This double-knot device is different in structure and behavior compared
to the one explored back in Sect. 7.3.1. In this case, only one microfiber is used to
create two knots, being the second knot inside the first one (parallel configuration),
as shown in Fig. 7.12. A Sagnac loop is then created in the end of the device so that
light can experience the double-knot structure twice, enhancing the sensor response,
and also returning from the input port allowing to monitor the sensor in a reflection
configuration. The whole structure is placed in an MgF2 substrate. The transmission
spectrum of a double knot in parallel is not the overlap of the transmission spectrum
of each knot independently, just as it happens with the double-knot in series [35].

Playing with different microfiber knot resonator configurations may lead in some
cases to interesting results. For example Xu et al. demonstrated a small-size refrac-

Fig. 7.11 Schematic of a reef knot microfiber resonator [33]

Fig. 7.12 Schematic of a microfiber double-knot resonator in parallel [34]
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Fig. 7.13 Schematic of a cascaded microfiber resonator [24]

tometer for detecting very small refractive index variations based on cascaded
microfiber knot resonators (CMKR) with Vernier effect [24]. The Vernier effect
is generally used in calipers and barometers to increase the measurement accuracy
by overlapping lines on two scales with different periods. Translating this method
to microfiber knot resonators, the setup uses two microfiber knot resonators with
millimeters of diameter (1.178 and 1.230 mm) assembled from 1.9 µm-diameter
microfibers. An illustration of the configuration is presented in Fig. 7.13. To per-
form the experiment, the ambient refractive index around the first microfiber knot
resonator was kept constant (1.3315), serving as a reference, while the ambient
refractive index around the second microfiber knot resonator was slightly changed.
A sensor sensitivity to the external refractive index change of 6523 nm/RIU was
achieved. The configuration allows a resolution of 1.533 × 10−7 RIU because the
measured wavelength shift is an absolute parameter dependent on the relative opti-
cal intensity variation. Hence, relative intensity noise in the light source, thermal
noise and shot noise in the photo-detector of the spectrum analyzer do not affect the
refractive index measurements.

Furthermore, embedding the first microfiber knot resonator in low refractive index
polymer, such as Teflon, would increase its robustness and long-term stability, as
explored in Sect. 7.2.3, but it would also ensure that the firstmicrofiber knot resonator
is immune to ambient refractive index changes.

In the end of 2016, a Mach-Zehnder interferometer with a microfiber knot res-
onator was demonstrated for simultaneous measurement of seawater temperature
and salinity [36].

Twomicrofibers, one with 2.8µmdiameter and other with 3.3µmdiameter, were
used to create the sensor. The thinner microfiber was used to create the microfiber
knot resonator. To form the second arm of the interferometer, the thicker fiber was
used creating the structure depicted in Fig. 7.14.

The transmission spectrum of the structure is the combined response of theMach-
Zehnder interferometer and themicrofiber knot resonator. The spectral characteristics
of the device were already theoretically studied [37, 38]. Each of these components
can bemonitored as a function of themeasured parameters. Temperature sensitivities
of −112.33 pm/°C and 13.96 pm/°C were achieved for the interference peak and
the resonant peak respectively, from 13.7 °C to 25 °C. As for salinity, sensitivities
of 208.63 pm/‰ and 16.21 pm/‰ were achieved for the interference peak and the
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Fig. 7.14 Schematic of a Mach-Zehnder interferometer with a microfiber knot resonator [36]

Fig. 7.15 On the left—schematic of the sensor: milling of an air cavity in the taper region next to
the microfiber knot resonator. On the right—focused ion beam image of the cavity [39]

resonant peak, respectively, between 25‰ and 37‰.With these values of sensitivity,
a simplematrixmethod can be used to discriminate between temperature and salinity.

A similar sensor but with a completely different approach was presented in 2017
[39]. In this structure the Mach-Zehnder interferometer is created by focused ion
beam milling a cavity on the microfiber next to the microfiber knot resonator, as
shown in Fig. 7.15.

Part of light is able to go through the air cavity and the other through the sil-
ica microfiber. The phase difference between the two optical paths depends on the
refractive index of the cavity. The authors reported a preliminary refractive index
sensitivity of −8935 nm/RIU for the Mach-Zehnder interferometer between 1.333
and 1.341 RIU. The microfiber knot resonator can be used to allow discrimination
between temperature and refractive index. Moreover, if the microfiber knot resonator
is coated, becoming immune to ambient refractive index variations, it can be used as
a reference to extract temperature effects from refractive index measurements.

Final Remark
From the creation of the first microfiber knot resonator until nowadays these struc-
tures have been studied and applied in different fields, particularly in sensing applica-
tions. The multiple characteristics addressed in this chapter show the great potential
of microfiber knot resonator structures to be used as sensors, in some cases in place
of conventional ones. Different techniques were explored to overcome fragility and
stability problems, increasing therefore the sensors durability and its range of appli-
cations. It was also shown that microfiber knot resonators were object of several
studies for application in temperature and refractive index sensing.

In the last couple of years, researchers have put their effort to develop new con-
figurations of microfiber knot resonators. The incorporation of different materials
in the structure allows to increase the scope of these sensors. As a result we have
new alternative configurations that are getting more and more complex but, on the
other hand, the new sensors present increased sensitivity to the measured parame-
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ters and are able to measure different parameters than conventional microfiber knot
resonators.

In terms of future developments in the area, the combination of new materials
of microfiber knot resonators has still a lot to be explored and will be a topic of
interest for research. There is a need for sensors capable of discriminate between
different parameters, either by performing simultaneous measurement or by simply
correcting the influence of cross-sensitivity when measuring a single parameter. To
match these needs, the combination of microfiber knot resonators with other well-
known structures, such as interferometers, Bragg gratings, Fabry-Perot cavities, and
others, can be a good solution.
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Chapter 8
High Power Continuous-Wave Er-doped
Fiber Lasers

Leonid V. Kotov and Mikhail E. Likhachev

Abstract Recent years, high power fiber lasers at the spectral region near 1550 nm
attract a lot of attention as promising sources for numerous civil and military appli-
cations. There are four main type of lasers allowing to generate high power radiation
at this spectral range: Er/Yb-co doped fiber lasers, Yb-free Er-doped fiber lasers
cladding-pumped at 980 nm, Er-doped fiber lasers core-pumped by Raman lasers at
1480 nm, and Er-doped fiber laser in-band pumped at 1532 nm. In this chapter we
review current states, limiting factors and future perspectives of all these approaches.

8.1 Introduction

An emission band of erbium ions near 1.5 µm which coincides with the silica fibers
minimum loss spectral rangemade Er-doped fibers (EDFs) indispensable for the tele-
com industry. These fibers were actively studied during 1990s in order to develop
efficient high-gain optical amplifiers. The output power of such amplifiers required
by telecom applications does not exceed 1W. At the same time, there is large variety
of applicationswith a great demand of the high power (1W–1 kW) laser sources oper-
ating at 1.5 µmwavelength. There are three main reasons for that. First, this spectral
range falls into the transparency window of the atmosphere, so a laser beam can be
transmitted over a long distance with low loss. Second, a radiation at wavelengths
longer than ~1400 nm is not focused by an eye lens on a retina. For this reason,
1.5 µm lasers are concerned to be so-called “eye-safe” type of light sources. Thus,
for many applications high power Er-doped fiber lasers are much more preferable
than e.g. Yb-doped counterparts operating near 1 µm due to safety reasons. Third,

L. V. Kotov (B)
College of Optical Sciences, University of Arizona, 1630 E. University Blvd., Tucson, AZ 85721,
USA
e-mail: alterlk@yandex.ru

L. V. Kotov · M. E. Likhachev
Fiber Optics Research Center of the Russian Academy of Sciences, 38 Vavilova str., Moscow
119333, Russia

© Springer Nature Switzerland AG 2019
P. Ribeiro et al. (eds.), Optics, Photonics and Laser Technology 2017,
Springer Series in Optical Sciences 222,
https://doi.org/10.1007/978-3-030-12692-6_8

165

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-12692-6_8&domain=pdf
mailto:alterlk@yandex.ru
https://doi.org/10.1007/978-3-030-12692-6_8


166 L. V. Kotov and M. E. Likhachev

the active development of the optical communication industry at 1.55 µm during
last decades resulted in the large amount of available high-quality low-cost optical
components (isolators, wavelength division multiplexers (WDMs), circulators, cou-
plers etc) operating at this wavelength range. This frequently makes the Er-doped
fiber lasers (EDFLs) more attractive than Yb- and especially Tm-fiber sources from
the commercial point of view. Therefore, high-power EDFLs are quite interesting
for such applications as light detection and ranging, power beaming, illumination,
free-space optical communications, remote sensing and bio-medical applications.

Despite the great demand of the high-power Er-doped fiber lasers for civil and
military applications, demonstrated output power of such lasers are lower than that
from any other commonly used rare-Earth-doped silica-based fiber laser. Thus, to
date, 10 kW [1], 1 kW [2], and 400W [3] power levels were demonstrated from Yb-,
Tm- andHo-doped fiber lasers respectively. At the same time, the highest power from
a fiber laser at 1.55 µm is only 300 W [4]. The reasons for that are low Er3+ ions
absorption and emission cross-sections and concentration effects caused by erbium
ions clustering.

In this chapter we consider the main factors limiting manufacturing of the high
power fiber lasers near 1.55 µm, present state of the art solutions, and discuss
prospects of the power scaling of such systems.

8.2 Properties of Erbium Ions in Silica Glass

8.2.1 Spectroscopic Properties

There are several absorption bands of the Er-doped silica glass in the visible and
near IR spectral ranges. Figure 8.1 demonstrates energy diagram of erbium ions in
silica glass [5]. Transitions between the ground state 4I15/2 and higher-lying energy
levels might be observed by absorption measurements. Figure 8.2 represents typical
absorption spectrum of the Er-doped silica fiber measured by a cut-back technique
[5].

The energy level 4I13/2 has a rather long lifetime of ~10 ms (it slightly varies with
the glass composition). Electron transition from this level to 4I15/2 provides lasing
in ~1530–1610 nm spectral range. Due to a large energy gap between 4I13/2 and
the ground state a population of this level is almost equal to zero when not pumped.
Population inversion might be achieved by an optical pumping into any upper energy
levels (then ions quickly, mostly nonradiatively relax to the 4I13/2 level) or directly
into short-wave edge of the absorption band 4I13/2. As the lower laser level is the
ground state rather high population inversion (~50% depending on wavelength) is
required to have a positive gain of Er-doped fiber.

Absorption and emission spectra of EDFs as well as the lifetime slightly depend
on the glass host. This is a result of different positions of Stark levels, intensities of
transitions between them and their homogeneous and inhomogeneous broadening
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Fig. 8.1 Energy diagram of erbium ions in silica glass [5]

Fig. 8.2 Experimentally
measured loss spectrum of
an Er-doped silica glass. The
absorption at 400–600 nm
region was divided by the
factor of 10; the small
oscillatory structure near
1100 nm corresponds to the
cutoff of the second-order
mode of the fiber [5]
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Fig. 8.3 Absorption and
emission cross section of an
Al co-doped EDF [6]

in different glass matrices. 4I13/2–4I15/2 transition absorption and emission cross
sections of a widely used Al co-doped Er-doped glass are presented in Fig. 8.3 [6].

8.2.2 Loss Mechanisms

One of the main reasons for the relatively low demonstrated maximum power of
Er-doped fiber lasers is their low pump-to-signal conversion efficiencies. There are
two main mechanisms that results in loss of pump and signal powers and, therefore,
suppress the efficiency.

First mechanism is the background or so-called grey loss. This loss are weakly
dependent on awavelength and are sumofmany factors: electron and photons absorp-
tion, Rayleigh scattering, impurities, glass non-uniformities, stresses etc Although
grey loss less than 0.17 dB/km were demonstrated for telecom fibers typical loss of
EDFs are 1–50 dB/km. This is caused by erbium and co-dopants precursors whose
purity is oftenmuchworse than that of commercially available germaniumand silicon
chlorides used for themanufacturing of the telecomfibers. It should be noted, that loss
of cladding-propagating light in state-of-the-art double-clad fibers is ~10–50 dB/km,
which also affect the efficiency of the cladding-pumped lasers.

Second mechanism is up-conversion processes caused by a clustering of erbium
ions.The thing is in rather lowsolubility of erbium ions in silica glass. Itwas shown [7,
8] that distribution of Er3+ in silica glass is not fully uniform and a noticeable amount
of ions are much closer to each other than it can be expected from the statistics. In
other words, erbium ions form clusters in the glass matrix. Short distance between
ions within a cluster leads to a fast ion-ion energy exchange and cause an effect called
up-conversion illustrated below.

Let’s consider cluster that consists from only two erbium ions. When both of
ions are excited one of them transfers its energy to another and goes into a ground
state. The other one simultaneously will go to the upper 4I9/2 state and then fast
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Fig. 8.4 Illustration of the up-conversion process

Fig. 8.5 Dependences of
part of clustered ions on
erbium concentration for
glasses with high and low
aluminum concentration [11]

non-radiatively relaxes back to the 4I13/2 state (Fig. 8.4). Thus, up-conversion results
in the loss of a signal or pump photon. For clusters of bigger size the up-conversion
process proceeds in a similar manner.

Co-doping of the silica glass with aluminum or phosphorus oxides allows signif-
icantly decrease a number of clustered ions of rare earth elements [9]. For Er-doped
silica glass it was shown that namely aluminum co-doped fibers demonstrates the
best performances [10]. Thus, to date, Al2O3 is the most usable co-dopant for Er-
doped fibers. Figure 8.5 shows dependences of part of clustered ions for fibers with
low (<1.5 mol%) and high (>3 mol%) concentrations of the aluminum oxide [11]. It
can be seen, that an addition of aluminum allows significantly decrease a number of
the erbium clusters in the silica glass. However, it should be noted, that the clustering
suppression saturates with the aluminum concentration at doping level near 3 mol%.
Further increase of the aluminum content does not affect the clustered ions number
[10].

Thus, up-conversionmight be considered as a source of unbleachable loss at signal
and pump wavelengths. The value of this loss depends on the erbium concentration,
the population inversion and the glass composition.
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8.3 Er-doped Yb-free Fiber Lasers Cladding Pumped
at 980 nm

The erbium absorption band near 980 nm is often used for pumping due to the
availability of efficient and cheap pump diodes at this wavelength. Worth to note that
rather high—close to quantum limited—pump conversion efficiency could easily be
reached in the Er-doped fiber lasers and amplifiers core-pumped at 980 nm [12].
However, the development of efficient cladding-pumped EDF lasers is much more
challenging. The reason is in rather low pump absorption and emission cross-sections
of Er3+ (~10 times lower than that of e.g. Yb3+). Thereby a relatively long fiber is
required to absorb the pump and to have a sufficient gain. Exploiting of a cladding-
pumped scheme even further reduce the pump absorption (approximately by the
factor equal to the cladding to core areas ratio) and increase a fiber length. As a
result, the influence of the background loss and the loss associated with clustering
becomes considerable and leads to the significant efficiency drop. There were several
attempts to realize high-powerEr-doped lasers cladding-pumpedfiber lasers [13–17],
however efficiency of these lasers for a long time remained relatively low: less than
24% in a single-mode regime and less than 30% for multimode lasers. Accurate
optimization of active fiber parameters was required in order to develop efficient
high-power Er-doped fiber lasers cladding-pumped at 980 nm.

8.3.1 Optimization of a Double-Clad Er-doped Fiber Design

In 2013 an influence of double-clad Er-doped fibers parameters on their efficiencies
was studied through a numerical modeling [11, 18]. It can be seen from Fig. 8.5 that
fibers with high Al2O3 concentration exhibit a better Er3+ ions solubility. However,
it worth to note that the high aluminum refractivity leads to a high core-to-clad index
difference �n, limiting the core diameter to 6–10 µm for a single mode regime.
A simulation result for amplifiers based on the double-clad EDFs with high Al2O3

concentration and core diameter of 10µmoperating at 1550 nm are shown in Fig. 8.6
(curve (1)). It can be seen that the efficiency of the amplifiers based on this type of
fibers does not exceed 5%. Reduction of the aluminum content in the core reduces
�n and allows increasing the core diameter. There are commercially available EDFs
with 20 µm core (�n ~ 0.002) which are operated singlemode by properly bending
the fiber [15, 19]. Despite a poor solubility of erbium in such a glass (see Fig. 8.5),
increasing the core-to-clad ratio enables the higher clad absorption and therefore the
shorter active fiber. This reduces the influence of the up-conversion and grey loss per
amplifier length. Calculations show significant increase of the slope efficiency for the
20 µm core fiber design (see curve (2) in Fig. 8.6). The maximum slope efficiency
of 16% might be achieved with such fibers.

In order to clearer demonstrate the influence of the background loss and the loss
caused by the clustering calculations taking into account each effect separately were
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Fig. 8.6 Calculated slope
efficiencies of cladding
pumped at 980 nm Er-doped
fiber amplifiers with various
Al2O3 concentration, core
diameter and operating
wavelength (clad diameter is
125 µm). 1: >3 mol%,
10 µm, 1550 nm; 2:
>1.5 mol%, 20 µm,
1550 nm; 3: 1.5 mol%,
20 µm, 1585 nm; 4:
1.5 mol%, 35 µm, 1585 nm
[11, 18]

Fig. 8.7 Calculated slope
efficiency of 20/125 µm
EDF with taking into account
only clustering (dotted), only
background loss (dashed),
and both (solid)

performed in [18]. The simulation was made for the same fiber parameters as for the
curve (2) in Fig. 8.6. Results are presented in Fig. 8.7. As follows from it the up-
conversion causes a significant degradation of the efficiency in heavily doped fibers.
It is caused by the growth of the number of Er-ion pairswith erbiumconcentration.On
the contrary, for fibers with low Er3+ content, their length reaches hundreds of meters
and the efficiency decreases due to the high net value of background loss. Thereby,
there is an optimal concentration of Er3+ where sum of clustering and background
loss is minimized.

At longer wavelengths Er3+ ions and therefore clusters have a lower absorption
cross-section. This decreases the number of ions in the excited state and therefore
suppresses the up-conversion. So, growth of the efficiency can be obtained by oper-
ating at longer wavelengths. The curve (3) in Fig. 8.6 shows the efficiency for the
same fibers as in (2) however operated at 1585 nm. The highest efficiency in this case
is ~27% at the Er3+ content ~1025 m−3. This result is in a good agreement with [15]
where 24% slope efficiency was obtained in an EDF with core and cladding diam-
eters of 20 and 125 µm and slightly higher erbium concentration. Further increase
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of the wavelength (for example to 1600 nm) did not show more improvement of the
efficiency due to very low Er3+ emission cross-sections at long wavelengths.

To date, stable manufacturing of fibers doped with ~1.5 mol% of Al2O3 and �n
~ 0.001–0.0015 was achieved by co-doping with fluorine enabling the fabrication
of singlemode fibers with a core diameter up to 35 µm [11]. The efficiency for
these fibers is shown by a curve (4) in Fig. 8.6. Efficiency as high as 40% can be
obtained with such a design. Thus, the maximum efficiency of an EDF cladding-
pumped at 976 nmmight be achieved for the large mode area fibers operating at long
wavelengths.

8.3.2 Experimental Results

According to the calculations presented above a fiber with optimal parameters was
fabricated in [11, 18]. The fiber core contained ~0.017 mol% Er2O3 (~7 · 1024 Er3+

ions/m3), ~1.5 mol% Al2O3 and ~1 wt% of F. The core diameter was 34 µm. The
refractive index profile (RIP), calculated fundamental mode field distribution (mode
field diameter: 24µm) and microscope image of the fiber facet are shown in Fig. 8.8.
The cutoff wavelength of the fiber was 1.7 µm, ensuring the singlemode operation
in a gently bent fiber (Rb < 35 cm) operated at 1585 nm. The cladding of the fiber
was square-shaped with a surface area of 110 × 110 µm2 (corresponding to that of
a circular fiber with a diameter of 125 µm). The fiber was coated with a low index
polymer providing NA � 0.46. The small-signal cladding absorption was 0.6 dB/m
at 980 nm.

Manufactured fiber was tested as a gain medium in high power amplifier and
oscillator laser schemes. Sketches of experimental setups are presented in Fig. 8.9. In
both cases a pump radiation from pigtailed 980 nm multimode diodes (105/125 µm,
0.22NA)was launched into the active fiber through a commercially available 6+1 to 1
pump combiner. A fiber laser with output power of 4W at 1585 nmwas used as a seed
source for the amplifier. A cavity of the oscillator was formed by highly reflective
fiber Bragg grating (FBG) and a straight cleaved output fiber facet providing 4%
Fresnel reflection. The FBG was written in a passive fiber with 20/125 µm core/clad
diameters (NA � 0.08/0.46). Output end of the amplifier was angle-cleaved. In both
schemes a high-power cladding light stripper similar to that described in [20] was
made near the output end of the active fiber. The combined available pump powerwas
275W and 190W in amplifier and oscillator experiments respectively. Dependences
of output powers on launched signal powers for the amplifier and the oscillator are
presented in Fig. 8.10. In both cases maximum output powers were limited only by
available pump powers.

Maximum output powers of 100 and 75 W, and slope efficiencies of 37 and 40%
were achieved. The output spectrumdidn’t show any amplified spontaneous emission
(ASE) over the emission band and the beam quality was close to the diffraction limit
as presented in the insets of Fig. 8.10. Taking into account high electrical to optical



8 High Power Continuous-Wave Er-doped Fiber Lasers 173

Fig. 8.8 Top: Refractive index profile and calculated mode field distribution in the manufactured
fiber (top) [11]; Bottom: and microscope image of the fiber facet [18]

(E–O) efficiency of 980 nm diodes (~50%), the E–O efficiency of the developed
lasers was ~20%.

To date, the output power of 100 W and the slope efficiency of 40% are the
highest demonstrated power and efficiency for the cladding-pumped at 980 nm Yb-
free Er-doped fiber lasers. Concerning power scaling of such type of lasers, to date,
980 nm pump diode with 105/125 output fiber (0.22 NA) and power of 100 W are
commercially available now. Thus, using a standard 7 to 1 pump combiner one can
build 280WEr-doped all-fiber laser. Moreover, recently 270Wdiodes were reported
as experimental samples [21]. Therefore power scaling of such Er-doped lasers to
the ~850 W level might be performed in the near future.
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Fig. 8.9 Experimental set up of high power amplifier (top) [18] and oscillator (bottom) based on
the developed double-clad EDF [11]

Fig. 8.10 Output power of the amplifier (left) [18] and oscillator (right). Insets: output spectrum
of the oscillator and its beam profile [11]

8.4 Er-Yb Co-doped Fiber Lasers

8.4.1 Yb Sensitization of Er-doped Fibers

As itwas shown above, the lowvalue of Er3+ ions cross-sections results in the increase
of the active fiber length and corresponding raise of net loss in laser/amplifier. One
solution to this problem is to sensitize fiber by co-doping the EDF with ytterbium.
The Yb3+ then absorbs most of the pump light and cross relaxation between adjacent
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Fig. 8.11 Left: The energy levels for the Er-Yb co-doped system. Right: Attenuation spectrum of
a co-doped fiber with Er:Yb concentration ratio 1:30

ions of Er3+ and Yb3+ allows the absorbed energy to be transferred to the Er3+, thus
providing another route for pumping the laser (see Fig. 8.11).

It should be noted that the absorption cross-section of ytterbium is order of mag-
nitude higher than that of erbium. In addition, Yb3+ ions have only one energy
transition in the near infrared region, thus clustering of ytterbium ions does not
lead to up-conversion processes. Therefore, much higher ytterbium concentrations
(up to several wt%) might be used comparing to that of erbium (~0.1 wt%) without
impact on the efficiency. As a result, co-doping of an Er-doped fiber with Yb3+ allows
increasing pump absorption by several orders of magnitude (see Fig. 8.11). It is also
important that Yb co-doping increase solubility of the Er ions [22], which also allows
one to increase pump-to-signal conversion efficiency.

Several groups successfully demonstrated low power (<1 W) Er-Yb lasers in the
early 1990s [23, 24]. However, when more powerful pump diodes became available
it turned out that power scaling of Er-Yb lasers to levels higher than several Watts is
quite challenging. The main limiting factor for that is a parasitic emission (ASE or
even lasing) of ytterbium ions near 1 µm. It results in an efficiency rollover at high
powers and a self-pulsing near 1 µm causing the catastrophic damage of the fiber
and optical components.

Reasons for the parasitic lasing are the back energy transfer from Er to Yb ions
and the fact that there are some amount of isolated Yb3+ ions (i.e. not coupled with Er
ions) that might emit light near 1 µm. Thus, careful core composition optimization
is required to increase a threshold of the parasitic emission. Particularly, heavily
phosphorous doping of the active core is usually used. The addition of phosphorous
to the silica glass increase the phonon energy and ensure rapid multiphonon decay
from the 4I11/2 level of Er3+ so minimizing back transfer of energy to the donor Yb3+

ion. Another way to avoid self pulsing near 1 µm is simultaneous operation at 1 and
1.55 µm. This might be realized by building additional cavity or seeding at 1 µm
[25, 26].



176 L. V. Kotov and M. E. Likhachev

Fig. 8.12 MOPA setup from [29]

8.4.2 High-Power Er-Yb Lasers

To date, the maximum power demonstrated with standard singlemode fibers with
5–10 µm core diameters is only ~10 W [24–27]. This level is limited by parasitic
ASE and self-pulsing near 1 µm.

The best results in power scaling of Er-Yb fiber lasers were achieved by the group
from Optoelectronic Research Center. The authors proposed exploiting of large-
mode area active fibers. Increase of the core diameter allows reduction of the power
density and, therefore, increasing the Yb lasing threshold. At the same time, the
requirement of a high phosphorous concentration which increase refractive index of
the glass leads to the fiber multimodeness.

In [29] an Er-Yb fiber with core/cladding diameters of 30/650 µm and the core
NA of 0.2/0.45 was developed. The Er-Yb co-doped core provided a core absorption
of 67 dB/m at 1535 nm (from the Er doping) and an inner cladding absorption for
the pump light at 975 nm of 1.4 dB/m (from the Yb doping). The fiber was tested
in a MOPA scheme presented in Fig. 8.12. The fiber was end-pumped from the
signal output end by a free-space coupled diode stack at 975 nm with up to 470 W
of launched pump power. Both fiber ends were angle cleaved to eliminate signal
feedback. The signal from the preamplifier was launched via a free-space coupling
arrangement, through a beam splitter and a dichroic mirror that were inserted to
monitor the backscattered signal and to separate the residual pump and any spurious
Yb emission at 1 µm from the signal beam path.

The dependences of the signal power near 1.55 µm and the spurious lasing at
1 µm, and their spectra are presented in Figs. 8.13 and 8.14.

The highest output power of 151 W at 1563 nm was achieved at a launched pump
power of 457W. The slope efficiency of 35% at low powers dropped to 29% at higher
powers because of the onset of Yb emission. The maximum power of this emission
exceeded 70 W at the maximum pump power. Despite the high value of V factor
(V � 12) singlemode operation was achieved through the fiber bending and beam
quality parameter M2 � 1.1 was measured.
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Fig. 8.13 Signal power versus final-stage pump power. Inset: output spectra at 1563 nm [29]

Fig. 8.14 Yb-emission
power versus final-stage
pump power. Inset:
Yb-emission spectra [29]

In their following work the authors built a high-power oscillator schematically
presented in Fig. 8.15 [4]. The fiber used in the experiment had a 30 µm core and a
600 µm cladding with NAs of 0.21 and 0.48. The absorption for light in the inner
cladding from the Er and Yb ions are 0.11 dB/m at 1535 nm and 3.8 dB/m at 976 nm.
The EYDF used for the laser is 6-m long, and both endswere cleaved perpendicularly
to the fiber axis. The laser cavity was formed between the bare fiber facet at the pump
launch end of the fiber and a dichroic mirror butt-coupled to the fiber at the rear end.
The dichroic mirror had high reflection at 1.5–1.6 µm and high transmission for the
pump and Yb emission wavelengths at ~1.07 µm.

Figure 8.16 shows the laser performance at 1.56 µm (left) and 1.07 µm (right).
As well as in the MOPA setup discussed above a significant rollover of efficiency
(from 40 to 19%) associatedwith anYb parasitic emission can be observed. 297Wof
power at 1.56µm and total 340W of power at 1µmwere measured at the maximum
pump power. The beam quality parameter for the output at 1.56 and 1.07 µm were
3.9 and 12.
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Fig. 8.15 Schematic of the Er:Yb codoped fiber laser system [4]

Fig. 8.16 Output power at 1.56 and 1.07 µm as functions of pump power [4]

The output power of 297 W, to date, is the highest power ever demonstrated for
a laser operating near 1.55 µm. However, further power scaling of such systems
looks challenging due to the serious impact of the parasitic Yb emission on the laser
performance. The requirement of the 1 µm lasing control prevents building of all-
fiber system and makes Er-Yb lasers rather complex and impractical. Significant
improvement of a fiber design is required to overcome this issue.

8.5 Er-doped Fiber Lasers Cladding-Pumped at 1530 nm

In recent years in-band (or resonant) pumping has been the focus of attention as a
promising approach for building high average power fiber lasers. For these lasers
low quantum defect has allowed the demonstration of much higher optical-to-optical
(O–O) efficiency and thus lower heat loads compare to their off-band pumped coun-
terparts. For Er-doped fibers absorption peak near 1530 nm is often used for in-band
pumping.
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8.5.1 Pump Sources Near 1530 nm

There are commercially available InGaAsP/InP diode systems operating near
1535 nm that can be used for Er-doped fibers pumping. At the same time, to date,
their parameters are much inferior to that of well-developed diodes at 915/980 nm.
Available power of these diodes typically doesn’t exceed ~30 W (for 105/125 µm
fiber), and efficiency is ~25%. To compare, 980 nm diodes available power and effi-
ciency are ~100 W and 50%. In addition, a price of 1530 nm diodes is rather high.
Another problem of diode pump sources is a thermal drift of the central wavelength.
The point is in the rather small (several nanometers) spectral width of the erbium
absorption peak near 1530 nm. Therefore, a pump wavelength variation with power
or temperature can lead to a decrease of the pump absorption and, thus, efficiency
reduction. Moreover, it is known that even diodes with wavelengths locked by a vol-
ume Bragg grating frequently generate significant amounts of out-of-band radiation
when operated near the maximum current and/or at high heat sink temperatures.
The highest demonstrated to date pump power from diode sources near 1535 nm in
125 µm fiber is 170 W [19]. It was obtained by combining of 6 multimode diodes
through a commercially available 6+1 to 1 pump combiner.

In order to overcome disadvantages of diode sources fiber pump lasers were
developed by several groups [28, 30–32]. For instance, in [30] single-mode 1535 nm
an Er-Yb laser with 20W of output power was used to core- and clad-pump Er-doped
fiber. At the same time, as it was shown in Sect. 8.4 power scaling of Er-Yb lasers
to 100 W and above power level is quite challenging due to the parasitic Yb lasing.
To avoid this limitation Jebali et al. [28] proposed to combine several single-mode
Er-Yb laser. The setup of the laser is schematically shown in Fig. 8.17. A radiation
of 36 fiber lasers at 1535 nm was coupled into the cladding of an active double-clad
fiber through specialty-developed combiner. Each Er-Yb pump laser was, in turn,
pumped by 976 nm fiber coupled multimode diodes (see dashed box in Fig. 8.17).
A commercially available (CoractiveDCF-EY-10/128) Er-Yb fiber was used as an
active medium for these lasers. The fiber had relatively high Yb concentration that
caused high heat load. As a result, the output power of each pump laser was thermal
limited at level of ~10 W. The average efficiency of pump lasers was 35.6%.

The outputs of these pump lasers were combined using a custom-made pump
combiner that merges 37 standard single-mode fibers inputs (SMF28) into one core-
less 125 µm fiber with a NA of 0.45. The manufacturing technique of the 37 → 1
fused fiber bundle combiner is described in [33] and [34]. The pump combiner losses
was evaluated to be ~0.3 dB. As a result, ~370 W of multimode pump radiation at
1535 nm in 125 µm fiber was generated.

Another approach to build a high power pump laser at 1535 nmwas demonstrated
in [31]. It was proposed to use multimode Yb-free Er-doped fibers cladding-pumped
at 980 nm. As it was shown in Sect. 8.3.1, increase of the core diameter of cladding-
pumped Er-doped fibers results in significant improvement of their efficiency. It
worth to note, that there is no need for a high beam quality of the 1535 nm pump
source for cladding-pumped lasers. The parameters of the EDF core are limited only
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Fig. 8.17 Experimental setup from [28]

Fig. 8.18 a Computed slope efficiency of the amplifier at 1535 nm. b Refractive index profile and
of the Er-doped preform and microscope image of the fiber facet 32

by the requirement to match them to the pump ports of standard pump combiners: a
core/cladding diameter of 105/125 µm and a numerical aperture of 0.15. Therefore,
the active fiber core could be multimode and has diameter up to 105 µm.

A numerical analysis similar to that described in Sect. 8.3.1 was performed in [31,
32] to define the optimum erbium concentration for a multimode Er-doped fiber. The
slope efficiency of a co-pumped power amplifier based on 100/125 µm double-clad
Er-doped fiber operating at 1535 nm was computed (Fig. 8.18a). It can be seen that
the efficiency as high as 40% could be achieved.

Based on the simulation results, a fiber preform with optimum parameters was
produced [31, 32]. The refractive index profile of the preform core is presented
in Fig. 8.18b. The preform was polished to an octagonal shape and a double clad
fiber was drawn down from it. The resulting fiber had core/cladding diameters of
95/125 µm and was coated with a polymer providing a pump NA of 0.46. A micro-
scope image of the fiber facet is presented in Fig. 8.18b.

The manufactured fiber was tested in an original laser scheme described below. It
should be noted that, in addition to a high E–O efficiency, there are other important
demands for the pump source: compactness, high long-term stability, small size and
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Fig. 8.19 a Scheme of the multimode laser. bOutput power of the multimode laser. Inset-spectrum
at full power [32]

low cost. The simplest and therefore the cheapest scheme for a fiber laser consists of
a gain fiber spliced between two FBGs. However, it is known that different modes
have different reflection spectra from an FBG written in a multimode fiber. As a
result, the spectrum of such a multimode laser has several peaks [13], leading to the
effective spectral broadening. In addition, this effect could result in unstable operation
because of the mode competition. To ensure a narrow spectrum of a multimode laser,
a MOPA scheme could be used. However, the requirement of a seed laser that is
powerful enough to saturate the amplifier increases the cost and footprint of the
system and makes it more cumbersome.

In [31, 32] the new, simple multimode laser scheme was proposed (Fig. 8.19).
A pump at 980 nm was launched into the cavity formed by 1.5 m of the single-
mode double clad EDF developed in [11] and a pair of FBGs. Four multimode pump
diodes at 980 nm and overall maximum power of 173 W were coupled through a
commercially available 7 × 1 pump combiner into the laser resonator. The FBGs
were written in a 20/125 passive fiber (NA~0.08/0.45) and had reflections of ~100
and 10% at 1535 nm with bandwidths <0.8 nm. The small-signal absorption from
the cladding near 980 nm of the single-mode EDF was ~0.6 dB/m [11], so only ~5%
of the overall pump power was absorbed in the single-mode laser cavity. It generated
light at 1535 nm with a slope efficiency of ~45% with respect to the absorbed power.
This signal was used as the seed radiation for the 12 m piece of the multimode
EDF described above that was spliced to the 10% FBG of the single-mode cavity. A
commercially available 105/125µmmultimode fiber was spliced at the output of the
laser, and a cladding pump stripper similar to that described in [20] was built at the
splice point. Therefore, the singlemode seed laser and the multimode amplifier were
both pumped by the same pump diodes at 976 nm, and the spectral width of the laser
was locked by the FBGs written in the single mode fiber, resulting in a relatively
narrow output spectrum.

Figure 8.19b depicts the output power of the developed multimode laser. 60 W of
output power, which was limited by the available pump power, was achieved. The
slope efficiency of the laser was estimated to be 35%. The output spectrummeasured
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Fig. 8.20 Laser scheme
from [35]

near 1535 nm with 0.1 nm resolution is presented in the inset of Fig. 8.19b. A small
part (~8% relative to the output power of the laser) of unabsorbed pump at 976 nm
was propagated in the multimode laser core together with the signal near 1535 nm.

8.5.2 Er-doped Fiber Lasers Pumped at 1535 nm

The first high-power Er-doped fiber laser resonantly cladding-pumped near 1535 nm
wasdemonstrated in [35]. Experimental setup from thiswork is presented inFig. 8.20.
It is comprised of a diode laser seeder, a preamplifier and a booster amplifier. The
preamplifier provided a maximum output power of 0.4 W in order to maintain a
signal level sufficiently close to saturating the booster gain. The Yb-free fiber booster
amplifier was based on a 9.5 m Liekki Er 60-20/125 double-clad large mode area
fiber with a core diameter and a numerical aperture of 20 and 0.07 respectively. The
booster amplifier was cladding co-pumped by six 5–6W fiber-coupled 105/125 µm,
NA of 0.15 InGaAsP/InP laser diode modules coupled into the active fiber via a 6+1
to 1 pump combiner. The maximum combined launched power was 30.2 W.

The maximum output signal power of 9.3 W at 1570 nm was obtained. The slope
efficiency with respect to the absorbed pump power and O–O efficiency were 45 and
33%. In their following works the authors built high-power all-fiber oscillators with
similar pump configuration and improved wavelength-stabilized diode sources [19].
As a result, the maximum output power of 88 W was achieved. The slope efficiency
relatively to the absorbed pump power and O–O efficiency were increased to 69 and
52%.

It worth to note, that the highest achieved by the authors optical-to-optical of 52%
efficiency is quite far from the quantum limit (96%). Thus, exploiting of a specialty
optimized fiber instead of a commercially available one was required in order to
increase the output power. Such optimization was done in [28]. As it was discussed
above, first of all, erbium ions clustering should be suppressed. An alumino-phospho-



8 High Power Continuous-Wave Er-doped Fiber Lasers 183

silicate glass matrix with addition of Yb and Er was used as a material of the core.
In contrast to Er-Yb lasers discussed above, Yb ions do not participate in the laser
transition of in-band pumped EDFs. It was shown that addition of other rare earth
elements such as lanthanumor ytterbiumallows to increase efficiency of theEr-doped
fiber lasers [22]. Apparently, a portion of the clusters that are consist of different rare
earth ions, whose energy levels do not coincide, and Er3+ ions are separated inside
the clusters by a second type of rare earth ions (e.g. Yb3+ or La3+). This effect may
prevent up-conversion processes in these clusters. At the same time, aluminum and
phosphorus oxides forms AlPO4 joints in silica glass. These structure units act as
solvation shells for Er3+ ions and by this way also improve erbium solubility in the
glass [10]. Both these approaches were applied by the authors of [28] to reduce
up-conversion loss.

The manufactured in [28] active fiber had core and cladding diameters of 17 and
125 µm. Small signal absorption of the fiber from the cladding was 1.1 dB/m at
1535 nm. Er:Yb concentrations ratio was 1:3.3. The laser setup depicted in Fig. 8.17
was used. The cavity consisted of a FBG acting as the high reflector and 18 m of
Er–Yb co-doped double-clad fiber with the cleaved end acting as the output coupler.
The 1585 nm FBG, with a 3 dB bandwidth of 2 nm and a reflectivity of 30 dB, was
UV written in a single-mode double-clad fiber having an 11 µm core diameter and a
NA of 0.08. 264 W of output power was achieved with the slope efficiency of 75%
with respect to the launched pump power in this experiment.

To date, 264 W [28] is a record demonstrated output power for the singlemode
Er-doped fiber lasers. However, available pump power for the scheme demonstrated
at Fig. 8.17 is quite limited by thermal effects and a parasitic emission of the single-
mode Er-Yb fibers. Further power scaling might be achieved by combination of the
fiber from [28] andmultimode pump sources discussed above (Fig. 8.19). Indeed, the
power of the describedmultimode fiber laser could be easily scaled. As it was already
mentioned, 100 W multimode pump diode sources at 980 nm with a 105/125 µm
fiber pigtail are commercially available now. Using these diodes together with 7-to-
1 pump combiners ~250 W of power at 1535–1590 nm from 100 µm core output
fiber (NA � 0.15) at the output of multimode laser. Finally, even this output power
level from multimode fiber laser is not limited. It is shown in [31] that decrease
of the pump conversion efficiency of multimode fibers is not very significant when
core-to-cladding diameters ratio is decreased to 0.5. The efficiency of 100/200 µm
core/cladding diameter with optimized erbium concentration and decreased back-
ground will have pump conversion efficiency of ~35% at 1535 nm. Currently pump
combiners with 19 pump ports (105/125 µm, NA � 0.15) and output fiber with an
outer diameter of 200 µm and a NA � 0.45 are commercially available. This means
that there are no fundamental limitation to scale output power ofmultimode Er-doped
lasers (output 105/125 µm fiber with NA � 0.15) to the level of 600 W of output
power.

Utilization of such powerful sources instead of semiconductor pump diodes or
Er-Yb fiber lasers could be very promising. In particular using of 7+1-to-1 pump
combiner and 7 such pump sources with a highly efficient in-band pumped Er-doped
fiber laser from [28] could allow one to scale output power of the single-mode laser
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to the unprecedented level of more than 3 kW. Therefore, to date tandem pumping
of single-mode Er-doped fiber by the multimode fiber lasers is the most promising
approach to build a multi-kW laser source at 1.55 µm.

8.6 Er-doped Fiber Lasers Core-Pumped at 1480 nm

As itwasmentioned aboveEr-dopedfibers demonstrated close to the quantum limited
efficiency when core-pumped at 980 [12] or 1480 nm [36]. In this case, required
length of the fiber is much smaller (approximately by factor of cladding-to-core
areas ratio) compare to the cladding-pumped schemes. This significantly reduces
the impact of clustering-induced loss on the efficiency. However, to date, the output
power of the available singlemode pump diode sources at these wavelengths is less
than few Watts. Similar to the pumping near 1530 nm good alternative to diode
sources is a usage of fiber lasers.

There were some attempts to manufacture a high-power Yb-doped fiber laser
operating at 980 nm [37–39]. However, efficient operation of Yb-doped fiber lasers
at this wavelength is greatly obstructed by a competitive lasing near 1030 nm. As a
result, proposed single-mode Yb-doped fiber lasers at 980 nm either demonstrated
low efficiencies and powers [38, 39] or were too cumbersome and expensive for
mass-production as a pump source [37]. As a result, no high-power Er-doped fiber
lasers core-pumped by fiber lasers at 980 nm have been reported yet to the best of
our knowledge. The development of fiber Raman lasers operating near 1480 nm was
more successive and are discussed in the following section.

8.6.1 Raman Lasers at 1480 nm

Stimulated Raman scattering is an effective method to generate new wavelengths
in optical fibers. Typical scheme of a Raman fiber laser at 1480 nm is presented
in Fig. 8.21 [40]. Radiation of a single-mode high-power Yb-doped fiber laser is
coupling into a cascaded Raman resonator. The resonator is formed by sets of Raman
input gratings (RIG), Raman output gratings (ROG), and a Raman fiber.Wavelengths
of grating sets are defined by a Stokes shift of theRaman fiber. For standardGe-doped
silica fibers the shift is ~440 cm−1, so five FBGs is required for each set to reach
wavelength of 1480 nm. For instance for Yb-doped fiber laser operating at 1117 nm
grating sets are consisting from FBGs at 1175, 1240, 1310, 1390 and 1480 nm [40].
All FBGs except output one at 1480 nm should be highly reflective. At the same time
it was shown that the P-doped fibers have a Stokes shift of ~1300 cm−1. In this case
only two FBGs per set (at 1240 and 1480 nm) are required.
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Fig. 8.21 Schematic of a typical Raman fiber laser [40]

Fig. 8.22 Output spectrum of Raman laser at 41 W of output power [41]

Using setup described above and Ge-doped fiber as an active media the maximum
of 41 W of output power at 1480 nm was achieved with 1117-to-1480 nm O–O effi-
ciency of ~40% [41]. The power limitation for such a setup came from an unwanted
scattering into the next Stokes order near 1580 nm. For 125 m of Raman fiber, the
1580 nm peak was only 15 dB below the 1480 nm peak at 41 W of output power
(Fig. 8.22). The 1580 nm peak could be reduced to 30 dB below the 1480 nm peak
by shortening the fiber length to 65 m, but with a negative impact on conversion effi-
ciency. Furthermore, as the fiber length was shortened, a smaller fraction of light at
the output was contained at 1480 nmwith more residual radiation at the intermediate
Stokes wavelengths [41].

Thereby, the lasing suppression at 1580 nm is required for further power scaling
of Raman lasers at 1480 nm. In order to do that the specialty Raman filter fiber
(RFF) was developed by the group from OFS Laboratories [42]. The RFF was a
germanosilicate fiber that used a fundamental mode cutoff to achieve distributed loss
at wavelengths longer than 1480 nm [42]. The RFF provided cascaded Raman gain
up to 1480 nm and distributed loss at longer wavelengths. The measured loss curve
is shown in Fig. 8.23.

Figure 8.24 shows the output power from the Raman laser as a function of 976 nm
pump power. The maximum total output power measured was 88.1 W, with 81 W
at 1480 nm, for a pump power of 250 W. The output of the 1117 nm, Yb fiber laser
at this pump power was 162 W. The measured spectrum at full power is shown in
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Fig. 8.23 Measured loss of RFF fiber [40]

Fig. 8.24 a Output power as a function of 976 nm pump power (including both oscillator and
amplifier pump power). b Output spectrum at maximum pump power on a linear and a log scale
(inset) [42]

Fig. 8.24b on a linear scale and on a decibel scale in the inset. At 1552 nm, the signal
is 42 dB below the peak at 1480 nm, and more than 60 dB down at 1580 nm. The
maximum output power was limited by the available pump power in this experiment.

Further Raman fiber laser construction optimization was done in [40]. The main
factors decreasing the efficiency of the Raman lasers were identified as follows [40]:

1. Transmission loss in the Raman input grating set and output grating set.
2. Two intra-cavity splices between low effective area (possibly dissimilar) fibers

constituting the grating sets and the Raman gain fiber.
3. Linear loss in the Raman fiber.
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4. Enhanced backward and forward light at the intermediate Stokes wavelengths
due to their bandwidth being higher than the grating bandwidths.

5. Splice loss between the Yb-doped fiber laser output and the low effective area
Raman fiber.

Thus, a number of loss components are associated with the cascaded Raman
resonator assembly. To eliminate the cascadedRaman resonator exploiting of a single
pass cascaded Raman scheme was developed in [40]. Two key ingredients were
necessary to make the single pass cascaded amplifier feasible. Firstly, a simple multi-
wavelength source which can simultaneously provide sufficient powers at all the
intermediate wavelengths. A lower power conventional cascaded Raman laser lends
itself ideally for this purpose. Light present at the output at all the intermediate
Stokes wavelengths provides sufficient seed power at the exact requiredwavelengths.
Secondly, scattering of the output wavelength to the next Stokes order can be further
enhanced in a single pass configuration. The use of Raman filter fiber eliminates this
problem and provides a technique to terminate the cascade of wavelength conversion.
The proposed in [40] laser design is presented in Fig. 8.25. A high power Yb-doped
fiber laser was combined with a lower power Raman seed laser. The Yb-doped fiber
laser was emitting at 1117 nm and the power was combined using an 1117/1480 nm
fused fiber wavelength division multiplexer (WDM). This is then sent through a
Raman filter fiber.

Figure 8.26 shows the total output power and components at each Stokes wave-
length measured as a function of input power at 1117 nm to the cascaded amplifier. A
progressive growth and decay of all the intermediate Stokes componentswith increas-
ing power can clearly be observed. A rapid growth of the final output wavelength is
seen beyond a power threshold.

Figure 8.27a shows the total output power and the 1480 nm component as a
function of input power at 1117 nm. The maximum output power was ~204 W at
1480 nm.The conversion efficiencieswere 65% from1117 to 1480 nm (for a quantum
limited value of 75%) and 43% O–O from 975 nm pump to 1480 nm. Figure 8.27b
shows the measured output spectrum at full power (log scale in the inset). More than
95% of the power is in the 1480 nm band indicating the high level of wavelength
conversion.

Fig. 8.25 Experimental scheme of single-pass cascaded Raman laser
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Fig. 8.26 Plot of total output power and components at each Stokes wavelength as a function of
input power

Fig. 8.27 a Plot of total output power and output power at 1480 nm as a function of input power
at 1117 nm. b Spectrum of the output in linear and log scale (inset) at maximum power [40]

In their following work with higher available pump power the authors realized
300 W single-pass cascaded Raman laser with output power of 300 W and similar
efficiency [43].

8.6.2 Core-Pumped Er-doped Fiber Laser

Developed Raman fiber lasers were used for core-pumping of Er-doped fiber lasers.
A backward pumped architecture was utilized in [44] (Fig. 8.28). 1554 nm FBG
with a FWHM of 6 nm served as the high reflector and a flat cleave (which provides
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Fig. 8.28 Experimental setup from [44]

Fig. 8.29 a Output forward power at 1554 nm as a function of 1480 nm input. b Output spectrum
of the laser [44]

a 4% reflection) was used as the output coupler. An advantage of the backward
pumped architecture was that no additional filtering was necessary for applications
which might be sensitive to the power at the intermediate wavelengths. The output
of the FBG was fusion spliced to 21 m of length of MP980 Er-doped fiber from OFS
Specialty Photonics Division. The fiber had a peak absorption of approximately
6 dB/m at 1530 nm, 0.23 NA and a mode field diameter of approximately 5.6 µm.

Figure 8.29a shows the forward output power at 1554 nm as a function of input
1480 nm pump power. The maximum power of 101 W was obtained with 142 W
of pump power corresponding to a conversion efficiency of 71%. The output power
was only limited by the availability of pump power. Figure 8.29b shows the output
spectrum at maximum power. The laser FWHM is ~3.5 nm. No ASE was observed
even at 50 dB below the emission peak.

It should be noted that the high power WDMs is a critical part of core-pumped
high-power oscillators/amplifiers. It was shown above, theseWDMs are used to build
1480 nm pump source, and to couple pump radiation into EDF. The intensity of the
light in suchWDMs are much higher than that in pump combiners used for cladding-
pumped scheme. This makes the development ofWDMswhich are capable to handle
multi-hundred of Watts or even kilowatts power level rather challenging. Moreover
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it was shown, that additional efforts should be taken to filter out intermediate Stokes
waves that can cause long-term performance degradation of WDMs [45]. Thus,
further power scaling of the core-pumped Er-doped fiber lasers will be probably
limited by the availability of high-power multiplexors.
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Chapter 9
Characterization of the Charge Transfer
in an Enhanced Pinned Photodiode with
a Collection Gate

L. Girgenrath, M. Hofmann, R. Kühnhold and H. Vogt

Abstract An implantation scheme which enhances the readout speed of a silicon
pinned photodiode (PPD) with large pixel length is presented. A special type of
pinned photodiode which was developed by the Fraunhofer IMS in Duisburg, Ger-
many for Time-of-Flight distance measurement applications is taken as the starting
point. The sensor which was fabricated in a standard 0.35µmCMOS process and the
optimized design introduces a second gate, the Collection Gate (CG), to the pinned
photodiode which will be analysed. Based on this PPD, a second well implantation
is described which improves the electron transfer. Furthermore, the influence of the
CollectionGate on the electron transfer is described. The CG can alter the conduction
band energy of the PPD. It is shown that the barrier at the interface between well
and GC can be reduces by applying a voltage to the CG. The second implantation
in combination with the CG creates a designated electron path which introduces the
possibility to enlarge the PPD without affecting the performance of the sensor.
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9.1 Introduction

In recent years, the usage of optical and contactless distance measurements like
phase-modulation or time-of-flight has increased. Only a few years ago, time-of-
flight sensors were mainly used in radar applications to measure large distances. The
constant miniaturization of the sensor systems introduced these sensors into numer-
ous other applications fields like gesture control for entertainment systems, passenger
and pedestrians detection for the automotive industry or for area surveillance in safety
applications. All applications have in common that the basic principle of the distance
measurement is to determine the time of flight of the light. It is possible to measure
the time of flight directly or indirectly. The direct measurement is mainly applicable
to measure only one distance at a time like the distance between the earth and the
moon. The measurement of a whole scenery requires the distance to be calculated
indirectly which is done pixelwise by the internal comparison of the laser pulse with
the measured signal. Each sensor has to be designed to satisfy special requirements
for each application. As faster the systems has to work, as higher the requirements
are especially if operated in unfavourable conditions. If the system is used in the
everyday life, the usage of IR-light is mandatory for scanning applications in terms
of eye safety and distraction.

Basically, these so called 3D Time-of-Flight (ToF) sensors must meet three dif-
ferent requirements. They have to be fast and must be able to measure small and
large signals with the same resolution while maintaining a reasonable frame rate.
This means that the internal signal processing and signal acquisition has to be fast.
As nearly all relevant sensor parameters are defined by the sensor length [3], the res-
olution and transfer times can be enhanced by decreasing the sensor length. Simulta-
neously the sensitivity decreases as well and the noise level increases as well as the
cross talk especially if IR-Light is used. Furthermore, to maximize the measurement
range all additionally error sources has to be reduces as much as possible. The above
mentioned dependences show that the length of a photodetector for 3D ToF mea-
surements cannot simply by reduced to achieve a better performance as it reduces
the sensitivity. The best way to enhance the performance of the sensor is to increase
the sensor area while keeping the electron transfer time small. In this work, we will
analyse the basic structure of a pinned photodiode in terms of electron transfer speed
and collection gate voltage.

9.2 Transfer Times and 3D ToF Measurements

The basic principle of the indirect time of flight measurement is shown in Fig. 9.1.
A scenery is illuminated by a short light pulse and the time till the reflection can be
measured is defined as the time of flight. Since the light travels the distance D twice
in tl with the velocity c the distance can be calculated as:
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Fig. 9.1 Pulse scheme to
measure the distance in a
3D-ToF application

D = 1

2
× tl × c. (9.1)

Thedeterminationof tl in the real application is donewith two separatemeasurements
with slightly different timings. The time of flight is calculated by comparing the
charge informations generated for each measurement. The first measurement is done
while the laser is on and the second measurement is done after the laser is shut off
after ttrig for the same amount of time. The two generated charge informations are
called Q1 and Q2. The time of flight tl can be calculated as:

tl = ttrig × Q2

Q1 + Q2
. (9.2)

The smallest measurable distance is defined by the transfer time Ttrans of the
electrons. The distance of 0 m could only be measured if every generated electron is
read out instantaneously so that no electrons are generated in Q2. Since the electron
speed is not infinitely high, no generated electrons in Q2 is physically impossible.
Therefore, both of the charge informations will be affected by the transfer time (see
Fig. 9.2). The fastest electrons which are read out almost immediately define the
rising edge of the of the signal. These electrons originates from the area around the
read-out path which is always filled with electrons over the length of the laser pulse.
Therefore, the signal response is rather fast. The falling edge of the signal however is
defined by the slowest electrons. If the transfer time is high, the amount of electrons
that reaches the FD delayed increases. In a real measurement, the charge information
Q1 will always be measured too low and Q2 too high. The actual measured distance
Dmess can be calculated as:

Dmess = 1

2
× c × ttrig × Q2 + ΔQ2

Q1 + Q2 + ΔQ2 − ΔQ1
. (9.3)
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Fig. 9.2 Influence of the
electron transfer time on Q1
and Q2

Fig. 9.3 Calculated
measurement error over the
measurable distance of 3 m

ΔQ1 and ΔQ2 are the errors which are introduced to Q1 and Q2. The difference ΔD
between the real distance and the measured distance which is introduced by the finite
electron speed can be calculated as:

ΔD = c × ttrig
2

Q1ΔQ2 + ΔQ1Q2(
Q1 + Q2 + ΔQ2 − ΔQ1

)
(Q1 + Q2)

(9.4)

As discussed above, ΔQ1 is always smaller than ΔQ2. This dependency leads to a
significant influence of the electron transfer time to themeasured distance. On the one
hand, it results in a constant offset. The error on the other hand depends also on the
measured distance and is larger for small distances. Figure9.3 shows the calculation
of ΔD for the whole measurable distance (ttrig = 20 ns, Q1 = 1% and Q2 = 9%).
Eventually the delayed electron transfer reduces the measurement range.
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9.3 The Enhanced Pinned Photodiode

A standard pinned photodiode is composed of two implantations. These two implan-
tations are a low n-type implantation to form a well inside the p-type substrate and
a shallow p+ implantation to separate the well from the semiconductor-oxide inter-
face. The schematic cross-section of the well and the relevant depletion regions is
shown in Fig. 9.4. Both implantation define the properties of the well as both of the
pn-junctions define the potential inside the well [12]. The pn-junction [9] on top of
the well can be approximated as an abrupt junction because the acceptor concentra-
tion Np is much larger than the donator concentration Nn . The pn-junction at the
bottom of the well must be considered as continuous. In case of an abrupt junction,
the depletion layer will only be formed inside the n-well and the depletion layer
width Wn1 is defined as follows:

Wn1 =
√
2εs(Vnwell + Vbi1)

qNn
. (9.5)

εs describes the permittivity and Vbi1 the built-in potential of the abrupt junction. q
stands for the electrical charge and Vnwell describes the potential inside the well. The
depletion region of the continuous junction extends in the n-well as well as in the
p-epi substrate. The p-epi doping concentration Nepi is considered constant and the n-
doping concentration is considered to decrease linearly into the substrate. The space
charge density ρ(x) can now be calculated in respect to the n-well concentration
gradient a.

ρ(x) ≈ q(ax + Nepi) for − Wn2 ≤ x ≤ 0 (9.6)

ρ(x) ≈ −qNepi for 0 ≤ x ≤ Wp2 (9.7)

If the boundary conditions in the n-well are considered, the poisson equations gives
the electrical field on both sides of the pn-junction.

Fig. 9.4 Schematic drawing
of a p+np junction with the
resulting depletion layer
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En(x) = q

εs

(
a × x2 + Nepi × x + NepiWn2 − aW 2

n2

)
(9.8)

Ep(x) = −qNepi

εs

(
x − Wp2

)
(9.9)

The electrical field in the n-region En(x) and the electrical field in the p-region
Ep(x) will be the same at the junction and the width of the depletion regions can be
calculated (9.10).

Wp2 =
(
Wn2 − aW 2

n2

Nepi

)
(9.10)

nwell If the pinned photodiode is used as an optical sensor, the substrate is connected
to ground and the potential inside Wp2 is zero. The potential distribution inside the
depletion regions are calculated as:

Φ(x) = qNepi

εs

(
x2

2
− Wp2 × x

)
+ qNepi

2εs
W 2

p2 0 ≤ x ≤ Wp2 (9.11)

Φ(x) = q

εs

(
1

3
a × x3 + 1

2
Nepi × x2 +

(
NepiWn2 − aW 2

n2

)
× x

)
+ qNepi

2εs
W 2

p2 − Wn2 ≤ x ≤ 0

(9.12)

If x = 0, the potential inside the p- and n-regions must be the same. Since the p-epi
layer is connected to ground, the built-in potential Vbi2 of this pn-junctions defines the
potential inside the n-well (x = −Wn2). Since the Potential outside of the depletion
regions inside the n-well still influences thewidth of the depletion region, the potential
Vnwell can be used to widen or to reduce both of the depletion regions.

Vbi2 + Vnwell = q

εs

(
a2W 4

n2

Nepi
− 4

3
aW 3

n2 + 1

2
NepiW

2
n2

)
. (9.13)

The potential Vnwell which is necessary to bring both of the regions in contact
(Wn1 + Wn2 ≥ L) is called the pinning potential Vpin. If the depletion layer are in
contact, the well potential is pinned and it will only be defined by Vbi2. Therefore, no
electrical field can be present inside thewell and the dominating transportmechanism
is diffusion which is up to two orders of magnitude slower than the electron transport
in an electric field [6]. The pinning voltage depends only on the technology parame-
ters, which are defined by the implantation dose and implantation energy. Therefore,
the pinning voltage can be manipulated by adjusting the implantation scheme. In
recent years, many groups tried to implement an electrical field inside the n-well
to enhance the electron transfer [5, 10, 11]. One of the most recent improvements
were made by the group of the Fraunhofer Institute for Microelectronic Circuits ans
Systems in Duisburg, Germany. Derived from the work of Durini [2], Spickermann
[7], Süss [8] and Driewer [1] further increased the performance of the sensor. This
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Fig. 9.5 a Schematic cross section of a standard pinned photodiode. b The enhanced version which
was introduced by the Fraunhofer IMS. c Top view of the read-out path

already enhanced sensor will be the basic structure for this work. Figure 9.5 shows
the main differences between this new sensor architecture and a standard pinned
photodiode, which are the connection of the n-well with the Floating Diffusion (FD)
and a second gate, the so called Collection Gate (CG). Due to the connection of the
n-well and the FD, the charge can not longer be stored in the well but is accumulated
in the FD. The increase in n-type doping concentration affects the Collection Gate
(CG) and Transfer Gate (TG) to be self-conducting and they can be described as
tunable resistors. Therefore, a second draining path (fig. fig:ppdverglc) is mandatory
to measure a time-dependent signal. The electron current is switched between the
two path by changing the TG voltage VTG of both of the Transfer Gates. If TG1
is opened, TG2 will be closed. Since the electrons which are transferred into the
draining path can not be measured, the TG1 will be referred as TG. Every electron
which is generated outside the designated time steps should not be able to partici-
pate in the signal generation. The connection of FD and n-well are suppresses the
formation of a barrier at the interface to the TG so that an adjustment of the well
configuration doesn’t influence the charge transfer. This design introduces the pos-
sibility to manipulate the pinning voltage which limits the performance of a pinned
photodiode. The built-in electrical field is realized through an implantation gradient.
The doping concentration decreases through the n-well so that the lowest concen-
tration is implemented in the edge regions. The lower doping concentration widens
the depletion layer which results in a reduced pinning voltage. The change of the
concentration over the entire well results in a potential gradient which introduces
an electrical field inside the diode. However, the detection of photons requires the
well to be completely covered by the depletion layer. This boundary condition limits
the electrical field as the doping concentration needs to be relatively low. Since a
gradient depends on the length it is applied on, this effect also vanishes in bigger
sensors. The function of the CG is to collect the electrons which are generated inside
the well so that they can be transferred to the FD by opening the TG. The CG is set to
a constant positive potential which is lower as the highest possible TG potential VTG.
The voltage distribution across the diode forms a “stairway” for the electrons from
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Fig. 9.6 Influence of the TG
and CG voltage on the
potential distribution inside
of the pinned photodiode

Fig. 9.7 Schematic drawing
of the pinned photodiode as a
pixel

the well into the FD as it can be seen in Fig. 9.6a. Figure 9.6b shows the schematic
influence of the CG potential VCG on the electron transfer. If VCG is lower than the
pinning voltage (see red curve) a barrier is formed at the transition between well and
CG. If VCG is either set to the pinning potential or the TG potential, an area is formed
in which the potential is constant. Eventually, this will lead to a reduce in electron
speed beneath the gates.

If the pinned photodiode is used as a sensor, in the open-state the potential of the
FD is set to VFD = 5 V, VTG is set to 3 V and VCG can be vary between 0 and 2 V.
The open-state is the default state as one of the two read-out path are always open.
A schematic drawing of the pinned photodiode used as a pixel sensor is shown in
Fig. 9.7. Only the reset voltage Vreset directly influences the diode as it defines the
FD voltage VFD. CG and TG only influences the voltage distribution from the FD
over the read-out to the well. Beneath the gates, the potential is only affected by the
sheet resistance which is defined by VTG and VCG. The Potential inside the well is
constant due to the pinning voltage and the substrate is set to 0 V.
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As mentioned above, the absence of a potential gradient inside the well results in
a slower electron transfer. A strong gradient is only possible if the pinning voltage
can be mitigated. The highest possible electrical field would be achieved if the FD
voltage VFD drops across the whole diode. A global increase in doping concentration
could enable but it also decreases the optical performance of the sensor. Therefore,
another approach must be considered.

9.4 Manipulation of the Pinning Voltage

Figure 9.8a shows a schematic drawing of the depletion layers for a constant dop-
ing concentration inside the well. If the depletion regions are separated, the diode
resembles a JFET which is only connected from one side. The main difference is the
absence of the gate and a source contact. However, opening a designated electron
transfer path remains as the basic principle of operation. For a JFET, the electron path
is formed by applying a voltage to the gate which affects the width of the depletion
layerWD . Furthermore, the voltage applied at the drain node influences the depletion
layer (see 9.14) [9].

WD(x) =
√
2εsVbi + V (x) − VG

qND
(9.14)

The depletion layer width of a pinned photodiode is only defined by the potential
inside thewell. Thewell is pinned to the pinning potential as long asVFD is bigger than
Vpin. Otherwise, electronswould be injected into the diode and the two depletion layer
are separated. Instead of adding electrons from outside the diode into the well, the
same effect can be achieved by simply increasing the doping concentration NDPI (DPI
=Drift Path Implantation) [4] locally in themiddle of the well. Figure 9.8b shows the
schematic trend of the depletion layers with the doping gradient as well as the DPI.
The higher doping concentration near the read-out path leads to clearer separation
of the depletion layers. The FD voltage VFD is reduced by the sheet resistance of the

Fig. 9.8 a Schematic drawing of the depletion layers for a constant doping concentration inside
the well. b Schematic drawing of the depletion layers for a doping gradient inside the well
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Fig. 9.9 TCAD simulation of the electrostatic potential inside the diode. Top: without DPI, bottom:
with DPI [4]

well. Analogous to the JFET, the voltage inside the well changes the width of the
depletion layer. Equation (9.14) changes for a pinned photodiode to:

WD(x) =
√
2εsVbi + V (x)

qNDPI
. (9.15)

The implantation gradient prevent the cut off of the n-well from the read-out path.
Without the implantation gradient the depletion layers would connect in the front of
the well as the maximum voltage inside the well can be found at the front of the well.
As mentioned above, the voltage inside the n-well is pinned, if the depletion layer are
connected. the depletion layers in the rest of the well would never be connected and
the electrons are stored inside the well. Since the separation of the depletion layers
is big enough at the front of the well, the path closes at the edge of the well first.
Eventually, the pinning voltage across the diode resembles the actual voltage drop
across the diode of the FD voltage. The total potential difference is only depending on
the doping concentration of theDPI.ATCADsimulation of the electrostatic potential
inside the diode is shown in Fig. 9.9 as verification for the theoretical discussion.
Every change in doping concentration inside a pinned photodiode could lead to the
formation of a barrier at the beginning of the read-out path [3]. The best way to
mitigate a barrier is to reduce the overall doping concentration as the influence of
the doping concentration is reduced. Figure 9.10a shows the conduction band energy
inside the diode for different n-well doping concentrations. A plateau can be seen
for every curve, but a small electrical field would transfer the electrons through this
area. The only parameter which characterises a barrier is the slope of the conduction
band energy beneath the collection gate which can be seen in Fig. 9.10b. As it can
be seen, a barrier is only present for high n-well doping concentrations as the slope
gets positive for doping concentrations greater than 3.0 1

cm2 . The influence of the CG
voltage on the conduction band energy was simulated for a sensor without the DPI
(Reference), and two versions with the DPI from which one was designed with an
intentional barrier. The results are presented in Fig. 9.11. The barrier can be observed
as the conduction band energy shows a maximum for small VGC. By increasing the
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Fig. 9.10 Left: TCAD simulation of the conduction band energy for different doping concentra-
tions. Right: maximum slope of the conduction band energy beneath the collection gate [4]

CG voltage, the barrier is reduced and eventually vanishes. Therefore, the CG can
be used to reduce a barrier at the interface of the n-well and the read-out path. The
design of a standard pinned photodiode can also be simplified by introducing a CG
to the structure. Small barriers can be completely reduced and the diode must not be
optimized by numerous simulations and experiments. However, it is not practicable
for bigger barriers as the voltage which is applied at the CG reduces the number of
electrons which can be detected as the FD can only be filled until the CG Potential
is reached.

The conduction band energy of a pinned photodiode with only the doping gradient
and without the DPI shows a slightly different behaviour. The collection gate voltage
still influences the conduction band. It can be seen that the coupling between the CG,
TF and the well changes for different VGC. If VGC is nearly as high as the pinning
voltage, then the conduction band energy beneath the CG is coupled with the well.
The conduction band energy follows the slope of the well and then bends towards
the TG. If VGC increases, the coupling is shifted to the TG as the influence of the
well is reduced and the band bending changes the convexity.

The conduction band energy of the sensor without the intentional built-in barrier
is only coupled with the TG. Since the pinning voltage follows the voltage drop of
the FD voltage across the diode, the potential of the well does not have any influence
on the voltage distribution. The influence of the CG voltage on the electron transfer
should be reduced as the coupling with the TG is increased.

We calculated the transfer times based on the electron velocity simulation with
the assumption that the electrons travel one-dimensionally through the diode. Since
the pinning potential for a diode with the DPI isn’t pinned any more, the voltage drop
across the pn-junction is relatively high which leads to strong electric fields at the
well interfaces as it can be observed in Fig. 9.12. The electron speed in these regions
is nearly 100 times higher in comparison to a diode without the DPI. Eventually, this
leads to a improved electron flow across the diode as all electrons are forced into a
designated path. In Fig. 9.13, the Path-Time diagram for one electron can be seen
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Fig. 9.11 Simulation of the conduction band energy for different sensors. a With an intentional
barrier, b Reference and c DPI without barrier
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Fig. 9.12 Simulated electron velocity inside the n-well with the DPI (red) and without the DPI
(green)

Fig. 9.13 One-dimensionally simulation of the transfer time of one electron for a pinned photodiode
without the DPI (green) and with the DPI (red) [4]

which was calculated using (9.16). The transfer time is calculated for diodes length
of up to 40 µm with and without the DPI. In this one-dimensionally calculation, a
26 µm long diode can achieve the same performance as a 19 µm lond one.

t =
∫ S

0

1

v(x)
dx (9.16)
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9.5 Measurement

Wemeasure laser response curves to extract the parameters which describe the elec-
tron transfer to achieve comparable results. In Fig. 9.14a, the basic principle of
operation is shown to measure the laser response curves. The triggering of the laser
and the shutters is performed on-chip and the positions of the pulses refer to this
global trigger. The laser pulse is shifted towards the TG shutter which is positioned
at 75 ns. The laser delay can be adjusted in time steps of 6.25 ns. The laser response
is then plotted against the time remaining between TG shutter and laser pulse (time
before shutter: tBFS) as a function of the propagation delay in respect to the time of
flight of the laser pulse. An ideal photodiode with infinite electron speed should not
show any signal before the laser and the TG shutter overlap and the signal resembles
the laser pulse. This means that the time the first signal is recorded is equal to the
transfer time for a complete charge transfer. The intensities will be normalized in
respect to I0.

Since the electrons are not drained immediately, the form of the curve is altered
in respect to the transfer behaviour of the electrons. Therefore, the measured signal
provides an insight in the electron transfer. In combination with the second draining
path, it is even possible to determine the origin of the electrons. The electrons which
are slower or travel longer distances will reach the FD delayed. The time tcompl which
is necessary between laser and shutter pulse to ensure complete charge transfer gives
information on the slowest electrons. Since the slowest electrons may be affected
by a barrier, tcompl does not resemble the whole read-out process. To measure the
whole electron transfer process, the TG shutter length tS is set to the lowest value so
only electrons with a transfer time between tBFS and tBFS + tS will contribute to the
signal output. Therefore, every point of the laser response curve gives information
on different sections of the diode. We also analyse the sensor performance by their
charge transfer efficiency. Since the diode is always connected to one of the two

Fig. 9.14 Left: measurement principle to extract laser response curves. Right: schematic drawing
of possible laser response curves
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Fig. 9.15 Left: laser response curves of pixel A for different VCG. Right: parametric curves of the
laser response curves for different light intensities

draining paths, the charge transfer inefficiency (CTI) is given by the amount of
generated electrons which are not effectively drained from the n-well before the TG
shutter opens and therefore contributing to the FD discharge. The CTI is equal to the
voltage drop if the signal reaches the maximum possible output as the accumulations
are set to a constant value. For lower signal levels the CTI is calculated in respect to
the highest measured signal. Figure 9.14b shows possible measurement curves based
on the discussion above. An ideal diode with infinite electron speed should show the
first signal after the laser and TG-shutter overlaps with no CTI at 0 ns. The CTI for
tBFS > 0 resembles the amount of charges which remain inside the well. Therefore,
the CTI resembles the transfer behaviour of the fastest electrons.

If the global electron transfer time rises, the peak is shifted towards longer transfer
times and broadens the measured pulse as the electrons are not drained fast enough
from the diode. A barrier however will affect the transfer time of the slowest electrons
which leads to longer times to ensure a complete charge transfer while the CTI may
be low. The presented measurement results originates from different chips. The laser
drivers may differ from each other but since the internal oscillators are trimmed,
the moment the laser pulse is completely shifted behind the TG shutter pulse is a
characteristic point of the curve. All laser response corves are normalized in respect
to this point. Based on the discussion above, we measured four different sensor
pixels. The reference is pixel A which is the pinned photodiode presented by the
Fraunhofer IMS. In pixel B we have enlarged the photo active area and the maximum
drift distance Lmax. Pixel C and D are manufactured with the DPI. In pixel C we
intentionally included a barrier. Figure 9.15a shows the laser response curves of the
reference (PixelA) for differentCGvoltages. They look similar although it seems that
there is a optimal voltage. To verify this assumption, the CTI of the curves is plotted
against the time tcompl to ensure complete charge transfer for different intensities (see
Fig. 9.15b). It can be seen that a decrease in intensity shows a significant influence
on the charge transfer. An CG voltage optimum is observable and increasing the CG
voltage will eventually results in a slower sensor. Since this behaviour can only be
seen for lower intensities, the self-induced drift [1] affects the charge transfer. The
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Table 9.1 Measured sensor
pixels

Pixel Lmax (µm) DPI Barrier

A 19

B 26

C 26 x x

D 26 x

energy level of a completely full n-well is generally higher as the energy level of
an empty well which increases the coupling with the CG. Therefore, the decreased
coupling of an empty well improves the coupling of the CG and TG. If this coupling
is too strong, it may result in a barrier as the electrons are accumulated under the
TG. This assumptions seems correct as the influence of the intensity on the laser
response curves for small CG voltages is relatively low. However, the time to ensure
complete charge transfer varies over the measurement rang and it differs by up to 40
ns. For low light intensities and high CG voltages, the transfer time isn’t measurable
since the internal clock only provides a shift between the laser pulse and the shutter
pulse of TBFS = 120 ns. If the time to ensure complete charge transfer is longer than
120 ns, we set the corresponding parameter to 120 ns as we wanted to still be able
to analyse the CTI (Table. 9.1).

Figure 9.16 shows the laser response curves for all pixels. Pixel B shows a slightly
different curve as the optimum CG voltage is 2 V. An optimum below 2 V is only
observable if the intensity is reduced. If the complete transfer time can not be mea-
sured, the optimal CG voltage will always be 2 V as the higher CG voltage increases
the electron velocity in the front section of the diode which leads to fewer electron
inside the diode. So the CTI will always be reduced by applying a higher voltage on
the CG.However, the read-out path of the pixels is identically while the longer diodes
provides more electrons due to the 1.6 times bigger photo active area. The increase
in numbers of electrons reduces the coupling between the CG and the TG while the
self-induced drift also enhances the electron transfer. Therefore, the influence of the
CG on the large diode isn’t as strong as on the small reference.

The influence of the barrier in the transfer path is visible for pixel C as the transfer
time is significantly increased and a complete transfer time can only be measured for
high CG voltages and high intensities. Small CG voltages results in a CTI of nearly
100% which means that nearly no electrons are drained from the well. Only a high
CG voltage can reduce the barrier so that a charge transfer is possible as observed in
the simulation.

If a barrier-free electron transfer can be achieved, the negative influence of high
CG voltages on the electron transfer vanishes. This means that an increase in CG
voltage will always result in a faster electron transfer which leads to a significant
decreased time for complete charge transfer for DPI enhanced pinned photodiodes.
Furthermore, the influence of the intensity on the charge transfer is also reduced.
The transfer time doesn’t change for high CG voltages. Only the CTI gets bigger if
the intensity is increased. For lower CG voltages however, a stronger influence on
the charge transfer can be observed. A low intensity results in longer transfer times.
This behaviour can be explained using (9.15) and the basic principle of operation of
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Fig. 9.16 Parametric laser response curves of the pixels for different intensities

a JFET. As mentioned, the voltage which is applied to the CG affects the potential
inside the read-out path. If the voltage is set too low, the depletion regions will be
separated and a barrier is formed which height depends on the applied voltage. If the
depletion layers aren’t connected anymore, the electron generation will decrease and
electrons which are generated in the border area of the diode are drained slower. If
enough electrons are present inside the well, then the self-induced drift compensates
the small barrier as it can also be observed for pixel B. The laser respond curves of
the small reference and the large diode with the DPI are similar for high intensities
and low collection gate voltages. If a CG voltage similar to the pinning voltage is
applied, both of the diodes are comparable. The higher electrical field at the pn-
junction enhances the electron transfer that the long diode performs as good as the
small reference as it was already shown in the simulation.

If the CG voltage is high enough, all electrons can be drained faster. The variation
in light intensity will only results in a different CTI. This fact can be used to conclude
that the electrons in the whole well are accelerated and not just the electrons in the
front section. The intensity only varies the number of electrons inside the well. A
higher number of electrons therefore results in a higher CTI as more electrons remain
in the well. The electrons in Sensors without the DPI remains in the border areas of
the diode because of the reduced electrical field. The CTI remains stable over a large
intensity range.
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Fig. 9.17 Left: measurement of the leakage current of the different sensor pixels. Right: measure-
ment of the sensitivity

The higher electrical field inside a diode with the DPI enhances the electron
movement across the diode. The measurement suggests that the electrons travel
inside a designated path. Especially the electrical field at the pn-junctions forces
the electron inside the middle of the well and therefore the electron transfer can
be described as one-dimensional. As discussed abobe, the sensor performance relies
strongly on the electron transfer time and the CTI. Therefore, the sensor performance
canbe increasedwith theDPI as the time to ensure complete charge transfer is reduced
from 40.5 to 14.4 ns while enlarging the diode length from 19 to 26 µm.

Another aspect which wasn’t discussed yet, is the sensitivity. The wider depletion
region should enhance the electron detection in the depth which should lead to a
higher sensitivity for IR-light. Figure 9.17 shows the measurements with constant
light to determine the sensitivity. The sensors are illuminated permanently with a
LED (Peak-Wavelength 905 nm) and therefore the n-well is always completely filled
with electrons. The electron current is switched every 257 µs (200 accumulations)
for 31 ns (2000 accumulations) from the draining path to the FD. This measurement
enables the determination of the sensitivity and the leakage current which indicates
the shutter effectiveness. Since the the well should always be filled, the number of
detected electrons should be proportional to the number of generated electrons. The
shutter effectiveness is also important for the real application because every electron
which reached the FDoutside the designated times contributes toΔQ1 orΔQ2. A high
leakage current will eventually further reduce themeasurement range. The sensitivity
seems to be dependent from theCGvoltage as the sensitivity is reduced for higher CG
voltages. The sensitivity of the large diodes is similar the the small reference for high
CG voltages. It must be considered that the read-out process of the electrons is still
pulsed. The higher coupling between the TG and the CG could affect the switching
from the draining path to the FD. The higher sheet capacity beneath the CG could
result in a slower switching which eventually reduces the effective pulse length. A
decrease in pulse length will logically reduce the number of transferred electrons.
Since the small reference is composed of three diodes whose FD are shorted, the
effect can be compensated. A small CG voltage will lead to the highest sensitivity in
all sensor pixels. This can be explained with the maximum leakage current and the
beforehand mentioned dependence of the gates. Furthermore, the leakage current of
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the DPI enhanced diodes isn’t affected by the CG voltage any more. Even for low
voltages, the electron current is well separated between the two paths. The number
of electrons which reach the FD over the closed TG is low even if the difference in
potential between the closed TG and the CG is small. The intentionally implemented
barrier reduces the leakage current even more as the total number of electron which
reach the read-out path is also reduced. We showed that the electrons travel linearly
through the diode if the DPI is used and it can be suggested that the same effects is
present in the read-out path. The electrons travel inside of a designated path across
the diode so that both of the transfer paths are perfectly separated. The CG voltage
for diodes without the DPI has to be adjusted in order to achieve the same effect.
Because of the three read-out paths in the small reference, the leakage current of this
device is increased.

9.6 Conclusion

In this an enhanced pinned photodiode which was developed by the Fraunhofer
IMS, was presented and analysed. Based on the theoretical conclusions we proposed
a new type of n-well enhancement. It has been shown that a pinned photodiode
can be interpreted as a one-sided JFET and an intended separation of the depletion
layers gives the possibility to use the FD voltage to enhance the potential distribution
across the diode. The separation of the depletion layers can be achieved by locally
increase the doping concentration inside the middle of the n-well. The drift path
implantation DPI affects the well and the pinning voltage follows the voltage drop
of the FD voltage over the diode. Without the DPI, the pinned voltage inside the well
would suppresses the FD voltage. Normally, the slope of the voltage gradient only
depends on the implantation dose and implantation energy. Bymitigating the pinning
behaviour, the higher electrical field inside the diode accelerates the electrons faster
and the time to ensure complete charge transfer is reduced. It has also been shown that
the electrons will travel on a designated path across the diode and their movement
can be described as linear.

Besides the development of the drift path implantation, the influence of the second
gate, the Collection Gate, was analysed. A significant dependency of the Collection
Gate voltage on the electron transfer was found. Without the drift path implantation,
an optimum for the Collection Gate voltage was observed since the coupling between
the well, the Collection Gate and the Transfer Gate is altered. Every deviation from
this optimum leads to longer transfer times. Sensors which was manufactured with
the DPI doesn’t show this behaviour and an increase in Collection Gate voltage only
increase the sensor performance. The combination of an adjusted Collection Gate
voltage and the DPI enhances the electron transfer and the performance of a 26 µm
long diode was increased significantly. The time to ensure complete charge transfer
of a 19 µm long diode without the DPI of 40.5 ns was reduced to 14.4 ns inside
the larger diode with the DPI. The proposed implantation can be used to built larger
sensors which performs better than their small equivalent.
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Chapter 10
Passive Beam Combining
for the Development of High Power
SOA-Based Tunable Fiber
Compound-Ring Lasers Using Low
Power Optical Components

Muhammad A. Ummy, Simeon Bikorimana, Abdullah Hossain
and Roger Dorsinville

Abstract A simple, stable, compact, and cost-effective dual-output port widely tun-
able SOA-based fiber compound-ring laser structure is demonstrated. Such a unique
nested ring cavity enables the splitting of optical power into various branches where
amplification and wavelength selection for each branch are achieved utilizing low-
power SOAs and a tunable filter, respectively. Furthermore, splicing Sagnac Loop
Mirrors at each end of the bidirectional fiber compound-ring cavity not only allows
them to serve as variable reflectors but also enables them to channel the optical
energy back to the same port thus omitting the need for high optical power com-
biners. Further discussed is how the said bidirectional fiber compound-ring laser
structure can be extended to achieve a high-power fiber laser source by exclusively
using low power optical components such as N × N couplers and (N > 1) number of
SOAs. More than 98% coherent beam combining efficiency of two parallel nested
fiber ring resonators is achieved over the C-band tuning range of 30 nm. Optical
signal-to-noise ratio (OSNR) of +45 dB, and optical power fluctuation of less than
±0.02 dB are measured over 3 h at room temperature.
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10.1 Introduction

Extensive research has been conducted on single-mode fiber resonators of different
architectures: linear [1], Fox-Smith [2], ring [3–6], and compound fiber ring [7–10]
cavities. Such architectures have been established for designing and building various
types of fiber laser sources with single-longitudinal mode operation for both low and
high optical power applications, such as optical communication systems, scientific,
medical, material processing and military purposes [11] thus underscoring the great
interest in output optical power adjustability, scalability and wavelength tunability.

Wavelength selection in a fiber laser is typically achieved with different types of
fiber-based optical filters.Most researchworks have achievedwavelength selection in
a linear cavity erbium doped fiber (EDF) lasers using Fabry-Perot (FP) filters as well
as Fiber Bragg Grating (FBG) based-optical filters. In addition, single longitudinal
mode operation has been attained by the saturable absorption of un-pumped EDF
with narrow band FBG [1]. Other architectures, such as the optical-fiber analog of
Fox-Smith resonators utilize directional-coupling technologies and optical fibers to
couple multiple cavities together to form compounded optical resonators resulting
in several periods at the output with various modes of intensity. The highlight of
this configuration is that such linked resonators can be designed to allow or suppress
spectral modes, which is paramount for laser line narrowing, filtering, and spectral
analysis [2].

Furthermore, equivalent phase shift (EPS) FBG filters have been used in fiber ring
lasers in order to achieve ultra-narrow single transmission band selection. Typically,
sampled fiber gratings (SFBGs) exhibit multiple reflection peaks when periodically
changing the refractive index modulation. As previous works have demonstrated,
EPS can be introduced into SFBGs by manipulating a single period out of the mul-
tiple sampling periods. This phenomenon is exploited to create an ultra-narrow sin-
gle transmission band FBG filter alongside with semiconductor optical amplifiers
(SOAs) as gain media (as opposed to EDFs, which suffer from wavelengths’ com-
petition and homogenous line broadening) [5]. EPS FBGs have been successfully
used in several fiber-optic systems, such as distributed feedback lasers [12], optical
CDMA coding [13], and single longitudinal mode fiber ring lasers [14].

Further works have improved on the ring structured EDF lasers using FBG, FP
etalons and Sagnac loops to select longitudinal modes more efficiently. Single fre-
quency and narrow line-width EDF ring lasers have been illustrated utilizing laser
diodes as pumps and EDFs as gain media where fiber Faraday Rotator are intro-
duced into the system to eliminate spatial hole burning effect [6], which can also be
eliminated by the use of SOAs, for instance, in a bidirectional fiber compound-ring
resonator herein discussed.

It is usually desirable to adjust and control output power of fiber lasers. Typically,
complex and expensive in-line variable optical attenuators (VOA) with adjustable
insertion losses are used to control the output optical power level of laser sources.
Mechanical, micro-electromechanical [15–17], acousto-optic [18], electro-wetting
[19], optical fiber tapers [20], and hybrid microstructure fiber-based techniques [21]
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arewidely used to adjust the insertion losses of the in-line fiber-basedVOA.However,
all-fiber based low power variable reflectors or mirrors such as SLM can also be
used to adjust the optical power from both low and high-power fiber laser sources.
All-single-mode fiber-based SLMs have been widely utilized in highly sensitive
temperature [22], strain [23], pressure [24] sensors and wavelength optical switches
[25]. Moreover, the SLMs with adjustable reflectivity have been used to form FP
linear resonators [26–29] where the output optical power is dependent on the SLMs’
reflectivity [30, 31]. In this work, two SLMs were utilized to regulate the optical
power delivered from the two output ports of the proposed fiber compound-ring laser.
Furthermore, two inexpensive low power SOAs were placed in two parallel nested
ring cavities to demonstrate the possibility of achieving a highly power scalable,
adjustable and switchable fiber laser structure based on multiple nested compound-
ring cavities formed by N × N fiber couplers with two SLM-output couplers.

Various approaches have been employed to scale up optical power of laser sources
where beam combining has shown to be a promising alternative technique of achiev-
ing high power by scaling up multiple combined laser elements. Several works have
demonstrated the coupling of several anti-reflection (AR) coated laser diodes (LDs)
into external cavities for operation as coherent ensembles. Placing spatial filters at the
cavities’ Fourier planes to serve as coherence feedback for each of the individual laser
diode beams results in narrow linewidth single mode output. Contemporary research
works have investigated high quality active and passive phase locking of multiple
LDs usingmaster oscillator power amplifier (MOPA) designs and optical coupling in
external resonators, respectively, specifically Talbot cavities, which force collective
coupled mode oscillation. The combined output power is naturally limited by the
number of phase-locked LDs and their individual power. Consequently, high power
laser sources with high beam quality have been demonstrated by using complex
coherent and spectral beam combining techniques in external cavities [32–39]. Pre-
vious works using coherent combination techniques have illustrated the combination
of several MOPAs fiber laser systems and use of single polarization low-nonlinear
photonic crystal fibers to achieve relatively high combining efficiencies of up to
95% without beam quality degradation. Such works have paved the way for future
works improving on brightness enhancements and increased power scalability. For
instance, the use of external output coupling mirrors for coherent beam combining
has been used to achieve nearly diffraction limited beam operation with significant
improvement in brightness.

In addition, incoherent beam combiningmethod [40, 41] has been used to scale up
the optical power by combining individual laser elements as well. Promising results
were delivered through spectral beam combination techniques by a three-channel 1-
μmfiber laser with a combining efficiency of 93%. Such a system, possessing power
amplifier fiber channels with a narrowband, polarized, near diffraction limited output
tunable over nearly the entire 1 μmYb3+ gain bandwidth, served to further heighten
the prospects of increased combined beam quality, power scalability, and average
power. Even improved results were obtainedwhen four narrow linewidth Yb3+ doped
photonic crystal fiber amplifier chains, each being of a different wavelength were
combined by a polarization independent reflective diffraction grating.Michelson and
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Mach-Zehnder resonators were used mostly in coherent beam combining to achieve
high combining efficiency and nearly diffraction-limited beamquality [41–44].More
significantly, ring resonators have demonstrated high reliability, efficiency and sta-
bility [45] for passive coherent beam combining methods. However, achieving high
power laser sources with high combining efficiency through the above approaches is
not plausiblewithout incorporating sophisticated high-power external optical compo-
nents such asmicro-lenses, isolators, circulators, photonic crystal fibers andMOPAs.
As such, they do not serve in the interest of simplicity and cost-effectiveness. Further-
more, rare-earth, ytterbium doped fiber amplifiers (YDFAs) [45] and erbium doped
fiber amplifiers (EDFAs) [46] that are usually used as gain media for beam com-
bining to achieve high power laser systems with different types of cavity structures
require external laser pumps rendering them bulky and quite inefficient. However,
usingnested compound-ring cavities to equally split circulatingbeams intoN-number
of low power beams for amplification by N-number of low power SOAs, one can
achieve a highly efficient and high-power laser system that eliminates extra pump
lasers, MOPAs, and other expensive external high power optical components.

SOAs [47], stimulated Raman scattering (SRS) amplifiers [48, 49] and stimulated
Brillouin scattering (SBS) amplifiers [50, 51] have also been used as gain media
in different fiber laser systems. Of all the mentioned amplifiers, SOAs stand out
the most because they are more compact, light, cost effective, efficient, available
for different operational regions from a wide range of wavelength spectrum, and
can be incorporated into other indium phosphide (InP) based optical components.
Extensive theoretical studies and analyses of SOA-based optical systems have shown
that they can be used for a wide range of systems, such as, compact SOA-based laser
rangefinder [52], optical pulse delay discriminator [53, 54], optical and logic gate [55]
for high-speed optical communications by exploiting four-wave mixing [56, 57] and
photonic integrated circuits (PIC), which provides functions for information signals
imposed on optical wavelengths [58]. It must be noted that utilizing SOAs in the
bidirectional fiber ring resonator structure as proposed herein eliminates the need for
extra optical components such as optical isolators and circulators; thus, facilitating
integration with other optical components for compact fiber laser systems. SOAs
have also been used along with EDFAs to suppress optical power fluctuation in
pulsed light wave frequency sweepers where the suppression of power fluctuation is
attributed to the gain saturation and fast response of SOAs [59, 60].

In this work, a novel technique is proposed and validated for coherent beam
combining method based on the passive phase-locking mechanism [61–63] of two
C-band low power SOA-based all-single-mode fiber compound-ring resonators at
3 dB fiber couplers connecting two parallel merged ring cavities. Unlike in previous
work [64], the non-adjustablemultimode fiber output coupler formed by a high power
and expensive power combiner with a multimode output fiber (i.e., low brightness)
has been replaced by two low power SLMs to create a dual-output port all-single-
mode fiber laser structure with switchable and adjustable output power. Additionally,
single-mode performance is sustained to improve the brightness at the proposed fiber
compound-ring laser output port. The output power of the proposed configuration
was almost twice as large as the output power obtained from a single SOA-based fiber
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ring or FP linear resonator [29]. More than 98% beam combining efficiency of two
parallel nested fiber ring resonators is demonstrated over the C-band tuning range of
30 nm. Optical signal-to-noise ratio (OSNR) +45 dB, and optical power fluctuation
of less than ±0.02 dB are measured over three hours at room temperature.

The main characteristics of the proposed fiber compound-ring laser, power tun-
ability, and switchable output port can find applications in long-distance remote
sensing [65]. Moreover, its wide range wavelength tunability can benefit various
applications in fiber sensors [66–70], wavelength division multiplexer (WDM) opti-
cal communications [71], and biomedical imaging systems [72] working in the third
near infrared biological window [73].

Lastly, a method to realize a highly power-scalable fiber compound-ring laser sys-
tem via low power and low-cost optical components, such as tunable filters, couplers,
and low power SOAs is discussed.

10.2 Experimental Setup

Figure 10.1 illustrates the experimental setup of the C-band SOA-based tunable fiber
laserwith two nested ring cavities (i.e., compound-ring resonator) and two broadband
SLMs that can serve as either dual-output ports or a single output port depending on
the reflectivity of each SLM. Each ring cavity is comprised of two branches: I-II and
I-III, for the inner and the outer ring cavity, respectively. Both ring cavities share a
common branch, I, which contains SOA1 (Kamelian, OPA-20-N-C-SU), a tunable
optical filter (TF-11-11-1520/1570), and a polarization controller, PC1. Branch II
contains SOA2 (Thorlabs, S1013S), and a polarization controller, PC2. Due to the
lack of availability of a third SOA, branch III only contains a polarization controller,
PC3. As Fig. 10.1 portrays, all branches are connected by two 3 dB fiber couplers, C1

andC2, which are connected to SLM1 and SLM2, correspondingly. Each SLM (SLM1

and SLM2) in conjunction with a PC (PC4 and PC5, respectively) acts as a variable
reflector. By adjusting PC4 or PC5, one can manipulate the reflectivity of SLM1 and
SLM2, respectively, and switch between single and dual-output port configurations
[27, 28]. Inserting the low power tunable optical filter (TF) in the common branch, I,
allows wavelength selection and tuning between 1520 and 1570 nm. The three PCs
(PC1, PC2 and PC3) control the state of polarization of the light circulating within
the compound ring cavity.

10.3 Principal of Operation

When the pump level (i.e., bias current threshold level) of either SOA is larger than
the total losses of the fiber compound-ring cavity, amplified spontaneous emission
(ASE) emitted from the SOAs propagates in either the forward or backward direction.
For example,when a bias current, IB, of about 75mA is injected into SOA1 (branch I),
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Fig. 10.1 Experimental setup of the dual SLM SOA-based TF compound-ring laser [74]

the ASE emitted by SOA1 circulates in the clockwise (CW) direction propagating
through the tunable optical filter (TF) allowing specific wavelengths to pass through
polarization controller PC1 to enter port 1 of the 3 dB fiber coupler C2 splitting the
light beam equally between branches II and III at ports 2 and 3, respectively. The light
beam that circulates into branch II propagates through polarization controller, PC2,
and then is amplified by SOA2 when its bias current level, IB, is around 180mA. This
amplified light beam then reaches port 2 of 3 dB fiber coupler C1 where it is equally
divided between ports 1 and 4. Likewise, the light beam from branch III reaches port
3 after passing through polarization controller, PC3. A half of the light beam coupled
into port 1 of 3 dB fiber coupler C1 is further amplified by SOA1. In this fashion, a
round-trip is completed in the fiber compound-ring structure, which ensures lasing.
The remaining half of the light beam is coupled into output port 4 of 3 dB fiber
coupler C1 and is injected into input port 4 (i.e., Iin) of the SLM1. Polarization
controller, PC4, controls the reflectivity of SLM1 by adjusting the polarization of the
light beams propagating through SLM1. For a single output port configuration, the
polarization controller, PC4, of SLM1 is adjusted for minimum power at output port 1
(OUT1). The counter-clockwise (CCW) and CW light beams interfere destructively
and constructively at output ports 1 and 4, correspondingly of 3 dB fiber coupler, C3,

which channels the power wholly back to the compound-ring cavity.
Because the fiber compound ring resonator lacks any optical isolators within its

branches, the two CCW-propagating light beams circulate in the nested ring cavities
as shown in Fig. 10.1. The CCW beam from SOA1 reaches port 1 of 3 dB coupler
C1 and splits into two equivalent light beams (i.e., 50%), which are transmitted into
both ports 2 and 3. The light beam that travels into branch II is amplified by SOA2,

and passes through polarization controller PC2 before it reaches port 2 of the 3 dB
fiber coupler C2. Similarly, the light beam that propagates through branch III passes
through polarization controller PC3 before it reaches port 3 of 3 dB fiber coupler C2.
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Half of the light beam at 3 dB fiber coupler C2 is coupled into port 1 and propagates
back into branch I to complete one round trip, while the other half of the beam is
channeled into SLM2, which then exits at output port 1 of 3 dB fiber coupler C4

(OUT2). The output power can be controlled by polarization controller, PC5. An
optical spectrum analyzer (OSA), VOA and optical power meter (PM) were used to
characterize the proposed fiber compound-ring laser. Note that the path lengths of
both loops are nearly identical since all the branches have identical length and all
fiber connections are done by using FC/APC connectors.

10.4 Characterization of the Fiber Compound-Ring Lasers

10.4.1 Gain Medium

The ASEs of SOA1 and SOA2 were characterized by using an OSA where both
SOAs were set at the same bias current (IB) of 200 mA. The ASE of both SOA1

(green solid line) and SOA2 (blue broken line) are shown in Fig. 10.2. Despite both
SOAs being biased identically at 200 mA, they exhibited different ASE spectra. The
ASE data in Fig. 10.3 indicates that SOA1 has higher gain than SOA2 for the same
bias current level suggesting that dissimilar bias current levels are required to obtain
the same output power when the SOAs are individually used in the proposed fiber
compound-ring resonator.

10.4.2 Lasing Threshold Level

To determine the lasing threshold levels of the fiber compound-ring laser, the TF
was set to 1550 nm and each SOA was placed individually in the proposed fiber

Fig. 10.2 ASE spectra of
SOA1 (green solid line) and
SOA2 (blue broken line) of
the fiber compound-ring
laser with both SOAs set at
bias current IB of 200 mA
[74]
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Fig. 10.3 Illustrates the output spectra of the fiber laser threshold for each individual SOA gain
medium. a Shows the lasing threshold of SOA1; b shows the lasing threshold of SOA2 gain medium

compound-ring cavity. As shown in Fig. 10.3a and b, lasing occurs when the bias
current levels of SOA1 and SOA2 are above the minimum threshold currents 27 mA
and 180 mA respectively.

10.4.3 Tunable Optical Filter

The insertion losses (ILs) and corresponding full-width-half maximum (FWHM)
linewidths within the entire tuning range (1520–1570 nm) of the tunable filter is
shown in Fig. 10.4. The insertion losses decrease as the wavelength increases. The
maximum and minimum ILs of 5.5 dB and 2.2 dB were measured at 1520 nm and
1570nm, respectively.A similar downward trendwas also observedwhen theFWHM
linewidths were plotted against the wavelengths, as shown in Fig. 10.4. The linewidth
varies from 0.4 to 0.32 nm at 1520 and 1570 nm, respectively.

This downward trend suggests an opposite upward trend for the output power of
the proposed fiber compound-ring laser for a constant gain setting of the SOAs. It

Fig. 10.4 Insertion losses
(triangles), IL (dB), and
FWHM (nm) (squares)
spectra of the tunable optical
filter [74]
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Table 10.1 3 dB-Bandwidth (BW) at different bias current IB (mA) levels and 1550 nm center
wavelength with both SLMs’ reflectivity set at <0.1% [74]

SOA1 IB1 (mA) SOA2 IB2 (mA) POUT1 (dBm) POUT2 (dBm) 3 dB-BW (nm)

75 250 3.40 3.40 0.1985

100 300 5.80 5.70 0.2075

125 350 6.73 6.75 0.2122

150 400 7.65 7.68 0.2131

175 450 8.35 8.35 0.2157

200 500 8.94 8.95 0.2182

follows that a constant output power is achievable over the entire wavelength tuning
range by adjusting the bias current (IB) of the SOAs but at the expense of signal
broadening of the fiber laser source. The reflectivity of both SLMs was set to less
than 0.1% so that both output ports of the fiber compound-ring lasers (i.e., OUT1 and
OUT2) have the same output power. Then, by collecting both CW and CCW light
beams through SLM1 and SLM2, respectively, the 3 dB bandwidth was measured
at different bias current levels at 1550 nm wavelength by using an OSA. The 3 dB-
bandwidth increased from 0.1985 to 0.2182 nm as the bias current was increased to
the standard bias current of each of the SOAs (see Table 10.1).

10.4.4 Coherent Beam Combining Efficiency

The principle of the proposed passive coherent beam combining technique of dual
compound-ring based fiber lasers with two adjustable output couplers (i.e., SLMs)
is based on the passive phase-locking mechanism caused by spontaneous self-
organization operation [58, 60]. The wide bandwidth of the SOAs facilitates the
passive phase-locking mechanism, thus allowing the fields’ self-adjustment to select
common oscillating modes or resonant frequencies of the counter-propagating (i.e.,
clockwise and counter-clockwise) light beams in the two merged ring cavities and
optimize their in-phase locking state conditions without any active phase-locking
systems.

To assess the beam combining efficiency of the proposed fiber laser structure,
utilized each individual SOA was utilized as a gain medium in the common branch,
I, of the compound-ring cavity and measured the output power at both its output
couplers: OUT1 and OUT2. Following that, both SOAs were placed simultaneously
within the compound-ring cavities (branches I and II, respectively) and measured the
output power at both output couplers. Note that the SLMs’ reflectivity was adjusted
to the maximum (i.e. >99.9%) and minimum (i.e., <0.1%), respectively. The tunable
filter was manually adjusted from 1535 to 1565 nm and each SOA was driven and
kept constant at its standard bias current, 200 and 500 mA, respectively. Figure 10.5
illustrates the passive coherent beam combining efficiency spectrum (right vertical
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Fig. 10.5 Output power and combining efficiency spectra of the proposed dual-SLM SOA-based
tunable fiber compound-ring laser system using two SOAs as gain media. Individual SOA output
power spectrum: SOA1 (filled squares), SOA2 (unfilled circles), output power summation spectrum
of both SOAs (unfilled triangles), and actual measured output power (crosses) at the output port,
OUT2 with SOA1 and SOA2 driven at 200 mA and 500 mA constant bias current. The PC1 and
PC2 were maximized for each wavelength [71]

axis) and the output power spectrum (left vertical axis) from the proposed fiber
compound-ring laser operating with the individual SOAs as well as both SOAs over
the C-band tuning range of 30 nm.

Thebeamcombining efficiency (filled circles)was obtained bydividing the optical
power measured at the output port (OUT2) under dual SOA fiber laser operation by
the power summation (unfilled triangles) of the same port under individual SOAoper-
ation: SOA1 (filled squares) and SOA2 (unfilled circles) (i.e., η � [Pmeasured/(PSOA1
+ PSOA2)]. The leakage optical power spectrum (unfilled squares) at the other output
port (OUT1) re-mained below −28.5 dBm. The maximum output power delivered
with SOA1 (Kamelian model) and SOA2 (Thorlabs model) separately was +8.91
and +8.90 dBm at 1565 nm. On the other hand, when both SOAs were placed in the
compound-ring cavities, themaximummeasured output power obtained at the output
port, OUT2, was +11.9 dBm at 1565 nm, which was double of that obtained with
just either SOA. The maximum output power obtained by adding the optical power
from a single SOA versus dual SOA fiber laser operation at the output port, OUT2,
both at 1565 nm, was +11.91 dBm and +11.9 dBm, respectively. This is where the
insertion losses of the tunable filter were the lowest.

Themaximum andminimum obtained combining efficiencies (filled circles) were
99.76% and 98.06% at 1565 nm and 1555 nm, respectively, as shown in Fig. 10.5
(right vertical axis).
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10.4.5 Fiber Laser Power Tunability and Its Switchable
Dual-Output Port Operation

The proposed fiber compound-ring laser can operate with two adjustable and switch-
able output ports (i.e., OUT1 and OUT2). The output power from either output port
can be tuned by simply controlling the bias current levels and thus gain levels of the
SOAs or by adjusting the reflectivity of the SLMs while keeping the former constant.

The SOA gain was adjusted by setting the tunable filter at 1550 nm wavelength
and adjusting the bias current levels of the SOAs. Table 10.2 shows the output power
evolution at both output ports, OUT1 and OUT2 as a function of the bias current lev-
els, IB1 and IB2. The reflectivity of SLM1 and SLM2 was set to ≥99.9% and ≤0.1%,
respectively. The achievedmaximum dynamic range was 40.75 dB at 1550 nmwave-
length and standard bias current levels of 200 and 500 mA for SOA1 and SOA2,
respectively.

The second approach involves adjusting the reflectivity of both SLM1 and SLM2

while keeping the gain of the SOAs constant (i.e., IB1 and IB2 is fixed at 200 and
500 mA, respectively). Depending on the reflectivity of SLM1 and SLM2, the pro-
posed fiber compound-ring laser can be operated as either a single or a dual-output
configuration.

In a single output configuration, one of the SLMs, either SLM1 or SLM2, should
be kept at the highest reflectivity (i.e., ≥99.9%) while the other should be set to
its lowest reflectivity of (i.e., ≥0. 1%). For us to characterize the power tunability
performance of both output ports of the fiber laser, the tunable filter was to 1550 nm,
and initialized the reflectivity settings of SLM1 and SLM2 to ≤0.1% and ≥99.9%,
respectively as explained earlier. The initial measured output power from both output
ports, OUT1 and OUT2 was +11.85 dBm and −28.9 dBm, respectively. The reflec-
tivity of SLM1 was gradually changed by slowly adjusting polarization controller
PC4, while recording the power meter readings and the output signal spectrum at
both output ports, OUT1 and OUT2, and the FWHM at output port, OUT1. The
output power from output port OUT1, was thus changed from +11.85 to −28.5 dBm
while maintaining the output power at output port OUT2 at −28.9 dBm by adjust-
ing polarization controller PC5 for SLM2. The above process was then reversed by

Table 10.2 Optical power from the fiber laser output-port, OUT1 AND OUT2, at different bias
current IB (mA) levels and 1550 nm center wavelength

SOA1 IB1 (mA) SOA2 IB2 (mA) POUT1 (dBm) POUT2 (dBm)

26 180 −36 −1.5

50 200 −32 5

75 250 −29.5 7.8

100 300 −28.9 9.3

150 400 −28.6 11.1

200 500 −28.9 11.85
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Fig. 10.6 Shows the output
power of output port, OUT1
(circles) and OUT2
(crosses), respectively, and
the 3 dB-bandwidth of
output port, OUT1 (tringles)
as a function of different
reflectivity values of the
Sagnac loop mirror, SML1
for single output port
operation

switching the reflectivity of SLM1 and SLM2 to ≥99.9% and ≤0.1%, respectively
and examining the ports’ performances as done above. In this case, the measured
output power from output port, OUT2was adjusted from+11.87 to−28.9 dBmwhile
maintaining the output port, OUT1, at −28.9 dBm. Figure 10.6 illustrates the output
power from both output ports, OUT1 (circles) and OUT2 (crosses) as a function of
the reflectivity of SLM1. Note that both output ports behave similarly and that the
3 dB-bandwidth of the light beam fromOUT1 (triangles) increased as the reflectivity
of the SLM1 increased while the output power decreased due to strong feedback (i.e.,
reflected light beam) from each of the SLMs.

In the dual-output port configuration, both output ports can be fixed and adjusted
to any output power level between +11.9 and −28.9 dBm. As portrayed in Fig. 10.7,
both output ports, OUT1 and OUT2, were set to +8.94 and +8.95 dBm, respectively
by adjusting the reflectivity of both SLM1 and SLM2 to ≤0.1%. Then, the output
power from output port OUT1, was gradually tweaked from +8.94 to −28.9 dBm
by adjusting the reflectivity of the SLM1 from 0.1% to more than 99.9% while
simultaneously optimizing the reflectivity of SLM2 to keep the output power at
OUT2 constant at +8.95 dBm. The reflectivity of SLM2 was around 50% while that
of SLM1 was around 99.9% for the output power at OUT2 constant at +8.95 dBm.

10.4.6 Wavelength Tunability

Thewavelength tuningwidth of the optical filter is 50nm(seeFig. 10.4); itsmaximum
IL, 5.5 dB, occurs at 1520 nm while its minimum IL, 2.2 dB, occurs at 1570 nm. The
bias currents for SOA1 and SOA2 was set at 200 and 500 mA, respectively. Then the
reflectivity of SLM1 and SLM2 was adjusted and set constant at≤0.1% and≥99.9%,
respectively. Then by optimizing the polarization controllers, PC1, PC2 and PC3 as
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Fig. 10.7 Illustrates the
output power from both
output ports, OUT1 (filled
circles) and OUT2 (unfilled
squares) for different
reflectivity values of the
Sagnac loop mirror, SLM1
for dual-output port
operation while maintaining
constant output power at
OUT2 constant at +8.95
dBm [74]

Fig. 10.8 Shows the
wavelength spectrum of the
fiber compound-ring laser
where PC1, PC2 and PC3,
were optimized at each
wavelength [74]

the TF was set to 1535, 1540, 1545, 1550, 1555, 1560 and 1565 nm, the output light
beam was measured as expressed in Fig. 10.8.

10.4.7 Optical Signal-to-Noise Ratio

The peak signals measured by the OSA within the wavelength spectrum in question
(see Fig. 10.8) were used to calculate the optical signal-to-noise ratio (OSNR) of
system by subtracting the peak power value at each center wavelength (i.e., 1535,
1540, 1545, 1550, 1555, 1560 and 1565 nm) from the background noise level of
each wavelength spectrum (i.e., OSNR(dB) � PSignal − PNoise, where both PSignal
and PNoise level are expressed in dBm), as demonstrated in Fig. 10.9. The OSNR
remained well above +39 dB over the whole wavelength tuning range in which the
maximum OSNR of +44.6 dB was found to be at 1565 nm.
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Fig. 10.9 Shows the OSNR
at each center wavelength
spectrum, 1535, 1540, 1545,
1550, 1550, 1555, 1560 and
1565 nm with optimized
PC1, PC2 and PC3

Fig. 10.10 Shows the output
power short-term
fluctuations of the proposed
fiber compound-ring laser at
1550 nm wavelength

The obtained OSNR spectrum of our fiber compound ring laser is comparable to
that of those used in remote sensing [75, 76], fiber sensors that utilize wavelength-
peak measurement method [67] and optical communication systems [77].

10.4.8 Short-Term Optical Power

Lastly, using the OSA to monitor results and acquire data, the short-term optical
power stability test was conducted at room temperature with the SOAs set to their
standard bias current levels and the tunable filter fixed at 1550 nm central wavelength.
The optical stability test was carried out over a total duration of 180 min with 1
min intervals and an OSA resolution bandwidth of 0.01 nm without additional data
averaging. Figure 10.10 demonstrates that the proposed fiber compound-ring laser,
whose power fluctuations were within±0.02 dB and could have been further reduced
by proper packaging of the system, is very stable.
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10.5 (N � 1) SOAs Based Fiber Compound-Ring Laser
Structure

Thus far, the high passive coherent beam combining efficiency of two SOAs based
fiber compound-ring laser without the use of active phase modulators has been suc-
cessfully demonstrated. The proposed fiber compound-ring cavity has high prospects
to realize an efficient, stable, simple, low-cost, compact, and highly power-scalable
fiber system by passively combining [53, 54] low power (N � 1) number of SOAs
fiber compound-ring lasers by using N×Nfiber couplers with high beam combining
efficiency. Estimation studies have shown that the beam combining efficiency wors-
ens with a higher number (i.e. N > 8) [78] of individual combined Y-shaped linear
cavity based fiber lasers. Yet as demonstrated in other works [79], several individ-
ual fiber lasers have been combined in Y-shape coupled arrays with high efficient
coherent beam combining from 16 channels designed by cascading two fiber laser
arrays using EDFAs as gain media. Thus, in addition to cascading multiple arrays of
compound-ring laser cavities for the proposed (N � 1) fiber laser compound-ring
laser, one can also utilize SOAs because of their wide bandwidths, which enable
sufficient lasing modes within the actual gain bandwidth. Yet, it is expected that the
changes in the behavior ofmode competition among the oscillatingmodeswill poten-
tially diminish the likelihood of obtaining the same spectral lasingmode [80, 81] thus
degrading the beam combining efficiency when many arrays of merged compound-
ring resonators are combined. In addition, the nonlinearities, optical damages and
nonlinear effects (SRS, SBS, and four-wave mixing in all-single-mode fiber output
couplers) that manifest in a SOA [82] at very high optical power will restrict the max-
imum amount of achievable optical power from the proposed fiber compound-ring
laser.

This work has enhanced and improved on previous works [55] by omitting the
expensive high-power combiner with a multimode fiber output port. The proposed
SOA-basedfiber compound-ring laser structure is a dual-output port all-single-mode-
fiber laser structure that can be used in single or dual-output operationwith adjustable
output power. Figure 10.11 illustrates the proposed fiber laser structure with NxN
fiber couplers and two SLMs, SLM1 and SLM2, which form the output couplers,
OUT1 and OUT2.

10.6 Conclusion

Various work and advancements have been realized leading up to and paving the way
the for further research on SOA based-fiber laser sources, which can increasingly be
established in current optical applications due to their compact, cost effective, and
user-friendly nature as opposed to their counterparts that utilize rare-earth YDFAs,
EDFAs, SRS amplifiers, SBS amplifiers aswell as free-space solid state laser sources.
Newer designs aim to eliminate the bulkiness of conventional fiber laser systems
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Fig. 10.11 (N � 1) number of SOAs based dual-output port fiber compound-ring laser structure

as discussed earlier by obsoleting optical isolators and circulators thus, paving the
avenue for the fabrication of a simple, on-chip scalable, power scalable, adjustable
and switchable laser source.

To this end, a dual-SOA based all-single-mode dual parallel nested fiber ring
resonator with two SLMs (to enable operational mode switching and output power
adjustability thus bypassing the need for VOAs) was designed, which resulted in
an impressive coherent beam combining efficiency of 98% over the C-band tuning
range of 30 nm, optical signal-to -noise ratio (OSNR) of +45 dB, and optical power
fluctuation within 0.02 dB over the course of 3 h at room temperature.

The chapter then concluded by discussing using N × N fused fiber couplers to
achieve an all-single-mode-fiber compound-ring laser structurewith (N� 1) number
of SOAs for power scaling to design a high-power laser source using low power opti-
cal components exclusively. Due to the advanced technologies of SOAs and tunable
filters covering a wide range of wavelength spectrum in different electromagnetic
spectrumbands, the proposed fiber compound-ring laser can be used to build compact
laser systems covering different optical wavelength-bands as well.
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19. A. Duduś, R. Blue, M. Zagnoni, G. Stewart, D. Uttamchandani, Modeling and characterization
of an electrowetting-based single-mode fiber variable optical attenuator. IEEE J. Sel. Topics
Quantum Electron. 21, 253–261 (2015)

20. A. Benner, H.M. Presby,N.Amitay, Low-reflectivity in-line variable attenuator utilizing optical
fiber tapers. J. Lightwave Technol. 8, 7–10 (1990)

21. C. Kerbage, A. Hale, A. Yablon, R.S. Windeler, B.J. Eggleton, Integrated all-fiber variable
attenuator based on hybrid microstructure fiber. Appl. Phys. Lett. 79, 3191–3193 (2001)

22. K.S. Lim, C.H. Pua, S.W. Harun, H. Ahmad, Temperature-sensitive dual-segment polarization
maintaining fiber Sagnac loop mirror. Opt. Laser Technol. 42, 377–381 (2010)

23. G. Sun, D.S. Moon, Y. Chung, Simultaneous temperature and strain measurement using two
types of high-birefringence fibers in Sagnac loop mirror. IEEE Photon. Technol. Lett. 19,
2027–2029 (2007)

24. H.Y. Fu, H.Y. Tam, L.-Y. Shao, X. Dong, P.K.A. Wai, C. Lu, S.K. Khijwania, Pressure sen-
sor realized with polarization-maintaining photonic crystal fiber-based Sagnac interferometer.
Appl. Opt. 47, 2835–2839 (2008)

25. G. Das, J.W.Y. Lit, Wavelength switching of a fiber laser with a Sagnac loop reflector. IEEE
Photon. Technol. Lett. 16, 60–62 (2004)

26. D.S. Lim, H.K. Lee, K.H. Kim, S.B. Kang, J.T. Ahn, M.Y. Jeon, Generation of multiorder
Stokes and anti-Stokes lines in a Brillouin erbium-fiber laser with a Sagnac loop mirror. Opt.
Lett. 23, 1671–1673 (1998)



230 M. A. Ummy et al.

27. S.S. Wang, Z.F. Hu, Y.H. Li, L.M. Tong, All-fiber Fabry-Perot resonators based on microfiber
Sagnac loop mirrors. Opt. Lett. 34, 253–255 (2009)

28. M.A. Ummy, N.Madamopoulos, P. Lama, R. Dorsinville, Dual Sagnac loopmirror SOA-based
widely tunable dual-output port fiber laser. Opt. Express 17, 14495–14501 (2009)

29. M.A. Ummy, N.Madamopoulos, A. Joyo,M. Kouar, R. Dorsinville, Tunable multi-wavelength
SOA based linear cavity dual-output port fiber laser using Lyot-Sagnac loop mirror. Opt.
Express 19, 3202–3211 (2011)

30. D.B. Mortimore, Fiber loop reflectors. J. of Lightwave Technol. 6, 1217–1224 (1988)
31. S. Feng, Q. Mao, L. Shang, J.W. Lit, Reflectivity characteristics of the fiber loop mirror with

a polarization controller. Opt. Commun. 277, 322–328 (2007)
32. S. Klingebiel, F. Röser, B. Ortaç, J. Limpert, A. Tünnermann, Spectral beam combining of

Yb-doped fiber lasers with high efficiency. J. Opt. Soc. Am. B 24, 1716–1720 (2007)
33. V. Raab, R. Menzel, External resonator design for high-power laser diodes that yields 400 mW

of TEM00 power. Opt. Lett. 27, 167–169 (2002)
34. C.J. Corcoran, R.H. Rediker, Operation of five individual diode lasers as a coherent ensemble

by fiber coupling into an external cavity. Appl. Phys. Lett. 59, 759–761 (1991)
35. B. Liu, Y. Braiman, Coherent beam combining of high power broad-area laser diode array with

near diffraction limited beam quality and high power conversion efficiency. Opt. Express 21,
31218–31228 (2013)

36. V. Daneu, A. Sanchez, T.Y. Fan, H.K. Choi, G.W. Turner, C.C. Cook, Spectral beam combining
of a broad-stripe diode laser array in an external cavity. Opt. Lett. 25, 405–407 (2000)

37. T.H. Loftus, A. Liu, P.R. Hoffman, A.M. Thomas,M. Norsen, R. Royse, E. Honea, 522W aver-
age power, spectrally beam-combined fiber laser with near-diffraction-limited beam quality.
Opt. Lett. 32, 349–351 (2007)

38. T.Y. Fan, Laser beam combining for high-power, high-radiance sources. IEEE J. Sel. Topics
Quantum Electron. 11, 567–577 (2005)

39. S.J. Augst, A.K. Goyal, R.L. Aggarwal, T.Y. Fan, A. Sanchez, Wavelength beam combining
of ytterbium fiber lasers. Opt. Lett. 28, 331–333 (2003)

40. C.Wirth, O. Schmidt, I. Tsybin, T. Schreiber, T. Peschel, F. Brückner, T. Clausnitzer, J. Limpert,
R. Eberhardt, A. Tünnermann, M. Gowin, E.T. Have, K. Ludewigt, M. Jung, 2 kW incoherent
beam combining of four narrow-linewidth photonic crystal fiber amplifiers. Opt. Express 17,
1178–1183 (2009)

41. P. Sprangle, A. Ting, J. Penano, R. Fischer, B. Hafizi, Incoherent combining and atmospheric
propagation of high-power fiber lasers for directed-energy applications. IEEE J. Quantum
Electron. 45, 138–148 (2009)

42. D. Sabourdy, V.Kermène, A.Desfarges-Berthelemot,M.Vampouille, A. Barthélémy, Coherent
combining of two Nd: YAG lasers in a Vernier–Michelson-type cavity. Appl. Phys. B 75,
503–507 (2002)

43. G. Bloom, C. Larat, E. Lallier, M. Carras, X. Marcadet, Coherent combining of two quantum-
cascade lasers in a Michelson cavity. Opt. Lett. 35, 1917–1919 (2010)

44. D. Sabourdy, V. Kermène, A. Desfarges-Berthelemot, L. Lefort, A. Barthélémy, P. Even, D.
Pureur, Efficient coherent combining of widely tunable fiber lasers. Opt. Express 11, 87–97
(2003)

45. F. Jeux, A. Desfarges-Berthelemot, V. Kermène, A. Barthelemy, Experimental demonstration
of passive coherent combining of fiber lasers by phase contrast filtering. Opt. Express 20,
28941–28946 (2012)

46. V.A. Kozlov, J. Hernández-Cordero, T.F. Morse, All-fiber coherent beam combining of fiber
lasers. Opt. Lett. 24, 1814–1816 (1999)

47. D.S. Moon, B.H. Kim, A. Lin, G. Sun, W.T. Han, Y.G. Han, Y. Chung, Tunable multi-
wavelength SOA fiber laser based on a Sagnac loop mirror using an elliptical core side-hole
fiber. Opt. Express 15, 8371–8376 (2007)

48. C.S. Kim, R.M. Sova, J.U. Kang, Tunable multi-wavelength all-fiber Raman source using fiber
Sagnac loop filter. Opt. Commun. 218, 291–295 (2003)



10 Passive Beam Combining for the Development … 231

49. P.G. Zverev, T.T. Basiev, A.M. Prokhorov, Stimulated Raman scattering of laser radiation in
Raman crystals. Opt. Mater. 11, 335–352 (1999)

50. S.P. Smith, F. Zarinetchi, S. Ezekiel, Narrow-linewidth stimulated Brillouin fiber laser and
applications. Opt. Lett. 16, 393–395 (1991)

51. J.C. Yong, L. Thévenaz, B. Yoon Kim, Brillouin fiber laser pumped by a DFB laser diode. J.
Lightwave Technol. 21, 546 (2003)

52. A.J. Lowery, M. Premaratne, Design and simulation of a simple laser rangefinder using a
semiconductor optical amplifier-detector. Opt. Express 13, 3647–3652 (2005)

53. A.J. Lowery, M. Premaratne, Reduced component count optical delay discriminator using a
semiconductor optical amplifier-detector. Opt. Express 13, 290–295 (2005)

54. M. Premaratne, A.J. Lowery, Analytical characterization of SOA-based optical pulse delay
discriminator. J. Lightwave Technol. 23, 2778–2787 (2005)

55. N. Arez, M. Razaghi, Optical and logic gate implementation using four wave mixing in semi-
conductor optical amplifier for high speed optical communication systems, in International
Conference Network and Electronics Engineering (IPCSIT), 2011, vol. 11

56. N. Das, M. Razaghi, R. Hosseini, Four-wave mixing in semiconductor optical amplifiers for
high-speed communications, in 2012 5th International Conference on Computers and Devices
for Communication (CODEC), IEEE (2012)

57. N.K. Das, Y. Yamayoshi, H. Kawaguchi, Analysis of basic four-wave mixing characteristics
in a semiconductor optical amplifier by the finite-difference beam propagation method. IEEE
J. Quantum Electron. 36, 1184–1192 (2000)

58. H. Heidrich, Multifunctional photonic integrated circuits based on SOA and ring resonators, in
Optical Fiber Communication Conference, Vol. 1 of 2003OSA Technical Digest Series (Optical
Society of America, 2003), paper TuG3

59. K. Sato, H. Toba, Reduction of mode partition noise by using semiconductor optical amplifiers.
IEEE J. Sel. Topics Quantum Electron. 7, 328–333 (2001)

60. K. Takano, K. Nakagawa, Y. Takahashi, H. Ito, Reduction of power fluctuation in pulsed
lightwave frequency sweepers with SOA following EDFA. IEEE Photon. Technol. Lett. 19,
525–527 (2007)

61. H. Bruesselbach, D.C. Jones, M.S. Mangir, M. Minden, J.L. Rogers, Self-organized coherence
in fiber laser arrays. Opt. Lett. 30, 1339–1341 (2005)

62. J. Lhermite, A. Desfarges-Berthelemot, V. Kermene, A. Barthelemy, Passive phase locking
of an array of four fiber amplifiers by an all-optical feedback loop. Opt. Lett. 32, 1842–1844
(2007)

63. B. Lei, Y. Feng, Phase locking of an array of three fiber lasers by an all-fiber coupling loop.
Opt. Express 15, 17114–17119 (2007)

64. M.A. Ummy, S. Bikorimana, N. Madamopoulos, R. Dorsinville, Beam combining of SOA-
based bidirectional tunable fiber nested ring lasers with continuous tunability over the C-band
at room temperature. J. Lightwave Technol. 34, 3703–3710 (2016)

65. J.P. Cariou, B. Augere, M. Valla, Laser source requirements for coherent lidars based on fiber
technology. ComptesRendus Phys. 7, 213–223 (2006)

66. A. Martinez-Ríos, G. Anzueto-Sanchez, R. Selvas-Aguilar, A.A.C. Guzman, D. Toral-Acosta,
V. Guzman-Ramos, V.M. Duran-Ramirez, J.A. Guerrero-Viramontes, C.A. Calles-Arriaga,
High sensitivity fiber laser temperature sensor. IEEE Sensors J. 5, 2399–2402 (2015)

67. T.B. Pham, H. Bui, H.T. Le, V.H. Pham, Characteristics of the fiber laser sensor system based
on etched-Bragg grating sensing probe for determination of the low nitrate concentration in
water. Sensors 17, 7 (2016)

68. H. Fu, D. Chen, Z. Cai, Fiber sensor systems based on fiber laser and microwave photonic
technologies. Sensors 12, 5395–5419 (2012)

69. N.S. Park, S.K. Chun, G.H. Han, C.S. Kim, Acousto-optic-basedwavelength-comb-swept laser
for extended displacement measurements. Sensors 17, 740 (2017)

70. P.C. Peng, J.H. Lin, H.Y. Tseng, S. Chi, Intensity and wavelength-division multiplexing FBG
sensor system using a tunable multiport fiber ring laser. IEEE Photon. Technol. Lett. 16,
230–232 (2004)



232 M. A. Ummy et al.

71. F. Delorme, Widely tunable 1.55 μm lasers for wavelength-division-multiplexed optical fiber
communications. IEEE J. Sel. Topics Quantum Electron. 34, 1706–1716 (1998)

72. S.H. Yun, G.J. Tearney, J.F. de Boer, N. Iftimia, B.E. Bouma, High-speed optical frequency-
domain imaging. Opt. Express 11, 2953–2963 (2003)

73. E. Hemmer, A. Benayas, F. Légaré, F. Vetrone, Exploiting the biological windows: current
perspectives on fluorescent bioprobes emitting above 1000 nm. Nanoscale Horiz. 1, 168–184
(2016)

74. M.A. Ummy, S. Bikorimana, R. Dorsinville, Beam combining of SOA-based bidirectional
tunable fiber compound-ring lasers with external reflectors, in Optics and Lasers Technology,
2017 5th International Conference on Photonics. PHOTOPTICS, 2017

75. G. Wang, L. Zhan, J. Liu, T. Zhang, J. Li, L. Zhang, J. Peng, L. Yi, Watt-level ultrahigh-optical
signal-to-noise ratio single-longitudinal-mode tunableBrillouin fiber laser. Opt. Lett. 38, 19–21
(2013)

76. Y. Luo, Y. Tang, J. Yang, Y. Wang, S. Wang, K. Tao, L. Zhan, J. Xu, High signal-to-noise ratio,
single-frequency 2 μm Brillouin fiber laser. Opt. Lett. 39, 2626–2628 (2014)

77. L.S. Yan, X.S. Yao, Y. Shi, A.E. Willner, Simultaneous monitoring of both optical signal-to-
noise ratio and polarization-mode dispersion using polarization scrambling and polarization
beam splitting. J. Lightwave Technol. 23, 3290 (2005)

78. D. Kouznetsov, J. Bisson, A. Shirakawa, K. Ueda, Limits of coherent addition of lasers: simple
estimate. Opt. Rev. 12, 445–447 (2005)

79. W. Chang, T. Wu, H. Winful, A. Galvanauskas, Array size scalability of passively coherently
phased fiber laser arrays. Opt. Exp. 18, 9634–9642 (2010)

80. S. Sivaramakrishnan,W. Chang, A. Galvanauskas, H.G.Winful, Dynamics of passively phased
ring oscillator fiber laser arrays. IEEE J. Quant. Electron. 51, 1–9 (2015)

81. E.J. Bochove, S.A. Shakir, Analysis of a spatial-filtering passive fiber laser beam combining
system. IEEE J. Sel. Top. Quant. Electron. 15(320–327), 78 (2009)

82. S. Barua, N. Das, S. Nordholm, M. Razaghi, Comparison of pulse propagation and gain satu-
ration characteristics among different input pulse shapes in semiconductor optical amplifiers.
Opt. Commun. 359, 73–78 (2016)



Chapter 11
Active Fibre Mode-locked Lasers
in Synchronization for STED Microscopy

Shree Krishnamoorthy, S. Thiruthakkathevan and Anil Prabhakar

Abstract Mode-locked fibre ring lasers can generate picosecond optical pulse
widths with MHz repetition rates. Applications in optical imaging, or in experi-
ments with pump-probe lasers, benefit from being able synchronize two lasers at
high repetition rates, while retaining the narrow optical pulse widths. We investi-
gate the characteristics of an actively mode-locked fibre ring laser, designed as a
slave laser and driven by a commercial Ti:Sapphire laser acting as a master. The
master-slave synchronization was stabilized for frequency detuning by matching the
cavity lengths, and the dependence of the output pulse width of the slave laser was
studied as its cavity was detuned. The increase in pulse width was asymmetric about
the ring cavity resonance frequency, a phenomenon that we were able to establish
as a consequence of an asymmetry in the detuning range of the higher order cav-
ity modes. We observed that the detuning range decreased linearly with the mode
number, an observation that was supported by a theoretical perturbative analysis of
cavity locking.

11.1 Introduction-Nanoscopy and Lasers

Microscopy has seamlessly adopted laser sources to improve imaging. They have
been challenging the theoretical boundaries of traditional microscopy to improve the
image resolution to nanometers.With continued advancements,microscopic imaging
has transitioned to nanoscale imaging, and the field is now aptly being referred to
as nanoscopy. To image finer structures, scanning tunneling microscopes (STM) [1]
and UV based microscopes have moved to wavelengths below the visible spectrum.
However, such techniques are not compatible with live cell imaging as the absorption
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and scattering is very high [2].Consequently, advancedmicroscopyusing superlenses
and other artificially created materials [3, 4] are being pursued.

Fluorescent microscopy is widely used, and preferred, as a method to label the
proteins of interest. This allows us to study specific phenomena dealing with inter-
actions of molecules in live cells and tissues. However, fluorescent microscopy is
limited in spatial resolution by Abbe’s limit. Techniques such as structured illumi-
nation microscopy rely on the mathematical nature of the imaging instruments and
improve the resolution in the post-processing stage [5] e.g. we can use aMoiré pattern
to preserve the phase information in the widefield image. Some techniques rely on
intensity dependent non-linear interactions like two-photon (2p) andmulti-photon [6]
absorption within the sample. Similarly, total internal reflection (TIRF) microscopes
uses evanescent optical fields to achieve finer resolutions [7]. Near field optics is
also used in near-field scanning optical microscopy (NSOM) for nanoscopy. Other
techniques, such as photoactivated localization microscopy (PALM) and stochastic
optical reconstruction microscopy (STORM), allow a very small fraction of the illu-
minated molecules to fluoresce, while keeping the a spatially selected illuminated
population in dark state using a patterned laser like RESOLFT, GSD and STED
[8–10].

11.1.1 STED with Pulsed Lasers

STED is a fast, all optical technique for nanoscopy imaging [11], wherein the fluores-
cent molecules are de-excited using a depletion laser [8, 12]. The depletion photons
interact with the excited molecules only at the periphery of the excitation spot, sup-
pressing the fluorescence there. As a result, only the molecules at the center will
fluoresce, cause the imaged spot size to reduce. The suppression of fluorescence is
intensity dependent and the effective spot size becomes

d ≈
(

λ

2n sin α

)
1√

1 + Id
IS

. (11.1)

This ismerelyAbbe’s resolution, further reduced by depletion laser intensity Id when
compared to the saturation intensity IS [13]. The mechanism of STED is explained
in Fig. 11.1.

For a typical fluorophore (fluorescein here), there are two absorption regions, the
first is the single photon excitation, or just excitation and another is the 2p excitation.
The emission region is shown for the fluorophore. The depletion laser is shaped into
a donut and superposed on the sample with the excitation 2p laser spot, as shown
in the spatial domain in Fig. 11.1. 2p excitation occurs as usual and the fluorescence
intensity decreases typically as shown in the temporal panel. However, in the yellow
regionswith strong overlap between the depletion and the excitation, the fluorescence
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Fig. 11.1 Summary of 2-photon (2p) STED process. In the spectral domain, we see the excitation
and 2p excitation spectra and the emission spectrum. Spatially the donut STED beam of wavelength
in the depletionwindow superposes the 2p excitation spot. Yellow shows significant overlap regions.
Temporally the fluorescence trace for one excitation cycle is shown. Red pulses are excitation, green
are depletion pulses, and the dark green time trace is the resulting fluorescence. The center of the
excitation is unaffected, whereas the peripheral regions experience quenching by the depletion laser

is suppressed and the excited molecules are stimulated emission depleted by the
depletion laser as shown to the left of the temporal traces.1 Although the resolution
is enhanced with higher depletion laser intensities, we cannot arbitrarily increase
the power of the depletion laser. With increased photon energies on the biological
sample, there is an increase in photo-bleaching and thermal damage. One way to
minimize these effects is to use pulsed lasers which can deliver high energies for a
short duration, typically hundreds of picosecond to nanosecond pulses, reducing the
average energy incident on the sample. The pulsed excitation also allows for one to
use gated detection, by operating the detector at high gains over short durations. This

1The depletion trace in Fig. 11.1 is a simulation using actual fluorescence traces, not actual data.
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reduces noise in the images by leaving out the undepleted fluorescent molecules [14].
2p excitation has been used with CW depletion in STED [15–17]. Here, an IR pulsed
laser is used to excite the fluorescent molecules. The small focal volumes in which
the fluorophores are excited in a two-photon process, the photo-bleaching is reduced.
As an added advantage, light scatters less at longer wavelengths as it propagates in
an aqueous medium, thus allowing excitation from deeper within a tissue sample.

11.1.2 Pulsed Fibre Lasers for Synchronization

We focus on the problem of designing and operating two synchronized pulsed lasers
to realize a pulsed STED with 2p excitation and pulsed depletion. 2p excitation
is typically done using femto-second pulses from commercial Ti:Sapphire passive
mode-locked lasers.

The excitation and the depletion lasers need to be synchronized. This is achieved
by setting up an interaction between the two laser cavities as shown in Fig. 11.2. The
synchronization signal can be in optical or RF domains. Optical synchronization
imposes certain demands on the slave lasers, as they will need to produce consistent
optical pulses over the operation range of the master. Typical design considerations
could be

• pulse to pulse synchronization,
• wavelength restriction,
• pulse widths,

Fig. 11.2 Schematic of
master and slave lasers in
synchronization.
Synchronization signal is
typically around 80MHz.
The master laser is a
commercial Ti:Sapphire
laser [18] and the slave is a
Yb:doped actively
mode-locked laser using RF
signal derived from master
laser optical pulse train [19]
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• pulse energies and
• spectral linewidth.

Of all the items, the key factor required in synchronization is the pulse to pulse
correspondence between the master and the slave lasers.

There are different implementations of slave lasers in literature. As a depletion
laser, an additional pulse stretching module is adopted that converts a part of the
master’s femto-second laser output into a picosecond laser [17, 20]. The additional
module achieves synchronization, but enforces a restriction on the wavelength of the
slave laser as the optics is directly coupled to the optical pulses of the master [21]. In
other implementations a separate laser is electronically controlled to achieve optical
pulses and synchronization [17, 22].

11.2 Actively Mode-locked Fibre Lasers

One way to set up optical synchronization, with a Ti:Sapphire laser as a master and
a fibre laser as the slave, is to use a part of the optical pulse energy from the master
to injection lock the fibre laser. Fraction spectrum amplification (FSA) extracts and
amplifies the spectral energy available above 1µm from a Rainbow laser [23] and
amplifies it using a ytterbium fibre amplifier. In another approach, we could seed
the slave laser with sufficient optical energy from the master laser to induce cross
phase modulation, as was demonstrated by synchronizing a ytterbium doped fiber
laser to a ns pulsed diode laser [24]. Actively mode-locked lasers are capable of high
fidelity synchronization using electronic signals. The generation of the electronic
signal uses a negligible fraction of the master’s optical signal. To obtain repetition
rates in the MHz range, actively fibre mode-locked ring lasers are easily constructed
with high stability, and easy thermal management. They are self-starting and can be
operated at multiple frequencies through harmonic locking. These features makes
them attractive for use as pulsed depletion lasers.

11.2.1 History of Actively Fibre Mode-locked Lasers

The evolution of all fibre activelymode-locked lasers is shownpictorially in Fig. 11.3.
The fibres were available for the infra-red regime at 1000−1500 nm based on silica.
The ability to use silica graded index fibres to form laser cavity was first experi-
mentally demonstrated by Nakazawa et al. [25]. To obtain an all fibre mode-locked
laser, the field had to wait for two decades for development of fibre coupled linear
components, integrated optical devices and fibre coupled laser diodes. Firstly, with
the advances in semiconductor technology, an integrated phase modulator was used
to make an actively mode-locked laser at 1µm which gave 90 ps pulse width [26].
Soliton pulse compression gave 4 ps at 1.5µm in an active cavity that also used fibre
couplers and Erbium doped gain fibre [27]. In the following decade, the figure of 8
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Fig. 11.3 All fibre actively mode-locked laser’s development over the years. The major changes
are shown in the label. The triangles correspond to 1µm and circles and squares 1.5µm. Active
mode-locking is shown in blue and passive mode-locking in red

laser (F8L) became popular, and wavelength division multiplexers were available,
using this and fibre based polarization control 314 fs passively mode-locked laser
was constructed [28]. The ring configuration used by Tamura et al. in the passive
mode-locking gave 452 fs pulses and the laser was self starting [29]. In the same year,
actively mode-locked lasers were demonstrated with forward, and backward diode
laser pumping with fibre pigtails [30]. RF regenerative feedback control provided the
stability in the pulse train. It also was a polarization maintaining cavity. However,
the pulse widths in actively mode-locked lasers remained high at 3.5 ps compared
to the passive ones. Dispersion compensation using large lengths of positive dis-
persion fibre compressed the gain stretched pulses. This led to shorter pulse widths
in the soliton regime at 77 fs [31]. In actively mode-locked lasers, dispersion com-
pensation was employed [32]. This led to reduction in pulse widths to 1.3 ps. In the
next decade, researchers attempted to obtain wavelength tuning in the mode-locked
lasers [33], which also set the lower limit on pulse width of mode-locked lasers to
about 800 fs. The field of ultrafast lasers saw another entrant with the invention of
semiconductor saturable absorber mirrors (SESAM). The rapidly evolving field is
described very well by U. Keller in her review paper in 2010 [34]. Both Kerr-lens
mode-locking and SESAMs have led to ultrafast lasers in passive mode-locking sys-
tems. An early adoption of SESAM based passive mode-locking was demonstrated
at 1µm by [35]. With the advances in as listed in the previous paragraph, a typical
actively mode-locked laser configuration can now be depicted as shown in Fig. 11.2.
Another method of all fibre active mode-locking could be considered to be the pulses
generated by cross-phase modulation (XPM). Pulses generated by this method rely
on the nonlinear interaction between injected source pulse and the pulses in the
nonlinear cavity through XPM process [36].
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11.2.2 Active Fibre Mode-locked Laser as Slave

Pulsed electrical signals derived from the Ti:Sapphire were used to injection lock a
fibre ring laser (FRL), shown schematically in Fig. 11.2. The FRL was designed to
have a cavity resonance close to the repetition rate of the Ti:Sapphire, allowing the
FRL to also achieve mode-locking. The slave laser operates at 1064 nm and uses an
Yb3+ doped fiber with an electro-opticmodulator (EOM) that acts as themode-locker
[37, 38]. Typically, the Ti:Sapphire wavelength (λi ) is tuned between wavelength
ranges 690−1020 nm to obtain the best two-photon excitation of the fluorophore.
The electrical synchronization signal derived from the master optical signal varies
in amplitude Ai and frequency fi as shown in Fig. 11.4. As λi is changed, fi also
changes between 78.8 and 80.7MHz, with Ai reaching a maximum for λi ∼ 800 nm
[37].

We observed that the pulse width of the slave FRL varied over the wavelength
range of the master, due to a changing repetition rate of the master laser pulses.
This could result in a loss of mode-lock in the FRL. We also observed that the pulse
width at the output of the slave FRL varied as the wavelength of the master laser was
tuned. To look at the pulse width variation, we took advantage of the sensitivity of
nonlinear processes to the peak pulse intensity, and documented the average power at
the output of a second harmonic generation (SHG) stage as shown in Fig. 11.5 [37].
The output of the FRL was amplified by 21 dB using two amplifier stages consisting
of a Yb:fiber amplifier followed by a master oscillator power amplifier (MOPA).
The amplified output was then fed to a SHG stage to produce pulses at 532 nm. The

Fig. 11.4 Synchronization
signal voltage (Ai ) and
frequency ( fi ) with changing
operating wavelength (λi ) of
the master laser [37, 39].

Fig. 11.5 Schematic to
monitor the output from a
slave laser. Second harmonic
generation is inherently
sensitive to the intensity of
the pulses [39]
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Fig. 11.6 Dependence of Ti:S pulse repetition rate and its effect on SHG power. A peak in SHG
occurs when the Ti:S repetition frequency, fi , matches the third harmonic of the slave laser [37, 39]

recorded peak pulse amplitude at the detector ASHG corresponding to the SHGoptical
power PSHG for differentmaster laser wavelengths is shown in Fig. 11.6. As expected,
PSHG depends on the peak power of the input pulse. Consequently, for a fixed average
power in the 1064 nm pulse train, PSHG will depend nonlinearly on the input pulse
width. Hence, the SHG process amplifies the effect of high intensity in the amplified
1064 nm pulses. We observe, in Fig. 11.6, that PSHG peaks at 750 nm, 770 nm and
805 nm. Near these peaks, the repetition rate, fi ∼ 80.07MHz, corresponds to the
third harmonic frequency ( f3rds) of the slave fiber MLL as indicated by the green
lines in the plot.

The peak pulse power and pulse width are not constant in the pulse train produced
by the slave laser, as seen in Fig. 11.7. In fact, every third pulse produced by the
slave laser has a larger amplitude than the others. A slightly detuned input frequency

Fig. 11.7 Slave laser pulse traces for the different operating wavelengths. Every third pulse being
intense indicates the dominance of fundamental [37, 39]
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fi in the synchronization signal from the master laser causes a modulation in the
slave fiber laser. This can be understood on the basis of effects detuning in a fibre
mode-locked laser.

11.3 Detuning of Fibre Mode-locked Lasers

Mode-locked lasers produce Fourier limited pulses at resonance [40–42]. The pulse
width can be further reduced and soliton regimes are achieved in fibre lasers with
addition of nonlinearity [43–45]. However, upon detuning from the mode-locking
frequency, the behavior of the laser departs from the ideal mode-locked state.

11.3.1 Deterioration of Mode-locking with Detuning

Deterioration of mode-locking is best understood in actively mode-locked lasers, as
they can be driven with sinusoid generators. In a typical case of use as slave laser,
the repetition rate of the synchronization signal fi varies over a range of ∼ 100 kHz.
The slave fiber laser is expected to operate over this range. The effect of changing
repetition rate fi is studied by changing the frequency of the input signal to the EOM
of the fiber laser using a signal generator [37].

Behavior of a typical actively mode-locked laser upon detuning is shown in
Fig. 11.8. Fourier limited pulses are observed at the mode-locking frequency, this
yields the shortest pulses and highest energies. Detuning on both sides of the mode-
locking frequency causes increase in pulse width and a decrease in pulse energy,
this is due to systematic lock-loss in the modes of the laser. Upon further detuning,
locking in any mode is completely lost, and the laser is just modulated. In this case,
the pulse width is the same as the modulation signal coming from synchronization
pulses. In summary, the ring cavity modes that combine to form the optical pulses fall
into a mode-locked regime, in a narrow frequency range about the cavity resonance,

Fig. 11.8 Average power
and pulse width over the
expected operating range of
slave laser [37, 39]
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Fig. 11.9 Closer look at
effect of detuning on pulse
width around f3rds [37, 39]

and a modulated regime where broader optical pulses are observed. It has to be noted
that the operating regimes of the fiber laser depend on the repetition rate of themaster
laser’s synchronization signal. For wavelength tunable cavities which are optimized
for maximizing signal power, the repetition rate varies over a wide range, which will
affect the performance of the slave laser. A wavelength independent synchronization
mechanism that relies on the active mode-locking phenomenon offers us the ability
to synchronize two pulsed lasers over a wide range of repetition rates. One way to
ensure that locking is possible is to use optical delays in the laser cavity [46]. If
the cavity length of the fiber cavity is maintained, then the operating frequency of
the master laser needs to be within the detuning range of all the slave cavity. The
narrowest pulses have a pulse width (τ ) corresponding to the perfectly mode-locked
laser at the mode-locking frequency f0. For frequency bandwidth fB [42], τ is given
by

τ = τ0 ·
(

1

f0 fB

)1/2

. (11.2)

Here, the τ0 is determined by the gain andmodulation depth. The pulse width deterio-
ration due to detuning can be seen for both pulsed and sinusoidal signals in Fig. 11.9.
The increase in pulsewidth is not symmetrical about f0 for either sinusoidal or pulsed
RF inputs. Slopes for the pulse width change for frequencies fi > f0 is found to be
twice as that for fi < f0. In another demonstration of self-mode locking laser by
Thiruthakkathevan [47], two different measurement schemes were used. One mea-
sured the pulse width of the pulses generated by using an optical detector followed by
an amplifier (LNTIA) followed by a comparator that generated square pulses corre-
sponding to the pulse width of the pulses. This was followed by a low pass filter with
a buffer (MVE), that extracted the mean pulse width over many pulses. This scheme
of pulse width measurement is incorporated as a feedback component in Fig. 11.10.
Another method was to measure the total power content of the higher harmonics. To
achieve this, the lower frequency components that include the primary mode and the
second harmonic are filtered out before obtaining the average powers. The resultant
power measured is due to only the higher modes which is a more reliable indicators
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Fig. 11.10 Block diagram of the SMLL, for the pulse width measurement method [47]
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Fig. 11.11 Schematic circuit used to lock the laser cavity by measuring the RF power in the higher
harmonics

of mode-locking. This scheme is shown in Fig. 11.11. The asymmetry in pulse width
is also found for this Er3+ doped mode-locked laser in both methods, as shown in
Fig. 11.12. Since, the asymmetry is present for both Yb doped, with FBG limited
spectrum, and Er doped lasers, we can assume that it is not an intrinsic property of
the rare-earth doped fibre. Rather, we believe that the asymmetry is intrinsic to the
method of active mode-locking, and is analogous to similar effects reported in elec-
trical circuits [48]. For harmonic locking at n f0, the fundamental mode dominates
and, and manifests itself as an amplitude modulation on the optical pulse train as
shown in Fig. 11.7 (Table11.1).

11.3.2 Loss of locking in Fourier Space

From Fourier theory, we know that while the lowest frequency components in a
spectrum contribute to power and slow varying attributes of the pulses, the pulse
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Fig. 11.12 Asymmetric detuning is also present in Er3+ doped actively mode-locked ring laser
[47]

width is determined by the higher frequency components. For a Fourier limited
pulse, the frequency components of the pulse will be at multiples of the repetition
rate of the pulse, i.e for an input frequency of fi , the electrical field amplitude can
be described as

p (t) =
∑
n

An exp ( j2πn fi t) , (11.3)

where for the nth harmonic An is the complex amplitude at frequency n fi . Thus, the
frequency location f̃n of each harmonic n would show if the pulse is mode-locked
or not. For a harmonic mode n, if the observed frequency location f̃n is same as
the expected harmonic frequency of n fi , then we can say that the harmonic mode
is locked to the input synchronization signal at the frequency fi . If the observed
frequency f̃n and the expected frequency n fi do not match, i.e,

Δ fn � f̃n − n fi (11.4)

is nonzero, then themode is not locked. To quantify this, wemust look at the electrical
spectrum of the pulses and capture the behavior of the harmonics that are first to get
unlocked with detuning.

The experimental scheme to observe the Fourier mode is as given in Fig. 11.13
[39]. In this scheme, the location of the peak frequency f̃n and the corresponding
amplitude An are recorded for each harmonic (or mode number) n for the input
synchronization signal frequency fi . One can observe that at the resonant frequency
f0 = 26.69MHz the power in all the modes is highest as shown in Fig. 11.14. As
the input frequency fi is detuned from the resonant frequency, the power in all the
modes declines.
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Table 11.1 SMLL output for different RF synchronization inputs

Driving signal
type

SMLL output and RF signal RF in Fourier

Sinusoidal

(
π

j

)
δ ( f − f0) − δ ( f + f0)

Square
∑∞

k=−∞
(

− 2 j

π(2k + 1)
δ ( f − (2k + 1) f0)

)

Triangular
∑∞

k=−∞
(

− 2

(π(2k + 1))2
δ ( f − (2k + 1) f0)

)

The oscilloscope traces show both the SMLL pulses and the input RF traces. The corresponding
Fourier representation of the RF input is also shown [47]

For each input frequency fi , the peak frequency location, for eachmode n, is at f̃n .
The deviation Δ fn , from the expected frequency location n fi , was defined in (11.4).
Figure11.15 is obtained by plotting Δ fn for the different harmonics n, as the input
frequency fi is detuned around the resonance f0. When fi = f0, all modes follow
the expected frequency and |Δ fn| = 0 for all n. The mode-lock persists for a range
of input frequencies around the resonance, in a manner typical of injection locked
oscillators [48–51]. It has been shown that mode-locked lasers are also injection
locked by the action of the modulation a nonlinear mode-locker [40, 41, 52]. The
injection locked laser has all the modes in phase when locked at f0 and |Δ fn| = 0
for all the modes n.
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Fig. 11.13 Schematic for
finding the electrical
amplitude spectrum for the
modes of the pulses [39]

Fig. 11.14 Amplitude An
for each mode n of the pulse
as the input frequency fi is
varied around the resonance
f0 = 26.69MHz [39]

Fig. 11.15 Deviation Δ fn of
each mode around the
resonance. Lower modes do
not deviate in the narrow
detuning range and the
higher modes deviate faster
than the lower modes [39]

However, when detuned, the higher modes are out of the injection range and are
the first to lose lock. In thesemodes the deviation |Δ fn| > 0. The deviations in higher
modes build up at a faster rate than for lower modes. This implies that the injection
locking is dependent on n [39]. This can be observed in Fig. 11.16. Both upper and
lower limits decrease as mode number increases, indicating that the injection range

Fig. 11.16 Frequency
deviation |Δ fn | for each
mode n of the pulse as the
input frequency fi is varied
around the resonance
f0 = 26.69MHz [39]
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Fig. 11.17 Upper
(
f(U,n)

)
and lower

(
f(L ,n)

)
limits of the injection region [39, 53]

Fig. 11.18 Injection range Rn for each mode n, showing the dependency on the mode number.
Modified from [53]

narrows for higher modes. However, the slope of decrease for upper limit is larger by
about three times when compared to the lower limit. The region where the deviation
in the frequency is nearly zero is the region with mode-locking for any given mode,
this is recognized as the the injection range Rn of the mode n [40, 41, 49, 50]. The
range Rn is bound by an upper frequency

(
f(U,n)

)
and a lower frequency

(
f(L ,n)

)
. Rn

is defined as
Rn � f(U,n) − f(L ,n). (11.5)

As expected, upon further detuning away from Rn , the higher modes start to show
non-zero deviation and lose mode-locking. The injection range Rn for each mode n
is as shown in Fig. 11.18, and is found to decrease with increasing mode number.
The reduction in the injection range is proportional to the mode number as n−1 as
found by the fit to the ranges. For modes >45, our observations of injection range
were limited to ∼ 28 kHz, by our measuring apparatus (Fig. 11.17).
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Fig. 11.19 Effect on cavity mode amplitudes with detuning δ f. In the mode amplitude spectra, the
mode envelope deviates to the solid line envelope from idealmode-locked envelope shown in dotted-
dashed line. The mode locations in frequency follow the Fourier frequencies of ( fn = n f0 + nδ f ) ,

until mode n, that is still in the locking limit, the further modes (m > n) are unlocked and oscillate
at m f0. The locking limit is where the injection signal is quadrature to the signal in the cavity as
shown in the above schematic [39]

11.3.3 Unlocking of Laser Modes

The detuning mechanism for a mode-locked laser is shown in Fig. 11.19. For a
perfectly mode-locked laser, the modes are at fn = n f0, as shown as dotted delta
functions. Upon detuning by δ f, the modes occur at fn = n f0 + nδ f, interpreted as
a frequency deviation nδ f from the locked state of each mode. The detuned state is
shownwith solid delta functions in frequency spectrum.Once the frequency deviation
nδ f is outside the locking range Rn for the mode, the mode is no longer locked. This
is shown for mode m which is at a higher frequency than the modes n that are within
the locking range. This mode acts as free running oscillator, and the frequency of
oscillation is same as at resonance, i.e. m f0. However, the phase of the oscillation is
no longer related to the rest of the modes [48, 49] and these modes are said to be
unlocked.

In the unperturbed, mode-locked state, the amplitudes An for all modes are equal.
This makes the spectral envelope of the frequency spectrum uniform, as shown by the
dotted horizontal line in Fig. 11.19. The mode amplitudes follow the mode-locking
equation for the nth mode given by Haus as [40]

{
1 + jb + j

n fi
fL

(σ + g) − g

[
1 −

(
n fi
fL

)2
]}

An = M (An−1 − 2An + An+1) ,

(11.6)
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where, quality factor is Q, and laser linewidth fL . The laser gain is g, the empty-cavity

resonance is fC and detuning parameter is given by σ = 2Q fL
fs

(
fi − fC

fi

)
. Any

detuning δ fs to the central oscillating frequency fs is accounted for by b = 2Q

fs
δ fs.

When mode-locked b = 0 and (σ + g) = 0. The terms of the right constitute the
injection signal due to the action of the modulator with strength M .

Upon detuning, the spectral envelope deviates from the mode-locked envelope
as shown by the solid curve in the frequency spectrum. δAn for each mode is the
change in strength of injection for the mode. It has been shown that the ratios of
injection signal to the mode amplitude does not change with the detuning [53]. A
portion of the amplitude is required to compensate the phase deviation that builds
up with detuning. When the mode frequency fn is within the locking range Rn for
the mode, the deviation is the difference phasor between the mode amplitude An at
resonance, and the resulting mode amplitude An + δAn after perturbation [48]. The
phasors for different modes with respect to the amplitude deviation δAn are shown at
the top of the respective mode at n f0 in the frequency spectrum. The frequency fn , in
mode is at the edge of the injection range at either f(U,n) or f(L ,n). A condition where
the deviation and the resulting amplitude are at quadrature to each other is shown for
the mode n in Fig. 11.19. Using perturbation analysis on (11.6), Krishnamoorthy et
al. [53] have shown that Rn is given by

Rn =
[
fs f0
Q fC

(
1

n

Ai1

Ao1

)]
, (11.7)

where,
Ai1

Ao1
is the ratio of the mode amplitude to the injection signal for the first

mode as determined by laser parameters. Which can be further simplified as

Rn = R1

(
1

n

)
. (11.8)

where, R1 = fs f0
Q fC

(
Ai1

Ao1

)
is the range for the fundamental mode n = 1. This equa-

tion clearly shows that there is an n−1 dependence on injection range.
A mode m greater than n is unlocked, the phasor Am + δAm makes an angle

greater than 90◦ with the deviation δAm . The large phase required to maintain the
angle between the injection and the resultant mode amplitude cannot be provided
by the laser, thus the mode is not locked and acts as a free running oscillator. The
resulting frequency of the unlocked mode is m f0 and not m f0 + mδ f as would be
expected for a locked mode. This is shown by the small delta function at m f0 in the
frequency spectrum in Fig. 11.19. To obtain the narrowest pulses from the slave laser,
the repetition rate of the synchronizing master laser needs to be at a harmonic of the
locking frequency of the slave laser, with the available detuning range decreasing as
n as we attempt to lock n cavity modes together.
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11.4 Conclusion

Fibre lasers are already the focus for adoption for nonlinear microscopy [54]. Other
than 2p STED [15, 17], many techniques in time resolved spectroscopy use optical
pump and probe methods that involve multiple lasers working in tandem, e.g. in
time resolved CARS [55]. Both microscopy with STED and spectroscopy like time
resolved coherent anti-Stokes Raman scattering (CARS), require two pulsed lasers
working in synchronization to obtain the desired results. This review shows that
active fibre mode-locked lasers are an excellent candidate for synchronization with
anothermaster laser in the configuration shown in Fig. 11.2. In this review, the authors
have focused on using a Ti:Sapphire laser as a master laser, while driving a ytterbium
doped fibre (YDF) ring laser in amaster-slave configuration using EOMas themode-
locking element.

Activelymode-locked laser is driven using the electrical signal generated form the
master laser, which ensures pulse to pulse synchronization. Wavelength selectivity
is easily achieved using FBGs in the cavity that restrict the lasing wavelength and
linewidth. There are many techniques, like using PZT, that can be employed to
tune the wavelength of operation [33]. Other wavelength conversion schemes like
second harmonic generation (SHG) or parametric conversion schemes can be used
to achieve even wider wavelength options. The pulse energy is increased using fibre
amplifiers and master oscillator optical amplifiers (MOPA) as shown in Fig. 11.5.
The fibre mode-locked laser can be tuned in active configuration to a large frequency
range of∼500 kHz, while providing pulse widths in the order of few ps to few ns. At
resonant frequencies, they provide the sharpest pulses, that can be further compressed
using positive index fibre and other techniques as discussed previously. To obtain
uniformpulse trains,methods like regenerative feedback, and higher harmonic power
optimization are required to provide the necessary stabilization [33, 47].

For the FRLs to act as slave lasers effectively, it is required that they be operable
away from their locking frequencies. This requires a renewed understanding of the
detuning mechanism in the lasers. The increase in the pulse width and the decrease
in power away from the locking frequencies is discussed here. There is an inherent
asymmetry in all FRLs with detuning. The asymmetry in pulse width is shown for
Yb:doped FRLs and Er:doped FRLs in Figs. 11.9 and 11.12. The power in the higher
modes also decrease asymmetrically as shown with higher harmonic power method.
The understanding of the mechanism of the unlocking of lasers is understood by
looking at the constituentmodes n. The tolerance to detuning depends on the injection
locking range of eachmode, which decreases withmode number n as discussed using
experiments and analytically. Further understanding of workings of FRLs is needed
to build adaptable fibre lasers for use in biology. While, the lasers find the inroads to
biology, the time for bio-inspired lasers has also come [56].
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Chapter 12
Physics-Based Feature Engineering

Bahram Jalali, Madhuri Suthar, Mohammad Asghari and Ata Mahjoubfar

Abstract We describe a new paradigm in computational imaging for performing
edge and texture recognition with a superior dynamic range compared to other meth-
ods. The algorithm has its origin in Photonic Time Stretch, a realtime instrumentation
technology that has enabled observation of ultrafast, non-repetitive dynamics and dis-
covery of new scientific phenomena. In this chapter, we introduce the mathematical
foundation of this new transform and review its intrinsic properties including the
built-in equalization property that leads to high performance in visually impaired
images. The algorithm is spearheading the development of new methods for feature
engineering from visually impaired images with unique and superior properties com-
pared to conventional techniques. It also provides a new approach to the computation
of mathematical derivatives via optical dispersion and diffraction. The algorithm is
a reconfigurable mathematical operator for hyper-dimensional feature detection and
signal classification. It has also shown promising results in super-resolution single
molecule imaging.
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12.1 Introduction

“Human subtlety will never devise an invention more beautiful, more simple or more
direct than does nature”. The elegant quote by Leonardo Da Vinci underscores the
important role of nature as a source of inspiration for human ingenuity. Inspirations
fromnature need not be limited to design of physicalmachines but should be extended
to creation of new computational algorithms. We expect this new paradigm to lead
to a new class of algorithms that are direct and energy efficient while providing
unprecedented functionality.

Every day, the world creates nearly 2.5 Exabyte (1018 bytes) of data. Surprisingly,
90% of the data present in the world today has been created in the last two years
alone highlighting the exponential rise in the amount of digital data [1]. To process
this enormous data, the field of electronics has experienced a “digital revolution”
leading to development of high performance digital signal processors (DSPs). How-
ever, a large fraction of this digital data is generated by translating real world analog
signals into their digital representations using electronic Analog-to-Digital Convert-
ers (ADCs). These electronic ADCs cannot capture fast waveforms due to limited
temporal resolution as well as impose restrictions on real time operations owing to
their slower speed. Additionally, processing massive data in datacenters accounts
for 50–60% of their electricity budget and a rapidly growing fraction of total elec-
tricity consumption. This calls for development of new computing technologies that
offer speed, energy efficiency and ease of implementation. Fortunately, nature and
in particular, photonics can provide a solution to certain class of problems.

12.1.1 Photonic Time Stretch

Photonic time stretch, a temporal signal processing technology, employs group-
velocity delay (GVD) dispersion to slow down an analog signal in time and thereby,
compresses the bandwidth of an analog signal allowing digital processing of fast
waveforms which are otherwise not supported by slower electronic ADCs [2–4].
This method also known as the time-stretch dispersive Fourier transform (TS-DFT)
has been the most successful solution to solve the critical problems associated with
electronic ADCs in terms of temporal resolution as well as dynamic range and has
been instrumental in the development of highest performanceADCs [5]. Time stretch
technology has been employedwidely for real time acquisition of ultrafast signals but
the most remarkable application of this technology has been to study the relativistic
electron structure [6].

Time stretch spectrometer is an extension of time stretch technology for high
throughput single-shot spectroscopy that has led to observation of non-repetitive
ultrafast events in optical systems such as optical rogue waves [7], soliton molecules
[8] and mode locking in lasers [9]. Similarly, time stretch camera [10], a MHz-
frame-rate bright-field imager, uses amplified dispersive Fourier transform to analyze



12 Physics-Based Feature Engineering 257

images and has enabled the detection of rare cancer cells in blood with false positive
rate of one cell in amillion [11]. By integrating artificial intelligencewith time stretch
imaging, label-free cancer cell detection with record accuracy has been achieved [12,
13]. These high throughput imaging systems generate a torrent of data which can be
compressed by foveated sampling using warped stretch that exploits signal sparsity
[14].

12.1.2 From Optical Physics to Digital Algorithms

Photonic time stretch technique can be understood by considering the propagation
of an optical pulse through a dispersive optical fiber. The optical pulse propagation
in an optical fiber is governed by non-linear Schrodinger equation as discussed in
[15]. By disregarding the loss and non-linearity in an optical fiber and considering
only the group velocity dispersion, this equation upon integration reduces to

Eo (z, t) = 1

2π

+∞∫

−∞
Ẽi (0, ω) ·

[
e

− jβ2 zω
2

2

]
· e jωtdω (12.1)

where Ẽi (0, ω) is the input pulse spectrum, β2 = GVD parameter, z is propagation
distance, Eo(z, t) is the reshaped output pulse at distance z and time t . The response
of a dispersive element in a time-stretch system can be approximated as a phase
propagator as presented in [16, 17]

H (ω) = eiφ(ω) = ei
∑∞

m=0 φm (ω) =
∞∏

m=0

Hm (ω) (12.2)

Therefore, Equation (12.1) for a pulse that propagates through the time-stretch
system and is reshaped into a temporal signal with a complex envelope can be written
as follows

Eo (t) = 1

2π

∞∫

−∞
Ẽi (ω) · H (ω) · e jωtdω (12.3)

By considering sufficient linear dispersion, the stationary phase approximation
can be satisfied resulting in a mapping of spectrum to time. Using this spectro-
temporal mapping, we can evaluate the sparsity in the spectrum of a signal [16]. In
particular, one can create an information gearbox for matching the time-bandwidth
of fast real-time optical data to that of the much slower electronics. These photonic
hardware accelerators proposed in [16] act as a means to boost the speed and reduce
the power consumption of electronics.
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Fig. 12.1 Operation Principle of Phase Stretch Transform (PST). The input image is processed
in frequency domain. The nonlinear spectral phase kernel encodes frequency components into the
spatial phase of the output image such that high frequency components have higher phase

The time stretch operation S {Ei (t)} on an input pulse Ei (t) defined above in
terms of phase can be extended to operation on amplitude of a signal in optical
domain as following

S {Ei (t)} =
+∞∫

−∞
F {Ei (t)} ·

[
e jφ(ω) · L̃ (ω)

]
· e jωtdω (12.4)

where FEi (t) is the fourier spectrum of input pulse e jφ(ω) is the phase filter and
L̃ (ω) is the amplitude filter. And for a discrete signal, the stretch operation can be
defined as,

S {Ei [t]} = I FFT
{
FFT {Ei [t]} · K̃ [ω] · L̃ [ω]

}
(12.5)

where K̃ [ω] is the phase filter or propagator, L̃ [ω] is the amplitude filter, IFFT is
Inverse Fast Fourier Transform and FFT is Fast Fourier Transform.

The dispersion operation on a 1D temporal signal is equivalent to parallax diffrac-
tion on a 2D input space. This led us to analyze the application of above mentioned
dispersion-based stretch operations to digital images which resulted in an optics-
inspired edge detection algorithm called Phase Stretch Transform (PST) [18, 19].
PST is a qualitatively new method for feature engineering and is discussed at length
in the next section.

12.2 Phase Stretch Transform

Phase Stretch Transform (PST) is a recently introduced computational approach for
signal and image processing that emerged out of the research on Photonic Time
Stretch. This algorithm transforms an image by emulating propagation of electro-
magnetic waves through a diffractive medium with an engineered 3D dispersive
property (refractive index profile) [18, 19].

As shown in Fig. 12.1, by applying a nonlinear spectral phase kernel to the im-
age spectrum (by operating 2D Fast Fourier Transform (FFT2) on the image), the
frequency distribution is mapped to the spatial phase of the output image. The non-
linear phase kernel encodes a high phase value to high frequency component. The
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spatial output after the 2D Inverse Fast Fourier Transform (IFFT2) is no longer a real
quantity but instead has a complex phase associated with it. Upon phase detection of
the output followed by thresholding operation, high phase values corresponding to
high frequency components survive. Hence, edges i.e. high frequency components
in an image are detected.

The time stretch stretch operation S {} for an image can be represented as

S {Ei [x, y]} = I FFT 2
{
FFT 2 {Ei [x, y]} · K̃ [u, v] · L̃ [u, v]

}
(12.6)

In the above equations, Ei [x, y] is the input image, x and y are the spatial variables
and, u and v are spatial frequency variables. The function K̃ [u, v] is called the
warped phase kernel and the function L̃ [u, v] is a localization kernel implemented
in frequency domain for image processing. PST operator [18, 19] is defined as the
phase of this Warped Stretch Transform output as follows,

PST
{
Ei [x, y]

}
� �〈S {Ei [x, y]} 〉 (12.7)

where �〈 · 〉 is the angle operator.
The transform has been applied for feature extraction in biomedical images to

develop diagnostic assistant tools [20, 21] and for edge detection in Synthetic Aper-
ture Radar (SAR) images [22]. It has also been applied for resolution enhancement
in super-resolution photon activated localization microscopy (PALM) for imaging
of single molecule [23]. The transform drastically improved the localization of point
spread function, reduced the computational time by 400% and increased the emitter
density by the same amount. The algorithm has been open sourced on GitHub and
Matlab Central File Exchange [24] and has received extraordinary endorsements
both by the software as well as image processing community. The transform exhibits
superior performance over conventional derivative based edge operators in particular
for visually impaired images. It is able to reveal features invisible to human eye and
to conventional algorithms used today. Because of these unique intrinsic properties
offered by PST, it has promising application for feature enhancement in visually
impaired images which is discussed in next section.

12.2.1 Feature Enhancement in Visually Impaired Images

In the field of computer vision, feature detection from digital images plays a piv-
otal role for solving problems associated with image registration, object recognition,
content-based image retrieval and deep learning [25–27]. To improve feature detec-
tion, prior works such as [25, 28], have exploited grey level statistics of the image
and various edge detection methods, respectively. Few efforts have also focused on
the use of color distinctiveness and color models [29, 30] and scale selections [31]
in images to enhance feature detection.
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(a) Original Image (b) Feature detection 
using smooth derivative

(c) Feature detection 
using PST

Fig. 12.2 Comparison of feature detection using conventional derivative based edge operator
to the case of feature detection using Phase Stretch Transform (PST). The derivative is the
fundamental operation used in the popular Canny, Sobel and Prewitt edge detection methods. These
derivative based methods are unable to capture the low contrast on the surface of the Uranus planet.
On the other hand, PST extracts these surface variations efficiently as shown in [34]

(a) Original Image (b) Feature detection 
using smooth derivative

(c) Feature detection 
using PST

Fig. 12.3 Comparison of feature detection using conventional derivative based edge operator
to the case of feature detection using Phase Stretch Operator (PST) on an image of the planet
Uranus captured from a different angle of view as compared to the one shown in Fig. 12.2.
Original image is shown in (a). Results of feature detection using conventional derivative based
edge operator and PST operator are shown in (b) and (c), respectively. PST is able to locate the
low contrast on the surface of the planet which are consistent with the edges located in Fig. 12.2 as
shown in [34]

The principal aim of feature detection is to classify objects with a higher accu-
racy and at the same time be robust to changing viewing conditions which include
variations in illumination or environmental conditions, object orientations as well
as the zoom factor of a camera. Detection and localization of objects in images can
be severely impaired by environmental conditions. For instance, images acquired in
a foggy weather suffer from various visual impairments such as reduced contrast,
blur and noise which leads to low resolution and low contrast [32, 33]. This poses a
major problem for many computer vision applications, in particular, for autonomous
robots and self-driven vehicles.
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Fig. 12.4 Comparison of feature detection using conventional derivative based edge opera-
tor to the case of feature detection using Phase Stretch Transform (PST) in case of visually
impaired images. Original traffic images taken in a foggy weather are shown in (a). Detected fea-
tures using conventional derivative based edge operator and PST operator are shown in (b) and (c),
respectively. It can be seen that the conventional derivative based edge detection operator fails to
visualize the low contrast details in the visually impaired regions of the images (as shown in green
dashed boxes). However, PST captures these low contrast details in the low resolution regions (as
shown in green dashed boxes) due to its unique reconfigurable mechanism that detects features
over a wide dynamic range. The strength of features detected using PST over both low and high
resolution regions of the images is consistent unlike derivative operator

Emerging imaging technologies such as High Dynamic Range (HDR) imaging
hold promise to solve these problems in the field of computer vision by improving
feature detection. However, the slow frame rate of these technologies restricts their
practice in self-driven cars, autonomous robotics and other real-time applications.
PST has unique intrinsic properties which are not offered by the state-of-the-art
algorithms. To validate this claim, we refer to Fig. 12.2 that shows an image of the
planet Uranus processed by the conventional derivative based edge operator and by
the PST. The derivative method is the underlying function utilized by the popular
Canny, Sobel andPrewitt algorithms. The result clearly shows the dramatic advantage
offered by the optics-inspired PST. The inherent equalization ability of PST gives a
response ideal for feature detection in low contrast visually impaired images.

Figure12.3 compares the effect of feature detection using conventional derivative
based edge operator with feature detection using PST on another image of planet
Uranus captured from a different angle of view. Conventional derivative based edge
operator fails to visualize the low contrast in the bright areas of the image over the
surface of the planet Uranus. However, PST can clearly show these small intensity
changes even in the intensity-saturated areas due to its natural equalization mecha-
nism. These surface variations over the planet are consistent with the edges detected
in the Fig. 12.2 highlighting the efficiency of PST.
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In Fig. 12.4, PST has been applied on traffic images taken in a foggy weather as
also shown in [35, 36]. As we can see, it significantly improves the feature detection
and also, outperforms conventional derivative based edge detection methods. The
conventional edge detection method based on derivative of the image fails to capture
low contrast details in the high intensity but low resolution areas of the image.
However, our technique clearly shows the low contrast details in the visually impaired
regions of the image. The warp W, and strength S, parameters of PST kernel as
described in [18, 19] used for the feature detection in these images are 22 and
500, respectively. This property emerges because PST’s transfer function has an
inherent equalization ability, derived analytically in the next section. This chapter
also discusses the superior performance of PST at low light levels and its application
to HDR images towards the end.

12.2.2 Mathematical Foundations of Phase Stretch
Transform

The superior performance of Phase Stretch Transform (PST) in the low contrast
regime is proved here mathematically by deriving closed-form analytical expres-
sions for its transfer function. The results reveal that the transform has an inherent
intensity equalization property leading to high dynamic range performance. Ana-
lytical results are also supported by numerical simulations confirming the dynamic
range enhancement. The stretch operator S {} on an input image act as follows

Eo [x, y] = S {Ei [x, y]} � I FFT 2
{
K̃ [u, v] · L̃ [u, v] · FFT 2 {Ei [x, y]}

}
(12.8)

and Eo [x, y] is a complex quantity defined as,

Eo [x, y] = |Eo [x, y]| e jθ[x,y] (12.9)

Here for simplicity, we assume the localization kernel L̃ [u, v] = 1. Now, without
the loss of generality and in order to keep the notations manageable in what follows,
we consider operation of PST on 1D data, i.e.,

PST {Ei [x]} � � {S {Ei [x, y]}} = � {Eo [x]} = �
〈
I FFT

{
K̃ [u] · FFT {Ei [x]}

}〉
(12.10)

The warped phase kernel K̃ [u] is defined by a phase function that has a nonlinear
dependence on frequency, u,

K̃ [u] = e j ·ϕ[u] (12.11)

By expanding the phase term in the warped phase kernel K̃ [u] using Taylor series
we have,
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K̃ [u] = e
(
j

∑M
m=2

ϕ(m)

m! um
)

(12.12)

where ϕ(m) is themth-order discrete derivative of the phase ϕ [u] evaluated for u = 0
and values of m are even numbers. PST phase term ϕ [u] only contains even-order
terms in its Taylor expansion due to the even symmetry of the phase term ϕ [u] as first
considered in [18, 19]. By using the expansion of warped phase kernel as described
in (12.12), output complex-field, Eo [x], can be calculated as follows,

Eo [x] = I FFT
{
Ẽi [u] × K̃ [u]

}

= I FFT

{
Ẽi [u] × e

(
j

∑M
m=2

φ(m)

m! um
)}

(12.13)

where Ẽi [u] is the spectrum of the input computed using Fast Fourier transform
(FFT). Simulation show that when the applied phase is small, PSTworks best. Under
these conditions, we can use small value approximation for the applied phase kernel.
Therefore, the phase term in (12.13) can be simplified to,

Eo [x] = I FFT

{
Ẽi [u] ×

[
1 + j

(
M∑

m=2

φ(m)

m! um
)] }

(12.14)

→ Eo [x] ≈
[
1 × Ei [x] + j

M∑
m=2

(−1)m/2 φ(m)

m! (2π)m
Ei [x]

(m)

]
(12.15)

where Ei [x](m) is themth-order discrete mathematical derivative of the input Ei [x].
As the input is a real quantity, we can calculate the output phase as,

PST {Ei [x]} = � {Eo [x]} ≈ tan−1

⎧⎨
⎩

∑M
m=2

(−1)m/2 φ(m)

m! (2π)m
Ei [x](m)

Ei [x]

⎫⎬
⎭ (12.16)

As can be seen in the (12.16), the transfer function of PST is consisting of a sum-
mation of even order mathematical derivatives of the input in the numerator divided
by the input amplitude (brightness) in the denominator. A hyper dimensional feature
set corresponding to different measures of the curvature of the edge is computed in
the numerator while the denominator renders the response nonlinear in such a way
that low-light-levels in the input are enhanced. Above analytical results are derived
by considering a general expression for the phase kernel and only when the applied
phase of the PST kernel is small. We now expand our analytical findings by con-
sidering different scenarios that reveal further insights into the unique properties of
PST.

Case 1: Let’s consider the PhaseKernel K̃ [u] as a quadratic function of frequency
variable u. Under this condition K̃ [u] = u2 and by using small phase approximation,
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the phase term in (12.14) can be simplified to,

Eo [x] = I FFT
{

Ẽi [u] × [
1 + j

(
u2

)] }
(12.17)

→ Eo [x] ≈
[
1 × Ei [x] − j

1

(2π)2
∗ d2Ei [x]

dx2

]
(12.18)

We also assume that the phase of the complex output is restricted to small values.
Therefore, phase of the output in (12.18) can be simplified to,

PST {Ei [x]} = �Eo [x] ≈
−1

(2π)2
∗ d2Ei [x]

dx2

Ei [x]
(12.19)

Case 2: We consider here the same Phase Kernel (as a quadratic function of
frequency variable u), K̃ [u] = u2 as discussed in Case 1. However, we do not
restrict to small phase approximation. The exponential term in (12.13) can now be
represented as,

Eo [x] = I FFT
{

Ẽi [u] × [
cos

(
u2

) + j sin
(
u2

)] }
(12.20)

We expand the sine and cosine terms using Euler expansion up to third order and
then by applying small value approximation to the complex output of (12.16), the
PST output can be computed as shown below

PST {Ei [x]} = �Eo [x] ≈
−1

(2π)2
∗ d2Ei [x]

dx2 + 1
3!(2π)6

∗ d6Ei [x]
dx6 − 1

5!(2π)10
∗ d10Ei [x]

dx10

Ei [x] − 1
2!(2π)4

∗ d4Ei [x]
dx4 + 1

4!(2π)8
∗ d8Ei [x]

dx8

(12.21)
The closed-form expression of the transfer function of PST shown in (12.16) re-

lates the output to the input in the case of an arbitrary phase kernel valid under small
phase approximation. For certain scenarios, the core functionality of PST as a feature
detector can be established by the closed-form expression presented in (12.16). As
we can see, the output of the PST operator is directly proportional to the even-order
derivatives of the input with weighting factors of (−1)m/2 φ(m)

m! (2π)m
. Each computed math-

ematical derivative highlights a different feature of the input. The weighting factors
can be modified to selectively enhance features of interest. Hence, our transform acts
as a reconfigurable operator that can be tuned to emphasize different features in an
input image.

The intrinsic equalization ability of PST can be seen in (12.16). The PST output is
inversely related to the input brightness level valid under small phase approximation.
Therefore, for a same contrast level, the PST output is higher in dark low-light-level
areas of an image. This important observation from (12.16) confirms the fact that
PST has an inherent property to equalize the detected output with the input brightness
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Fig. 12.5 Phase Stretch
Transform (PST) as a
hyper dimensional
classifier. PST operator can
act as a reconfigurable
operator to compute
mth-order derivative. Here
the dimensions are the order
(even) of derivatives and
hyper planes are shown as
green and red boxes

mth

(m+2)th

(m-2)th

level and therefore, allows for a more sensitive feature detection as also reported in
[35, 36].

Brightness level equalization is a well-studied technique to improve feature detec-
tion algorithms in High Dynamic Range (HDR) images (see [37] for example). One
approach to achieve brightness level equalization in images is by applying a loga-
rithmic (log) function to the input before application of feature detection algorithms.
By applying a log function, we can achieve high gain for low brightness input. This
brightness equalization results in a more sensitive feature detection. Fortunately, the
PST operator has a built-in logarithmic behavior which gives it excellent dynamic
range. However, this property does not completely describe the functionality of our
transform. As observed in (12.16), our transform computes a hyper-dimensional fea-
ture set for signal classification (shown in Fig. 12.5). These results also demonstrate
a method for computation of mathematical derivatives via group delay dispersion
operations.

12.2.3 Clinical Decision Support Systems Using PST

Medical images act as a very important source of information in order to understand
the anatomy and organ function as well as aid in diagnosis of diseases. Lately,
machine learning tools are unified with image processing techniques for application
to medical imaging leading to production of computer-aided diagnostics (CAD) and
decision making tools. As discussed previously, PST has superior performance over
conventional edge detectors, therefore, its application to medical images for feature
detection is promising for accurate segmentation and development of CAD tools.

One such application of PST is to develop a diagnostic assistant tool for pneu-
mothorax [20, 21]. Pneumothorax is a medical situation in which air leaks into the
space between the lungs and the chest wall due to a chest injury or a lung disease
or even sometimes due to certain medical procedures. The major risk factor that in-
creases the mortality caused by pneumothorax is the failure to identify it at any early
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(a) Original Image (b) Feature detection 
using smooth derivative

(c) Feature detection 
using PST

Fig. 12.6 Comparison of feature detection using Phase Stretch Transform (PST) algorithm
with the features detected using a conventional derivative based edge operator for a lung
X-ray image. In the figure, a X-ray of lung of a patient suffering from pneumothorax. b Edge
detection using conventional derivative based edge operator. c Edge detection using PST. The red
oval indicates the region of collapsed lung. As shown, PST traces the low contrast lung edge with an
equalized response due to intrinsic nonlinear behavior. Conventional derivative based edge operator
work well only for high contrast regions and therefore, fails to locate the collapsed lung boundary
as described in [20, 21]

examination by a radiologist. By the application of PST to the chest X-rays’ of pa-
tient suffering from pneumothorax, the boundary of collapsed lung is easily located
otherwise difficult to be identified during an initial visual inspection by a radiologist
as shown in Fig. 12.6. This tool, which is first of its kind, traces the collapsed lung
and aids the radiologist to take correct decision in this life-critical examination. With
pneumothorax being very common in ventilated critically ill patients, it becomes
important to develop tools for accurate diagnosis as failures in diagnosis can cause
life threatening complications [38].

12.3 Simulation Results

In this section, we present simulation results that validate the closed-form analytical
expression of the transfer function of PST derived in the previous section. In order
to reinforce the new theory developed above, we also demonstrate several visual
examples of operation of PST on HDR images. In our first simulation result, we
show the PST output for a given 1D data and compare it to the output computed
by the analytical expression derived in (12.16). Figure12.7a shows the phase kernel
ϕ [u] of the PST operator designed for this simulation. The warp W, and strength S,
parameters of the phase kernel as described in [18, 19] are 12.5 and4000, respectively.
The derivative of the PST phase kernel is shown in Fig. 12.7b. The simulated 1D
input data is shown in Fig. 12.7c. In Fig. 12.7d, numerically simulated PST output is
compared to the output estimated by the analytical expression of (12.16) using red-
solid and blue-dotted lines, respectively. Evidently, the simulation result confirms
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Fig. 12.7 Comparison of numerically simulated output of Phase Stretch Transform (PST)
algorithm with the output given by the closed-form analytical expression derived in (12.16).
The phase kernel of the PST operator and the corresponding derivative profile of the phase kernel
are shown in (a) and (b), respectively. The input data is shown in (c). Numerically calculated PST
output data and the output data estimated by the closed-form expression of the PST transfer function,
derived in (12.16), is shown in (d) using red-solid and blue-dotted lines, respectively. The above
simulation result validates the accuracy of the closed-form analytical expression of PST transfer
function derived in (12.16)

the accuracy of the closed-form analytical expression of the transfer function of our
algorithm as derived in (12.16).

In the next simulation example, we examine the effect of PST operation for feature
detection on a signal with varying contrast levels at a constant brightness level and
compare it to the case of using the conventional technique of differentiation to detect
features in the same input. The warp W, and strength S, parameters of the PST
operator are 12.15 and 0.48, respectively. The input was designed to have varying
contrast levels at a constant brightness level, as shown in Fig. 12.8a. We compare
numerically simulated PST output to the output using differentiation in Fig. 12.8b.
As expected, the output of the differentiator is linearly proportional to the contrast
level and is insensitive to the input brightness level. On the other hand, PST output
is directly dependent on the input contrast level but inversely dependent on the
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Fig. 12.8 Effect of Phase Stretch Transform (PST) on an input signal with various contrast
levels at a constant brightness level. The input 1D data which is designed to have various contrast
levels at a constant brightness level is shown in (a). Numerically calculated PST output is compared
to the output using differentiation in (b) using red-solid and blue-dotted lines, respectively. As can
be seen, the output of the differentiator has a linear response to contrast level in the input and is
completely insensitive to the input brightness level. On the other hand, PST output is nonlinearly
related to the contrast level in the input at fixed brightness

constant brightness level. This nonlinear behavior is due to the inherent equalization
mechanism of PST as described in (12.16).

The behavior of PST operation for feature detection on a signal with a constant
contrast level and various brightness levels is evaluated in Fig. 12.9. The input data,
designed to have a constant contrast level and various brightness levels, is shown in
Fig. 12.9b. The warp W, and strength S, factors used for the PST operator are 12.15
and 0.48, respectively. The red solid line representing the output data confirms that
the relation of PST to same contrast level at various brightness levels, is logarithmic
as estimated in (12.16). Therefore, the simulation result presented in Fig. 12.9 further
reinforce the accuracy of the closed-form equation to estimate the output of the PST
algorithm [34].

Figure12.10 shows a visual example of using PST for feature enhancement on a
14 bit HDR image. The image has features of interest in extremely low-light-level
regions, as seen in the red boxes. We now compare the performance of the derivative
operator with PST for feature detection. The derivative operator was implemented
from native smooth derivative function. For a fair comparison, both methods use the
same localization kernel (a gaussian function) with sigma factor of 2. The warp W,
and strength S, parameters used for the PST operator are 12.15 and 0.48, respectively.
Results of feature detection using smooth derivative operator and PST operator are
shown in Fig. 12.10b and Fig. 12.10c, respectively. The derivative operator is unable
to unveil the small contrast details in the dark areas of the image, as can be seen
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Fig. 12.9 Effect of Phase Stretch Transform (PST) on an input signal with a constant contrast
level and various brightness levels. The input data which is designed to have a constant contrast
level and various brightness levels is shown in (b). Numerically calculated PST output data for
feature detection in a signal with a constant contrast level varies with the input brightness level is
shown in (c). This shows that PST output has an inverse dependence on the input brightness level

in Fig. 12.10b. However, PST extracts these low contrast details in dark areas due
to its natural equalization mechanism, see dashed box in Fig. 12.10c. It also can
be observed that the intensity of detected edges in the case of smooth derivative is
related linearly to the brightness level of the original image, compare solid box areas
in Fig. 12.10a, b. In contrast, PST has automatically equalized the brightness level in
the solid box region in the image and outputs relatively constant feature intensity for
that region, see Fig. 12.10c. We note that PST has failed to visualize features in high
contrast areas in the image. This is because of the inverse dependence on brightness
level as derived in (12.16). This issue can be mitigated by setting a higher maximum
threshold for detected features or by equalizing the image brightness before passing
through PST operator.

We can further examine the role of PST for feature detection in low-light-level and
high-light-level regions by considering a line scan of a HDR image shown previously
in Fig. 12.10. The blue box in the Fig. 12.11 demonstrates the response of PST to low-
light-level regions where it outperforms conventional derivative based edge operator.
Similarly, for high-light-level regions of the image (shown in green and purple box
in the Fig. 12.11), PST outperforms when the contrast is low (shown in green box in
the Fig. 12.11). In contrast, the conventional derivative based edge operator response
is dominating only in high contrast regions (shown in purple box in the Fig. 12.11).
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Fig. 12.10 Comparison of
feature detection using
smooth derivative operator
to the case of feature
detection using Phase
Stretch Transform (PST).
Original image is shown in
(a). Smooth derivative
operator is unable to
efficiently visualize the low
contrast details in the dark
areas of the image. However,
PST captures these contrast
changes in low-light-level
areas due to its intrinsic
equalization property

Original image

Feature detection using smooth derivative

Feature detection using PST

(a)

(b)

(c)

To enhance the dynamic range of operation, we introduced a hybrid system in
[35, 36] that aggregates edge responses from both the PST and the conventional
edge detection filter. As shown in Fig. 12.12, the hybrid system combines the edge
response from PST and conventional derivative based edge operator, providing edge
detection in both low-light and high-light levels regions by capturing both low and
high contrast details.
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(a) Input line scan

(b) Feature detection using PST and conventional derivative operator

Fig. 12.11 Comparing feature detection using conventional derivative based edge operator
and Phase Stretch Transform (PST) operator under low-light-level and high-light-level con-
ditions. a Original input line scan corresponding to Row 524 from the image shown in Fig. 12.10.
Feature detection of this input line scan using the derivative and the PST operator is shown in (b).
The blue box demonstrates that the response of PST is higher than the derivative operator under
low-light-level conditions. The green and purple box shows the response of PST and derivative
operator for feature detection under high-light-level conditions. While PST enhances low contrast
features under low-light-level as wells as under high-light-levels (see green box) unlike derivative
operator which identifies high contrast features (see blue box)

Finally, Fig. 12.13 shows another example application of PST for Optical Char-
acter Recognition (OCR). As shown in Fig. 12.13, in this painting of “Minerva of
Peace” there are optical characters in the scroll that need to be recognized (see red
solid box in Fig. 12.13a). Results of feature detection using conventional derivative
based edge operator and PST operator are shown in Fig. 12.13b and 12.13c respec-
tively. Clearly, conventional operator fails to efficiently visualize the sharp features
of the alphabets in the scroll. However, PST traces the edges of alphabets efficiently
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(a) Original 
Image

(d) Feature detection 
using hybrid system

(c) Feature 
detection using PST

(b) Feature detection 
using smooth derivative

Fig. 12.12 Hybrid system for feature detection using conventional derivative based edge op-
erator and Phase Stretch Transform (PST). Original image is shown in (a). Results of feature
detection using smooth derivative operator and PST operator are shown in (b) and (c), respectively.
And the output of hybrid system is shown in (d). Note that in (d), the strength of the detected
features in both the high-light-level and low-light-level regions is same. The hybrid system selects
the low contrast features detected using PST operator and the high contrast features computed by
the smooth derivative operator resulting in a wide dynamic range of operation

(a) Original Image
(b) Feature detection 

using smooth derivative
(c) Feature detection 

using PST

Fig. 12.13 Comparison of feature detectionusing conventional derivative based edge operator
to the case of feature detection using Phase Stretch Transform (PST). Original image is shown
in (a). Results of feature detection using conventional detectors and PST operator are shown in (b)
and (c), respectively. Enlarged view of the scroll in the painting, shown in the red boxes, establishes
the superiority of PST to trace the edges of alphabets in the scroll
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and thus, provide more information on the contrast changes in dark areas due to its
natural equalization mechanism, see Fig. 12.13c. Conventional derivative based edge
operator was implemented from find edge function in ImageJ software. The warpW,
and strength S, parameters used for the PST operator are 13 and 0.4, respectively.

12.4 Conclusions

In this chapter, we presented that the physics of light propagation in a dispersive or a
diffractivemedia has natural properties that can be exploited for various applications.
Photonic time stretch technology utilizes dispersion to slow down an analog signal
in time. Phase Stretch Transform employs dispersion to extract features from the
data. We showed via analytical derivations as well as numerical simulations that
this physics-inspired transform has an intrinsic equalization property. This inherent
ability of PST significantly improves feature detection in visually impaired images
and thereby, results in a high dynamic range of operation for feature extraction.

The phase kernel of PST can be tuned to compute different orders of mathematical
derivative via group delay dispersion operations. This inbuilt reconfigurability of
our transform can be used to generate a hyper-dimensional feature set consisting of
different orders of derivative of input for signal classification.
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