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Abstract. Electric machine design optimization is a growing topic of
interest. Using a genetic algorithm for optimization, an efficient search
of the design possibilities can be performed. Finite element analysis soft-
ware includes optimization tools for machine designs. The exact opera-
tion of these genetic algorithms is unknown to the user, and the operating
parameters of the built-in genetic algorithm are not completely config-
urable. Finite element analysis software in most cases allow for machine
designers to link user-defined optimization algorithms. Given this option,
the designer has the ability to select and tune an optimization algorithm
to achieve diverse solutions that converge close to the true Pareto-optimal
front. In this work, the benefit of user-defined optimization algorithms is
demonstrated through optimizing design of a linear permanent magnet
synchronous machine and evaluating the obtained Pareto-optimal fronts.
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1 Introduction

The use of electric machines is expanding across industries. In 2011, it was esti-
mated that electric motor driven systems account for at least 43% of the global
electricity consumption [1]. Several manufacturers offer a wide range of “off-of-
the-shelf” electric machine solutions; however, many electric machines selected
by end-users for their intended application are oversized, although motors are
designed to operate most efficiently at a certain torque and speed. Some applica-
tions require customized electric machines to meet strict operating requirements.
Performance, cost and reliability are only a few of the considerations that elec-
tric motor designers have to meet through optimization. Solving such complex
multi-variable, multi-objective and robust optimization problems requires care-
ful selection of the model and search algorithm, as well as strategic formulation
of the optimization problem.

Modeling the performance of an electric machine involves a trade-off between
accuracy and computation time. Electric machines can be modeled analytically
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or numerically. Finite elements models of electric machines provide accuracy to
optimization techniques; however, its evaluation may negatively impact compu-
tation time. Some machine topologies require 3D finite elements analysis (FEA)
for accuracy, which lengthens computation time. Hybrid modeling techniques, as
well as simplified finite element (FE) models that exploit symmetry of the mag-
netic and electric circuit, are considered computationally efficient [2, 3]. Surrogate
models, in lieu of finite element models, were used in [4] to reduce computation
time; however, development of accurate meta-models require significant training
data and knowledge. Analytical machine models have been used with optimiza-
tion algorithms to reduce total time to reach Pareto-optimal solutions [5,6].
While the machine performance is calculated quickly, accurate calculation of
the losses and torque/force harmonics are difficult to include in analytical mod-
els. Several recently published techniques use very detailed analytical models
for optimization [7—10]. This procedure allows evaluation of many cases without
significantly increasing total simulation time. Only the final optimal design is
evaluated with FEA to provide confidence; however, it is not certain that the
accuracy translates to all designs. Any discrepancies may lead to the omission
of non-dominated designs from the Pareto-optimal front.

Machines with complex geometries can have a large number of constraints.
Many constraints can lead to discontinuities in the Pareto-optimal front. The
selected algorithm must properly penalize constraint violations to avoid infeasi-
ble solutions but also reach the Pareto-optimal front. Deterministic and gradient-
based optimization algorithms have been used for electric machine design; how-
ever, due to the nonlinearities in electric machines, these algorithms have diffi-
culty finding the global optimum [2]. Unlike gradient-based algorithms, evolu-
tionary multi-objective optimization algorithms are able to randomly search a
large decision space and arrive at Pareto-optimal solutions quicker. The selec-
tion, crossover and mutation involved in evolutionary multi-objective optimiza-
tion algorithms significantly affects the diversity of the solutions. Therefore, an
evolutionary multi-objective optimization algorithm is best suited for optimizing
an electric machine.

Over the last decade, optimization tools have been included with many FEA
software packages. This allows machine designers to optimize the geometry com-
pletely within a single software package. Similarly, some FEA software packages
link to other software packages that offer optimization tools. Built-in optimiza-
tion algorithms are quite convenient but lack documentation detailing the algo-
rithm as well as user control of the algorithmic operating parameters. Although a
user-defined optimization algorithm may be more challenging to setup, it is bene-
ficial for electric machine designers to have an understanding of the optimization
algorithms. As stated best by the “No Free Lunch” theorem [2], there is no single
optimization algorithm that is most efficient at solving every problem. A user-
defined algorithm can provide more flexibility to select an efficient optimization
algorithm that provides diversity in its solutions, better handle constraints to
avoid infeasible solution and define stopping criteria to avoid unnecessary FEA
simulations.
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In this paper, it is demonstrated that a built-in optimization algorithm can
lead to infeasible solutions, low diversity of solutions and solutions that are dom-
inated by a user-defined algorithm. Here, a genetic algorithm (GA) included with
a FEA software is compared to a user-defined GA for multi-objective optimiza-
tion of a linear permanent magnet synchronous machine (LPMSM).

2 Problem Definition

A linear PMSM is similar to a rotating PMSM in its design and operation.
PMSMs are advantageous because of their high torque density, and in the case
of a linear PMSM, a high force density.

Typically, maximizing the produced force is an objective for electric machine
design. One approach to increase average force is to shape the geometry of the
stator and rotor [11]. However, modifying certain geometric parameters that
increase average force lead to a significant increase in the harmonic content.
Higher harmonics create a ripple which increases the noise and vibrations pro-
duced and decreases the operating lifetime of the machine.

Obtaining an optimal trade-off between average force and force ripple is
a common challenge in machine design. Even small geometric changes produce
significant changes in electromagnetic performance, which makes geometric opti-
mization difficult.

The machine selected as the target for optimization is the LPMSM model
presented in [12]. This machine was designed to achieve high acceleration by
light-weighting the moving mass without significant reduction of the force pro-
duced. Although it’s not an optimal design, it has been experimentally charac-
terized and compared to its FEA model.

Force ripple reduction can be accomplished by shaping the stator teeth [13].
Instead of open slots, a trapezoidal wedge is added in the slot opening of the
stator teeth. The distance from the center of the tooth to the end of the wedge
is one geometric variable (d; in Fig.1b) and the other variable is half of the
thickness of the tooth (ds in Fig. 1b). The positive and negative allowable change
from initial values of the variables is provided in Table 1.

Table 1. Allowable percent change from initial values for geometric variables

Variable Allowable decrease Allowable increase
d1 —30% +90%
da —30% +30%

In the initial design, a thermal analysis of the motor, including a water-
cooled aluminum flange, showed that the current level of 12 A produced a steady-
state temperature lower than the permanent magnets and winding insulation
temperature limits. A size 18 AWG wire, which has a maximum current limit of
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16 A, was used in the original design. Higher current will lead to higher force;
however, higher current may also lead to temperatures that are too high for the
selected cooling method. Therefore, the peak current is selected to vary between

12A and 16 A.
The multi-objective optimization problem is represented by:

mazimize F (1)
minimize Fop (2)
Subject to
di > dy 3)
N — j<95 (4)

Here F' is the average force, F}, is the peak-to-peak force ripple, J is the

current density, N is the number of turns, Ay, is the stator slot area and Iis
the peak current.

3 LPMSM Model

Evaluating the small geometric changes for optimization requires high-resolution
FEA. Tubular LPMSM typically requires 3D FEA simulation; however, a 2D
axisymmetric model of the LPMSM was shown to accurately calculate the aver-
age force and force ripple of interest for this optimization problem. Using a
2D model reduces the required computation time for the optimization process.
A full and cross-sectional view of the LPMSM are shown in Fig.2. Geometric
parameters and performance metrics are provided in Tables 2 and 3 respectively.

Table 2. Geometric parameters of initial design

Parameter Symbol | Value (mm) | Parameter Symbol | Value (mm)
Stator length Lstator | 354 Stator height hstator | 18.7

Stator outer diameter | Rout 35 Insulation length | Lyng 0.5
Aluminum height hay 6.3 Slot pitch Ts 18.88

PM height hpa 8 Fillet radius Ry 0

Length of axial PM Lax 10.625 Back iron height |hpr 4

Pole pitch T 21.25 Half wedge height | dq 4.72

Air gap length g 2 Half tooth width | d2 4.72
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(a) Full view of LPMSM (b) 2D cross-sectional view of
LPMSM

Fig. 1. LPMSM geometry with labeled geometric parameters

Table 3. Operating characteristics of initial machine design

Performance measure Value | Performance measure Value
Average force 266 N | Rated speed 26.2m/s
Force ripple 47.88 N | Rated voltage 480 Vi
Number of turns per coil 80 Rated power 5kW

Figure2a shows the mesh used in the axisymmetric FEA model of the
LPMSM. The mesh in the air gap region is important because that is where
the energy transfer takes place. Five layers of elements with a 0.4 mm length are
used in the air gap mesh to obtain an accurate calculation of the force ripple.
Further away from the air gap region, the mesh size becomes less critical for force
and force ripple calculation. To avoid forces due to the end effects that occur in
short secondary tubular LPMSM [14], the initial position is two pole-pitches (7;,)
away from the end of the stator and the total travel distance is limited to one
electrical cycle. The force waveform from one design solution is shown in Fig. 2b.
The maximum and minimum of the force waveform are used to calculate the
force ripple Fpp.
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Fig. 2. Mesh in FEA setup and example force waveform used to evaluate objectives

4 Optimization Algorithm

A GA built into the FEA software and a user-defined GA are used to optimize the
LPMSM. The parameters, constraints and objectives used for both algorithms
are listed in Table 4.

Table 4. Variable limits and GA parameters used in optimization

Variable Value

di range 3.3mm to 8.5 mm
d2 range 3.3mm to 6.1 mm
I range 12 to 16

Number of generations | 10

Population size 200

One of the optimization algorithms used is built into the FEA software pack-
age. Details regarding the optimization processes used in the built-in GA are
masked from the user. There are few parameters that the user can modify to
improve the results of the built-in algorithm, such as population size, number of
generations and the weights on each objective. Unfortunately, documentation for
the built-in algorithms is limited and does not detail how the algorithm handles
diversity, elite preservation, and constraints. Knowing such details is a primary
advantage of a user-defined algorithm.

Most FEA software packages allows for the user to custom optimization algo-
rithms. In this work, NSGA-II is selected as the user-defined algorithm. NSGA-IT
is a well-documented GA in literature [15] and has shown to perform well for two-
objective optimization problems. It is well-known that with NSGA-II, the elite
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solutions are kept and diversity in the objective space is maintained throughout
the generations.

4.1 Procedure

Genetic algorithms are stochastic processes, so multiple executions of the same
algorithm for the same problem produces different solutions. Although more
runs improve the statistical significance of the results of each GA, due to the
use of a high-fidelity model, both algorithms are executed four times. For each
GA, the Pareto-optimal front is created from the non-dominated solutions of
the last generation of all four runs. In three of the four optimization runs, the
population of the initial generation is randomly selected. In the remaining run
the population of the initial generation in each algorithm are identical.

The Pareto-optimal front is generated in the process shown in Fig.3. For
electric machine design, strict adherence to the constraints is required. Solutions
that violate the constraints are not considered to be on the Pareto-optimal front
and are removed.

. Removal of )
FEA setup model Ten generation of GA infeasible results Dominance check on
with parameters optimization R remaining results
from last generation

Fig. 3. Flow chart showing how Pareto front solutions were obtained

4.2 Evaluation Metrics

The true Pareto-optimal front is not known for this problem. To compare built-in
GA to the user-defined GA, four quantifiable metrics are used; normalized hyper-
volume, Set Convergence Metric, Spacing, and total number of Pareto-optimal
points. The normalized hypervolume and Set Convergence Metric quantify the
convergence to the Pareto-optimal front. Spacing is used to quantify the diver-
sity of solutions. The number of Pareto-optimal solutions quantifies the number
of design options available for machine designers.

To calculate hypervolume, a reference point and ideal point are used to nor-
malize the area of the Pareto front. The reference point is selected as a combina-
tion of the worst objective function values and the ideal point is selected as the
combination of best objective function values. The objective value of each solu-
tion on the Pareto front is normalized and the hypervolume is calculated as the
total area covered by the solutions [15]. A larger hypervolume is a good indica-
tor of convergence to the true Pareto-optimal front. The Set Convergence Metric
[15] compares the non-dominated solutions on two Pareto-fronts. A percentage
of the non-dominated solutions that are dominated by at least one solution from
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the other Pareto-front is calculated. A lower percentage indicates that fewer
solutions found by that algorithm were dominated by a solution found from the
other algorithm.

Diversity of solutions on the Pareto-optimal front is compared by calculating
the Spacing [15], as given in Eq. (5). @ is the total number of non-dominated
solutions, d; represents the minimum distance between point “i” and all of the
other points, and d represents the average distance between all points. A smaller
number for S is desired, which means there is small variation in the space between
the non-dominated solutions.

Q|

1 7\2
S=\T1al ;di —d) (5)

5 Optimization Results

The complete solution space from the built-in GA is provided in Fig. 4a, and that
of the user-defined GA is shown in Fig. 4b. As indicated by the different markers,
more infeasible solutions were found from the built-in optimization algorithm.

Force Ripple (N)
Force Ripple (N)

10 10

L L L L L L L L L L L L L L L L
260 280 300 320 340 360 380 400 420 260 280 300 320 340 360 380 400 420

Force (N) Force (N)
(a) Entire solution space of every gener- (b) Entire solution space of every gener-
ation using the built-in GA ation using the user-defined GA

Fig. 4. All 200 members of 10 generations in the four combined runs of each GA where
the infeasible points that violate constraints are indicated

The final Pareto-optimal front from each algorithm is created from the non-
dominated, feasible solutions from the solution spaces and is provided in Fig. 5.
The tenth generation of each GA were used to create the Pareto-front. Some
of the solutions in the tenth generation of the results from the built-in GA
violated the constraint on current demnsity, as shown in Eq. (4). These results
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Fig. 5. Pareto-optimal front generated from four total runs of each optimization algo-
rithm
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Fig. 6. Pareto-optimal front generated from each algorithm starting with same initial
population
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were excluded from the dominance check since they are infeasible. The user-
defined algorithm did not produce any infeasible solutions from the second to
the tenth generation.

The reference points are created from the solutions of the resulting Pareto
fronts with the worst values of each objective and the ideal points are created
from the solutions with the best values of each objective. The reference and
ideal points used for hypervolume calculation of the four combined runs and the
runs that began with the same initial population are provided in Table 5 and are
displayed in Figs.5 and 6.

Table 5. Hypervolume reference point and ideal point used to normalize the area
covered by the two Pareto-fronts in Figs.5 and 6

Pareto front Reference point Ideal point
Four combined runs (305.1637N, 23.88N)  (410.7616 N, 17.1483N)
Same initial population (307.6479N, 23.8705N) (409.5655N, 17.2399 N)

Table 6 presents the convergence and diversity metrics. The Pareto-optimal
front obtained from the user-defined algorithm resulted in 22.1% higher hyper-
volume and only 1.61% of its solutions are dominated by any solution from the
built-in GA, indicating that the convergence is significantly better than that of
the built-in GA.

When comparing the diversity of results on the Pareto-optimal front, the
user-defined algorithm shows a significant advantage over the built-in GA. Spac-
ing is 71.3% lower, indicating that the solutions are more evenly distributed
across the Pareto-optimal front. The number of total points on the Pareto-
optimal front is 1.68 times higher in the results of the user-defined algorithm.
This means that there is a larger variety of optimal solutions available for deci-
sion making.

Table 6. Pareto front analysis from four runs combined for each GA

Result Built-in FEA GA User-defined GA linked to FEA
Normalized hypervolume 0.5751 0.7024

Spacing 3.0602 0.8774

Set Convergence Metric 86.49% 1.61%

Solutions on Pareto front 37 62

Infeasible solutions removed 78 0

The Pareto fronts from each algorithm with the same initial population is
presented in Fig.6 and the analysis of the Pareto front is provided in Table7.
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Convergence is significantly better in the Pareto front found with the user-defined
GA where the hypervolume is 28.9% higher. Also, the Set Convergence Metric
shows all of the Pareto-optimal points of the built-in GA are completely domi-
nated by the Pareto front of the user-defined GA. Diversity is also significantly
better where the spacing is 82% lower in the Pareto front from the user-defined
GA and there are 2.88 times more optimal points for decision making. Using
the same population members in the initial generation did not return a differ-
ent result in the convergence or diversity of points on the Pareto-optimal front
between the user-defined and built-in GAs.

The final row in Tables6 and 7 show the number of infeasible results that
were removed from the final generation from each GA. With the built-in GA the
constraint handling method is not known, and as a result, there were a significant
number of solutions in the final generation that violated constraints.

Table 7. Pareto front analysis where each GA is set with the same population members
in the initial generation

Result Built-in FEA GA User-defined GA linked to FEA
Normalized hypervolume 0.5512 0.7105

Spacing 4.2935 0.7701

Set Convergence Metric 100% 0%

Solutions on Pareto front 17 49

Infeasible solutions removed 9 0

6 Conclusion

Results obtained from a built-in optimization tool in FEA software and a user-
defined optimization algorithm from a electric machine design problem show
several quantitative and qualitative advantages of a user-defined algorithm. It is
shown that:

1. The user-defined algorithm results in more Pareto-optimal solutions

2. The user-defined algorithm has more solutions that dominate those resulting
from the built-in GA optimization

3. Solutions from the user-defined algorithm are more diverse

4. Infeasible solutions were avoided using the user-defined algorithm

Considering the advantages evaluated in this work, it is important for electric
machine designers to be knowledgeable of optimization algorithms rather than
relying on undocumented, built-in algorithms. As different machine designs have
different constraints and requirements to meet, more customized optimization
tools are needed for efficient design of all possible machine topologies.
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