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Foreword: The Morphology of Cities

I once took the ICE train from Frankfurt to Weimar to give a talk about cellular
automata modelling to architectural students at the original Bauhaus. In Weimar,
I not only visited the buildings where Walter Gropius set up his school that fostered
the modern movement, encapsulated in Louis Sullivan’s hallowed phrase ‘form
follows function’, but I also discovered that it was in Weimar where Goethe spent
most of his life, writing of many things but in particular about ‘form’, exploring the
way plants grew and metamorphized. In 1817, there he wrote: “Form is a thing in
motion, in the process of becoming, of passing away. The study of form is the study
of transformation. The study of metamorphosis is the key to all the signs of nature.”
(J. W. von Goethe, Zur Morphologie, Stuttgart, Germany: J. G. Cotta Publishers,
1817, 201).

Form follows function has been the dominant mantra not only for modern
architecture throughout most of the twentieth century, but for urbanism too and
most historical studies of city form are structured according to the notion that cities
develop around markets where there is competition to trade goods and where
nearness to these points of exchange is more valued than locations further away.
Thus, cities are denser nearer their centres and their form thus represents a balance
between centralizing forces that concentrate on activities and decentralizing forces
that attempt to capture more space, thus diffusing activities as far from their centres
as possible. This, then, is the economic trade-off that determines the form of the city
with respect to the juxtaposition of all its key activities.

Traditionally, the form of the city is one whose descriptions are both verbal and
visual. In his introductory essay which follows next, the editor Luca D’Acci takes
several quotes from Italo Calvino’s Invisible Cities (Harcourt, Brace, and
Jovanovich, 1978), which is a speculation on ideal cities but expressed entirely
verbally. In contrast, many works focus on the visual structure of cities, often as
maps and plans, but also linking to the third dimension and betraying a strong
architectural and aesthetic interest that has been the dominant force in the
descriptive study of urban morphology (for example see Spiro Kostoff’s books The
City Shaped, Thames and Hudson, 1993 and The City Assembled, Thames and
Hudson, 1999). Exploring urban morphology using more abstract and mathematical
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methods, however, apart from occasional forays into the geometry of cities in the
nineteenth century, did not begin until the late 1950s when M.R.G. Conzen first
began to study the geographic structure of small towns at the level of plots and
streets. In the 1970s, various approaches coming from the formal study of building
layouts, as for example, in work from the Centre for Land Use and Built Form
Studies (see Lionel March and Philip Steadman’s wonderful statement of this new
movement in The Geometry of Environment, RIBA Press, 1971), provided another
twist to these perspectives. Thinking about the geometric structure of cities as it was
reflected in the design process also generated another theme in the serious devel-
opment of urban morphology. Christopher Alexander’s contributions, particularly
his book Notes on the Synthesis of Form (Harvard, 1964) strongly define this
tradition.

The mathematical approach, however, did not really make itself felt until about
30 years ago and this followed in the wake of complexity theory. In the 1950s and
1960s, the systems approach became fashionable and although this was entirely
consistent with formal and computational approaches to cities and their design, the
city itself resisted any formal theories other than those that were developed within
location theory and urban economics. The idea of form was thus implicit in these
largely aggregate spatial theories. The problem was partly that the systems
approach focused on thinking of cities as machines, to be fashioned and planned
from the top-down, whereas more generally in science from that time, the idea that
systems evolved from the bottom up was beginning to make itself felt. Essentially
cities (and many other kinds of social system—the economy, for example) came to
be thought of as more like organisms than machines. Biology thus began to replace
physics as the dominant metaphor and the notion that cities largely evolve rather
than being planned in any sense, took hold. In other words, complexity theory
emerged and it was this that introduced the new thinking about urban morphology
of which this book is a statement.

Much of what has developed since then which can be badged rather loosely
under the label of mathematical morphology, is illustrated in the collection of
articles gathered together here. The book is largely structured around the main key
approaches. The properties of cities with respect to scale and size are introduced in
diverse ways and new geometries based on fractals constitute the first part of the
book, where form and function using ideas from statistical physics are presented.
Transformations of form in cities, of course, are key to complex systems and the
processes of generating forms using ideas from cellular automata follow these first
chapters on fractals. The focus then changes to networks. There are a number of
chapters on elementary methods of looking at cities as network structures as in
space syntax, where there is a slow transition to ideas that are emerging in network
science. The emphasis here, however, is on streets as networks rather than on
clusters and one of the slowly emerging themes in this whole domain involves how
networks and clusters might be reconciled—in particular through ideas such as
percolation theory.
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The wider context of complexity theory as a frame of reference for studies of
urban morphology is then presented and this is followed by a series of studies
which do not fit into the classic frame of fractals, cellular automata or statistical
physics. These are then followed by commentaries, vignettes almost, some of which
recall historical developments, others of which are more speculative summaries
of the field, defining further directions for research. In fact, although the urban
morphological work of M.R.G. Conzen in the 1960s was the first of the formal
approaches to be developed in this broad domain, it is in this last section that the
Conzenian tradition is best explained, in fact by his son and others. In fact, the
younger Conzen’s own contribution to this book presented in the last part focuses
on how we might integrate the many approaches developed here with his father’s
tradition and those of his colleagues such as Whitehand. However, the major part
of the book deals with different approaches but the last part introduces speculations
on the future of the field and on ways in which these ideas can be connected to
developments in computing, transport and related features of the smart city that are
energizing the field. The collection of essays here is quite rounded and although
there are areas of morphology that are not covered in detail, all the pointers to the
wider field mean that the diligent reader can easily navigate the broad domain to
which the contributions here ascribe.

In the first part which is devoted to fractals, the key focus is on how self-similar
structures that reflect the hierarchy of central places and of streets—that is of
locations and interactions, nodes and networks—sort themselves out through
competition. The results of any competitive process result in the rich getting richer
and the poor getting poorer. If a lower bound is put on poverty which might be a
basic form of existence or survival even, then what happens is that the competitive
process which is essentially random, generates power laws which relate the fre-
quency of occurrence of an object with its size. All the papers in this section end up
showing how the classic signatures of fractal morphology are power laws, often
stated in the form of the counter-cumulative frequency distribution of city (and
other) sizes, which is usually called Zipf’s Law. This applies across the board, from
the way streets are ordered to the correlations between clusters of self-similar
development. Chen leads the way with a classic demonstration of correlation and
fractals. Hsu and Zou illustrate rather nicely how power laws arise quite naturally
from ideas about central places, while Bee and his colleagues show how Zipf,
Gibrat and Pareto can all be related as power laws. Neillson and Gil do the same for
streets also measuring organic growth, while Mengyuan and colleagues illustrate
that for Brisbane, urban form is less fractal, meaning less circuitous than other city
examples from around the world. This leads rather easily to a short second part
where cellular automata models are introduced by Antoni and his colleagues, these
generating fractal forms, while the section is concluded by a foray into the origins
of cellular automata with respect to self-replicating forms which lie at the basis of
computation, presented by Clarke.

The third part deals with networks, essentially street networks although the ideas
might be applied to other forms. Volchenkov introduces the mathematics of net-
works and then there is a long chapter which summarizes space syntax by Mahbub

Foreword: The Morphology of Cities vii



that, in turn, is followed by a summary of applications of syntax by van Nes.
Boeing then examines some very basic proprieties of networks, in particular the
extent to which actual walking networks are more efficient than driving networks.
He thus raises the thorny issue of how circuitous networks should be, thus implying
that networks built out of straight-line segments are too simple to represent the
properties of compactness and directedness in cities. In the fourth part, three con-
tributions stand back a little from the technical expositions that dominate the book
thus far, and these deal with complexity, per se. Goh and colleagues introduce
emergence of complexity in urban morphology, focussing on generative models
and these relate to those in the first part. Bellomo and Terna look at transformations
and metamorphosis, following Goethe to an extent and invoking images from
Escher. Jiang completes the section looking at Christopher Alexander’s ideas of
‘wholeness’ with respect to entire city systems, where he focuses more on topo-
logical properties, but without losing ideas about hierarchy.

In the fifth part, a series of interesting but somewhat ad hoc set of ideas about
mathematical morphology are introduced. Schirmer and Axhausen examine mul-
tiple scales directly and these have powerful links to earlier papers. In fact, most
papers deal with development and clusters on one scale only and although many
scales are dealt with, most of the contributions do not compare data or outcomes
across scales. Raimbault then deals with interactions between networks and loca-
tions, while Huynh introduces percolation and point pattern analysis. Marshall and
colleagues deal with compactness and Li and Ratti show how to extract mor-
phologies from Google Street View in the form of street canyons and related vol-
umes. Last but not least, spatial interaction models are introduced for the first time
by Burger and colleagues and this serves to tie together key ideas involving
locations, networks and clusters of development.

The book then moves to commentaries that provide a rather refreshing foil to the
technical essays that dominate most of the book. Roger White first argues that in
cellular modelling, which one might take as being morphological modelling, it is
algorithms not mathematics that count. This is quite a controversial point of view
but it reflects a number of key paradoxes and conflicts between different approaches
which are also echoed in Trevor Barnes’ ideas that we should begin to work hard on
integrating mathematical models and urban social theory. Ron Johnston introduces
his own experience with Conzenian urban morphology and its wider relation to
social area analysis, and Peter Larkham takes a wide view of how one might think
about integrating complexity ideas, fractals, cellular automata and networks into
these traditional morphological approaches. Chris Rogers argues that infrastructure
and engineering issues should be integrated with these ideas while Carola Hein and
Tino Mager maintain that we need a deeper discussion of computation in the
context of humanistic systems such as cities. Vitor Oliveira links agent-based
models to traditional morphology and then Diane Davis and Andres Sevtsuk look at
what might happen to streets when we move to an era of automated vehicles.
Steffen Lehmann then argues that density is the key to the future city, thus echoing
many of the contributions to this volume.
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In this last part, Michael Conzen’s commentary requires particular mention. Like
Ron Johnston and Trevor Barnes, he augments his father’s and his own approach
which we have referred to here as a more descriptive geographical perspective on
morphology, with a call for integrating the diversity of approaches presented here.
His clear and balanced discussion of the way urban morphology has expanded its
boundaries as a focus of study provides a useful synthesis of where the field is
heading and thus provides a fitting point to the future. To reinforce his argument, he
issues a challenge for the field: to develop the many alternative approaches on a
single place, so a true comparative analysis might be developed. Many insights
could flow from this. Such a project has been attempted before in comparing
different land use transport models for the same place and there are many pitfalls.
But considerable learning about how far each approach enriches our understanding
of cities would be the result.

This book provides a useful perspective on the state of the art with respect to
urban morphology in general and mathematics as tools and frames to disentangle
the ideas that pervade arguments about form and function in particular. There is
much to absorb in the pages that follow and there are many pointers to ways in
which these ideas can be linked to related theories of cities, urban design and urban
policy analysis as well as new movements such as the role of computation in cities
and the idea of the smart city. Much food for thought. Read on, digest, enjoy.

London, UK Michael Batty
The Bartlett School of Planning, CASA

University College London (UCL)
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On Urban Morphology and Mathematics

Luca D’Acci

Abstract This chapter introduces the isolated and joined meaning of the terms
Urban, Morphology and Mathematics. After a brief synthesis of the re-emerging
new science of cities and urban morphology, it speculates about cities conceived
between hard and soft sciences under the complexity perspective.

Cities are ultimately the results of human behaviour, whose understanding might be
reductive if solely framedwithin a strictly ‘mathematical’ confine.

1
Humanbehaviour

‘is so complex and influenced by such awide range of factors that any claim to provide
precise, deterministic prediction is unrealistic’ (Inglehart 2018, p. 10).

But there is another side of the coin: quantification andmathematicalmodelling are
means enabling us to discover partially predictable macro paths of our behaviours
otherwise unreadable. Even if ‘not deterministic […,] some trajectories are more
probable than others’ (Inglehart 2018, p. 11): the mathematical language helps both
in seeing these trajectories and in quantifying these probabilities.

1 Morphology, Urban and Mathematics

The expression ‘mathematics of urban morphology’, has three terms: mathematics,
urban and morphology; whose individual meanings are the following:

‘Morphology’ is built from the suffix ‘logy’, from ancient Greek λoγία, mean-
ing ‘the study of’, and morphé meaning ‘form’, ‘shape’. It intrinsically involves a

1Amongmany, we just recall as exampleWilliam S. Jevons’s ambition to mathematically formulate
human behaviour as the ultimate in scientific soundness.

L. D’Acci (B)
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2 L. D’Acci

quantitative component, as it is defined ‘the scientific study of the structure and form
of…’2; where ‘scientific’ evokes the scientific method introduced in the seventeenth
century in the natural sciences ‘consisting in systematic observation, measurement,
and experiment […]’.3

‘Urban’ is related to the Latin word urbs used to indicate the physicality of the
city, as an ensemble of built structures.4 According to Pomponio,5 who recalls the
authority of Alfenus Varus, urbs comes from urbum, the handle of the plough, used
in the Roman tradition to define the border of a new city, and urbare means the action
of ‘defining with the plough’. Varrone6 prefers to associate the etymology of urbs
to orbis; the orbis urbis principium of the Romans was the founding element of the
edification of the city. The orbis constitutes the principium urbis and is the strip of
land around the urbs which is generated by the plough (De Sanctis 2007).

‘Mathematics’, from Greek μάθημα máthēma, originally meant ‘knowledge,
study, learning’. Among many definitions,7 is nowadays often defined as the science
of number, quantity and space, as abstract concepts or as applied to other disciplines.8

The meanings arising when grouping together these terms––mathematics, urban
and morphology––become:

‘Urban morphology’ is the study of urban form. It concerns the size, shape and
physical structure of urban settlements. The American Planning Association sees
urban morphology as the understanding of ‘the spatial structure and character of an
urban area by examining its patterns and the process of its development’9; Kropf
(2017, p. 9) as ‘concerned with the form and structure of cities, towns and villages,
the way that they grow and change and their characteristics […]; and Batty as ‘pat-
terns of urban structure based on the way activities are ordered with respect to their
locations’10 stressing how the urban morphology, as [physical] patterns of urban
structure, is linked with activities.

2https://dictionary.cambridge.org/dictionary/english/morphology (Cambridge University Press
2018).
3https://en.oxforddictionaries.com/definition/scientific_method (Oxford University Press 2018).
4The Latin used another term, civitas, to refer to the city as an ensemble of people, which said in
Rousseau’s words becomes: ‘les maisons font la ville, mais […] le citoyens font la cite” (Rousseau
1762, reprint 2011, Livre 1, Chap. 6, note p. 57) (houses make the “ville” [urbs], but citizens make
the “cite” [civitas]). While the Greeks used the word polis to indicate the city as the place where to
exercise politics.
5“Urbs ab urbo appellata est: urbare est aratro definire. Et Varus ait urbum appellari curvaturam
aratri, quod in urbe condenda adhiberi solet’ Pomponio, Digesta. Libro 16, 239.
6Varrone, De lingua Latina. V, 143.
7A poetical one from Nicola Bellomo (Highly cited in mathematics, from 2014 by WEB of
SCIENCE), is “Mathematics: a virtual bridge that starts from the phenomenon in search of the
noumenon” (Nicola Bellomo personal communication, 3 May 2018).
8https://en.oxforddictionaries.com/definition/mathematics (Oxford University Press 2018).
9https://www.planning.org/tuesdaysatapa/2010/aug.htm.
10http://discovery.ucl.ac.uk/15183/1/15183.pdf.
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On Urban Morphology and Mathematics 3

‘Mathematics of urban morphology’ injects a double dose of ‘quantitative’ in the
study of urban form: one from ‘mathematics’, one from the scientific study intrinsic
in the term morphology we saw at the beginning of this introduction.

2 Urban Morphology

Urban morphology is a relatively young field which is becoming, as Whitehand
(2016) underlines, more and more significant11 and multidisciplinary12 and its aim
is to ‘contribute to our understanding of the built environment as a complex physical
object, a cultural artefact and quasi-natural phenomenon […]’ (Kropf 2017 p. 9).

A better understanding of urban forms helps the availability of measures, models
and analysis, which in turn helps to make effective previsions (that eventually lead
to decisions) on urban form issues, which is among the most urgent needs and with
the longest lasting effects, in the sustainable development arena of a world whose
current urbanization and population growth rates are unique in history.

Rooted in the morphological tradition of European geographers interested in the
urban layout forms in-between the nineteenth and twentieth centuries (human geog-
raphers such as Schlüter and Geisler, whose work Conzen later brought to the British
school), urban morphological studies in urban design and architecture, began in Italy
(Muratori and his student Caniggia) and France (Castex, Panerai, Depaule and later in
the 1980s Borie, Micheloni, Pinon and Fortier) in the 1950s and 1960s as an attempt
to explain the structural continuity of traditional cities, after the failure of the mod-
ern movement; while in North America still during the second half of the twentieth
century urban layout studies focused on aesthetics or economics, but historians of
architecture (Fitch, Garvan, Lewis, Mayer, Whitehill, Kennedy), made some early
progress in the study of urban forms (Rashid 2017, pp. 23–25).

We might cluster urban morphology lines into four: the (mostly British) human
geography field (influenced by Conzenian’s description and classification approach,
recently carried on byWhitehand and his Birmingham School13); the (mostly Italian)
architecture/planning field (as the Caniggian school underlining urban structure’s
components); the utopian approach (in search for ideal cities, e.g. Le Corbusier,

11“[…] the number of indexed documents containing the term “urban morphology” increased from
26 in 1991–95 to 363 in 2011–15, more than doubling in successive 5-year periods from 1996–2000
to 2011–15 (Web of Science, All Databases, accessed 30 January 2016). This is almost certainly
indicative of a significant increase in the actual amount of work undertaken […]’ (Whitehand 2016
http://www.urbanform.org/online_public/2016_1_editorial.shtml).
12‘[…] journals carrying documents that contain the term “urban morphology” […] In 1991–95
just 21 […] 2015 roughly triple’ (Whitehand 2016 http://www.urbanform.org/online_public/2016_
1_editorial.shtml).
13‘Founded in 1974, the UrbanMorphology Research Group (UMRG), in the School of Geography,
Earth and Environmental Sciences at theUniversity of Birmingham, is themajor centre in theUnited
Kingdom for the study of the geographical aspects of urban form’. https://www.birmingham.ac.uk/
research/activity/urban-morphology. See also Oliveira, V. (Ed) (2019) J.W.R. Whitehand and the
Historico-geographical Approach to Urban Morphology. Springer.

http://www.urbanform.org/online_public/2016_1_editorial.shtml
http://www.urbanform.org/online_public/2016_1_editorial.shtml
https://www.birmingham.ac.uk/research/activity/urban-morphology
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Howard andWright); and the anthropological perspective (Lynch, Jacobs,Alexander)
whose interest was to observe ‘what actually works in real cities. This sowed the
seeds of a mathematical approach for quantifying urban morphology’ (Xiao 2017,
p. 42), where Alexander was among the first to attempt the introduction of formal
mathematics to the subject of design.

3 Mathematical Treatment of Urban Forms

Since then, themathematical treatment of the urban forms has becomemore andmore
sophisticated, and, generally speaking, mathematics has proved to be an efficient
language to deal with the aim of the scientific tradition in urban studies (rooted in
neoclassical economics and embracing urban and regional economics, urban and
economic geography), which is to generate a theory of urban form which is scientific
in nature: namely formal, deductive, and based on postulates of human behaviour.

The scientisation process14 of the study of urban forms in the planning sector dates
back at least to Ildefonso Cerda (1867), often regarded as the father or Urbanism,
who promoted a rational urban method with the declared aim to define a kind of
urban science, even if his top-down view is sometimes conceptually distant from the
bottom-up emergence paradigm which mostly characterizes the new urban science
of today framed within the recent science of complexity.15

This ‘rational’ attitude in planning urban forms, would travel even much further
back into the past if we think about the strictly geometrical proportional rules used
in Ancient China to design the size of ex novo cities and their growth; the Harap-
pan civilization planned towns, the earliest known gridiron urban form planning
(e.g. Harappa, ~2150 BC, Kalibangan, Lothal, Mohenjo-daro); the ancient Egyptian
gridiron planning (e.g. Tel-el Amarna, ~1346 BC, and Kahun, 1853 BC) as the Hip-
podamian’s of the Ancient Greeks (started with the rebuilding plan of Miletus, 479
BC); the centuratio of the Romans; or more recently the grid of European colonies,
the Renaissance symmetries, order and idealistic rationality, and the Baroque lavish
geometries (Morris 1994; Benevolo 1980).

However, the mathematical approach to urban forms of contemporary times is not
much oriented toward the above examples––which wemay better define as top-down
planning of forms rather than the science of cities we intend today. The latter is more
oriented towards the analytical (e.g. Geoffrey West’s research) finding for universal
laws, and in the phenomenological (e.g. Michael Batty’s research) understanding of
processes dealing with the emergence of various urban phenomena as forms, which

14Here used in the common sense, without the literal meaning of ‘scientific approach’ and without
meaning the use of mathematics.
15One of themost known catch-phrase of complexity science is the antireductionism affirmation that
‘the whole is more than the sum of its parts’, ironically implicit in Hofstadter book: ‘Reductionism
is the most natural thing in the world to grasp. It’s simply the belief that “a whole can be understood
completely if you understand its parts, and the nature of their ‘sum”’. No on in her left brain could
reject reductionism. (Hofstadter 1979).
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are treated as a physical expression of our behaviours to be understood within the
complexity science framework with the help of statistical physics, computation and
formalmodels.Recent availability of disaggregateddata, togetherwith the betterment
of computer capacity and mathematical tools, allow a proper introduction of the
complexity paradigm in the study of cities, by, among many examples, multi-agent-
based modelling and behavioural economic elements acting as theoretical/technical
tools to simulate interactions whose positive/negative feedbacks induce emergent
phenomena dynamically translated into urban forms. This enormous availability of
data, presents a great opportunity for the science of cities, or, to use the words
of Marina Alberti, a challenge to ‘turn the unprecedented floods of data into new
knowledge about urban systems and novel insights for their effective management’
(Alberti 2017 p. 2).

If we enlarge the overview of the use of mathematics more generally to urban and
regional modelling (which still influence urban forms), the modern history of these
models began with the contribution of von Thünen (1826), the Prussian economist,
agriculturalist and social theorist who wished to understand in more depth human
society and economics thanks to mathematical formulation of socio-economic prin-
ciples.

A century later, two theorists writing in the tradition of German location theory,
the geographer Walter Christaller (1933) and the economist August Lösch (1940),
proposed, independently, formal theories of the spatial locations of towns and cities
which also indirectly relate to urban sizes, see also Isard (1965).

Mathematical language carried on being successfully used in urban phenomena
with, to mention only a few, Alfred Weber (1929) in his optimal location models; Ira
Lowry (1964) in his mathematical model for spatial organization of urban activities;
WilliamAlonso (1964) and RichardMuth (1969) in their urban economic reinterpre-
tation of the agricultural von Thünen model, which in turn relates to the Ricardian
rent theory (Ricardo 1821), more recently re-elaborated in much more sophisticated
mathematics in Fujita (1989) and Fujita et al. (2001).

The modelling approach to cities, ‘emphasizes the development of robust theoret-
ical constructs […] it seeks to fashion precise analytic representations of the world
[…] creating formalized, empirically testable, descriptions of the social world […]
They may also be presented as mathematical formula […] closely related to […]
physical sciences’ (Koch and Latham 2017, p. 9).

To use the expression of John Landis, ‘if there is a golden age of urban models,
it is surely now’ (Landis 2012, p. 323). The list of authors of mathematical formu-
lations for models (static or dynamic, aggregated or disaggregated) in some way
related to urban morphology to mention in order to provide a fairly complete pic-
ture is enormous, particularly in the last decades. We can, however, briefly describe
three main groups within the research community adopting mathematical models for
spatial structures, which started fragmenting by the 1980s: one group oriented itself
towards inferential statistics rather than formal theory and models; another towards
mathematical models rather than empirical; another abandoned both statistical and
mathematical theoretical modelling preferring postmodern approaches (White et al.
2015, p. 53).
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A fine way to express the importance of bridging theorists (close to the first group
abovementioned) and empiricists (second group) is described fromMelanieMitchell
in her eminently readable book: ‘the more established the theory or principles, the
more sceptical you have to be of any contradicting facts, and conversely the more
convincing the contradicting facts are, the more sceptical you need to be of your sup-
posed principles. This is the nature of science – an endless cycle of proud proposing
and disdainful doubting’ (Mitchell 2011, p. 295).

More critical to the scientific lack in urban studies is Geoffrey West, former
President of the Santa Fe Institute, in the beginning of the chapter ‘Toward a science
of cities’ of his book: ‘Almost all theories of the city are largely qualitative, developed
primarily from focused studies on specific cities or groups of cities supplemented by
narratives, anecdotes, and intuition’ (West 2017, p. 269).

To carry on later on the same book with the necessity to mix qualitative and
quantitative approaches in the study of cities: ‘much of what we experience in cities
[…] is embodied in this quantitative framework. In this respect it should be viewed as
complementary to traditional social science and economic theories whose character
is typically more qualitative, more localized, more based on narrative, less analytic,
and less mechanistic’ (West 2017, p. 325).

As the Géographie Vautrin Lud prize16 winner Michael Batty of the Centre for
Advanced Spatial Analysis (CASA) tells us (2018), the idea of a science of cities is
not new; what is new is the availability of data and technologies.

Using the words of Koonin and Holland (2014), the new opportunity is ‘to collect
and analyze data that will allow us to characterize and quantify the ‘pulse of the city’.
We are not alone in believing that a new science of cities is emerging’.

Batty bases this new urban science on three principles: relations, scale and predic-
tion; Goodwin (2004) indicates science to identify quality in cities through analytic-
cognitive tools; and Ball (2004) claims how patterns of movement and activity can
provide a more vigorous approach to urban planning and he went so far as to define
a ‘Physics of Societies’.

Hillier believes in the enormous potential of scientific analysis of movement’s
patterns, and recommends that urban designers have to internalize this knowledge
and, according to complexity science, to use the self-organizational behaviour of
cities. He (Hillier 2004) noted that the making of cities is both fully an art and fully
a science: ‘The art of urban design, as I firmly believe it to be, does rest on the
foundation of the science of space’.

Hanson’s ideas (2004) follows Alexander’s magnum opus, The Nature of Order
which is based on organized complexity principles—recalling pioneers like Jacob-
s—arguing that order does not mean top-down design, but should emerge from the
actions of countless individuals.

All the above quarrels are sympathetic to Batty’s approach, and more generally,
quoting Wolfram’s opera (2002), to our New Kind of Science.

In one of the classics of urban science from Patrick Geddes written over a century
ago, we read ‘[…] appear the methods of a Science of Cities – that our cities should

16See https://en.wikipedia.org/wiki/Vautrin_Lud_Prize.

https://en.wikipedia.org/wiki/Vautrin_Lud_Prize
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be individually surveyed, scientifically compared: as their architecture long has been
– cathedral with cathedral, style with style’ (Geddes 1915).

More recently, also West, claims the urgency to approach urban studies scientif-
ically, quantitatively, when he firmly says: ‘we desperately need a serious scientific
theory of cities’ (West 2011).

As biology shows, despite life being the most complex and varied system in the
universe, an astonishing simplicity is expressed by relationships among variables
and the same universality was found in cities when numerous variables are plotted
against city sizes (Batty 2013a, b, Bettencourt 2013); ‘all the data shows it’s the same,
despite the fact that these cities have evolved independently. Something universal is
going on. The universality is us – we are the city’ (West 2011).

4 Cities Between Hard and Soft Sciences

Perhaps it is inside the ‘us’ the reasonwhymost theories treat cities as a social system
rather than spatial, or why we often see urban studies departments/institutes/groups
under macro categories labelled Social Science (such as, among many, the Uni-
versity of Oxford, the University of Amsterdam and the University of Sheffield),
Arts and Humanities (as the University of Cambridge), Humanities (as the Uni-
versity of Manchester), Social and Political Sciences (as the University of Glas-
gow), Arts, Humanities and Social Sciences (as Cardiff University17), or under
multidisciplinary-interuniversity departments between Hard and Soft sciences (as
Politecnico di Torino18).

The abovementioned statement of West (‘The universality is us – we are the city’)
encloses the polyhedric nature of urban studies and urban forms, and is, in some
senses, somewhat close to the Latin terms to define cities, civitas, or the Aristotle19

conception of city, more radically rooted in the political nature of human beings,

17Although this university also categorizes urban studies under Physical Sciences and Engineering,
inside the School of Architecture.
18DIST: the Interuniversity Department of Regional and Urban Studies and Planning between
Politecnico of Torino and University of Torino, excitingly bringing in an effervescent team of
235 people (75 professors, 59 researchers, 66 visiting professors-researchers, and 34 technicians-
administrators) Economists, Historians, Anthropologists, Engineers, Architects, Urbanists, Geogra-
phers, Naturalists, Computer Scientists, Sociologists, Mathematicians, Agronomist and Ecologists.
It has been recently qualified as one of the best Italian Departments within the already prestigious
list of Departments of Excellence in Research.
19‘[…] man is by nature a political animal; and so even when men have no need of assistance from
each other they none the less desire to live together. At the same time they are also brought together
by common interest, so far as each achieves a share of the good life. The good life then is the chief
aim of society, both collectively for all its members and individually’ (Aristotle,Politics, III, 1278b).
‘It is clear that all partnerships aim at some good, and that the partnership that is most authoritative
of all and embraces all the others does so particularly, and aims at the most authoritative good of
all. This is what is called the city or the political partnership’ (1252a3). ‘[T]he city belongs among
the things that exist by nature, and…man is by nature a political animal’ (1252b30–1253a3).
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whose common interest notion, to koinon sympheron, anticipates the Cicerone’s util-
itas rei publicae20 and utilitas communis.21 In this sense, the ‘us’ may be interpreted
as an inextricable bundle of forces intrinsically (universally?) built in us, which, even
if with significant variations due to culture, climate, geography and historical individ-
ual paths, acts in a perpetual search for an ‘equilibrium’ among often contradictory
forces; one of these forces is the Aristotelian common interest.

As soon as we adventure on the learning of (whatever) forms, we discern that they
are always due to the action of some sort of force. D’Arcy Thompson describes the
form of an object as ‘a “diagram of forces” in this sense, at least, that from it we can
judge or deduce the forces that are acting or have acted upon it’; forms come from
an ‘interaction or balance of forces’ (D’Arcy Thompson 1917, p. 11).

Forces shaping cities and their forms come from economics reasoning of individu-
als, firms, companies and governments, behaviours and instincts of humans, cultural
processes, historic paths, geographic-environmental influences/constrictions, tech-
nology, utopia, politics, alliances, markets, flows, trades and communications, phys-
ical and socio-economics networks, private/public interests, striving for well-being
(objective and subjective, personal and collective), … all acting contemporarily at
different physical and temporal scales; all the above is ‘us’, a multiscale, multitem-
poral summation of our behaviours and decisions, conscious or not, rational or not,
instinctive or not.

These forces constantly change their reciprocal ‘equilibrium’ and so the related
urban forms, in a continuous dynamic evolution. This urban form metamorphosis is
poetically expressed by Lefebvre ‘la ville est un emploi du temps’ (Lefebvre 2001,
p. 224), and Baudelaire22 ‘Le vieux Paris n’est plus (la forme d’une ville change plus
vite, hélas! que le cœur d’un mortel)’, and mathematics is an efficient language for
its understanding.

5 In Search of Universal Laws: From Calvino to Santa Fe

Modern urban scientists, supported from unprecedented amounts of data on almost
every aspect of cities, their availability and mathematical–technical capacity of elab-
orations, are starting to systematically analyse and model cities, ‘in the hope of
uncovering underlying laws governing the dynamics and the evolution of these sys-
tems’ (Barthelemy 2016, p. xii).

Statistical regularities systematically emerge despite immense variety among
cities. We may expect two reasons for this universality: that systems with large num-
bers of components lead to collective behaviours with statistical regularities; and the
existence of fundamental processes shared to all cities such as spatial organization
of activities and residences, mobility, etc. … (Barthelemy 2016, p. 1).

20Cicerone M.T. (85 b.C. circa). De inventione. I, 40.
21Cicerone M.T. (44 b.C. circa). De Officiis. III.
22‘Le Cygne’ in the section ‘Tableaux parisiens’ of ‘Les Fleurs du Mal’.
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Of a different opinion is the architectural historian Berkeleyan professor Spiro
Kostof: ‘cities are too particular as phenomena – specific to moments in time and
to the vicissitudes of site and culture – to be pinned down by absolute taxonomies’
(Kostof 2014a, p. 8). Thought shared from West himself: ‘It may be that the sort of
quantitative “physics-inspired” theory of cities that I am advocating is simply not
conceivable. Cities and the process of urbanization may be just “too complex” to be
subjected to laws and rules that transcend their individuality in a useful way’ (West
2017, p. 269), even if he is optimistically oriented towards a truly scientific approach
to cities and its, at least up to a certain extent, universality principles: ‘science at
his best is the search for commonalities, regularities, principles, and universalities
that transcend and underlie the structure and behaviour of any particular individual
constituent,whether it be a quark, a galaxy, an electron, a cell, an airplane, a computer,
a person, or a city. And it is at its very best when it can do that in a quantitative,
mathematically computational, predictive framework […]’ (West 2017, p. 269).

In search of a unifying law, almost three decades ago, also the distinguishedmath-
ematician Mitchell Feigenbaum asked (and replied to) himself: ‘Are there intrinsic
geometries that describe various chaotic motions, that serve as a unifying way of
viewing these disparate nonlinear problems, as kindred? I ask the question because I
know the answer to be affirmative in certain broad circumstances. The moment this
is accepted, then strongly nonlinear problems appear no longer as each one its own
case, but rather coordinated and suitable for theorizing upon as their own abstract
entity’; he later continues toward a both qualitative and quantitative universality of
behaviours ‘an even stronger notion than this generality of shared qualitative geom-
etry is the notion of universality […] this shared geometry is not only one of a
qualitative similarity but also one of true quantitative identicality’23 (Feigenbaum
1992, p. 4).

Also, the Nobel Prize Niels Bohr wrote about the use ofmathematics with the help
of unread phenomena: ‘for more and more phenomena, their governing laws were
wrung from Nature and their rules were recognized. Simultaneously, mathematics
developed hand in hand with the natural sciences, and thus an understanding of the
nature of a phenomenon soon came to also include the discovery of an appropriate
mathematization of it’ (Bohr 1992, p. 11). We should underline the other way around
too: the progress and use of mathematics help the discovering of processes behind
phenomena.

Mathematics is essential in this regard, for analysing data, founding scientific
theories, creating quantified models, where ‘quantified model’ doesn’t necessarily
mean a model fitting to real data but ‘a theoretically consistent model whose param-
eters are based on some mix of data and assumptions, so that realistic simulation
exercises can be carried out’ (Fujita et al. 2001, p. 347).

23Hewas referring to the universality (today known as the Feigenbaum constants) in the transition to
chaos that several systems share, regardless of their practical nature, as long as are mathematizible
in a certain way.
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In a Santa Fe Institute lecture,24 Melanie Mitchell interviews Luis Bettencourt,
who replies: ‘we need to create a statistical theory of what cities are. We have a very
poor idea of their statistical character. For example, scaling laws only give you an
idea of how a system behaves on the average, given its size, etc.…, but when you
look at a particular city it’s never quite that number. What creates these deviations?’.

Bettencourt’s reply and the quantitative approach among urban scientists towards
universal laws, slightly remind me Kublai Kan’s reply to Marco Polo in their imagi-
nary dialogue in Calvino’s romance: ‘I have constructed a model of city in my mind
from which deduct every possible city. It comprehends everything corresponding
to the norm. Since the cities that exist diverge in varying degree from the norm,
it is enough to predict the exceptions to the norm and calculate the most probable
combinations’.

In a within city context, syntactic analysis of street networks of large numbers of
cities highlighted another kind of universal law: ‘spatially speaking, and at a deep
enough level, cities seem to be the same kind of thing […] there is at a deep enough
level a generic city, that is, a structure that makes a city a city in the first place […]’
(Hillier 2016, p. 200).

Hillier’s generic city, Bettencourt’s ‘statistical city’, and Kublai’s comprehensive
city in the Calvino’s romance, tease our thoughts about the goal of a science of cities,
that, according to Barthelemy, ‘will be reached when, considering a specific case, we
can basically say what will happen and which ingredients it is necessary to introduce
in a model in order to get more detailed information and predictions’ (Barthelemy
2016, p. 3).

In Popper’s idea, science is ‘the art of systematic over-simplification – the art of
discerning what we may with advantage omit’ (Popper 1992), such as the exceptions
we cannot predict from general laws.

Sceptical about quantitative universal meanings, if without being accompanied
from proper qualitative historical/cultural analysis, is again the historian architect
Kostof: ‘city form is neutral until it is impressed with specific cultural intent. So
there is no point in noticing the formal similarities […] unless we can elaborate on
the nature of the content that was to be housed within each, and the social premises
of the designers’, in fact we cannot be really able to read cities until we turn ‘to the
archives, the history books, the old maps – until we assemble all the evidence, some
of it often contradictory, that will help explain how a particular downtown got the
look it now has’ (Kostof 2014b, pp. 10, 11).

Other historians, as the Professor of Ancient HistoryArjan Zuiderhoek, well show
their consciousness of the importance of the understanding of some kind of univer-
sality in urban form elements; he writes in his recent book about the observation of
‘striking similarities between cities across space and time, particularly in terms of
layout and the general structure of urban landscapes’ (Zuiderhoek 2017, p. 6) which,
using the words of the archaeologist Monica Smith, suggests ‘that the capacities for
human interaction in concentrated locations [villages, towns, cities] are exercised

24Introduction to Complexity, 2018. Video-lecture 10.4. https://www.complexityexplorer.org/
courses/89-introduction-to-complexity.

https://www.complexityexplorer.org/courses/89-introduction-to-complexity
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within a limited set of parameters’ (Smith 2003, pp. 3–8), which may be seen in
evolutionary terms by using the words of the anthropologist Glenn Storey: ‘human
nucleation behaviour into cities might be a form of group selection strategy that has
proved eminently adaptable for humans and has fostered strong interspecific ties
of cooperation’ (Storey 2006, p. 23). Zuiderhoek continues promoting an interdis-
ciplinary universal urbanism: ‘Along such broad interdisciplinary lines, combining
insights from human geography, ecology and evolutionary biology, we may eventu-
ally be able to arrive at some universal understanding of urbanism’; and, similarly to
the Kublai’s city model in the Calvino’s romance, and the Bettencourt’s ambition for
a statistical theory of city, Zuiferhoek defends the importance that the understanding
of such hidden urban spatial patterns revealing universal mechanisms at work has
also for those historians and archaeologists qualitatively interested in specific urban
cultures rather than quantitatively deduced macro-universal-laws: ‘the broad com-
parative study of world urbanism does supply us with a rough cross-cultural template
that can be used to sketch the outlines of a particular type of urbanism, in order to
bring out, as sharply as possible, its cultural specificities’ (Zuiderhoek 2017, p. 7).

There are signs for believing that these universal behaviours urban scientists are
trying to uncover are linked with the self-organization property of complex systems
as cities are.

6 Complex Self-organizing Systems Urban Approaches

Ilya Prigogine’s original investigation on self-organization systems, in the 1950s
and 1960s, focused on far-from-equilibrium chemical systems and the emergence of
macro-scale spatial structures in chemical reactions.25

Prigogine’s group and many others, extended their research about self-
organization to other fields as biology and urban systems, continuing to focus on
the spatial structure, the physical forms taken, or better saying, emerging from these
systems.

The ultimate message is that, whatever complex system is being analysed—eco-
nomic, social, urban, biological, chemical, physical—characteristic spatial structures
emerge.

Three main schools posed the basements to complex self-organizing systems
urban approach: Brussels school, Santa Fe school, and CASA school.

The Brussels school is associated with the research of Prigogine and investigates
how real systems (whether chemical, physical, social …) behave (under energy
input).

The Santa Fe school, from the Santa Fe Institute, focuses on the algorithmic logic
behind complex systems; it is to some extent more related to abstract systems virtu-

25The classical example is the Belousov–Zhabotinsky reaction which takes place in a shallow dish
where the concentration of chemicals is kept far from equilibrium, and visible patterns may appear,
such as spirals, concentric circles, multi-armed spirals… (Nicolis and Prigogine 1989).
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ally explored by computer modelling, seeking to capture universal, general ways to
explain how self-organization and adaptation of complex systems happen. It empha-
sizes the analytic-mathematical traditions of physics toward underlying laws.

TheCASAschool is rooted in thework ofMichaelBattywhosephenomenological
accent is linked with the social, physical and geographical sciences traditions, by
passing through abstract simulations too. It lies in some sense in between the first
two schools.

The language to understand and model these emergences of complex systems,
regardless if governed by simple or complicated rules, is logical-mathematical.

All these systems ‘come into existence by virtue of processes that create a spatial
structuring of their constituent elements’ (White et al. 2015, p. 4): for the urban sys-
tems, these processes are the ‘us’ ofWest which are studied by the related disciplines
(sociology, demography, economics, psychology, organization theory, sociobiology,
anthropology …).

Complexity and self-organizing systems theories’ application to urban studies is
‘an attempt to generalize and formalize the qualitative understandings developed
within the framework of the humanities and social sciences’ (White et al. 2015,
p. 14).

7 Laplace’s Demon in Cities

The aim of this scientific approach is to disclose the in-built complexity nature of the
city and its morphology. Despite passing through formal methodologies and rigor-
ous mathematical language, the scientific approach applied to cities has, somehow,
the softness of social sciences and humanities in the necessary link with histories,
contexts and (recalling the before mentioned Bettencourt and Calvino), especially, in
their limited predictive power. In this sense, its quantitative nature should be used to
scientifically extrapolate laws and formally write models, whose predictions should
be qualitatively, rather than (as Laplace’s demon would like) quantitatively, read, for
the impossibility of predicting with certitude the output or the state that the system
under investigation we will assume.

Within the inherent previsions incertitude of socio-economic systems as civitas
(ensembles of people) and urbs (their physical manifestations, like urban forms
ultimately are), mathematical language remains an essential tool to decipher their
internal mechanisms.

It often helps better measurement and analyses, which, when they go together
with more data availability and computational capacity, ‘our ability to predict and
understand and explain would be greater. […] With these advances, the thinking
goes, it should be possible to get closer to Laplace’s demon […]’ (Feldman 2014,
pp. 71, 72).

It is a positive feedback: ‘As we gain knowledge, we create more sophisticated
tools and these tools enable us to ask and answer new questions’ (Wilensky and Rand
2015, p. 6).
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8 A Science but not a Science?

Sir D’Arcy Thompson—a truly Leonardian man26 whose Italian Renaissance poly-
hedric spirit would be so precious, in any epoch, for the highlymulti-interdisciplinary
nature of urban studies—starts his seminal book27 On Growth and Form, stating that
‘the criterion of truth science lay in its relation to mathematics’. D’Arcy was con-
veying the Kantian quote ‘eine Wissenschaft, aber nicth Wissenschaft’ (referring to
chemistry, Kant28 wrote that ‘it is a science but not a science’) translating it into ‘it
is a science but not a Science’.

West (2017, p. 86), citing D’Arcy’s interpretation of a Kant quote, reflects on
the provocative (but for him still, with caution, valid in the spirit) argument that a
science (West refers to biology) would become a Science when its principles can be
mathematizable, without however misevaluating in any way sciences that per nature
are (or were till now) predominantly qualitative.

If we recall what defines a science a science (systematic study of structures and
behaviours through observation and experiment29), it is not a condicio sine qua non
to have mathematical language explaining its structures to be classified ‘science’,
even if it might be efficient and enlarge horizons in some occasions, or undoubtedly
essential in others.

Among many authors promoting mathematical approach to urban studies were
Brian Berry, who brought quantitative spatial analysis and scientific method into the
study of cities, building a science of cities ‘with the potential to elevate urban studies
and geography to the status, influence, and certainty of physics and the other ‘hard’
sciences’ (Wily 2017, p. 39); and Janet Anu-Lughoud, an earlier adopter of statistical
model and computer-based data processing, she also likes to explore integrations of
qualitative and quantitative methods in social research.

9 The Language of Mathematics

‘Mathematics is a language, and an exceedingly beautiful one, and the applications
of that language are vast and extensive’ (Adam 2012, p. xiv). I would go even further
in reminding us that mathematics, as music and arts (yet these two being cultur-
ally biased), is a universal language among humans and, perhaps more importantly,
between humans and nature (there is a stimulating dispute if it is a language of
humans, or of nature which humans happen to learn) that helps to parsimoniously

26‘An aristocrat of learning whose intellectual endowments are not likely ever again to be combined
within one man’. That was his description by the Nobel Prize Sir Peter Medawar.
27Which the Nobel Prize Sir Peter Medawar described as ‘the finest work of literature in all the
annals of science’.
28Not the Kant of theCritics of Judgment but the one (later called by Stephen J. Gould ‘physicalist’)
infatuated with Laplace, Euclid, Newton, of the Critics of Pure Reason.
29https://en.oxforddictionaries.com/definition/science (Oxford University Press 2018).

https://en.oxforddictionaries.com/definition/science
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describe, understand and extend complicated phenomena, principles and reasoning
that would have been impossible otherwise. It is both a support and an extension of
our minds.

Steven Strogatz, theMIT’s prized and Schurman Professor of AppliedMathemat-
ics at Cornell University, lyrically describes his being ‘captivated by themathematics
of nature’ and the hidden ‘beautiful world that can be seen only throughmathematics’
in his discursive book (2003, p. 4), who his ‘only’ partially reminds the Pythagorean
(everything is number30) and Galilean (mathematics is the language Nature wrote
her book) views.

Similarly, the well-known mathematician and astronomer John Barrow from the
University of Cambridge, is not hesitant in stating that the reason we were so good
in releasing the mystery of the universe is because we discovered the language in
which it was written, that, as three hundred years ago Galileo believed, is mathe-
matics. According to Barrow, science itself exists because the natural world seems
algorithmically squeezable. Mathematical formulas we call Natural Laws are effi-
cient reductions of enormous sequences of data about changes of the state of the
system (Barrow 1992, pp. 5, 93).

Mathematical equations,Marshall believed (1890, p. 10), are beneficial in ‘helping
a person to write down quickly, shortly and exactly, some of his thoughts’; thought
shared from Samuelson in his first major opus (1947) indicate the role of equations
in sharpening muddled thinking replacing it with methodical exactness.

The same happens when we deal with urban systems and their physical forms
which are the ultimate result of a complex sequence of interconnected multiscale
multitemporal socio-economic forces constrained by local contexts, driven inside
historical distinctive paths.

History, not onlymathematics, as Glaeser wisely starts one of his influential book,
is essential for a complete urban study: ‘understanding cities requires more than
current statistics. Many urban areas are extraordinarily ancient and their structures
reflect events far in the past. We also need to know history if we are to understand our
cities’ (Glaeser 2007, p. 2). And he carries on pointing for a gainful trade between
social scientists working in anthropology or sociology, and economists.

10 The Art and Science of Cities31

The view of our world has regularly shifted between these two pendulum: scientific
and humanistic. According to Snow (1959), one of the major barriers to solving our
world’s problems resides in the absence of dialogue between these ‘two cultures’.

During the first half of the twentieth century, both sides were present such as the
humanistic perspective of LewisMumford (1938) and the quantitative’s ofChristaller
(1933), Lösch (1940), Reilly (1931) and others. During that period, the system theory

30Yet mathematics is not much interested in numbers on themselves but in their interrelations.
31Some parts from (D’Acci 2016).
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approach was preeminent and, during the 50s, induced researchers to see systems as
centrally ordered, and as a hierarchical sum of subsystems dominated by negative
feedback.

Until the middle of the twentieth century, a standard theory of cities prevailed as
an economic and transportation model, and based predominantly on the monocentric
city. Ideas and models were built on statistical aggregations of units, exemplified in
models based on macroeconomics, such as econometric, population and Keynesian
models description.

In the 1950s the quantitative revolution criticized the scientific validity of the
humanistic trend, which defined descriptive approaches.

In turn, in the early 1970s scholars adopting urban social theories, through Struc-
turalist Marxist and phenomenological idealistic perspectives, in the qualitative rev-
olution, criticized the positivistic-quantitative approach.

From that decade on also the underlying conceptual ideas changed: cities were
observed as governed by positive feedback rather negatives, and from the bottom-up
rather than top-down, giving space to the new complexity science.

According to Portugali et al. (2012), the urban complexity science can be seen
as a second scientific culture of cities or as a junction between the scientific and
humanistic culture.

Also Batty, even if pushes the pendulum to the quantitative side, would like to
think that is humanistic too in some sense, according to his way of thinking about
science; in the urban context you also need intuition: quantifications without intuition
may be a black box.32

The quantitative-scientific approach finds universal rules aiming to see cities as
part of the domain of nature and to be studied by the scientificmethod. The humanistic
approach claims a difference between the human domain and the natural domain, so
that studying cities and their phenomena as quantitative may lead to reductionism,
and it finds soft hermeneutic methods more suitable.

This opposition may be only apparent, as it could be transformed into a profitable
complementarity; namely referring to the scientific methods for what concerns urban
phenomena that are objective and universal, and to the humanistic approach for phe-
nomena that are not. We are also able, not always, to quantify qualitative phenomena
and to qualitatively interpret quantified data.

Art is viewed as the opposing counterpart to science. Batty (2013a, b) explains
terms of science and art as: ‘by science, we mean an organized body of knowledge
produced using commonly agreed tools and methods that can be reproduced over
and over again by different individuals. […] this is quite different from ideas and
knowledge we consider art, since the production of art is individual and formed by
an intuition that is personal’.

According to Croce and Read (Read 1949), for art we do not intend
‘beauty’—which is a ‘very fluctuating phenomenon, withmanifestation in the course
of history that are very uncertain and often baffling’—but intuition. ‘As for a work of
art, what we expect in a city is a personal element. Each city reveals original, unique

32Batty’s personal conversation, 27 June 2018, University of Cambridge.
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elements; each of them is special and, even more, is differently special for each of
us’ (D’Acci 2015).

The above call for wise ‘intuition’ claimed from Batty, and the systematic ‘devia-
tions’ from the modelled trajectory augmented from Bettencourt, lies in what math-
ematical models and quantifications in the social and behavioural sciences—the ulti-
mate foundation of cities—leave invisible. A concept well expressed in the words
of the Director of the MIT System Dynamics Group, (Sterman 2002, p. 513): ‘the
most important assumptions of a model are not in the equations, but what’s not in
them; […] not in the variables on the computer screen, but in the blank spaces around
them’.

Science sees the many in the one; art the one in the many. However, this new
science based on the complexity paradigm,33 is a science that induces art, identified
as personal uniqueness: each city emerges from unique contexts, from where the
randomness of the micro-fluctuations, the unpredictability of the agent’s behaviours’
positive feedbacks and the contextual historic successions, generate although within
universal macro patterns, unique scenarios; and each of them is personally read.
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Fractal Dimension Analysis of Urban
Morphology Based on Spatial
Correlation Functions

Yanguang Chen

Abstract A number of mathematical models in urban studies are associated with
spatial correlation functions. However, the theory and method of spatial correlation
modeling have not been developed for urbanmorphology. Based on power-law urban
density models, a density–density correlation function can be constructed for urban
modeling. Using scaling analysis and spectral analysis, we can derive a set of fractal
parameter equations, which can be employed to explore urban form and growth. The
main results and findings are as follows: first, if urban density follows power law, the
spatial correlation function and its energy spectral density will follow scaling law;
second, the reasonable numerical ranges of fractal parameters can be derived by the
ideas frommultifractals; third, the spatial correlation modeling can be generalized to
spatial autocorrelation and gravity models. As an example, the analytical process is
applied to the city of Beijing in China to show how to use this method. A conclusion
can be drawn that the scaling analysis, spectral analysis, and spatial correlation
analysis can be integrated into a new framework to form the 3S analysis for urban
morphology.

Keywords Fractals · Multifractals · Urban form · Scaling analysis · Spectral
analysis · Spatial correlation analysis

1 Introduction

If a system has typical scales which can be represented by some characteristic length,
it can be describedwith conventionalmathematicalmethods based on calculus, linear
algebra, or probability theory and statistics. However, urban growth and form repre-
sent a type of scaling phenomena, which bears no characteristic scale and cannot be
effectively described by the traditional measures and mathematical theories. Fractal
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geometry provides a powerful tool for scale-free analysis, resulting in a number of
interesting and revealing studies on urban systems (e.g., Ariza-Villaverde et al. 2013;
Arlinghaus 1985; Arlinghaus and Arlinghaus 1989; Batty 1995; Batty and Longley
1994; Benguigui and Daoud 1991; De Keersmaecker et al. 2003; Frankhauser 1998,
2014; Thomas et al. 2010; Murcio et al. 2015). The fractal concept is on the basis
of scaling symmetry, and symmetry suggests some invariance in transformation pro-
cess. This suggests that self-similarity is equivalent to invariance under contraction
or dilation (Mandelbrot 1989). In geometry, fractal property can be abstracted as
power-law relations between linear sizes and the corresponding measurements. A
city can be empirically treated as a random fractal system that possesses self-similar
or self-affine structure (e.g., Batty 2005, 2008; Benguigui et al. 2000; Feng and Chen
2010; Frankhauser 1994; Thomas et al. 2007; Thomas and Frankhauser et al. 2008;
White and Engelen 1993, 1994). In urban morphology, the spatial relation between
the radius (a scale) from a city center and the corresponding urban density (a mea-
surement) may follow the inverse power law (Batty and Longley 1994; Batty and
Xie 1999; Frankhauser 1994; Makse et al. 1995). In many cases, a power law implies
fractal or scaling. The typical inverse power function is Smeed’s model on traffic net-
work (Smeed 1963), which can be employed to describe urban density distribution
and estimate the fractal dimension of urban form (Batty and Longley 1994).

However, the key process of fractal modeling in urban studies is not yet clear and
remains to be further explored. Due to scale-free property, fractal phenomena cannot
be described with traditional measures such as length, area, and density. It should
be characterized by fractal dimension and the related scaling exponents. Fractal
dimension can be defined from two angles of view. One is the logarithmic relation
between the linear sizes of fractal copies and the corresponding entropy functions,
and the other is the power-law relation between the linear sizes and the corresponding
correlation functions. The inverse power law of urban density proved to be a special
spatial correlation function (Takayasu 1990). Urban morphology and systems of
cities have been modeled by using the ideas from spatial correlation (Chen and Jiang
2010; Makse et al. 1995, 1998). Spatial correlation is one of the most important ways
of modeling both urban form and urban systems, and the correlation equations can
be solved by scaling transform. In particular, a general spatial correlation function
of cities can be constructed on the basis of urban density function (Chen 2011; Chen
and Jiang 2010). If the correlation function is converted into energy spectrum by
means of Fourier transform, the urban density will become spectral density (Chen
2008, 2013). Thus, spatial correlation analysis can be turned into spectral analysis
and vice versa, and the two analytical processes are associated with scaling analysis
(Chen 2009). A problem is how to integrate the scaling analysis, spectral analysis,
and spatial correlation analysis into a logic framework to make a new process of
spatial analysis.

This work is devoted to developing new methodological framework for urban
analysis and revealing the theoretical relations between different fractal parameters of
urban form. In previous studies, several problemshave been solved (Chen2008, 2010,
2013;Chen and Jiang 2010). First, a newanalytical process is preliminarily developed
for fractal cities. Second, a number of fractal parameter relations are theoretically
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derived. Third, the proper ranges of fractal parameters of urban morphology are
partially revealed. This is an integrated study. The main new points are as below:
First, the previous framework of models is improved according to new thinking.
Second, the spatial correlation modeling is generalized to spatial interaction and
spatial autocorrelation analysis. Third, a new concise 3S-based case study on urban
form is presented to illustrate how to use the 3S analytical process. Fourth, based on
the empirical analysis, the scaling break phenomenon of wave spectrums is revealed
and associated with self-affine urban growth. The rest parts are organized as follows.
In Sect. 2, scaling analysis, spectral analysis, and spatial correlation analysis will be
combined into a new approach, which is based on the inverse power law on urban
density. In Sect. 3, the national capital of China, Beijing, is taken as example to
make an empirical analysis. In Sect. 4, the related questions are discussed, and the
theoretical models are further developed. Finally, the discussion is concluded by
summarizing the main points of this studies.

2 Theoretical Models

2.1 Basic Postulates

Urban morphology should be researched through proper concept of geographical
space. If we examine a city by means of fractal methods based on a digital map or a
remotely sensed image, the dimension of the embedding space of the city fractal
is regarded as d � 2. In fact, a fractal city is always defined in a 2-dimension
geographical space (Batty and Longley 1994; Frankhauser 1994). There are three
common approaches to estimating the fractal dimension values of urban patterns, that
is, box-counting methods (Benguigui et al. 2000; Chen 2012; Feng and Chen 2010;
Shen 2002), area–radius scaling (Batty and Longley 1994; Chen 2010; Frankhauser
1998; White and Engelen 1993), and area–perimeter scaling (Batty and Longley
1994; Wang et al. 2005). Each method has its strong and weak points. If we want to
research the spatial patterns of urban land use, the box-counting method is the best
way of evaluating fractal dimension. However, if we want to explore the dynamic
process of urban growth, the area–radius scaling is the best approach to estimating
fractal dimension because this procedure ismore consistent with the relation between
urban core and periphery than other methods. In theory, the area–radius scaling is
equivalent to and can be replaced by the density–radius scaling. The density–radius
modeling is a good approach to research spatial correlation processes and patterns of
city development. If we model 2-dimension spatial correlation through 1-dimension
space, the density–radius relation is effective for scaling analysis (Fig. 1).

To explore the density–radius scaling relation of urban growth, the concepts of
urban form and urban density should be clarified before the theoretical models are
presented. Based on a 2-dimensional space, urban form can be defined as the spatial
pattern of elements, which compose the city in terms of its networks, buildings, and
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Fig. 1 The sketch maps of three types of spatial correlation processes (by Chen 2013). Note As
schematic diagrams, only five urban elements are taken into account. The concentric circles are
employed to compute average density of urban land use or traffic networks. The space between two
immediate large circles forms a ring, the small circles falling between two circles represent cells
along a radial line, and the arcs indicate spatial correlation between two cells. Subgraphs: a For
the 2-dimension spatial correlation, we need five sets of concentric circles to determine spatial
scaling; b For the 1-dimension spatial correlation, we need one set of concentric circles to compute
average density; cThe point–point correlation suggests density–density correlation;dThe one-point
correlation suggests central correlation
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spaces (Batty and Longley 1994). Thus, urban density refers to the number of inhab-
itants, buildings, roads, streets, and so on, in given urbanized area. The urban density
has different connotations and denotations for different spatial measurements. If we
examine urban population distribution, the urban density implies urban population
density; if we investigate the patterns of urban land uses, the urban density implies
urban land use density; if we study the spatial structure of transport network, the
urban density suggests the urban road density. Suppose that the fractal dimension of
a city’s spatial form will be evaluated by the remote sensing data for the purpose of
exploring urban growth. The number of cells,N(r), within the radius, r, from the city
center can be used to measure the urbanized area. A cell is defined as the smallest
image-forming unit or a pixel in a digital map. If the relation between measurement
N(r) and linear size r follow a power law such as N(r) � N0rD, where D and N0

are two parameters, then the urban morphology can be treated as a random fractal
pattern, and the scaling exponent D is just the fractal dimension, which is termed
radial dimension (Frankhauser 1998; Frankhauser and Sadler 1991). As an alterna-
tive way, the density–radius scaling can be employed to evaluate fractal dimension.
In other words, we can examine the scaling relation between the radius r from a city
center and the corresponding urban density ρ(r). If the relation follow an inverse
power law, and if the value of the scaling exponent falls between 0 and 1, then the
urban growth can be regarded as a self-organized process. Self-organization of urban
evolution results in a self-similar pattern with a fractional dimension value ranging
from 0 to 2 (Chen 2010). The fractal morphology of cities can be described with a set
of spatial correlation functions, which are equivalent to the corresponding entropy
functions.

2.2 Spatial Correlation Functions

Scientific theoretical construction is often based on simple and clear prototype. First
of all, for simplicity and without loss of generality, let us consider a monocentric
city. For a fractal city with a growth core as the circle center, the area of concentric
circles of radius r is A(r)� πr2, where π denotes the circular constant. The marginal
urban density ρ(r) at distance r from the urban center can be expressed as (Batty and
Longley 1994; Makse et al. 1995)

ρ(r ) � dN (r )

dA(r )
� ρ1r

D f −d � ρ1r
−a, (1)

where ρ1 �DN0/(2π ) refers to a proportionality coefficient, a � d −Df denotes the
scaling exponent of density distribution (a > 0), d is the Euclidean dimension of the
embedding space indicative of geographical space, andDf is the radial dimension of
urban morphology (Df < d) (Frankhauser 1998). Equation (1) is identical in form to
Smeed’s model on traffic network density (Batty and Longley 1994; Smeed 1963).
As there is no mathematical definition in Eq. (1) for the city center, we can specially
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define a central density ρ(0)� ρ0 for the location r � 0. The ρ0 value can be obtained
by observation in empirical analyses. The urban density function is actually defined
in a 1-dimension space based on the idea of statistical average, but it reflects the
geographical information of a 2-dimension space (Chen 2010). In theory, the fractal
dimension values of urban form (Df ) falls between 0 and 2, and the scaling exponent
of urban density (a) varies from 0 to 1. In positive studies, sometimes we have Df

> 2, and thus the scaling exponent a > 1.
In terms of scaling notion, a fractalmodel is in fact based on a correlation function.

Amonofractal model is based on simple central correlation function, and amultifrac-
tal model is based on complex density–density correlation function. The former can
be termed one-point correlation function, and the latter can be treated as point–point
correlation function (Chen 2013). So, fractal analysis is usually related with corre-
lation analysis. The global fractal dimension in multifractal theory is what is called
generalized correlation dimension (Chen 2013; Chen and Jiang 2010; Grassberger
and Procaccia 1983). Suppose that there exist two points on a radial from the city
center, X and Y, on a digital map (Fig. 1c). Based on Eq. (1), the density–density
correlation function can be expressed as

C(r ) �
∫ ∞

−∞
ρ(x)ρ(x + r )dx � 2ρ2

1

∫ ∞

0
xD f −d (x + r )D f −ddx, (2)

where x denotes the distance of the first point (X) from the city center, and r rep-
resents the distance of the second point (Y) from the first point (X). Note that the
central location (x � 0) is a discontinuity point in the density function. It is easy to
demonstrate that the spatial correlation function follows the scaling law. The fractal
essence is the scaling symmetry, which indicates the invariance under contraction or
dilation transform (Mandelbrot 1989). For a function f (x), if we contract or dilate
the argument x by a constant scale factor λ, the function will not change in structure,
but vary in size, and thus the result is f (λx) � λαf (x), where α is a scaling exponent.
In this case, the function conforms to the scaling law. Let x � ξy, where ξ is a scale
factor (x ≥ 0, y ≥ 0). A parameter relation can be derived by a scaling analysis as
follows:

C(ξr ) � 2ρ2
1

∫ ∞

0
xD f −d (x + ξr )D f −ddx � ξ 2HC(r ), (3)

where H � Df − d + 1/2, and H is the generalized Hurst exponent. Equation (3)
is in fact a functional equation. In the theory of R/S analysis, the Hurst exponent is
a scaling exponent associated with the autocorrelation coefficient of the time series
(Hurst et al. 1965). The R/S analysis is normally termed “rescaled range analysis”
(Feder 1988). This is a statistical method developed by Harold Edwin Hurst and his
coworkers to analyze long-term continuous or regular records of natural phenomena
(Hurst et al. 1965). It can also be employed to analyze the long orderly spatial
series with proportional spacing. The rescaled range is a statistical measure of the
variability of a time/space series based on two main measures/variables: one is the
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standard deviation (S), and the other, the range (R) of the data set, i.e., the difference
between the highest and lowest values. From the slope of the logarithmic linear
relation between the ratio of R(τ ) to S(τ ) and the time lag or spatial displacement τ ,
we can obtain a useful parameters, the Hurst exponent (H). Concretely speaking, for
the increment series �x(i) of a space/time series x(i), H is the scaling exponent of
the ratio R(τ )/S(τ ) versus time lag or spatial displacement (τ ) (i � 1, 2, 3, …; τ �
1, 2, …, i). In other words, H is defined by the power function R(τ )/S(τ ) � (τ /2)H

(Chen 2010; Feder 1988; Hurst et al. 1965). The exponent value falls in between 0
and 1, i.e., 0 ≤ H ≤ 1. The value of H � 1/2 indicates a Brownian motion, while
the values of H �� 1/2 suggests the fractional Brownian motion (fBm) (Feder 1988;
Mandelbrot 1983). Obviously, the solution to the above functional equation is

C(r ) � C1r
2(D f −d)+1 � C1r

2H � C1r
b, (4)

where C1 refers to a proportionality coefficient related with the parameter ρ1 in
Eq. (1), and b � 2H is a scaling exponent indicating fractal dimension.

A correlation dimension model can be derived from the spatial correlation func-
tion. Equation (4) represents a correlation function defined in a 1-dimension space,
differing from the spatial correlation function defined in a 2-dimension space (Chen
and Jiang 2010). For the latter, the scaling exponent is just the correlation dimension,
but for the former, the scaling exponent is less than the correlation dimension. By
dimensional analysis, we have

N (r ) ∝ rC(r ) � r2−2(d−D f ) � r2(D f −1) � r Dc , (5)

whereN(r) denotes the number of cells (pixels) within the radius of r from the center,
and Dc is the density–density correlation dimension, or the point-point correlation
dimension of urban density. Equation (5) gives a fractal dimension relation as below:

Dc � 2(D f − 1) � b + 1, (6)

which is important for our understanding fractal dimension. For the monocentric
cities, the radial dimension can be directly calculated by the area–radius scaling
(Batty and Longley 1994; Frankhauser 1998). However, for the polycentric cities,
the area–radius scaling relations often break down and the radial dimension cannot
be effectively estimated in a simple way. In this case, the spectral analysis is helpful
due to the filter function of Fourier transform (Chen 2010).

A special case of the urban density–density correlation is the central correlation,
which can be treated as “one-point correlation”. Based on a 1-dimension space,
the one-point correlation indicates the spatial correlation between a given point,
e.g., a city’s central point, and other points around the point, while the point–point
correlation implies the spatial correlation between one point on a circle and another
point on another circle around the center of a city (Chen 2013). Suppose that there
is a radial line from the city center to the periphery. The density–density correlation
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implies the spatial relation between any two points on the radial line. If we fix one
point to the center of city, we will have x � 0 (Fig. 1d). Thus, the integral in the
point–point correlation function, Eq. (2), will vanish, and it is reduced to a special
one-point correlation function as follows:

C0(r ) � ρ0ρ1r
D f −d � ρ0ρ(r ), (7)

in which C0(r) denotes the one-point correlation measurement. This indicates that,
if we fix one point in the central point of a city, the one-point correlation function
is just proportional to the urban density function, and thus the correlation integral is
proportional to the cell number within the radius of r from the center,N(r). The radial
dimension of cities is actually the one-point correlation dimension, that is, D0 � Df ,
where D0 refers to the one-point correlation dimension. Therefore, a � d − Df � d
− D0 indicates the scaling exponent of the one-point correlation. In this contexture,
the one-point correlation represents central correlation, and the one-point correlation
dimension suggests the spatial relation and interaction between a city’s core and its
periphery.

If a city takes on a polycentric pattern, it cannot be described by a simplemonofrac-
tal model. In this case, the density–radius scaling should be substituted with wave-
spectrum scaling of cities (Chen 2010, 2013). By means of Fourier transform, a
correlation function can be converted into energy spectrum function and vice versa.
The Fourier transform of the density–density correlation function also follows the
scaling law. Based on Eq. (4), the scaling property of Fourier transform can be
demonstrated as below:

S(ξk) �
∫ ∞

−∞
C(r )e−i2πξkrdr � ξ−2(D f −1)S(k), (8)

where k denotes the wave number, which bears an analogy with the frequency in
time series analysis. Thus, we have

S(k) ∝ k−2(D f −1) � k−β, (9)

in which β � 2(Df − 1) � 2H + 1 refers to the spectral exponent. Note that 2H
� 2(Df − d) + 1 and Dc � 2(Df − 1) � b + 1. According to Eq. (6), a parameter
relation can be gotten as below:

β � Dc � 2(D f − 1), (10)

which suggests that the spectral exponent equals the density–density correlation
dimension. Equation (10) has been empirically verified by Chen (2010). Comparing
Eq. (5)with Eq. (9) yields the relation between the spectral density and the correlation
function such as
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N (r ) ∝ rC(r ) ∝ 1

S(k)
. (11)

This implies that the pixel number of urban land use varies inversely as the spectral
density.

For the one-point correlation, the cosine transformation relation between the cor-
relation function and energy spectrum is not effective. The Fourier transform of the
one-point correlation function can be expressed as

F(k) �
∫ ∞

−∞
C0(r )e

−i2πkrdr � ρ0ρ1

∫ ∞

−∞
r D0−de−i2πkrdr . (12)

The equation proved to follow the scaling law under contraction or dilation, that is,

F(ξk) � ρ0ρ1

∫ ∞

−∞
r D0−de−i2πξkrdr � ξ−(D0−d+1)F(k). (13)

This indicates the scaling relation of the energy spectrum as below

S0(ξk) � |F(ξk)|2 � ξ−2(D0−d+1)|F(k)|2 � ξ−2(D0−1)S0(k). (14)

The solution to functional Eq. (14) is

S0(k) ∝ k−2(D0−1) � k−β0 . (15)

Apparently, the spectral exponent of the one-point correlation equals that of the
point–point correlation, i.e., β0 � β. To sum up, we have the following useful param-
eter relation:

β � 2(D f − 1) � Dc � 2(D0 − 1) � β0, (16)

which is equal to b + 1. Based on the parameter relationships shown in Eq. (16), more
fractal dimension equations can be revealed for spatial analysis of urbanmorphology.

2.3 Fractal Parameter Equations

The fractal parameters based on wave-spectrum scaling are defined at the macro-
level of urban morphology. macro-mathematical regularity is associated with micro-
dynamicmechanism. It is necessary to investigate the spatial autocorrelation of urban
growth at the micro-level. The macro-level is based on the urban density function,
while the micro-level is based on the urban density increment function. An integral
of Eq. (1) in the 2-dimension space yields the area–radius scaling relation (Batty and
Longley 1994)
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N (r ) � N1r
D f , (17)

inwhichN1 is a proportionality coefficient. FromEq. (17), an averagedensity formula
can be derived as follows (Batty and Longley 1994; Chen 2013; Longley et al. 1991):

ρ∗(r ) � N (r )

A(r )
� N1

π
r D f −2 ∝ dN (r )

dA(r )
� ρ(r ), (18)

where ρ*(r) refers to the average density within a radius of r from a city center, and
A(r) � πr2 represents the area within the circle of radius r. This indicates that the
average density ρ*(r) is in proportion to the marginal density ρ(r). Further, let us
consider the variance of the density increment. Due to the symmetry of urban density
function (from −∞ to 0 then to ∞), the mean value of the density increment can be
regarded as zero. So, the variance can be defined as

V (r ) �
∫ ∞

−∞
[�ρ(x) − 0]2dx �

∫ ∞

−∞
[ρ(x + r ) − ρ(x)]2dx . (19)

A scaling analysis of the above variance function yields

V (ξr ) � ρ2
1

∫ ∞

0
[(x + ξr )D f −2 − xD f −2]2dx � ξ 2HV (r ), (20)

where 2H � 2(Df − d) + 1 has been given above. This suggests a scaling ratio such
as C(r)/V (r) � C(ξr)/V (ξr). The solution to functional Eq. (20) is

V (r ) ∝ r2H . (21)

If the spatial series of urban density changes is a white noise, the density increment
�ρ(x) � ρ(x + r) − ρ(x) can be regarded as a Brownian motion, namely, random
walk. Thus, we have H � 1/2, and this indicates Df � 2. However, an urban density
increment series is not a white noise. Because Df value ranges from 0 to 2, the H
value should vary from −3/2 to 1/2. If so, the spatial process is always treated as
an fBm process (Feder 1988; Peitgen et al. 2004). Of course, the H value comes
between 0 and 1, and this will be clarified next.

Then, the self-affine fractal dimension can be derived by means of dimensional
analysis. The method of dimensional analysis is useful in the theoretical studies of
human geography (Haynes 1975; Haggett et al. 1977). Comparing Eq. (21) with
Eq. (4) displays that the variance of density increment is in the proportion to the
spatial correlation function, i.e., V (r ) ∝ C(r ). The square root of the variance is just
the standard deviation

s(r ) ∝ r H . (22)
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If the radial dimension Df falls between 1.5 and 2, and the embedding space dimen-
sion is d � 2, the scaling exponent a � d − Df will come between 0 and 0.5, and
thus the Hurst exponent H � 1/2 − a will also fall between 0 and 0.5. According to
the principle of dimensional consistency, a proportional relation appears as below:

ρ(r ) ∝ 1

s(r )
∝ r−H . (23)

Substituting Eq. (23) into Eq. (18) yields the following relation:

N (r ) ∝ ρ(r )A(r ) ∝ πr2

s(r )
∝ r2−H � r Ds . (24)

Thus, another parameter equation can be obtained as follows:

Ds � 2 − H, (25)

which denotes a special fractal dimension, termed profile dimension of urban mor-
phology (Chen 2008). In literature, the parameter Ds is treated as the self-affine
record dimension of the random walk (Feder 1988).

The above mathematical derivation and theoretical analysis result in a series of
fractal parameter relations. These equations form a useful framework for the fractal
study of urban systems. In terms of Eq. (3) or Eq. (20), if d � 2 as given, then we
have

D f � H +
3

2
, (26)

which can also be derived from the dimensional analysis based on the point–point
correlation function. The density function is in a proportion to r−a, and squaring the
function gives r−2a. The integral of the squared density function is proportional to
r1−2a, and the second root of r1−2a produces r1/2−a. This indicates that H � 1/2 −
(d − Df ) � Df − 3/2 for d � 2. The result is the same as those proceeding from the
scaling analysis of correlation function as well as variance function. Apparently, the
scaling analysis and dimensional analysis reach the same goal by different routes.

A pair of useful fractal parameter relations can be further derived. First, substi-
tuting Eq. (25) into Eq. (26) yields an equation as follows:

D f + Ds � 7

2
, (27)

which gives the relation between the self-similar fractal dimension and self-affine
fractal dimension of cities (Chen 2010). Second, integrating Eq. (16) into Eq. (26)
or Eq. (27) yields another equation such as

β � 5 − 2Ds � 2H + 1, (28)
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which gives the relations between spectral exponent, Hurst exponent, and self-affine
fractal dimension (Chen 2013; Feder 1988; Takayasu 1990). So far, we have had a
set of fractal parameter relations, which comprises Eqs. (6), (16), (25), (26), (27),
and (28).

The parameters and parameter equations can be integrated into a logic framework
of fractal dimensions and relations. This framework represents a system of fractal
parameters and scaling relations (Fig. 2). If the radial dimension Df is calculated,
then the one-point correlation dimension D0, the point–point correlation dimension
Dc, the wave spectral exponent β, the profile dimension Ds, the Hurst exponent H,
and so on, can be estimated by the parameter equations (Table 1). Using this set of
fractal parameters, we can make a systematic analysis of urban growth and form. To
evaluate the radial dimension, we should select an urban center of concentric circles
on a digital map. Given a center of circles, a radial dimension value is determined,
and other fractal parameters will be in scale with the radial dimension in value. The
valid ranges of different fractal parameters are as below: 0≤Df �D0 ≤ 2, 0≤Dc �
β ≤ 2, 0 ≤ Ds ≤ 2, 0 ≤ β ≤ 3, 0 ≤ H ≤ 1. In light of multifractal geometry, the one-
point correlation dimension value must be greater than the point–point correlation
dimension value, that is, β � Dc ≤ Df � D0. All these parameters are defined at two
different levels: the parameters D0, Df , Dc, and β are at the macro-level, and Ds and
H are at the micro-level. If the relation between macro and micro-levels of a city is
overlooked, the acceptable domain of radial dimension will fall between 1 and 2. If
Df > 2 as given, then β �Dc >Df ; while ifDf < 1, then we will have β �Dc < 0. The
two cases are illogic in multifractal theory. If we take the relation between macro
and micro-levels into consideration, the feasible domain of the radial dimension will
range from 1.5 to 2. WhenDf < 1.5, we will have Ds > 2 andH < 0, and these values

Radial dimension Df

Spectral exponent
β=2(Df-1)

One-point correlation 
dimension

D0=Df=β/2+1

Point-point 
correlation dimension

Dc=β=2(Df-1)

Self-affine record 
dimension

Ds=(5-β)/2=2-H

Macro level                                                  Macro level

Micro level

Fig. 2 A schematic diagram of the relationships between five fractal parameters for urban spatial
analyses (by Chen 2013)
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Table 1 The numerical relationships between radial dimension, correlation dimension, profile
dimension, spectral exponent, and Hurst exponent

Radial dimension, one-point
correlation dimension

Point–point correlation
dimension, spectral exponent

Self-affine
record
dimension

Hurst
exponent

Df D0 Dc β Ds H

0.5 0.5 −1 −1 3 −1

0.75 0.75 −0.5 −0.5 2.75 −0.75

1 1 0 0 2.5 −0.5

1.1 1.1 0.2 0.2 2.4 −0.4

1.2 1.2 0.4 0.4 2.3 −0.3

1.3 1.3 0.6 0.6 2.2 −0.2

1.4 1.4 0.8 0.8 2.1 −0.1

1.5 1.5 1 1 2 0

1.6 1.6 1.2 1.2 1.9 0.1

1.7 1.7 1.4 1.4 1.8 0.2

1.8 1.8 1.6 1.6 1.7 0.3

1.9 1.9 1.8 1.8 1.6 0.4

2 2 2 2 1.5 0.5

2.25 2.25 2.5 2.5 1.25 0.75

2.5 2.5 3 3 1 1

Note The proper numerical ranges of the fractal parameters are as follows: 0 < Df , D0, Dc < 2;
0 <β<3; 0 <H<1;−1 <C� < 1. If a value exceeds the limiting sphere, the result will bemeaningless.
See Chen (2010, 2013)

are absurd. All in all, the reasonable range of both the radial dimension and profile
dimension is from 1.5 and 2, that is, 1.5 ≤ Df , Ds ≤ 2.

2.4 New Analytical Framework for Urban Morphology

An analytical process of spatial correlation analysis based on scaling analysis and
spectral analysis can be developed for urban studies. At macro-level, spatial corre-
lation analysis of urban morphology can be made through Eqs. (1) and (4). Smeed’s
model, Eq. (1), is a one-point correlation function. However, its integral form, Eq. (4),
is a point–point correlation function. What is more, the spatial autocorrelation coef-
ficient defined in the 1-dimension space is associated with Hurst’s exponent (Feder
1988), and can be expressed as

C� � 22H−1 − 1 � 22(d−Ds )−1 − 1, (29)



34 Y. Chen

Table 2 The autocorrelation coefficients at the micro-level and autocorrelation functions at the
macro-level of cities

Radial
dimension
(Df )

micro-level macro-level

Autocorrelation
coefficient (C�)

One point spatial
autocorrelation function
[C0(r)]

Point–point spatial
autocorrelation function
[C(r)]

0.5 −0.875 r−1.5 r−2.0

0.75 −0.823 r−1.25 r−1.5

1.0 −0.75 r−1.0 r−1.0

1.1 −0.713 r−0.9 r−0.8

1.2 −0.670 r−0.8 r−0.6

1.3 −0.621 r−0.7 r−0.4

1.4 −0.565 r−0.6 r−0.3

1.5 −0.5 r−0.5 r0 = Constant

1.6 −0.426 r−0.4 r0.2

1.7 −0.340 r−0.3 r0.4

1.8 −0.242 r−0.2 r0.6

1.9 −0.129 r−0.1 r0.8

2.0 0 r0 = 1 r1.0

(2.25) 0.414 (r0.25) (r1.5)

(2.5) 1 (r0.50) (r2.0)

Note The bold numerals represent the proper scale of the fractal parameters of urban form. See
Chen (2010, 2013)

in which C� denotes a one-order autocorrelation coefficient, and d � 2 is the
Euclidean dimension of the embedding space in which urban morphology is inves-
tigated. For a certain radial dimension value, we will get a corresponding autocor-
relation coefficient or correlation function by means of fractal dimension equations
(Table 2).

Using the concepts from multifractal, we can derive a reasonable interval of frac-
tal dimension values of urban morphology. Theoretical correlation analysis shows
that there are two special radial dimension values: Df � 1.5 and Df � 2. For Df

� 1.5, the density–density spatial correlation function will become a constant, that
is, C(0) � const. Thus, the correlation function will be independent of the distance
r. For Df < 1.5, the density–density spatial correlation function will be inversely
proportional to the distance r. This indicates that the spatial centripetal force for con-
centration growth surpasses the centrifugal force for urban deconcentration growth.
In this instance, the major way of city development is inward space filling. For Df

> 1.5, the density–density spatial correlation function will be directly proportional
to the distance r. This indicates the urban spatial centrifugal force overrides urban
centripetal force. In this case, the main way of city development is outward spatial
expansion. According to the ideas from multifractal theory, the density–density cor-
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relation dimension Dc must be less than the central correlation dimension Df , that
is Dc ≤ Df � D0 (Chen 2011, 2013). However, if Df > 2, we will have Dc > Df .
This relation violates the multifractal dimension principle. An inference is that, if
Df < 1.5, we will have a thin city growth (undergrowth); and if Df ≥ 2, we will have
a fat city growth (overgrowth); if and only if the radial dimension falls between 1.5
and 2, urban growth will be consistent with a theoretical fractal growth at various
scales.

As indicated above, the spectral exponent proved to be a density correlation dimen-
sion. Based on this result, the theoretical inferences from the spatial correlation anal-
ysis can be summarized as follows. If β � Dc < 1, we will have Df < 1.5, thus
the spatial correlation intensity is directly proportional to the distance r between
two places. This suggests that city development is prone to filling in vacant space
(e.g., spare land, open space) inwards. In this case, the focus of urban planning is
the internal structure. If β � Dc > 1, we will have Df > 1.5, and the spatial cor-
relation intensity is inversely proportional to the distance r between two locations.
This means that city development is inclined to growing outwards, and suburbs or
even exurbs are gradually occupied by various buildings. In this instance, the focus
of urban planning is external space. If β � Dc � 1, we will have Df � 1.5, and the
density–density correlation intensity has nothing to do with distance. Under these
circumstances, urban evolution will fall into a self-organized critical state, in which
the power-law distributions will emerge (Bak 1996). The self-organized criticality
(SOC) is indeed a revealing concept in the theoretical research of cities (Batty and
Xie 1999; Chen and Zhou 2006, 2008; Portugali 2000). The radial dimensionDf � 2
represents another special value of fractal dimension for urban morphology. If Df �
2, we will have C0(0)� 1, and this implies that the central correlation is independent
of distance r. The interaction between city center and any urban place is the same as
one another. This seems to be unaccountable in theory. The value Df � 2 suggests
that the density at one place equals that at another place. On the other hand, if Df

� 2, the autocorrelation coefficient C� � 0, and the fBm process will change to a
random walk. The process of space filling within the urbanized area will stop due to
the absence of vacant land.

In short, different fractal parameters are in fact related with one another. Each
parameter value has its reasonable range (Table 1). The intersection of the proper
ranges of the parameters D0, Dc, Ds, H, and β suggests the feasible domain of
the radial dimension Df . Corresponding to the domain, all these fractal parameters
make sense and accord with each other. If the fractal dimension values exceed the
bounds (Df < 1.5 or Df > 2), the logic relations between different fractal parameters
will be broken. In spite of the scaling nature of fractals, a fractal dimension is a
measurement with characteristic length. If a city’s fractal dimension value is too
high (e.g., Df > 2) or too low (e.g., Df < 1), the possible problems of urban growth
must be examined. Too low fractal dimension value indicates that the geographical
space is not well developed for a city, while too high fractal dimension value implies
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that the geographical space may be overly filled. Both empirical and theoretical
studies show that the advisable fractal dimension value of urban form is around Df

� 1.7 (Batty and Longley 1994; Chen 2010).

3 Case Study

3.1 Methodology

Based on the above-shown fractal parameter equations, the scaling analysis, spectral
analysis, and spatial correlation analysis can be integrated into a logical framework
to form a new analytical process for urban morphology. The new framework can
be termed “3S analyses” method of urban geography (Fig. 3). The variables in the
theoretical spatial correlation function are continuous ones. However, in practice, the
spatial sampling is a discrete rather than a continuous process. So, the correlation
functions must be discretized for empirical analyses. Consequently, spatial distance
and displacement in the practical correlation functions are discrete variable and
parameter. In fact, all quantitative analysis relates to three worlds: the real world
(e.g., a city), the mathematical world (e.g., logical deduction), and computational
world (e.g., algorithms and measurements) (Casti 1996). The theoretical derivations
based on continuous variables are fulfilled in the mathematical world in the above
section. The object of study, a Chinese city, is examined in the real world. The
empirical analysis based on discrete variables will be made in the computational
world in the following part.

A density–density correlation function can be defined for urban analysis either
in the 1-dimension Euclidean space or in the 2-dimension Euclidean space. In other
words, two approaches can be adopted to construct the point–point correlation func-
tions: one is to construct the correlation in the 1-dimension space, and the other,
to construct the correlation in the 2-dimension space. A practicable approach is to
implement a 2-dimension correlation analysis through a 1-dimension space. It is
indeed simpler to make a correlation analysis of cities in the 1-dimension geograph-
ical space than in the 2-dimension geographical space. The construction method and
the related analytical process of spatial correlation function based on the 2-dimension
space have been illustrated for systems of cities (Chen and Jiang 2010). This paper
focuses on the density–density correlation function defined in a 1-dimension space.
Now, let us consider a city as a system (a city’s system rather than a system of cities),
which comprises N geographical elements. The urban elements can be abstracted
as “cells” or “pixels” on a digital map. If the density–density correlation function is
defined in a 1-dimension space, we need a set of concentric circles for spatial mea-
surements. In contrast, if the correlation function is constructed in a 2-dimension
space, then we will need N sets of concentric circles for spatial data processing
(Fig. 1).
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Fig. 3 A flow diagram of
spatial correlation analysis
based on scaling and spectral
analyses (by Chen 2013)

One-point correlation function
(Urban density function)

C0(r) ρ(r) 

Fourier transform (FT)
F(k)=F [C(r)]

Wave-spectral density
S(k)= |F(k)|2

Inverse Fourier transform (IFT)
C(r)=F -1[F(k)]

Point-point correlation function
C(r) r β-1

The analytical process of the 1-dimension spatial correlation for 2-dimension
geographical space can be divided into six steps. Step 1: Identify the center of mass
(centroid) of an urban agglomeration. The center of aWestern city is always inside the
central business district (CBD). For Chinese cities, however, things are complicated.
Step 2: Draw a set of concentric circles. The center of the circles should be the
centroid of the urban cluster. The interval between the concentric circles is equal.
That is to say, if we draw a radial line from the common center of these concentric
circles to the periphery, the intersections of the circles and the radial are uniformly
distributed over the straight line. The space between two circles can be treated as
a “ring”, and the “width” of the rings are the intervals, which may be very small.
Step 3: Calculate the average density for each ring. This process is not only a spatial
measurement but also a spatial mapping. As soon as the average density of urban
element distribution between two circles is computed, the geographical information
in the irregular 2-dimension space is mapped into the regular 1-dimension space.
Then, the set of concentric circles can be converted into a continuous series of cells
(Fig. 1). If the interval between two concentric circles is narrow enough, the size
of these cells will be small enough. Step 4: Estimate the radial dimension by the
radius–density scaling. As indicated above, we can evaluate the central correlation
dimension by Eq. (1) in theory, but in empirical studies, it is Eq. (17) instead of
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Eq. (1) that is suitable for determining the radial dimension. A problem is that the
density series is too sensitive to stochastic perturbation in spatial measurements to
give reliable results. Step 5: Compute the spectral exponent using the fast Fourier
transform (FFT) and wave-spectrum scaling. In theory, the spectral analysis is based
on Eq. (9), but in practice, the spectral analysis can be made by means of Eq. (15).
As demonstrated above, the scaling exponent of wave-spectrum relation is actually
the density–density correlation dimension. Step 6: Carry out spatial analysis for the
urban morphology. Using the fractal parameter relations (Fig. 2), we can indirectly
work out varied parameter values besides the spectral exponent and radial dimension.
These parameters include the Hurst exponent and the profile dimension. With the
help of the technology roadmap (Fig. 3), we can implement deeper spatial correlation
analysis for urban form and growth.

3.2 Study Area, Datasets, and Results

Themethod of the 3S analysis and the related theory proposed above can be applied to
the city of Beijing, the national capital of China. Beijing is a well-known megacity
in the world, with an urban population of more than 16 million in 2010 (by the
sixth census). The datasets were extracted from the remotely sensed images (Fig. 4).
We have datasets of urban land use density for 11 years from 1984 to 2009. It has
been shown that there are two approaches to estimating the radial dimension of
urban morphology: one is the area–radius scaling based on Eq. (17), and the other
is the energy spectrum scaling based on Eq. (9). The former is a direct approach,
while the latter is an indirect approach. If urban growth is isotropic, the radius-
area scaling relation will be well fitted to urban density data. Unfortunately, Beijing
is of anisotropic growth, and the scaling relation cannot be directly fitted to the
observational data. In this case, the energy spectrum scaling relation can be used as
alternative approach.

The idea of spatial energy spectrum is defined in the mathematical world, based
on continuous variable such as infinite spatial distance. However, in an empirical
analysis for the real world, urbanized area is limited and variables are in discrete
format. In this instance, the energy spectral density, S(k), is substituted by the wave
spectral density, W (k), which is actually defined in the computational world. The
wave spectrum is on the base of energy spectrum, and spectral density is as below:

W (k) � 1

N
S(k), (30)

in whichN refers to the number of data point of urban density indicative of the length
of the sample path. For simplicity, the number is taken as N � 64 in this example.
Thus, the energy spectrum relation is substituted by the wave-spectrum relation as
follows:
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Fig. 4 A sketchmap of wave spectral analysis for urbanmorphology of Beijing, the national capital
of China (2009)

W (k) ∝ k−β∗
, (31)

where β* denotes the predicted value of the wave spectral exponent. In light of
Eq. (10), a fractal parameter can be derived from the wave-spectrum scaling relation
such as

D∗
f � 1 +

β∗

2
, (32)

which is termed “image dimension” of urban morphology (Chen 2013). A large
number ofmathematical experiments suggest an empirical relation between the radial
dimension and its image dimension of a city as below

D f � 1 +
2

5
D∗

f , (33)

which is in fact an approximate relation (Chen 2010). The radial dimension reflects
the space filling extent of the whole urban field, while the image dimension reflects
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the space filling degree of the central part of a city. Both the two parameters mirror
the core-periphery relation of urban growth and form.

The procedure of data processing and spatial analysis of Beijing’s morphology
is as follows. First, calculate the average urban density of Beijing in each year.
Based on remote sensing images, the center of Beijing city can be identified, and the
urban land use density can be estimated by means of concentric circles. According
to the requirement of the FFT algorithm, the number of circles is set as N � 64.
Through ArcGIS technique, we can complete this computation. Second, work out
the wave spectral density. FFT can be employed to turn Beijing’s urban density
into the spectral density. Today, it is easy to conduct this numerical transforma-
tion. Through Matlab or even MS Excel, we can fulfill this task of data conversion.
Third, fit the wave-spectrum scaling relation to the spectral density datasets.
The ordinary least squares (OLS) method can be utilized to make wave-spectrum
analyses. For example, for Beijing in 1998, the wave-spectrum relation is W (k) �
0.0001199k−1.7381. The goodness of fit is about R2 � 0.9770, and the spectral expo-
nent is estimated as β* � 1.7381(Fig. 5). Fourth, evaluate the radial dimension.
For the abovementioned example, according to Eq. (32), the image dimension is D*

f≈ 1.7381/2 + 1≈1.8690. Further, in light of Eq. (33), the radial dimension is Df

≈ 1 + 2 * 1.8690/5 ≈ 1.7476. The rest may be done in the similar way (Table 3).
Fifth, estimate the other fractal parameters by the related formulae. Using the
fractal parameter equations presented in above section, we can figure out the spatial
correlation dimension, Dc, the profile dimension, Ds, the Hurst exponent, H, and
the autocorrelation coefficient, CΔ. For the example abovementioned, we haveDc �
1.7381, Ds � 1.6310, H � 0.3690, and CΔ � −0.1660. The others may be treated
by analogy (Table 4).

A discovery is that the wave-spectrum relations of Beijing’s urbanmorphology do
not follow scaling law globally. If we fit the power law relation betweenwave number
and spectral density to the observational data, the data points cannot match the trend
lines very well (Fig. 5). This suggests that the estimated values of spectral exponents
are biased to some extent. In fact, the scattered points form two scaling ranges on
double logarithmic wave-spectrum plots. The first scaling range falls between the
wave numbers 1 and 9, and the second scaling range falls between the wave numbers
10 and 32 (Fig. 6). Thus, we have two spectral exponents for each year, and this sug-
gests bi-fractal structure. Bi-fractals were found in the studies on both urban form
and traffic networks (Benguigui and Daoud 1991; White and Engelen 1993, 1994).
The essence of bi-fractals rests with self-affine growth. If urban growth is isotropic,
no bi-fractal structure appears. However, if urban growth is anisotropic, bi-fractal
structure will emerge. In short, anisotropic growth may lead to self-affine process,
which in turn lead to bi-fractal pattern. The wave-spectrum relations imply that Bei-
jing’s urban growth bears self-affinity, which proceeds from anisotropic development
in the last 30 years. In this case, all the fractal parameters can be estimated through
bi-scaling ranges (Table 3).

Now, the spatiotemporal information of Beijing’s city development can be
revealed, and the main points are as below. First, the global radial dimension (Df )
falls between 1.3 and 2.2, while the local radial dimensions may be greater than 2



Fractal Dimension Analysis of Urban Morphology … 41

Ta
bl
e
3

T
he

gl
ob
al
an
d
lo
ca
lf
ra
ct
al
pa
ra
m
et
er
s
of

B
ei
jin

g’
s
ur
ba
n
fo
rm

fr
om

19
84

to
20
09

Y
ea
r

G
lo
ba
lp

ar
am

et
er
s

L
oc
al
pa
ra
m
et
er
s
fo
r
co
re

L
oc
al
pa
ra
m
et
er
s
fo
r
pe
ri
ph
er
y

β
*

R
2

D
s

D
* f

β
*

R
2

D
s

D
* f

β
*

R
2

D
s

D
* f

19
84

1.
84
72

0.
93
35

1.
57
64

1.
92
36

2.
76
43

0.
99
64

1.
11
78

2.
38
22

1.
06
28

0.
97
01

1.
96
86

1.
53
14

19
88

1.
66
69

0.
90
59

1.
66
65

1.
83
35

2.
68
39

0.
99
68

1.
15
81

2.
34
19

0.
82
40

0.
98
37

2.
08
80

1.
41
20

19
89

1.
61
60

0.
91
31

1.
69
20

1.
80
80

2.
56
73

0.
99
55

1.
21
64

2.
28
36

0.
86
64

0.
98
24

2.
06
68

1.
43
32

19
91

2.
14
87

0.
90
29

1.
42
57

2.
07
43

3.
17
59

0.
98
61

0.
91
21

2.
58
79

0.
63
85

0.
84
68

2.
18
08

1.
31
92

19
92

1.
64
37

0.
94
53

1.
67
82

1.
82
18

2.
35
80

0.
98
71

1.
32
10

2.
17
90

1.
03
37

0.
99
04

1.
98
32

1.
51
68

19
94

1.
58
85

0.
93
34

1.
70
57

1.
79
43

2.
34
73

0.
98
49

1.
32
63

2.
17
37

0.
91
73

0.
98
49

2.
04
13

1.
45
87

19
98

1.
73
81

0.
97
70

1.
63
10

1.
86
90

2.
18
72

0.
98
58

1.
40
64

2.
09
36

1.
34
63

0.
99
10

1.
82
69

1.
67
31

19
99

1.
45
23

0.
83
53

1.
77
38

1.
72
62

2.
66
73

0.
98
69

1.
16
63

2.
33
37

0.
48
92

0.
89
14

2.
25
54

1.
24
46

20
01

1.
51
11

0.
89
45

1.
74
44

1.
75
56

2.
49
00

0.
98
78

1.
25
50

2.
24
50

0.
75
38

0.
97
47

2.
12
31

1.
37
69

20
06

1.
51
43

0.
90
75

1.
74
28

1.
75
72

2.
42
89

0.
99
30

1.
28
55

2.
21
45

0.
78
41

0.
98
07

2.
10
79

1.
39
21

20
09

1.
39
26

0.
83
38

1.
80
37

1.
69
63

2.
58
82

0.
99
42

1.
20
59

2.
29
41

0.
41
99

0.
82
56

2.
29
00

1.
21
00



42 Y. Chen

Table 4 The global fractal parameters and the derived scaling exponents of Beijing’s urban form
from 1984 to 2009

Year β* Ds D*
f Df Dc H CΔ

1984 1.8472 1.5764 1.9236 1.7694 1.8472 0.4236 −0.1005

1988 1.6669 1.6665 1.8335 1.7334 1.6669 0.3335 −0.2062

1989 1.6160 1.6920 1.8080 1.7232 1.6160 0.3080 −0.2337

1991 2.1487 1.4257 2.0743 1.8297 2.1487 0.5743 0.1085

1992 1.6437 1.6782 1.8218 1.7287 1.6437 0.3218 −0.2188

1994 1.5885 1.7057 1.7943 1.7177 1.5885 0.2943 −0.2481

1998 1.7381 1.6310 1.8690 1.7476 1.7381 0.3690 −0.1660

1999 1.4523 1.7738 1.7262 1.6905 1.4523 0.2262 −0.3159

2001 1.5111 1.7444 1.7556 1.7022 1.5111 0.2556 −0.2874

2006 1.5143 1.7428 1.7572 1.7029 1.5143 0.2572 −0.2858

2009 1.3926 1.8037 1.6963 1.6785 1.3926 0.1963 −0.3436

and less than 1. This suggests that the peak area of urban density distribution is not
near the city center.What is more, the average values of the local radial dimensions is
close to the corresponding global radial dimension. This indicates that we can make
wave spectral analysis using the approximate global spectral exponents. Second,
the self-affine fractal dimension (Ds) went up and up, while the self-similar fractal
dimension (Df ) went down and down over years. Generally speaking, the self-similar
fractal dimension value of urban form goes up gradually due to urban space filling.
The fractal dimension curve of urban growth is a logistic curve or quadratic logistic
curve. However, for Beijing, the radial dimension change cannot be described with
logistic function. In contrast, the self-affine profile dimension can be described with
a quadratic logistic function. This indicates that it is the self-affine dimension rather
than the self-similar dimension that can effectively reflect the space filling of Beijing
because of anisotropic growth. Third, the Hurst exponent is less than 0.5, i.e., H
< 1/2. This suggests that the spatial autocorrelation of Beijing urban growth is neg-
ative, and urban pattern is of heterogeneity. Fourth, the case in 1991 is exceptional.
In this year, the radial dimension value is less than the correlation dimension values,
that is,Df >Dc, and the Hurst exponent is greater than 0.5. Of course, this may come
from the quality of remote sensing image.
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Fig. 5 The global wave-spectrum scaling relations of Beijing’s urban morphology in four years
(examples). Note The global scaling includes all the data points. For Beijing, the global wave-
spectrum relation cannot be well fitted to the observational data. In this instance, the estimated
spectral exponent values are biased

4 Questions and Discussion

4.1 Methodological Outline

Amethodology of 3S analysis for cities has been presented, and the analytical process
comprises scaling analysis, spectral analysis, and spatial correlation analysis. The
key is the spatial correlation function. The spatial correlation is an important process
in urban evolution. The scaling analysis and spectral analysis can be used to find
the parameter solutions for a nonlinear correlation equation. The functions of the 3S
method are as below: First, the 3S analysis can be utilized to examine the spatial
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Fig. 6 The local wave-spectrum scaling relations of Beijing’s urban morphology in four years
(examples). Note The local scaling includes partial contiguous data points. On a log–log plot,
the data points form two straight line segments, representing two scaling ranges. This suggests
bi-fractals, which originated from self-affine process

interaction between urban components. The spatial correlation functions can be
used to describe the patterns of local interactions of urban parts at the micro-level.
Based on spatial correlation, spectral analysis can be used to explore the energy
distribution of spatial interactions between different urban units. Second, the 3S
analysis can be used to investigate the relationships between different levels of
a city’s system. The scaling analysis is important for geographers to understand
the links between global and local levels. A scaling process involves various scales,
ranging from the global level to the local level of urban structure. If a city evolves
from a simple state into a complex critical state by self-organization, the power-law
patterns will emerge, and the scaling analysis can be used to reveal the parameter
relations in fractals, rank-size rule, and the law of allometric growth. The spectral
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analysis can be employed to examine the association of the spatial correlation (global
level) with the autocorrelation (local level) of a city. Third, the 3S analysis can
be adopted to research the connection between structure of urban morphology
and dynamics of urban growth. Due to the absence of continuous sampling records
within certain period, it is hard to model the spatial dynamics of urban evolution.
Fortunately, the spatial structure of a city always reflects the dynamic information
of city development. Combining correlation analysis and spectral analysis, we can
bring to light the geographical information of urban spatial dynamics.

Spatial dimension is one of conundrums for mathematical modeling in scientific
research. Reducing the spatial dimension makes it easy to model the correlation of
urban elements. In this work, the correlation function is defined in the 1-dimension
space, reflecting the geographical information in the 2-dimension space because the
fractal dimension values fall between 1 and 2. All the fractal parameters based on
the radial dimension display the 2-dimension spatial information of urban form and
growth. If a correlation function is defined in the 2-dimension Euclidean space, it will
cause three main problems as below: First, mathematical modeling. The spatial
correlation cannot be directly constructed by the urban density function, Eq. (1),
which is simple and fundamental in urban studies. Second, spectral analysis. It is
difficult to make wave spectral analysis based on Fourier transform, which is helpful
for us to reveal geographical spatial order and rules. Third, computational effort.
The task quantity of numerical computation will be large if the pixels are too many.
The common principle of choosing a model or method is the maximum ratio of
“output” (explanation and prediction effects) to “input” (variable number, parameter
number, computational effort). Inmany cases, the output–input ratio of fractalmodels
do not decrease if we use the correlation function defined in the 1-dimension space
to replace that defined in the 2-dimension space (Fig. 1).

The advantages and disadvantages of a method are relative, and sometimes an
advantage becomes disadvantage under different conditions. One of the deficiencies
of the spatial correlation analysis mainly rests with the model’s mathematical struc-
ture. As indicated above, the urban density function based on monocentric cities is
essentially defined in the 1-dimension Euclidean space. Although the fractal param-
eters based on the 1-dimension spatial correlation function reflect the 2-dimension
spatial information, they cannot bring to light ALL the geographical processes and
patterns of urban morphology. The shortcomings of the radial dimension and the
related parameters are as below: First, these parameters cannot reflect the spatial
correlation in all directions. The correlational direction is limited to the 1-dimension
linear space of a city. Second, the parameters cannot effectively mirror the spatial
morphology of heterogeneous cities. If a city has a number of growth centers, the
power-law relation of urban density distribution usually breaks. Third, the parame-
ters cannot reveal all the components of a city’s system. Even in a monocentric city,
not all of the elements’ distribution density obeys the power law. Smeed’s model can
be used to describe the spatial density of the traffic network within a metropolitan
area (Batty and Longley 1994; Smeed 1963). In empirical studies, the inverse power
law cannot be well fitted to urban population density and urban land use density data
(Chen 2010).
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Multifractal theory provides a powerful tool for spatial correlation of urban mor-
phology. If the effect of the 1-dimension correlation function is not good because of
polycentric growth of cities, or if we want to explore the spatial correlation based
on the 2-dimension space, two approaches can be considered. One is to employ
the 2-dimension-based correlation function (Chen and Jiang 2010), and the other is
to utilize multifractal geometry (Grassberger 1985; Hentschel and Procaccia 1983;
Mandelbrot 1999; Stanley and Meakin 1988). The second approach is well known
for fractal scientists, but it is difficult to grasp the ideas from multifractals. In fact,
the generalized correlation dimension of multifractals is based on correlation func-
tion. Based on the functional box-counting method, the generalized dimension is
formulated as

Dq � 1

q − 1
lim
ε→0

ln
n∑

i�1

n∑
j�1

Pi (ε)q

ln ε
, (34)

in which Dq denotes the qth order correlation dimension, P(ε) is the growth proba-
bility of fractal elements in the ith box with linear size ε at the mth level (m � 1, 2,
3, …), generally, ε � 1, 1/2, 1/4, …, 1/2m−1, thus n � 1/ε, and N(ε) � n * n is the
number of the boxes at the given level. The parameter q is termed “moment order”
in statistics (−∞ < q<+ ∞). If q � 0, Dq � D0 denotes the capacity dimension; if
q � 1, Dq � D1 indicates the information dimension; if q � 2, Dq � D2 represents
the correlation dimension. Capacity dimension tells us whether or not there exists a
fractal element in a box, information dimension tells how many fractal elements can
be found in a nonempty box, and correlation dimension tells us how many fractal
elements can be found around a given fractal element (within certain distance). In
theory, q(−∞, +∞) represents a continuous variable. But in empirical analysis, q
is often a discrete sequence, and we can set an ordered set of numbers such as q �
…, −100, −99, …, −2, −1, 0, 1, 2, …, 99, 100, …. Thus, we will have a pair of
multifractal spectrums for urban analysis, including generalized dimension spectrum
(Dq vs. q) and local dimension spectrum (f (α(q)) vs. α(q)) (Chen and Wang 2013).
In practice, the conventional box-counting method can be substituted with the grid
methods of fractal dimension estimation (Frankhauser 1998). One of the special grid
methods is just the functional box-counting method, which is useful in urban studies
on fractals (Chen and Wang 2013; Feng and Chen 2010).

4.2 Model Generalization

Spatial correlation modeling is related to spatial autocorrelation and spatial interac-
tionmodels in human geography. There are two important classical theories of spatial
analysis for geography: one is spatial autocorrelation analysis (Cliff and Ord 2009;
Haggett et al. 1977), and the other, spatial interaction modeling (Haggett et al. 1977;
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Wilson 2010). Spatial autocorrelation coefficient can be defined by correlation func-
tion, and spatial interaction models are associated with gravity models. The spatial
correlation analysis can be generalized to the gravity models and spatial autocorre-
lation functions. As indicated above, the spatial correlation function can be linked
to the gravity models defined at the micro-level. Based on the power-law density
function of cities, Eq. (1), a micro-gravity model can be constructed as follows:

I (x, r ) � K
ρ(x)ρ(x + r )

rb
� ρ2

1

rb
[x(x − r )]D f −d , (35)

whereK denotes the gravity coefficient. According to the above definition, if r � 0 as
given, then ρ(0)� ρ0, which can be observed but cannot be predicted by Eq. (1). For
the interaction between the city center and the periphery area, Eq. (35) will change
to

I0(r ) � K
ρ(0)ρ(r )

rb
� K

ρ0ρ1

rb
r D f −d � kr D f −d−b, (36)

in which the proportionality coefficient is k � Kρ0ρ1. In fact, Eq. (36) is a distance-
decay function based on the power-law gravity model. Obviously, the distance-decay
function is not in the linear proportionality to the urban density function. This sug-
gests that, where power law distribution is concerned, urban density does not merely
result from spatial interaction, and the gravity decay ismuch faster than urban density
decay. Integrating Eq. (35) yields a spatial correlation function based on the gravity
model as below:

F(r ) � K
∫ ∞

−∞
ρ(x)ρ(x + r )

rb
dx � 2Kρ2

1

∫ ∞

0

xD f −d (x + r )D f −d

rb
dx, (37)

which follows the scaling law. A scaling analysis of Eq. (37) can be made as follows:

F(ξr ) � 2Kρ2
1

∫ ∞

0

xD f −d (x + ξr )D f −d

(ζr )b
dx

� 2Kρ2
1

∫ ∞

0

(ξ y)D f −d (ξ y + ξr )D f −d

(ξr )b
d(ξ y)

� ξ 2(D f −d)+1−b2Kρ2
1

∫ ∞

0

yD f −d (y + r )D f −d

rb
dy

� ξ 2(D f −d)+1−bF(r ). (38)

A solution to this functional equation is

F(r ) � F1r
2(D f −d)+1−b, (39)
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where F1 refers to the proportionality constant associated with the parameters K and
ρ1. This suggests that the spatial correlation function based on the power law gravity
model still follows the power law. However, its scaling exponent is significantly less
than the power exponent of the density–density correlation function. The Fourier
transform of the gravity-based correlation function, Eq. (39), also follows the scaling
law, that is,

S(ξk) �
∫ ∞

−∞
F(r )e−i2πξkrdr

� C1

∫ ∞

−∞
r1−2(d−D f )−be−i2πξkrdr

� ξ−2+2(d−D f )+bC1

∫ ∞

−∞
(ξr )1−2(d−D f )−be−i2πk(ξr )d(ξr )

� ξ−2(D f −1)+bS(k), (40)

which suggests a spectral exponent such as β � 2(Df − 1) − b. Due to β > 0, we
have b < 2.

In urban geography, there are two types of density distributions. One is the spatial
distribution with characteristic scales, which can be described by Clark’s model and
its variants (Batty andLongley 1994;Clark 1951); the other is the distributionwithout
a characteristic scale, which can be described with Smeed’s model and the similar
models (Batty and Longley 1994; Smeed 1963). The former can be termed scale
distribution, and the latter, termed scale-free distribution or scaling distribution. One
of the typical scale distributions is exponential distribution, and the mathematical
model for this distribution is the well-known Clark’s model (Clark 1951). The model
can be expressed as

ρ(r ) � ρ0e
−r/r0 , (41)

where ρ0 refers to the proportionality constant indicative of the urban density of
central location, and r0 to the characteristic radius of urban density distribution.
Based on Eq. (41), the density–density correlation function can be constructed as

C(r ) �
∫ ∞

−∞
ρ(x)ρ(x + r )dx

� 2ρ2
0

∫ ∞

0
e−x/r0e−(x+r )/r0dx

� −r0ρ
2
0e

−r/r0

∫ ∞

0
e−2x/r0d( − 2x/r0)

� r0ρ
2
0e

−r/r0 , (42)

which implies that C(r) � r0ρ0ρ(r). This suggests that, for the exponential distribu-
tion, the spatial correlation function is linearly proportional to the density function.
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In other words, the exponential density function is in essence a spatial correlation
function. This type of correlation function does not follow the scaling law. The
micro-gravity model based on the exponential density distribution is as follows:

I (x, r ) � K
ρ(x)ρ(x + r )

rb
� Kρ2

0
e−(2x+r )/r0

rb
. (43)

If x is fixed to the city center, Eq. (43) will be reduced to a gamma function

I0(r ) � K
ρ(0)ρ(r )

rb
� Kρ2

0r
−be−r/r0 , (44)

which is another distance-decay function. This suggests the gravity decay is signifi-
cantly faster than urban density decay.

Spatial autocorrelation can be theoretically associated with spatial correlation
analysis. Based on centralized variable, the spatial autocorrelation function of urban
density can be transformed into a spatial correlation function. Suppose that urban
density is modeled by Eq. (1) or Eq. (41). The formula of spatial autocorrelation
function is as below:

C(x, r ) �
∑
x−r

(ρ(x) − ρ̄)(ρ(x + r ) − ρ̄)
∑
x
(ρ(x) − ρ̄)

. (45)

where ρ bar denotes arithmetic mean of urban density. If the variable is centralized,
the average value equals 0; if the variable is further standardized, the variance equals
1. Based on standardized density variable, Eq. (45) can be reduced to

C(x, r ) �
∑
x−r

(ρ(x)ρ(x + r )). (46)

For the continuous variables x and r, Eq. (45) can be expressed as integral form, and
we have a generalized spatial correlation function as follows:

C(x, r ) � lim
R→∞

1

R − r

R−r∫

0

ρ(x)ρ(x + r )dx, (47)

where R represents the length of sample path measured by urban maximum radius
(Liu and Chen 2007). This implies that the spatial autocorrelation function is actually
a spatial correlation function.
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5 Conclusions

Fractals suggest the optimum structure of physical and human systems, and a fractal
object can occupy its space in the most efficient way. Using the ideas from fractals to
plan or design cities will possibly help human beings make the best of geographical
space. The preconditions of applying fractal geometry to city design and planning are
as below: the theoretical framework of fractal cities must be constructed, the mech-
anism of emergence of urban evolution must be revealed, and the self-organizing
city planning methods must be developed. Many important mathematical models
of cities can be associated with some type of spatial correlation functions. Spatial
correlation is a ubiquitous process in urban evolution. This paper is a theoretical
and methodological research of fractal cities by using ideas from scaling, symmetry,
correlation, and fractal dimension. The scaling analysis, spectral analysis, and spa-
tial correlation analysis are integrated into a 3S framework for urban studies. The
theoretical standpoint of this work is monocentric cities, but possibly the conclusions
can be generalized to polycentric cities and even systems of cities. The main points
of this paper can be summarized as follows.

First, a new analytical process termed 3S analysis of urban morphology can
be developed by means of fractal parameters. Geographical analysis is mainly
spatial analysis. The traditional concept of geographical space is based on distance,
and the spatial measurement and mathematical modeling are chiefly based on char-
acteristic lengths. Now, new space concept of geographical systems based on fractal
dimension has emerged, and the corresponding description and modeling methods
are principally based on scaling notion. A series of fractal parameters of cities can
be combined with each other by the radial dimension and the spectral exponent.
The fractal parameters comprise the one-point correlation dimension (self-similar
dimension), the point–point correlation dimension, the Hurst exponent, the self-
affine record dimension, and the spatial autocorrelation coefficient. Thus, based on
the inverse power law of urban density, scaling analysis, spectral analysis, and spa-
tial correlation analysis can be integrated into a new analytical framework of urban
morphology.

Second, the kernel method of the 3S analysis of urban morphology is the
scaling analysis, despite the fact that the model foundation is correlation func-
tion. The 3S analytical framework comprises scaling analysis, spectral analysis, and
spatial correlation analysis. The spatial correlation analysis forms the basis of this
analytical process because many important models of cities are or associated with
correlation function. The scaling analysis is the critical technology. A great number
of nonlinear equations cannot be solved by the conventional approaches. However,
if a nonlinear equation is based on scale-free relations, a parameter solution such as
fractal dimension relation can be found for it through scaling analysis. The parameter
solution can displace the common variable solution. A correlation function is always
connected with Fourier transform, and thus the spectral analysis can be employed to
open new ways of finding solutions to urban problems and simplify the analytical
procedure of urban studies.
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Third, the proper ranges of fractal parameter values can be found by using
the 3S analysis. The radial dimension of urban morphology is the central correla-
tion dimension (one-point spatial correlation dimension), while the scaling expo-
nent based on the wave spectral density is the density–density correlation dimen-
sion (point–point correlation dimension). Using the 3S analysis, we can derive a set
of equations of fractal parameters. Using these formulae, we can convert a fractal
parameter such as spectral exponent and central correlation dimension into another
parameter such as the radial dimension and point–point correlation dimension. The
conversion relations reveal the reasonable numerical ranges of the fractal parameters.
In particular, the reasonable scale of the radial dimension value ranges from 1.5 to 2.
If the value of the radial dimension is greater than 2, the relation between the central
correlation and the density–density correlation will fall into confusion. On the other
hand, if the radial dimension value is less than 1, the density–density correlation
dimension will become invalid. If the value of the radial dimension is less than 1.5,
the relation between the macro-level and the micro-level of urban structure will be
inharmonious. If and only if the radial dimension comes between 1.5 and 2, various
fractal parameters of cities will be logical and thus valid meantime, and this suggests
that varied relations of urban morphology become consistent with one another.
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Central Place Theory and the Power Law
for Cities

Wen-Tai Hsu and Xin Zou

Abstract This chapter provides a review of the link between central place theory
and the power laws for cities. A theory of city size distribution is proposed via a
central place hierarchy a la Christaller (1933) either as an equilibrium results or an
optimal allocation. Under a central place hierarchy, it is shown that a power law for
cities emerges if the underlying heterogeneity in economies of scale across good is
regularly varying. Furthermore,we show that an optimal allocation of cities conforms
with a central place hierarchy if the underlying heterogeneity in economies of scale
across good is a power function.

Keywords Central place theory · Zipf’s law · City sizes ·
Dynamic programming · Optimal city hierarchy

1 Introduction

City size distribution is known to be well approximated by a power law with a tail
index around 1, i.e., a Zipf’s law. To visualize it, we first rank cities by city size
(population): #1 is New York, #2 Los Angeles etc., then we plot the city ranks
against city sizes on a log-log scale using U.S. 2000 census data for all Metropolitan
Statistical Areas (MSAs). The relationship for 362 MSAs, as shown in Fig. 1, is
close to a straight line (R2 = 0.9857), and the slope is close to −1 (−0.9491). Even
when the smaller cities and towns are consider and the overall city size distribution
does not follow the power law (Eeckhout 2004), the right tail of the distribution can
still be well approximated by a power law. This empirical regularity has been widely
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Fig. 1 Zipf plot for all 362 MSAs from 2000 U.S. Census

documented using data spanning acrossmany countries and time periods (see Gabaix
and Ioannides (2004) and Dittmar (2011)).

Formally, a power-law can be expressed as the tail probability of a city size
distribution following a power function such that

P(S > s) = a/sζ , s ≥ s,

where a, ζ , and s are some positive constants.
One popular explanation for power laws is proportional random growth (see

Champernowne (1953), Simon (1955)), based on which (Gabaix 1999) provides
an explanation for why the exponent ζ should be close to 1. In this chapter, we intro-
duce a very different theory for the power laws that is proposed by Hsu (2012) and
Hsu et al. (2014) and built on the insight of central place theory. The key difference
from the random growth approach is that central place theory explicitly accounts for
the spatial pattern of different sized cities based on geography and the heterogeneity
of industries/goods. In such a theory, cities of different sizes play different roles by
hosting different industries.

Central place theory was first proposed by Christaller (1933), who described how
a city hierarchy emerges from a uniformly populated plane of farmers as consumers.
Cities and towns provide a wide variety of goods to these farmers, as these cities and
towns have their market areas, they are referred to “central places” of these market
areas. The key feature is that goods differ in terms of their degrees of scale economies,
and the hierarchy property states that if a city provides a good with certain degree of
scale economies, it provides all goods with lower scale economies.1 Put it differently,

1This is often called “hierarchy principle” in the literature.
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Fig. 2 Central place
hierarchy on the plane

larger cities provide all goods that are provided by smaller ones. Some economists
started to pay their attention to geography and spatial economics around early 80s.
Although central place theory has developed into a main building block in economic
geography, its theoretical foundation is weak in economists’ point of view. Themajor
problem is that it largely remains a collections of assumptions and statements without
rigorous logical deduction, and how the central place hierarchy can emerge from
an equilibrium with economic agents optimizing given their constraints is unclear.
Hence, a microfoundation is needed.

What the picture below shows is a depiction of central place theory in Christaller’s
form. That is, on a uniformly populated plane of farmers, with uniform soil produc-
tivity, market areas of each central place is a hexagon. There are different layers of
central places, with central places of the same layer having the same size of market
area. A recently proven “honeycomb conjecture” in Hales (2001) provides a ground
for why the shape of market areas should be hexagon, as regular hexagons are the
most efficient way to partition the 2-D plane with least perimeter used. The hierarchy
property is implicitly shown here. When the larger central places provides all goods
and services provided by the smaller ones, we also see that the larger central places
are selected from a subset of the locations of the smaller central places in a regular
way. Of course reality wouldn’t conform the central place pattern as in Fig. 2, but it
provides a way to comprehend the complex locational patterns of cities and towns
on the maps that we see. Put it differently, the seemingly pattern-less, complex map
of cities and towns may indeed have some kind of sensible reasoning behind them,
only to be obscured by many other factors that distorted the underlying pattern.

Unfortunately, central place theory in Christaller’s form is too difficult the deal
with, mainly due to the 2-dimensional geographic space. Economists have made
several attempts to try to provide a “formal” central place theory in various ways,
and these include Eaton and Lipsey (1982), Quinzii and Thisse (1990), Fujita et al.
(1999), Tabuchi and Thisse (2006, 2011), Hsu (2012) and Hsu et al. (2014). The
common task of the above-mentioned papers are again the hierarchy property and
the locational patern. In all of these “modern” central place theories, the geographic
space is either two-location space or a one-dimensional space. What distinguishes
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Hsu (2012) and Hsu et al. (2014) from other economic models of central place theory
is that these two explain the power laws for cities. However, note that these papers are
not the first that link central place hierarchy with the power laws. Indeed, Beckmann
(1958) was the first to point out the link between central place theory and the power
law. Nevertheless, he provides no economic model for his hierarchical structure, and
his hierarchy lacks the dimension of industries, which is crucial in the theory by Hsu
(2012) and Hsu et al. (2014).

Similar to Beckmann (1958), there is a large literature in geography that examines
the relationships between central place systems and power laws via the angle of
fractal analysis. See, for examples, Arlinghaus (1985), Arlinghaus and Arlinghaus
(1989), Batty and Longley (1994), Frankhauser (1998), Chen and Zhou (2006), Chen
(2011, 2014). This strand of analysis is interesting as it examines different variants
of fractals that could link the system of cities with the power laws. Compared with
economic theories described above, we can thus see richer morphology of the system
of cities without the hands being tied with the need for a microfoundation. In this
sense, this strand of literature in geography and the attempts in economics to provide
microfoundation for central place theory complement each other.

Before we formally introduce the theory, we first peek at the result—a central
place hierarchy either as an equilibrium outcome or as an optimal allocation. Here,
we formally define a central place hierarchy as an allocation of production locations
such that both the hierarchy property and central place property hold. A central place
hierarchy in a one-dimensional geographic space can be illustrated by Fig. 3. As the
vertical axis is the commodity space, the hierarchy property is clearly seen in this
figure. The central place property is that any city is located in the middle between
two neighboring larger sized cities.

Fig. 3 Central place hierarchy on the line
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This chapter is organized as follows: Sects. 2 and 3 explain the city size distribution
by formalizing central place theory as an equilibrium outcome. With the hierarchy
property imposed, Sect. 4 show that how a central place hierarchy can emerge as an
optimal allocation. In particular, we apply dynamic programming to study the social
planner’s problem. We conclude this chapter in Sect. 5.

2 Central Place Theory

Wefirst lay out a basic model and derive the central place hierarchy as an equilibrium
outcome.

2.1 Model and One-Good Equilibrium

The geographic space is the real line, and the location is indexed as x ∈ R. There
is a continuum of consumption goods z ∈ [0, z1], where z1 is exogenously given.
There are two types of agents: farmers and firms. The farmers are immobile and are
uniformly distributed on the real line with a density of 1. Each farmer demands one
unit of each good z in [0, z1] inelastically.

For any production of good z ≤ z1, a fixed cost y = φ(z) is needed, and the (cumu-
lative) distribution function of y is denoted as F : [y, ȳ] ⊂ R+ → [0, 1]. Besides the
fixed cost, producing one unit of each good requires constant marginal cost c. More-
over, it occurs a transportation cost t per unit permile traveled. For each good, there is
an infinite pool of potential firms. The firms and farmers play the following two-stage
game (Lederer and Hurter 1986).

1. Entry and location stage
The potential firms simultaneously decide whether to enter. Upon entering, each
entrant chooses a location and pays the setup cost for the good it produces.Assume
the tie-breaking rule: if a potential firm sees a nonnegative opportunity, then it
enters.

2. Price competition stage
The firms deliver goods to the farmers. Given its own and other firms’ locations,
each firm sets a delivered price schedule over the real line. For each good, each
location on the real line is a market in which the firms engage in Bertrand com-
petition. Each farmer decides the specific firm from which to buy each good.

Now let’s consider the subgame perfect equilibrium (SPNE) based on the two-
stage game setting above. Denote the firm on the left-hand side as A located at x = 0
and that on the right-hand side as B located at x = L . Themarginal costs of delivering
the good to a consumer who is x distance from A are thus:
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Fig. 4 Second-stage competition: prices and gross profits

MCA = c + t x,

MCB = c + t (L − x).

Bertrand competition results in firm with the lower marginal cost dominating the
market and charging the price of its opponent’s marginal cost. Thus, the equilibrium
prices at each x on [0, L] can be written as

p(x) =
{
c + t (L − x) x ∈ [

0, L
2

]
,

c + t x x ∈ [
L
2 , L

]
.

Figure 4 shows the marginal costs, the equilibrium prices, and the gross profits from
the market area between A and B.

For a given good whose fixed cost is y, the firms producing the same given good
should be apart equally. Furthermore, since the gross profit of any of these given
firms with a market area of L is t L2

2 , and firms enter with nonnegative profits, we
present the following lemma as the derivation of an SPNE for any arbitrary good.

Lemma 2.1 Fix the level of fixed cost y and define L(y) as the solution to the
zero-profit condition t

[
L(y)

]2
/2 = y. Thus, L(y) = √

2y/t . There is a continuum
of equilibria in which one firm is located at every point in {x + nL}∞n=−∞, where
L ∈ [L(y), 2L(y)) and x ∈ [0, L(y)).

There exists a continuumof equilibria because any L in the interval
[
L(ȳ), 2L(y)

)
is an equilibrium distance; L ≥ L(y) implies that all firms earn a nonnegative profit
(no exit), whereas L < 2L(y) implies that any new entrant between any two existing
firms must earn a negative profit (no entry).
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2.2 Hierarchy Equilibrium

An equilibrium is a collection of locations of firms, delivered price schedules, and
farmers’ consumption choices such that the allocation for each good y is an SPNE.
In this section, we consider a hierarchy equilibrium in which the hierarchy property
holds.

Definition 2.1 A hierarchy equilibrium is an equilibrium inwhich, at any production
location, the set of goods produced must take the form [y, y] for some level of fixed
cost y.

In a hierarchy equilibrium, there exists a decreasing sequence ȳ = y1 > y2 >

· · · > yI ≥ y, for some I ∈ N ∪ {∞}, denoting the cutoffs. A hierarchy equilibrium
is said to satisfy the central place property if the market area of the firms producing
(yi+1, yi ] is half that of the firms producing (yi , yi−1].
Definition 2.2 A hierarchy equilibrium that satisfies the central place property is
called a central place hierarchy.

In fact, any hierarchy equilibrium is a central place hierarchy. Let L1 = mL[ȳ], m
∈ [1, 2), and Li = L1/2i−1. Due to the hierarchy property, any production location
produces goods in the range of [y, yi ] for some yi so that it is called a layer-i city,
and the cutoff yi is given by the zero-profit condition:

yi = t L2
i

2
∀ 1 ≤ i ≤ I, (2.1)

where the number of layers is:

I = �
2 ln(m) + ln(ȳ/y)

2 ln(2)
+ 1�, (2.2)

Figure 5 depicts four layers of such location configuration in which we can see
that both the hierarchy and central place property are satisfied and the foregoing
construction is an equilibrium.

Proposition 2.2 (Central place hierarchy) For each L1 = mL(ȳ), m ∈ [1, 2), let
Li = L1/2i−1, i ∈ [1, I ], yi be given by the zero-profit condition (2.1), and the num-
ber of layers I be given by (2.2). Fix an x ∈ R, and set the grid for (yi+1, yi ] as
{x + nLi }∞n=−∞. Then, for eachm ∈ [1, 2), the location configuration so constructed
is the unique hierarchy equilibrium and satisfies the central place property.
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Fig. 5 A central place hierarchy. Notes The layer-i cities produce goods in [y, yi ]. The cutoffs yi
are determined by the zero-profit conditions. The market areas for goods (yi+1, yi ] are half of that
for (yi , yi−1]

3 Power Law for Cities

We now explain how a power law for cities emerges. In a central place hierarchy,
the output of the firms in range (yk+1, yk] is Lk[F(yk) − F(yk+1)]. Define the size
of a layer-i city by the total units produced in that city (as a measure of the level of
economic activity):

Yi =
I∑

k=i

Lk[F(yk) − F(yk+1)]

Figure 6 illustrates the definitions ofYi . The green (shadedwith lines) and red (shaded
with dots) areas represent the total quantity produced in a layer-1 and layer-2 city,
respectively.

For every layer-1 city, there is one layer-2 city and 2i−2 layer-i cities. Thus, the
total number of cities up to layer-i is

Ri = 1 + 1 +
i∑

k=3

2k−2 = 2i−1

Note that Ri represents the rank, by the rank-size rule, since the rank doubles from
layer-i to the next layer-i + 1, Zipf’s law can be approximated if city size shrinks
by around half from layer-i to the next layer. Similarly, if city size shrinks by an
approximately constant fraction from any layer-i to the next, then the power law is
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Fig. 6 City size. Notes The green (shaded with lines) and red (shaded with dots) areas denote the
size of a layer-1 and layer-2 city, respectively. Both shaded areas are composed of rectangles, each
of which represents the total production of the respective range of goods

approximated. It means that power laws can be generated by the fractal structures.2

Therefore, a natural question arises: under what conditions can we guarantee such
fractal structures?

There is, indeed, a simple but powerful condition that directly links central place
hierarchies and the power law, regardless of the underlying economics behind that
hierarchy. Given a central place hierarchy, the location patterns of cities of different
layers are fixed, and different underlying economicsmatter only in relation to how the
fractions of goods (zi = F(yi )) in the different layers are determined. The following
proposition specifies the condition for the fractions of goods that renders the central
place hierarchy a fractal structure.

Proposition 3.1 (Bounds on fraction ratios) Suppose that there are infinitely many
layers in a central place hierarchy. Let zi denote the fraction of goods produced in
a layer-i city, and let �k = zk − zk+1. Suppose that there is a δ > 0 and a ρ > 1,
such that for all i ∈ N,

δ

ρ
≤ �i+1

�i
≤ ρδ.

Then,

1

2
(ρ−1 − 1)δ ≤ Yi+1

Yi
− δ

2
≤ 1

2
(ρ − 1)δ. (3.1)

Observe that δ is approximately the ratio of the increments (�k) when ρ is
approaching 1, hence, the slope is

2A fractal structure is a structure in which smaller parts of it resemble the entire structure.
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ln(Ri+1/Ri )

ln(Yi+1/Yi )
≈ ln(2)

ln(δ/2)
= − ln(2)

ln(2) − ln(δ)
.

The Zipf’s law requires only that the increments of the fraction of goods of two
adjacent layers do not vary too much (δ ≈ 1), whereas the power law relaxes the
ratio of increments between two layers from 1.

Besides the constrains on zi = F(yi ), the further question is how the behavior of
F(.) translates into a power law for cities. In order to answer this formally, we first
need to introduce a few basic concepts of regular variation.

Definition 3.1 A measurable, positive function g is said to be regularly varying at
zero (at infinity) if, for any u > 0, and for some α ∈ R,

lim
y↓0 (→∞)

g(uy)

g(y)
= uα.

If α = 0, then g is said to be slowly varying. A function g is regularly varying with
index α if and only if there exists a slowly varying function �(y) such that

g(y) = yα�(y).

In what follows, g ∈ RVα denotes that g is regularly varying at zero with index α.
Suppose that y = 0, and hence there are infinitely many layers. Recall from Proposi-
tion 2.2 that yk+1 = yk/4 for all k ≥ 2. Observe that the ratio between the increments
between two layers can be written as

δk ≡ �k+1

�k
= F(yk+1) − F(yk+2)

F(yk) − F(yk+1)
= 1 − F(yk+1/4)

F(yk+1)

F(4yk+1)

F(yk+1)
− 1

.

According to Definition 3.1, if F ∈ RVα , then in a small enough neighbourhood of
0, there are infinitely many k’s such that

δk ≈ 1 − (
1
4

)α
4α − 1

=
(
1

4

)α

. (3.2)

By Proposition 3.1, the power law is approximated with a tail index close to 1/(1 +
2α).

A distribution function F on (0, ȳ] can be regularly varying only with a nonnega-
tive index α because an F ∈ RVα on (0, ȳ]with α < 0 must be decreasing in a small
neighbourhood of 0, which violates the requirement of a distribution function. How-
ever, a distribution function can be defined via a transformation of a non-increasing
function G ∈ RVα with α < 0:
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F(y) ≡ G(y) − G(y)

G(y) − G(ȳ)
, (3.3)

where the domain of F is [y, ȳ] for some y > 0. For a y that is close enough to zero,
such an F behaves like a regularly varying function with a negative index α. This is
because, for a y close enough to 0, there exists a sufficiently small neighbourhood
of y such that, for all yk+1 in that neighbourhood:

δk = F(yk+1) − F(yk+2)

F(yk) − F(yk+1)
= G(yk+2) − G(yk+1)

G(yk+1) − G(yk)
=

1 − G(yk+1/4)
G(yk+1)

G(4yk+1)
G(yk+1)

− 1
≈ 1 − ( 1

4

)α
4α − 1

=
(
1

4

)α

.

In any case, when the index α associated with the distribution function is positive
(negative), then the slope of the Zipf plot is smaller (greater) than 1. The following
proposition summarises the foregoing discussion and provides statements based on
the density functions.

Proposition 3.2 (Regularly varying distributions)Let δ = (1/4)α and fix anyρ > 1.
Then, for a sufficiently small y ≥ 0, there exists an integer K > 0 such that condition
(3.1) holds for all layers I ≥ i ≥ K (with the possibility that I = ∞), if one of the
following conditions is met:

(a) the distribution function of fixed cost F ∈ RVα with α ∈ [0,∞);
(b) G ∈ RVα with α ∈ (−1/2, 0) such that F is defined by (3.3);
(c) the density function of fixed cost f ∈ RVα−1, for α ∈ (−1/2,∞).

In all cases, the approximate slope of the Zipf plot, i.e., the plot of log of rank on log
of size, is −1/(1 + 2α).

Therefore, the power law arises when F(.) has a regularly varying right tail, which
is rather general, as it includes several well-known, commonly used distributions,
such as the Pareto, Weibull, F, Beta (which subsumes the uniform), and Gamma,
which subsumes the Chi-square, exponential, and Erlang.

Note that the sizes of cities of the same layer are equal and such city size distribu-
tion is understood as an approximation to the power laws. To fully conform with the
relatively smooth city size distribution, some random factors to create differences
among cities of the same layer is needed. Indeed, all central-place models for the city
size distribution would need this random disturbance. See, for example, Beckmann
(1958, p. 245).

4 A Dynamic Programming Approach to Central Place
Theory

In this section, taking hierarchy property as given, we consider the social planner’s
problem about how to construct the optimal city hierarchy via a dynamic program-
ming formulation (Hsu et al. 2014). There must be one and only one immediate
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smaller city between two neighboring larger-sized cities in any optimal solution.
Furthermore, if the fixed cost of setting up a city is a power function, then the
immediate smaller city will lie in the middle, which confirms the locational pattern
suggested by Christaller, and further provides a rationale for central place theory of
city hierarchy.

4.1 The Sequence Problem

The basic environment is similar to Sect. 2.1, we further assume the hierarchy prop-
erty: at any location x , if a good z ≤ z1 is produced, then all z̃ ∈ [0, z] are also
produced. We label a location that produces all goods up to z as a z-city. Denote the
cost of setting up a z-city as 	(z) ≡ ∫ z

0 φ (u) du. According to the hierarchy prop-
erty, z also refers to a city’s size. Assume that two neighboring z1-cities are located
at 0 and �1, respectively. Thus, the social planner needs to determine �1 first,3 then
taken �1 as given, to find the optimal city hierarchy, i.e., the locations and sizes of
cities on the interval (0, �1).

Given �1, let the discrete set of cities on (0, �1) be denoted as

W ≡
{(

zi , Lzi , I
) |zi ∈ (0, z1], i = 1, 2, . . . , I, I ∈ N ∪ {∞} , zi > zi+1,

Lzi is the set of locations of zi -cities

}
.

That is, zi is the i-th largest among all cities on (0, �1). For now, there may be
multiple zi cities, and Lzi and |Lzi | denote the set of locations and the number of zi
-cities on (0, �1), respectively. The number I is the number of layers of cities, and
I can be (countably) infinite. The optimization problem, given �1, is to search for
a city hierarchy W that minimizes the per capita cost of production to serve every
consumer a unit of each good in [0, z1]:

C∗ (�1, z1) ≡ inf
W

1

�1

[∑
zi

|Lzi |	(zi ) + total transport cost

]
, (4.1)

4.2 The Dynamic Programming Problem

The following two lemmas provide key characteristics of an optimal hierarchy that
enables us to set up the planner’s problem as a dynamic programming problem.

Lemma 4.1 It is never optimal to have an interval without any city in it.

3We do not discuss how to decide the optimal distance �1 here, since our focus is the city hierarchy
between any two largest cities. Nevertheless, this is very crucial question for presenting a complete
and meaningful model, please see Sect. 3.5 in Hsu et al. (2014) for the solution.
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Proof Consider adding a z′-city in the middle in between with z′ ≤ z. Then, the
savings in transport cost per good is

2
∫ �/2

0
t xdx − 4

∫ �/4

0
t xdx = t�2/8

so the he net saving from having a z′-city is given by

S
(
z′; �

) ≡
∫ z′

0

[
t�2

8
− φ(y)

]
dy

Because φ is continuous and strictly increasing, and φ (0) = 0, S
(
z′; �

)
> 0 for

sufficiently small z′ > 0, given �. The result follows from the fact that there always
exists sufficiently small z′ such that adding a z′-city improves the allocation. �
Lemma 4.2 It is never optimal to have two cities of the same size z′ < z1 without a
larger city in between.

The intuition behind this lemma is that, without a larger city in between, the two
neighboring cities cannot be the same size in the optimal solution. We can produce
another good more with a infinitesimally higher set-up cost at one of the two cities in
order to save the transport cost, in which case there always exists a better allocation
whose net cost is less. A full proof can be found in Sect. 2.3 in Hsu et al. (2014).

Lemmas 4.1 and 4.2 indicate that in between two z1-cities it is optimal to place one
and only one immediate sub-city, which is denoted as a z2-city. Notice that z2-city is
not necessarily located in the middle.4 Let �2,1 and �2,2 represent the distances from
the z2-city to the z1-city on the left and right side, respectively.When the values of z2,
�2,1 and �2,2 are chosen, the recursive nature of the problem becomes apparent: given
z2, �2,1 and �2,2, we search for the optimal solutions for endless iterated bifurcations
as the one given z1 and �1. Figure 7 illustrates the city building process for the first
three rounds of bifurcations. In general, the i-th round of bifurcation involves setting
up cities of sizes zi+1,1, zi+1,2, . . . , zi+1,Ki , where Ki = 2i−1, which divides intervals
of length �i,1, �i,2, . . . , �i,Ki , respectively. Formally, let z1 ≡ {z1}, and for all i ∈ N,

let �i ≡ {
�i,k

}Ki

k=1 and zi+1 ≡ {
zi+1,k

}Ki

k=1, where �1,1 ≡ �1 and z2,1 ≡ z2. We define


1 (�1, z1) ≡ 
 (�1, z1) ≡ {
(�2, z2) |z2 ∈ [0, z1] , �2,1, �2,2 ∈ (0, �1) and �2,1 + �2,2 = �1

}
.

(4.2)
and for i ≥ 2,


i (�i , zi ) ≡
{

(�i+1, zi+1) |zi+1,2k−1, zi+1,2k ∈ [
0, zi,k

]
for all k = 1, 2, . . . , Ki−1,

�i+1,2k−1, �i+1,2k ∈ (
0, �i,k

)
and �i+1,2k−1 + �i+1,2k = �i,k , for all k = 1, 2, . . . , Ki .

}

4For example, let t = z1 = �1 = 1. Consider a discontinuous setup cost requirement function: for an
arbitrarily small e ∈ (0, 1) , φ (y) = 1/13 for y ∈ [0, e] and φ (y) = 1 for y ∈ (e, 1]. It is readily
verified that, in between two z1-cities, the per capita cost is minimized by evenly placing two
immediate sub-cities with z′ = e.
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Fig. 7 Illustration of sequence problem

Then, define

�(�1, z1) ≡ {
(�i , zi )∞i=1 | (�i+1, zi+1) ∈ 
i (�i , zi ) , for all i = 1, 2, . . .

}
.

Any (�, z) ≡ (�i , zi )∞i=1 ∈ �(�1, z1) is called a feasible sequence, given (�1, z1).
Let � be the distance between the two neighboring larger-sized z-cities, hence the

distances of a immediate sub-city z′ to the two cities are α� and (1 − α)�, where
α ∈ (0, 1). The savings in transport costs for each good in

[
0, z′] is

s1 (�, α) ≡ 2
∫ �

2

0
t xdx −

(
2
∫ α�

2

0
t xdx + 2

∫ (1−α)�

2

0
t xdx

)
= t�2

2
α (1 − α) ,

(4.3)
Then, the optimal magnitude of z′ is determined by

s1 (�, α) = t�2

2
α (1 − α) = φ

(
z′) . (4.4)

The left-hand side of (4.4) is the savings in transport costs when increasing z′
marginally, whereas the right-hand side is the corresponding setup cost. If z′ is low
such that φ

(
z′) < t�2

2 α (1 − α), it incurs positive net savings (savings in transport

costs net of setup costs) by increasing z′. Similarly, when φ
(
z′) > t�2

2 α (1 − α), one
can improve the allocation by decreasing z′. In sum, Lemmas 4.1 and 4.2 and (4.4)
imply that in any optimal city hierarchy the following constraint holds:
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⎧⎨
⎩
zi+1,2k−1, zi+1,2k ∈ (

0, zi,k
)

�i+1,2k−1, �i+1,2k ∈ (
0, �i,k

)
, �i+1,2k−1 + �i+1,2k = �i,k

zi+1,k = φ−1
(
t
2�i+1,2k−1�i+1,2k

)
⎫⎬
⎭ . (4.5)

Equivalently, any optimal city hierarchy is associated with a sequence α = {
αi,k

}
such that �i+1,2k−1 = αi,k�i,k (hence �i+1,2k = (

1 − αi,k
)
�i,k) and (4.5) holds.

Note that in defining the choice set of (�, z) ≡ (�i , zi )∞i=1 by 
i and � above,
we leave (4.4) implicit and take the closure of

(
0, zi,k

)
. According to Lemmas 4.1

and 4.2, we know that situations in which zi+1,2k−1 or zi+1,2k equals 0 or zi,k are
never optimal (except possibly for i = 1), but we do not lose any generality by
including this possibility. When the choice of zi+1,2k−1, according to (4.4) and given
�i,2k−1, is such that zi+1,2k−1 > zi,k , one can always relabel i, k to ensure that the
constraint zi+1,2k−1, zi+1,2k ∈ [

0, zi,k
]
is obeyed. Thus, the choice set defined by �

encompasses all possible candidates for an optimal city hierarchy. In other words,
any sequence (�, z) that satisfies all constraints in (4.5) is included in �(�1, z1).
If one would like to make the constraint (4.4) explicit, one could redefine 
i by
replacing zi+1,2k−1, zi+1,2k ∈ [

0, zi,k
]
with

zi+1,2k−1 = min

{
φ−1

(
t

2
�i+1,4k−1�i+1,4k−2

)
, zi,k

}

and

zi+1,2k = min

{
φ−1

(
t

2
�i+1,4k−3�i+1,4k−4

)
, zi,k

}
.

Suppose the social planner has two z-cities with distance � and nothing in between
them, then the total cost in this interval of � is

A (�, z) ≡ 	(z) + zt�2

4
.

Note that only one setup cost of a z-city is counted in this definition. When a z′-city
divides an interval of � bounded by two cities producing at least up to z, the total
cost for the range of goods (z′, z] is given by A (�, z) − A

(
�, z′) = 	(z) − 	

(
z′) +(

z − z′) t�2/4. We can view the per capita cost for the goods [0, z1] on �1 as the sum
of the per capita cost of different ranges of goods on different market areas within
�1. Namely, the sequence problem is

C∗(�1, z1) ≡ inf
(�,z)∈�(�1,z1),
z1>0 given.

1

�1

⎡
⎣ A (�1, z1) − A (�1, z2)

+∑∞
i=2

∑Ki−1
k=1

[
A
(
�i,2k−1, zi,k

) − A
(
�i,2k−1, zi+1,2k−1

)
+A

(
�i,2k , zi,k

) − A
(
�i,2k , zi+1,2k

)
]
⎤
⎦ .

(SP)

Besides sequence problem, it can also be represented by a dynamic programming
problem. Given state variables � and z, the social planner needs to decide the size and
location of the immediate sub-city, z′-city. Denote the length of the intervals to the
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left/right of z′-city as �l/�r . Then, �l + �r = �. Alternatively, let �l = α� and �r =
(1 − α) � for α ∈ (0, 1). We present the following dynamic programming problem.

C(�, z) = inf
�l ,�r∈(0,�),�l+�r=�,z′∈[0,z]

1

�

[
A (�, z) − A

(
�, z′

) + �lC(�l , z
′) + �rC(�r , z

′)
]

= inf
α∈(0,1),z′∈[0,z]

1

�
[A (�, z) − A

(
�, z′

)] + αC(α�, z′) + (1 − α)C((1 − α)�, z′).
(DP)

Equivalently, we can consider infimum of the total cost of all the goods [0, z1]
on the interval of length �1. By defining D∗ (�1, z1) = �1C∗ (�1, z1), and D (�, z) =
�C (�, z), it transforms (SP) and (DP) to (SPD) and (DPD) as following:

D∗ (�1, z1) = inf
(�,z)∈�(�1,z1),
z1>0 given.

A (�1, z1) − A (�1, z2)

+∑∞
i=2

∑Ki−1
k=1

[
A
(
�i,2k−1, zi,k

) − A
(
�i,2k−1, zi+1,2k−1

)
+A

(
�i,2k , zi,k

) − A
(
�i,2k , zi+1,2k

)
]
,

(SPD)

and

D (�, z) = inf
α∈(0,1),z′∈[0,z]

A (�, z) − A
(
�, z′) + D

(
α�, z′) + D

(
(1 − α) �, z′) .

(DPD)

For showing the equivalence between the sequence problem(SPD) and the respec-
tive dynamic programming problem (DPD), i.e., the principle of optimality, we
present the following corollary.

Corollary 1 For any two positive real numbers �1 and z1, let X = [0, �1] × [0, z1],
and let D (X) denote the set of all real-valued continuous functions d : X → R+
such that

0 ≤ d (�, z) ≤ A (�, z) . (4.6)

Then a feasible sequence
(
�∗, z∗) ∈ �(�1, z1) attains the infimum in (SPD) if and

only if it satisfies (DPD) recursively, i.e.,

D∗(�∗
i,k , z

∗
i,k) = A

(
�∗
i,k , z

∗
i,k

) − A
(
�∗
i,k , z

∗
i+1,k

) + D∗(�∗
i+1,2k−1, z

∗
i+1,k) + D∗(�∗

i+1,2k , z
∗
i+1,k).

Now, the question left is: under what conditions can we be sure that there is a
unique solution to (SPD) as well as (DPD)?

Corollary 2 Let D (X) be given by Corollary 1. Let T : D (X) → D (X) be given
by, for each d ∈ D (X),

T d(�, z) ≡ inf
α∈(0,1),z′∈[0,z]

A (�, z) − A
(
�, z′) + d(α�, z′) + d((1 − α)�, z′). (4.7)
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Then,

(i) T d is continuous. Hence, T is a self-mapping on D (X).
(ii) The minimum is attained; so inf in the definition of T in (4.7) can be replaced

with min. Moreover, the set of minimizers is an upper hemi-continuous corre-
spondence on X.

(iii) D∗ is the unique solution to (DPD) in D (X) and hence the unique fixed point
of the mapping T on D (X).

(iv) For any d ∈ D (X), the sequence {T nd} converges to D∗.

Corollary 2 allows the numerical solution for any arbitrary φ/or any initial guess.
We have implemented this iterative method via Matlab in which the approximation
works well. The proofs of corollary 1 and 2 can be seen from Sect. 3.2 and 3.3 in
Hsu et al. (2014), which starts from the routine pursue of principle of optimality as in
almost all the dynamic programming problems. For a very intriguing and thorough
introduction of such recursive problems in economics, please refer to Ljungqvist and
Sargent (2012).

4.3 The Central Place Property

It turns out that the central place property holds when the setup cost is a power
function: φ(z) = azb, for a > 0 and b > 0. Under this functional form, the total
setup cost for a z-city is 	(z) = a

b+1 z
b+1. The power function assumption of φ, in

fact, means that the distribution of setup costs across goods is also a power function.
Let Y denote the random variable of setup cost for a good. Then, for y ∈ [0, φ (z1)],

Pr [Y ≤ y] = φ−1 (y)

z1
= 1

z1

( y
a

) 1
b
.

As shown in the hierarchy equilibrium, Sect. 2.2, this distribution of setup cost is a
prototype of a class of distributions that leads to a power law distribution of city size.

Recall that it is possible that the optimal z2 = z1 if �1 is too large. Note from
(4.4) that savings s1 (�1, α) is bounded by s1 (�1, 1/2) = t�21/8. Define �̄ (z) by the
solution of � in the following equation.

t�2

8
= φ (z) . (4.8)

Then, for any �1 < �̄ (z1), optimal z2 < z1, and thus the two z1-cities with distance
�1 are neighboring. For the rest of the analyses in this paper, we impose the condition
that �1 < �̄ (z1).

Proposition 4.3 Suppose that �1 < �̄ (z1), where �̄ (z) is defined as the solution to
(4.8). Suppose that the setup cost function φ (y) = azb, for positive constants a and
b. Then, the central place property holds.
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Proof For ease of presentation, let a = 1. A general a > 0 does not change the result.
From (4.4),

z′ =
(
t�2

2
α (1 − α)

) 1
b

=
(
t

2
α (1 − α)

) 1
b

�
2
b ≡ κ (α) �

2
b . (4.9)

Equation (4.9) implicitly assumes that z′ < z. Recall that Lemma 4.2 rules out
zi+1,2k−1 = zi,k or zi+1,2k−1 = zi,k as an optimal solution, and hence (4.9) is nec-
essarily true for all optimal choices of zi,k , except possibly for i = 2. However, the
constraint �1 < �̄ (z1) ensures that optimal z2 < z1.

Recall from (4.5) that there is a sequence α = {
αi,k

}
associatedwith any sequence

(�, z) ∈ �(�1, z1). The fact that the optimal solution of z′ is separable in � and α

implies that, except for z1, we can write zi,k = �
2/b
1 hi,k (α) and �i,k = �1gi,k (α), for

some functions hi,k and gi,k . Thus, both A
(
�i,2k−1, zi,k

) − A
(
�i,2k−1, zi+1,2k−1

)
and

A
(
�i,2k, zi,k

) − A
(
�i,2k, zi+1,2k

)
are multiplicatively separable in �

2(b+1)/b
1 and some

functions of α. Thus, for some function H , (SP) can be rewritten as

C∗(�1, z1) = zb+1
1

(b + 1) �1
+ z1t�1

4
+ �

b+2
b

1 H
(
α∗) .

By Corollarys 1 and 2, an optimal α∗ exists, and as such, H (α∗) is well defined.
Note that H (α∗) < 0, and �

(b+2)/b
1 |H (α∗)| is the per capita savings from building

the optimal city hierarchy. Given the equivalence between (SP) and (DP), observe
that the negative of per capita savings from having an optimal city hierarchy in an
interval of � is given by

S̃ (�, z) ≡ C(�, z) − A (�, z)

�
= C(�, z) − zb+1

(b + 1) �
− zt�

4
= �

b+2
b H

(
α∗) .

(4.10)
This says that the S̃ function is homogenous of degree (b + 2) /b in � and independent
of z. With a little abuse of notation, we write S̃ (�) = S̃ (�, z). Given (4.9) and (4.10),
(DP) can be rewritten as

S̃ (�) = min
z′∈(0,z),α∈(0,1)

A
(
α�, z′

) + A
(
(1 − α) �, z′

) − A
(
�, z′

)
�

+
[
α

2(b+1)
b + (1 − α)

2(b+1)
b

]
S̃ (�)

(4.11)
Thus,

S̃ (�) = −b

b + 1

(
t

2

) b+1
b

�
b+2
b max

α∈(0,1)

[α (1 − α)]
b+1
b

1 − α
2(b+1)

b − (1 − α)
2(b+1)

b

. (4.12)

We show in the separate appendix in Hsu et al. (2014) that the unique solution to the
maximization problem in (4.12) is α = 1/2. �
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Observe that the optimal sequence α∗ does not depend on �1. The recursive nature
implies that for all i, k, the optimal sequence in the interval of �i,k , i.e.,

{
αi ′,k

}
i ′≥i , does

not depend on the magnitude of �i,k . Thus, under this power function distribution
of setup costs, the optimal city hierarchy in any interval of �i,k resembles that of
the entire one in �1. As Sect. 3 shows that this scale-free property gives the city
hierarchy a fractal structure; specifically, the structure of the smaller part of the
hierarchy resembles that of the larger.

5 Concluding Remarks

This chapter presents a parsimonious model in which central place hierarchies arise
from both equilibria and optimal allocations. In the equilibrium model, we show
that hierarchy property can arise as an equilibrium outcome. Even though there
are possible deviations from the hierarchy property that could still constitute an
equilibrium, Hsu (2012) shows that such deviations can be ruled out by adding in the
homemarket effect of the central places. In the social planner’s problem, the problem
of location choice is complex, but we show that if the distribution of the fixed cost
follows a power function, the central place property holds. As such distribution is
also regularly varying, a power law also emerges from an optimal allocation.

One potential criticism is that the primary industry (agriculture, fishing, forestry,
mining, etc.) and its employment have become a small fraction of the economy in
developed countries, and thus central place theory is not quite relevant for these
countries. Such a criticism is, however, not well grounded because the reason why a
central place hierarchy emerges has nothing to do with the number/fraction of immo-
bile consumers in the economy. It is the fact that they are immobile and dispersed
over the entire geographic space that prompts the central places that serve them. A
smaller relative size of the primary industry may make the cities and towns more
sparse in spacing and smaller in their sizes, but it does not qualitatively alter the
fractal structure of the central place hierarchy. Hence, it does not affect the power
law for cities either.

Recall that the hierarchy property posits that larger cities are more diverse not
only because they have more industries than smaller cities but also because they
specialise in industries with more scale economies. This is arguably a reasonable
view, especially when we look at industries in broader classifications. Mori et al.
(2008) and Landman et al. (2011) find that the hierarchy property holds well for 3-
digit JSIC but dissipates for 4-digit JSIC (the finest Japanese industrial classification).
These findings hint that, at the finest levels, specialisation matters to the extent that
heavy industries can be located in small towns due to numerous factors outside central
place theory.Thedevelopment of a comprehensive theory that producesmore realistic
patterns of diversity and specialisation is a desirable direction for future research.
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Abstract The exact shape of the distribution of city size is subject to considerable
scholarly debate, as competing theoretical models yield different implications. The
alternative distributions being tested are typically the Pareto and the log-normal,
whose finite sample upper tail behavior is very difficult to tell apart. Using data
at different levels of aggregation (census blocks and cities) we show that the tail
behavior of the distribution changes upon aggregation, and the final result depends
crucially on the shape of the distribution of the number of elementary units associated
with each aggregate element.
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1 Introduction

Among the different phenomena in economics that follow a Pareto distribution,
such as wealth (Pareto 1896; Champernowne 1953; Benhabib et al. 2011), firm size
(Gibrat 1931; Ijiri and Simon 1977; Axtell 2001; Cabral and Mata 2003; Luttmer
2007), and city size (Zipf 1949; Gabaix 1999), the last one has been at the center of
a lively debate on whether it is better approximated by a Pareto or by a log-normal
distribution (Eeckhout 2004; Levy 2009; Eeckhout 2009; Malevergne et al. 2009;
Rozenfeld et al. 2011; Berry and Okulicz-Kozaryn 2012; Hsu 2012; Ioannides and
Skouras 2013; González-Val et al. 2015; Fazio and Modica 2015).

On the empirical side, investigations for various countries have been carried out
by Ioannides and Skouras (2013), Puente-Ajovín and Ramos (2015), Cieślik and
Teresiński (2016), Ramos (2017), Li and Nam (2017), Luckstead et al. (2017) and
Calderín-Ojeda (2016). Scholars are engaged in an ongoing debate on whether such
a distribution displays a Pareto tail and whether this conforms to a Zipf’s law (i.e., a
power-law distribution with shape parameter equal to one) or not. Beside the specific
intellectual curiosity the issue may raise, there are broader theoretical reasons for
investigating the matter, as competing models yield different implications (Masahisa
et al. 2001). Indeed, while the seminal paper by Gabaix (1999) predicts a Zipf’s law,
and a recent contribution by Hsu (2012) shows that a central place hierarchy gives
rise to a power-law, Eeckhout (2004) proposes an equilibrium theory from which he
derives a log-normal distribution of cities.

The contention is fueled partly by the difficulty in distinguishing log-normal from
Pareto tails (Embrechts et al. 1997; Bee et al. 2011), and partly by the difficulty of
properly defining what a city is and, empirically, what is the correct measure to use.1

Indeed, while early studies focus on the largest US Metropolitan Statistical Areas
(MSA) only (Gabaix 1999), Eeckhout (2004) uses data for all the US populated
places identified by the US Census in years 2000 and 2001. By so doing the author
shows that the size distribution of cities is log-normal, not power-law as previously
thought (at least since Zipf 1949). A few years later, Levy (2009) acknowledges
that the body of the city-size distribution is well approximated by a log-normal, but
claims that there are significant departures in the upper tail. Specifically, the top
0.6% of the distribution, i.e., the MSA, appear to fit better a power-law. Eeckhout
(2009) replies to these new findings by highlighting potential problems associated
with the procedures used by Levy (2009) to identify the power-law tail. Specifically,
Eeckhout (2009) suggests that the graphical procedure based on visual inspection
of a log-log plot introduces significant biases in the right tail of the distribution.
Moreover, he warns against the practice of estimating a truncated subsample of

1This point is particularly stressed in Rozenfeld et al. (2011), who propose a new methodology to
define cities based on microdata and a clustering algorithm that identifies a city as the maximal
connected cluster of populated sites. By applying this methodology to both US and UK data, the
authors find that a Zipf’s law approximates well the distribution of 1,947 US cities with more
than 12,000 inhabitants (1,007 cities with more than 5,000 inhabitants for the UK). An alternative
approach entails the use of high-resolution night-light satellite image data (Bagan and Yamagata
2015; Zhou et al. 2015).
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the distribution only, while testing its significance against a complete distribution
with specific parameters. Malevergne et al. (2011) have suggested that the debate
rests on the small power of the tests employed by both Eeckhout (2004) and Levy
(2009). They claim the issue can be definitely settled by adopting a better testing
procedure, namely the Uniformly Most Powerful Unbiased test of the exponential
versus truncated normal distribution in log-scale developed by Del Castillo and Puig
(1999). Hence, methodological issues related to the proper way of identifying a
power-law tail seem at least as relevant as sample coverage.

In this chapter, we summarize some empirical evidence that points to the fact
that the tail behavior of the distribution changes upon aggregation, giving rise to a
more pronounced (longer) power-law tail. Furthermore, we investigate three differ-
ent mechanisms that can generate this phenomenon, namely sample size, correlation
between the number of elementary units and their average size, and the aggregation
function (i.e., the shape of the distribution of the number of elementary units associ-
ated to each aggregate element).Wefind the last factor exerts the largest influence and
needs to be carefully scrutinized when proposing models aiming at explaining the
shape of the distribution of particular phenomena (Rozenfeld et al. 2011). However,
sample size appears to crucially determine the length of the power-law tail found in
the data.

More in general, our work casts new light on the fact that upon aggregation one
observes the emergence of a thicker tail, so that extreme events become more likely
(Perline 2005; Growiec et al. 2008). Such a behavior is counterintuitive since the
common wisdom based on the Central Limit Theorem assumes idiosyncratic shocks
to cancel out upon aggregation, and reinforces the claim recently made by Gabaix
(2011).

2 Methodology and Data

In what follows, we analyze the distribution of US city sizes. We decompose aggre-
gate entities (i.e., cities) into constituent parts, that is census blocks. We study the
size distribution of aggregate entities, P(Si ), and the size of constituent parts P(s j ),
with Si = ∑Ki

j=1 s j where Ki is the number of parts of aggregate i and s j is the size
of its building blocks.

A traditional argument states that if an integrated entity of larger size had higher
unit costs, then it should be possible to split it into independent and separately
managed units so that any such disadvantage is eliminated (Sutton 1997). Thus, the
presence of non-diminishing returns at the level of aggregated entities and constituent
units implies that at the aggregate level economic organizations are made by an
uneven number of units of different sizes.2

2Aggregate economies can thus be represented and as (random) partitions (Sutton 2002; Aoki and
Yoshikawa 2011) or as sums of a random number of random variables.
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2.1 Testing for a Power-Law Tail

Discriminating between power-law (Pareto) and log-normal tail behavior is a difficult
task. The methodological reference is Extreme Value Theory (EVT), which studies
the statistical properties of the distributions of upper order statistics. It is well-known
that they belong to the domain of attraction of one of three distributions, namely
Fréchet, Gumbel or Weibull (Embrechts et al., 1997). Whereas the distributions in
the Fréchet domain of attraction are definitely heavy-tailed and the distributions in
the Weibull domain are light-tailed, the Gumbel domain includes both distributions
with a relatively light tail (exponentially decreasing, such as the normal) and with a
relatively heavy tail (such as the log-normal). Things are further complicated by the
fact that there exist several definitions of “heavy-tailed distributions”, corresponding
to different degrees of tail heaviness (see Embrechts et al. 1997, pp. 49–50).

For the purposes of testing between Pareto and log-normal, the main result is
that the upper order statistics of the log-normal converge to the Gumbel distribution,
whereas the upper order statistics of the Pareto converge to the Fréchet. This implies
that the asymptotic tail behavior of the two distributions are mathematically differ-
ent. However, the convergence of the log-normal to the asymptotic distribution is
extremely slow (Perline 2005), so that the difference may be very small, at the extent
that they are often practically indistinguishable for any finite sample size.

A similar conclusion is reached by recalling that a continuous random variable
(r.v.) is in the domain of attraction of the Fréchet if and only if its density is a regularly
varying function (Embrechts et al. 1997, pp. 131–132). Although the Pareto density
is regularly varying and the log-normal is not, Malevergne et al. (2009) point out
that, when the variance is large, the log-normal probability density function (pdf)
can be rewritten in a form similar to the Pareto pdf, the only difference being that
the exponent of the log-normal, unlike the Pareto one, varies with x . However, the
log-normal exponent is almost constant with respect to x , so that in practice, unless
the sample size is huge and/or the variance is very small, discriminating between a
constant and an “almost constant” exponent is problematic.

Given these difficulties, several tests have been proposed, in an attempt to find
the one that guarantees the best performance. We mention here, and employ in the
following, theUniformlyMost Powerful Unbiased (UMPU) test based on the clipped
sample coefficient of variation developed by Del Castillo and Puig (1999) and used
by Malevergne et al. (2009), the Maximum Entropy (ME) test by Bee et al. (2011)
and a test proposed by Gabaix and Ibragimov (Gabaix 2009; Gabaix and Ibragimov
2011; Rozenfeld et al. 2011) (GI henceforth).

The UMPU test is uniformly most powerful, but only in the class of unbiased
tests. A more serious drawback is that it is a test of the null of power-law against
the alternative of log-normal, and rejects the null hypothesis for small values of
the coefficient of variation c. Implicitly, this implies that it works well (i.e., its
power is high) in cases such as the log-normal-Pareto mixture, namely when the
data generating process is such that c ≥ 1 above the threshold that separates the log-
normal and the Pareto and c < 1 below the threshold (Bee et al. 2011). However, if
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the distribution below the threshold is not power-law but nonetheless has c ≥ 1, as
happens, for example, for the Weibull with shape parameter equal to 1, UMPU is
completely unreliable (see Bee et al. 2013).

The ME approach entails maximizing the Shannon’s information entropy under
k moment constraints μi = μ̂i (i = 1, . . . , k), where μi = E[T (x)i ] and μ̂i =
1
n

∑
j T (x j )

i are the i-th theoretical and sample moments and n is the number
of observations. This can be solved by introducing k + 1 Lagrange multipliers
λi (i = 0, . . . , k), so that the solution (that is, the ME density) takes the form
f (x) = e− ∑k

i=0 λi T (x)i . The Pareto distribution is an ME density with k = 1, whereas
the log-normal is ME with k = 2.

A log-likelihood ratio (llr) test of the null hypothesis k = k∗ against k = k∗ + 1
is given by

llr = −2n

(
k∗+1∑

i=0

λ̂i μ̂
i −

k∗
∑

i=0

λ̂i μ̂
i

)

,

where n is the population size. From standard limiting theory the llr test is asymp-
totically χ2

1 and is optimal (Cox and Hinkley 1974; Wu 2003).
When the whole distribution is of interest, the method can be used for fitting the

best approximating density, with the optimal k found by the log-likelihood ratio (llr)
criterion. The procedure is based on the following steps: (1) estimate sequentially
the ME density with k = 1, 2, . . . ; (2) perform the test for each value of k; (3) stop
at the first value of k (k0, say) such that the hypothesis k = k0 cannot be rejected and
conclude that k∗ = k0. If the aim consists in testing a power-law against a log-normal
tail, we just test k = 1 against k = 2.

When ME tests for the optimal value of k, it is computed iteratively starting
from k = 1 and stopping only when the p-value is sufficiently small. When the true
distribution might be neither Pareto nor log-normal, the test should be carried out for
some values of k larger than 2, even though the p-value for k = 2 against k = 1 may
be relatively small. Typically, a very small p-value will be obtained for the optimal
value of k, which is expected to be larger than 2. In other words, in such a case it may
be worth to use a rather high level of α, such as 10%, in order to avoid accepting the
null hypothesis when k = 2. It is also recommended to look at the graphs of the ME
densities for various values of k ≥ 2, superimposed on the histogram of the data, in
order to ascertain whether the rejection of k = 2 was the correct decision.

Finally, the GI test is based on the following procedure. Estimate by OLS the
regression

log

(

r − 1

2

)

= constant − ξ log(xr ) + q[log(xr ) − γ ]2,

where ξ is the Pareto shape parameter, q is the quadratic deviation from a Pareto, r is
the rank, and xr is the r -th order statistic. Asymptotically, for the Pareto distribution,
q = 0, so that a large value of |q| points towards rejection of the null hypothesis of
power-law. Gabaix and Ibragimov (2011) show that, under the null of a Pareto, the
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statistic
√
2nqn/ξ 2 converges to a standard normal distribution, which can therefore

be used to find the critical points of the test.

2.2 Data Description

Information on the population of US cities is derived from the 2010 census data
collected by the US Census Bureau. The elementary unit of analysis, corresponding
to disaggregate data, is the population of each city block: we have data for 6127259
blocks. These figures are then aggregated into administrative units that represent
populated places. As in Eeckhout (2004) we take populated places as the unit of
analysis at the aggregate level.3

The focus of this chapter is on the statistical properties of the city size distribution.
As such, we do not discuss the proper definition of a city. In fact, we are well aware
that administrative definitions often do not properly capture the social or economic
interactions that determine the tendency of people to cluster and ultimately define
city boundaries.4

The use of census blocks and populated places is therefore rather unsatisfactory,
at least from the point of view of urban studies, and should not be read as an endorse-
ment of administrative definitions of cities. On the other hand, census data have two
main advantages that make them a natural starting point for our work. First of all,
administrative data provide us with an immediate mapping between elementary and
aggregate units, a feature that is necessary if one aims at assessing the role of aggre-
gation in shaping the distribution of city size. Second, using the same data employed
in Eeckhout (2004) enhances the comparability of our results, especially with respect
to a study that finds no power-law tail in the distribution and, thus, works “against”
our hypothesis.5

Table 1 Test results on disaggregate data (n = 1 547 203): rank (percentile) after which the power-
law hypothesis is rejected

5% 1%

ME 3600 (0.06) 3800 (0.06)

UMPU 3600 (0.06) 3800 (0.06)

GI 1870 (0.03) 2953 (0.05)

3In the rest of the chapter the terms city and populated place are used interchangeably.
4We thank an anonymous referee for highlighting this important point.
5In Bee et al. (2013) we perform our analysis on the clusters (cities) identified by Rozenfeld et al.
(2011) and find results that are in line with those reported in the original paper.
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Fig. 1 Maximum entropy estimates of empirical distributions for aggregate and disaggregate data.
The sample sizes reported above the panels stands for the number of observations used to fit the
ME distribution and generate the plots (k value into parentheses)

3 Empirical Results

We start the empirical analysis by fitting the maximum entropy density to the empir-
ical distributions of both aggregate P(S) and disaggregate P(s) data. Results are
displayed in Fig. 1. Small observations are characterized by jumps and discontinu-
ities that make estimation problematic, thus we have to truncate the distributions
below a certain threshold. This is particularly true in the case of city-size data at the
disaggregate level, where we exclude all blocks with a population smaller than 54
(4 in natural logs). The fit with the ME distribution reveals that k > 2 for all the dis-
tributions, thus suggesting that the best fit for the whole distributions is significantly
different both from Pareto (k = 1) and Log-normal (k = 2).

3.1 Test Results

We first look at disaggregated data, i.e., block sizes in the US. Table1 reports results
for the three tests (UMPU, ME, GI) at the 5 and 1% level. The table reports the
highest numerical values of the rank associated with rejection of the null hypothesis
of a power-law tail, as well as the associated percentile in parentheses. This means
that the figures in the table represent the length of the Pareto tail in terms of number of
observations (and in percentage of the sample size). We report the rank at which the
tests start staying in the critical region and never go back to the acceptance region, so
that we disregard instances where a test goes in the critical region but then is unable
to reject the null hypothesis once we increase the sample size. In so doing we are
giving more chances to the null hypothesis, which implies a possible overestimation
of the length of the power-law tail.

Irrespective of the chosen level of significance, the power-law tail appears to be
limited to the very top of the distribution, and all tests show good agreement on this.
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Table 2 Test results on aggregate data (n = 28 916): rank (percentile) after which the power-law
hypothesis is rejected

5% 1%

ME 1030 (3.56) 1250 (4.32)

UMPU 990 (3.42) 1050 (3.63)

GI 1759 (6.08) 2159 (7.47)

Moving to aggregate data at the level of cities, we see that the length of the Pareto
tail significantly increases in terms of percentile. Again, there is good agreement
among the ME and UMPU tests, whereas the GI test identifies a longer tail. While
focusing on aggregate rather than disaggregate data does imply a marked difference,
the power-law tail is still limited to the top 1000 (ME and UMPU) or 2200 (GI)
cities. These correspond to a population of about 37 600 and 19 200 inhabitants and
represent between 3.6 and 7.5% of the whole sample. Moreover, they are in line with
previous findings by Malevergne et al. (2009) and Rozenfeld et al. (2011).

Taken together, Tables 1 and 2 provide evidence that the level of aggregation
at which phenomena are studied plays an important role in determining the results
and, in particular, the findings about the shape of the upper tail of the empirical
distributions. In what follows we explore three different mechanisms through which
such a behavior may emerge in the data.

3.2 Estimates of the Shape Parameter

Before moving to discuss the mechanisms that drive the change in the tail behavior
upon aggregation, we take a look at the estimates of the shape parameter of the
power-law portions of the distributions. Its magnitude has played an important part
in the debate, since Gabaix’smodel implies a shape parameter equal to 1 (Zipf’s law).
This prediction finds empirical support both in Gabaix (1999) and more recently in
Rozenfeld et al. (2011); on the other hand, Eeckhout (2004) finds that the value of
shape parameter changes significantly at different cutoffs, inferring from this that
the distribution cannot be truly power-law. Finally, Malevergne et al. (2009) report
a coefficient significantly larger than 1.

Table 3 reports the estimates of the shape parameter obtained using the method-
ologies associated with the three tests. The estimation is performed at the cutoff
identified by each of the tests. In particular, the estimate of the shape parameter is a
byproduct of both the ME and GI testing procedures, whereas in the case of UMPU
we rely on the Hill estimator, as done by Malevergne et al. (2009). We can see that
the estimates are in line with results presented byMalevergne et al. (2009): the shape
parameter takes values around 1.3. Different tests yield different estimates, with ME
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Table 3 Estimates of the shape parameter

5% 1%

ME 1.30 1.27

UMPU 1.32 1.30

GI 0.92 0.94

and UMPU being rather close to each other, whereas the GI result is more in line
with the findings in Rozenfeld et al. (2011).

3.3 Emergence of a Power-Law Upon Aggregation

Weinvestigate three candidatemechanisms that could explain the length of the power-
law tail upon aggregation: the sample size, the shape of the aggregation function
(i.e., the number of elementary units of which aggregate entities are made), and the
correlation between the number of elementary units comprised in each aggregate
element and their average size.

3.3.1 Sampling

To verify the impact of sample size on the results, we run the tests on a sample of
the same size of the aggregate datasets, obtained by simple random sampling from
disaggregate data. Since detecting the difference between a log-normal and a Pareto
tail is difficult and the tests have low power, in particular when n is small, the tests
might well suffer the smaller sample size associated with more aggregate datasets
and therefore have more troubles rejecting the null Pareto hypothesis. Our sampling
exercise aims precisely at investigating the impact of such an effect.

Sampled data display—at least according to the UMPU and ME tests—a much
longer power-law tail than the one found for actual aggregate observations. Indeed,
as reported in Table 4, these two tests identify a power-law tail spanning roughly
3000–3200 observations, i.e. more than 10% of the sample. This seems to imply that
the reduction in the power of the tests associated with smaller sample size plays a
major role in determining the power-law tail observed in the data.6

6Such a conclusion is partially tempered by results of the GI test, which finds a power-law tail
limited to the top 655 observations in the sampled dataset.
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Table 4 Test results on synthetic datasets obtained by random sampling from disaggregate data
with the size of aggregate ones (n = 28 916): rank (percentile) after which the power-law hypothesis
is rejected

5% 1%

ME 3000 (10.37) 3200 (11.07)

UMPU 3000 (10.37) 3200 (11.07)

GI 655 (2.27) 885 (3.06)

3.3.2 Aggregation Rule

By noting that aggregates are obtained by summing the size of the elementary units
associatedwith each aggregate element, it is fairly easy to conclude that a very simple
mechanism giving rise to a power-law tail is the shape of the aggregating function.
Indeed, calling Ki the number of disaggregate elements comprised in aggregate
object i , then a power-law distribution for K gives rise to a power-law distribution of
aggregate sizes, if disaggregate units are (approximately) of the same size. Denoting
aggregate size with Si we have that Si = Ki × s̄i where s̄i is the average size of
the elementary units of aggregate i . If Ki is Pareto, and s̄ is independent of Ki for
sufficiently large K , Si will also be Pareto, and this holds true even if the sizes of
elementary units are not themselves Pareto distributed (see Growiec et al. 2008, for
a detailed explanation).

Figure 2 shows the complementary cumulative distribution (CCDF) of the number
of blocks associated with each city (in double logarithmic scale). We can see that
the distribution is approximately Pareto in the upper tail. Table 5 reports the results
of the tests applied to the distribution of K . The intuition coming from the visual
inspection of the CCDFs is confirmed: a Pareto tail is present.

However, s̄ is neither constant nor independent of K , so that the presence of a
power-law aggregation rule is not sufficient to generate a power-law in aggregate
data. When looking at the relationship between the number of elementary units (K )
and their average size (s̄), we find they are positively correlated.

A positive correlation between the number of elementary units assigned to each
aggregate element and their average size (which makes the ‘identity’ of units rele-
vant) may result from a very skewed distribution for disaggregate data: this makes
convergence to the central limit theorem rather slow upon aggregation. This corre-
lation may end up stretching the upper tail of the aggregate distribution as it is more
probable that aggregate elements made up of a larger number of units (i.e., featuring
a large K ), contain units of larger (average) size.

3.3.3 Correlation

To clean this effect from the data, we run the usual tests on synthetic datasets obtained
by aggregating elementary units according to a random rule. Table 6 shows the
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Fig. 2 Complementary cumulative distribution of the number of blocks in each city. Double loga-
rithmic scale

Table 5 Test results on the aggregation function, P(K ) (n = 28 916): rank (percentile) after which
the power-law hypothesis is rejected

5% 1%

ME 2350 (8.12) 2600 (8.99)

UMPU 1300 (4.49) 1650 (5.70)

GI 1890 (6.53) 2900 (10.02)

average length of the power-law tail detected in 100 synthetic samples obtained by
reshuffling the disaggregate data before assigning them to the aggregate elements.
Comparing these results with those reported in Table 2 we can see that the power-law
tends to be longer after reshuffling than in the original aggregate datasets. More in
details, ME and UMPU report longer power-law tails in the synthetic data, whereas
GI reports a shorter one.

The overall message we derive from this exercise is that very large aggregate
elements are rarer than one would expect following a purely random assignment
of elementary units (given the number of units assigned to each aggregate). So, for
instance, if blocks were randomly assigned to cities, we should find more large cities
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Table 6 Test results on synthetic datasets obtained by reshuffling data (n = 28 916): rank (per-
centile) after which the power-law hypothesis is rejected

5% 1%

ME 2231 (7.72) 2227 (7.70)

UMPU 1361 (4.71) 1354 (4.68)

GI 1278 (4.42) 1278 (4.42)

than we actually see. One possible way to rationalize these results is by means of
agglomeration diseconomies or congestion effects. More plainly, not all the blocks
of a city are made up of densely populated skyscrapers.

4 Discussion and Conclusion

The exact shape of the distribution of city size has been the object of intense scrutiny
in recent years. However, despite it is well-known that it is difficult to discriminate
between log-normal and Pareto extreme values, most of the literature has applied a
single testing strategy, typically assumed to be the best one. In this chapter we take a
broader perspective considering alternative tests, and different levels of aggregation.
We find that the tail behavior changes upon aggregation, with the emergence of a
longer power-law upper tail.

A number of considerations are in order. First, it is worth noticing that when
testing log-normal versus Pareto we are deliberately excluding possible alternative
distributions both for the tail and for the whole distribution.

Second, the validity of the results is severely constrained by sample size. This is
particularly important whenever the variance of the distribution is large. Based on
this consideration, we cast new doubts as for the existence of a genuine Pareto tail
in the case of the US city-size distribution and conclude that further analysis should
be performed on a larger sample of world cities.

Third, since a Pareto tail emerges upon aggregation, we argue that the shape of
the aggregation function is critically important. This has been stressed by Rozenfeld
et al. (2011), who use a clustering algorithm to define cities, instead of the standard
administrative definition. In particular, when the aggregation function is Pareto and
the size of the elementary units is independent from their number in each aggregate
entity, the shape of the aggregate size distribution is essentially the same as the shape
of the distribution of the number of units. City size is composed by a number of units
that is Pareto distributed, at least in the upper tail. In case of no relationship between
the number of elementary units and their average size, this would be sufficient to
generate a power-law tail in aggregate data. However, we find evidence of a sizable
relationship between the number and size of constituent parts of aggregate entities.
In such a case, the functional relationship between the two matters.
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Even if it is difficult to derive analytical results for the distribution of the sum of
dependent heavy-tailed distributed random variables,7 numerical experiments sug-
gest that when the size of the units is a power-law function of the number of elements
ofwhich an aggregate entity is composed and thenumber of units is Pareto distributed,
the size of aggregate entities is also Pareto distributed.

The dependence of the size of elementary units on their number deserves further
scrutiny, as it may signal the presence of non-constant returns to scale which, only
under specific conditions, give rise to a power-law distribution.8

The level at which the various phenomena are investigated has a great influence on
results, that is on the length of the power-law tail found in the data. Theoreticalmodels
that aim at explaining the shape of the distribution should devote more attention to
this aspect. Our results suggest that to adequately explain the emergence of a power-
law tail one should focus on the factors that determine the shape of P(K ), i.e., the
number of blocks of a city or, more in general, the number of elementary units in each
aggregate. When the main cause of a Pareto tail at the aggregate level is the skewed
shape of the aggregation rule, the usual argument that assumes idiosyncratic shocks
to cancel out upon aggregation breaks down. Hence, the aggregate distribution is still
heavy-tailed.
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The Signature of Organic Urban Growth

Degree Distribution Patterns of the City’s Street
Network Structure

Leonard Nilsson and Jorge Gil

Abstract Cities are complex, perhaps one of the most complex kinds of structure
created by humans. Some cities have been planned to a large extent while others have
grown organically. The outcome of planning and growth processes is the diverse
morphological built form and street patterns observed in cities today. So far, in urban
planning and history research, cities are classified as planned or organic, largely
based on the visual assessment of their urban morphology. To understand cities and
their characteristics, it is necessary to develop methods that quantitatively describe
these characteristics and enable objective comparisons between cities. Using graph
representations of the street network of cities, it is possible to calculate measures
that seem to exhibit patterns with scale-free properties (Jiang in Phys A Stat Mech
Appl 384(2):647–655, 2007). And thanks to progress in the field of complexity
studies, it is also possible to test if and to what extent the distribution of a measure
in a collection of elements fits a power law distribution (Clauset et al. in SIAM
Rev 51:43, 2009). In this chapter, we show that the degree distribution of a city’s
street network seems to fit a power law distribution for cities that are considered
to have mostly grown organically. On the other hand, cities that are planned to a
large extent do not exhibit such a good fit. This result is relevant since a power law
distribution is a signature of multiplicative growth processes. Furthermore, the result
of the quantitative classification method correlates well with the results of earlier
qualitative morphological classifications of cities.
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1 Introduction

Cities have been a very important part of human civilization since agriculture-based
society emerged. They have been built independently from each other in different
parts of the world and by different cultures. In order to better understand and study
cities, researchers in sociology, economy, physics and geography have for long
resorted to quantitative methods based on functional characteristics (Harris 1943;
Nelson 1955; Beaverstock et al. 1999) and population size (Clark 1951; Bettencourt
et al. 2010), to describe, rank and produce classifications of cities. From an urban
morphology studies perspective, a basic way of classifying cities has been by their
growth process and the resulting morphological pattern, using a simple dichotomy:
organic cities that have grown gradually, versus planned cities that have emerged
from larger planning interventions. Another way of approaching this dichotomy has
been using the concepts of bottom-up growth (organic) versus top-down development
(planned) (Batty 2013).

Some cities are entirely planned in one sweep, while others have mainly grown
organically in a piecemeal process governed by local decisions. But often these
processes have alternated back and forth over time (Kostof and Tobias 1991). Hence,
growth does not manifest itself in an absolutely distinct dichotomy, but it is rather a
question of different degrees of planning resulting in differentmorphological patterns
that combine these twomain forces. Nevertheless, it is still a dominantmorphological
classification of cities and urban areas.

A peculiar aspect is that these organic patterns have been for the past decades
regarded as desirable in cities, and therefore efforts to mimic them have often been
made in planning (Kostof and Tobias 1991). Despite research on the topic of their
growth, design and generation, there are still few consistent ways of classifying and
describing these morphologic patterns. The classification approach used is largely
based on the visual judgement of the perceived patterns. It is, therefore, necessary
to develop methods that quantitatively measure their characteristics and enable the
classification of cities and parts thereof, towards their objective comparison and the
understanding of city growth.

The street network of a city is one of its most durable structures, with a crucial
influence on its land use and building development over time. It is therefore important
to understand this complex network. Using graph representations of the street net-
work it is possible to calculate topological measures that describe different aspects
of its configuration (Hillier 1996), and efforts to find properties of entire cities based
on such measures show that these seem to exhibit patterns with scale-free properties.
Nevertheless, the results are diverging and sometimes contradictory. In some studies,
the various network centrality measures like degree, betweenness and others, reveal
a scale-free behaviour in many cities (Porta et al. 2006a, b; Jiang 2007; Volchenkov
and Blanchard 2008; Shpuza 2014). Other studies refute this and have shown that
there are differences and exceptions from these patterns (Jiang and Claramunt 2004;
Crucitti et al. 2006a, b; Porta et al. 2006a, b).
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By studying the statistical distribution characteristics of some individual centrality
measure, the emerging distribution can tell us something about the processes shaping
this measure. One of themost common distributions is the normal distribution (hence
the name ‘normal’). This distribution emerges as a result of numerous random factors
added together. Exponential distributions, on the other hand, are the result of time-
dependent processes. A distribution that has caught the interest of many scientists in
the last 20 years is the power law distribution, which has scale-free properties and
is the result of a multiplicative growth process. This is often called a complex or
self-organizing process.

In this study, we measure the degree centrality distribution of the street network’s
topology in a number of cities with different morphological patterns and test if they
fit the power law distribution, to uncover whether there are universal mathematical
patterns of cities as found in earlier studies, or if these vary between cities as other
studies suggest. The difference in morphological structure and growth could explain
the contradictory results found in those latter studies. The hypothesis is that these
mathematical patterns are indeed not universal, but rather depend on the extent to
which the cities are organic or planned. If that holds true, then thesemeasures provide
a signature of organic urban growth for the objective categorization of cities, which
can extend our understanding of cities in general.

In the next section, we provide an overview of relevant background theories and
related work, followed by a description of the two case studies—a longitudinal study
of the growth of Paris and a cross-sectional study of several world cities—and the
methodology used, leading to the presentation of the studies’ results, and finally
wrapping up with a summary of findings and pointers to further work.

2 Of Street Networks and Degree Centrality Distributions

Urban morphology has been studied as an academic discipline for a long time, but
is has often been done in qualitative studies based on perceived patterns of urban
morphology (Kostof and Tobias 1991). Those patterns are usually derived from the
geometric properties of urban elements, such as buildings, parcels and streets, and
their spatial arrangements. Since the 1990s, with increasing computing power and
availability of spatial analysis software such as Geographic Information Systems
(GIS), we have witnessed the exploration of new approaches to identify and quantify
urbanmorphological patterns.Webster (1995) proposes the analysis of urban satellite
images to extract a set of urban texturemeasures of streets and blocks, thus identifying
the fingerprint and profile of different neighbourhoods. Gil et al. (2012) pursue a
similar goal by looking at individual elements of the city, i.e. urban streets and
blocks, and classifying themaccording to a set of geometric and topologicalmeasures
to create summary profiles of urban areas. Louf and Barthelemy (2014) also use
geometric attributes of urban elements, but instead develop indices based on the
ratios of the distribution of said attributes in order to classify different cities across
the world.
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Parallel to this work, other research groups started in the 1990s to analyse cities
by means of growth simulations, often using cellular automata (Batty and Longley
1994), measuring characteristics of the boundary and general shape of the city. In
this field, cities are often said to be fractal, which means that certain measures have
scale-free properties. This property is claimed to be the result of a bottom-up growth
process, and by analogy, organic cities might also be called fractal and possess scale-
free properties.

2.1 The Topology of Street Networks

Around the 1980s a newmethod for representation and quantitative analysis of spatial
structures was developed called space syntax (Hillier andHanson 1984). As the name
indicates, it addresses the configuration of spaces: architectural, urban streets or open
spaces. Spatial configuration. is best defined as how spaces, and in the case of cities
usually streets, are connected and related to each other (Hillier 1996;Marshall 2015).
A basic concept of the original space syntax theory is that it analyses the topology of
the street network, and leaves out metric information (Hillier 1999). The geometry
of space only plays a role in defining its representation as discrete elements and in
constraining their connections.

Since the late 1990s, parallel to the growth of space syntax as a research field,
another important field of research that has been rapidly evolving is that of network
science (Watts 2004). Topological analysis of graphs is also the fundamental model
for this scientificfield,wheremanykinds of networks are studied, including city street
networks (Barthélemy 2011). As computers have become more powerful, methods
appeared for calculating properties of large networks based on existing theories, such
as small-world network properties and scale-free properties (Watts and Strogatz
1998). This offered the possibility to study cities from an entire new perspective
(Batty 2013).

Based on this progress in complex network analysis in general, new methods
for analysing road and street network patterns have been developed, evolving the
research field pioneered by space syntax (Jiang et al. 1999; Porta et al. 2006a; Jiang
2007). These methods use the results from topological network analysis and there-
after analyse various properties, both individual measures and statistical distributions
(Jiang 2007; Volchenkov and Blanchard 2008; Shpuza 2017). These elaborations of
the space syntax research field, combined with the general network science field,
might enable the quantification of cities in a richer way.

2.2 Street Network Representation

When the space syntax research field started in the 1980s, the main element of
analysis of street configurations was the axial line (Hillier and Hanson 1984). An
axial line is an unobstructed line of sight, and in order to analyse an area or a city, an
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axial map is created made of the fewest and longest unobstructed lines of sight. The
axial map is converted into an unweighted undirected graph, and analysed based on
its topology (Hillier 1996). This model has been dominating the research field, but in
the early 2000s efforts were made to integrate space syntax in ordinary GIS research
and make it possible to use the more common road centreline maps for larger scale
studies (Jiang et al. 1999; Dalton et al. 2003).

One approach widely used today is to convert the road centreline maps to a model
of street segments and analyse its network centrality. This can be achieved using
a so-called ‘primal’ approach (Porta et al. 2006b) with geographic weight on the
links between street junctions that are nodes in the graph; or using a so-called ‘dual’
approach (Porta et al. 2006a), where the nodes are the street segments and the links
have angular (fractional) weight based on the degree of direction change between
street segments, instead of topological (discrete) steps (Dalton 2001; Turner 2007).
The lattermodel is similar to the segmentmodel derived from an axialmap and equiv-
alent in terms of analysis results (Krenz 2017; Kolovou et al. 2017). However, both
street network models based on street segments lose topological structural properties
of the network as a whole.

Another approach for using road centreline maps and replace axial lines has been
to aggregate street segments based on the concept of ‘Natural roads’ (Jiang et al.
2008), which is similar to that of ‘Strokes’ (Thomson 2003) and of ‘Continuity lines’
(Figueiredo and Amorim 2005). These concepts are based on the Gestalt principle of
good continuation (Jiang 2007), and applying improved street segment aggregation
algorithms results in a network model that reveals the structure of the city (Jiang and
Liu 2009). Its correlation with pedestrian and vehicular movement is on par with the
other methods from the space syntax research field, such as angular segment analysis
and axial integration (Jiang 2009; Jiang and Liu 2009), which supports its validity
for representing urban structure.

The different approaches of representing streets as entities continuing across inter-
sections open up a particular view of urban street networks. Since streets are often
planned and built in their entire length and seldom subject to changes over time, a
method that reconstructs the street as an entity makes it possible to represent and
understand the city as a collection of streets added together as the city grows. In this
way, space syntax and similar topological approaches to street network representation
can be used to understand urban growth and development.

2.3 Degree Distribution and Power Law Fitting

The most basic measure of centrality obtained from network analysis is degree cen-
trality, also called connectivity in space syntax studies, i.e. the number, per node,
of connections with other nodes. When using the street network models based on
street segments described in the previous section, degree centrality only classifies
street junctions by type, which is considered uninteresting for studying urban con-
figuration (Porta et al. 2006a). However, when using a street network model based
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on ‘Natural roads’ or axial lines degree centrality provides an interesting measure of
street hierarchy.

When analysing the distribution of degree centrality values of street networks, a
certain pattern often occurs, namely that there are far more low connected elements
than highly connected ones. This pattern seems to follow a power law distribution,
which has scale-free properties (Porta et al. 2006a; Jiang 2007) and is a signature of
a natural process governing the creation of the distribution. In other fields of network
science, such as social networks, flight connections or power grid structures, the same
pattern occurs, and many studies rely on degree centrality as the single measure of
distribution to test for power law fitting (Clauset et al. 2009; Barabasi and Albert
1999; Volchenkov and Blanchard 2008). In urban studies, this aspect has not been
extensively researched, but seems to offer the possibility of new and interesting
discoveries.

2.4 Related Work

Some efforts to find properties of cities as a whole using street network models have
been made (Crucitti et al. 2006a, b; Porta et al. 2006a, b; Jiang 2007; Volchenkov
and Blanchard 2008; Shpuza 2014), although many of these studies were carried out
on a small sample area of a city or on a small number of cities, which makes it harder
to extract general conclusions from the results. The results are also diverging and
sometimes incompatible. It has been shown in some studies that various network
measures like degree, betweenness and other centrality measures, reveal a scale-free
behaviour in many cities (Porta et al. 2006a; Jiang 2007; Volchenkov and Blanchard
2008). While other studies refute this observation, and have shown that there are
differences and exceptions from these patterns (Jiang and Claramunt 2004; Crucitti
et al. 2006a, b; Porta et al. 2006b). To further support or refute these claims, a more
extensive study is needed. The results of these earlier works can be discussed in light
of the results from the present study, even though the preconditions and methods are
not exactly identical.

3 Datasets and Methods

In this work we carry out two experiments, one longitudinal and one cross-sectional,
in which we analyse the degree centrality distribution pattern of cities and test to
what extent they fit a power law distribution, to test the hypothesis that these patterns
are not universal, but rather depend on the extent to which the cities are organic or
planned. In the following sections we explain in detail the ‘what’ and the ‘how’ of
this work.
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3.1 Objects of Study

The first experiment is a longitudinal study of Paris, France, testing how the signature
of degree centrality, and thus the scale-free nature of cities, changes over time as the
city grows. Growing from a medieval walled core like many European cities, the
city of Paris has undergone periods of profound transformation to its urban structure
and character, namely: through the building of new bridges and public spaces in
the seventeenth century; the famous Haussman plan in the nineteenth century that
introduced a network of avenues and boulevards; and the urban expansion of its
periphery in the twentieth century with projects like La Défense.

The second experiment is a cross-sectional study of a selection ofworld cities, test-
ing how the signature of degree centrality relates to the planning process, and changes
across geographic and cultural contexts, to try to confirm or refute the existence of
universal patterns. There are no standardized or consistent ways of classifying cities,
therefore the selection of cities is mainly based on earlier classifications focused on
urban patterns resulting from different development processes (Kostof and Tobias
1991; Batty and Longley 1994; Hillier 1996). In addition, other criteria for selection
have been chosen in order to have variation in the sample of cities.

The first and foremost criterion used has been the degree of planning or self-
organization, aiming to have a somewhat balanced collection of organic and planned
cities. The second criterion has been the dominant culture that has shaped the city
morphology, since different cultures may play a large role in the cities’ street network
structure (Hillier 1996). This is probably because of the different social structure,
organization and interaction found in different cultures (Kostof and Tobias 1991).
The third criterion has been geographic location, since the preconditions for urban
development differ considerably in different parts of the world, namely the geology,
climate, building materials supply and cost. Therefore, the cities selected for this
study are chosen from different continents or continental areas. Finally, the age of
the city can also play a role, in that organic urban transformation is a slow process
that takes long time to manifest itself, whereas building a planned city can be done
quite fast in comparison.

Based on these criteria, ten cities have been chosen for this study (Table 1).
Including a larger number of cities in the study could bring benefits, but since the
aim is not to reach a conclusive answer, but rather to explore the path for new theories,
the number of cities chosen (10) can be considered sufficient. This selection should
be seen as a starting point for further and deeper studies.

3.2 Sources of Street Network Data

The street network of the selected cities is the main object of study, therefore it is
essential to use a reliable data source. For the first experiment, a data set of the
historical evolution of the Paris street network was obtained from the GeoHistorical-
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Table 1 Summary of properties for the cities in the cross-sectional analysis

City Degree of
planning

Shaped by
culture and
religion

Location Age Geographical
characteris-
tics

Rio de
Janeiro

Many self-
organized
favelas

Catholic
South
American

Brazil Modern (60s) Coastal city

Venice Self-
organized
villages
grown
together

Catholic
European

Europe Middle age Several
islands

Damascus Old roman
city
organically,
reshaped
when under
Arab
government

Originally
roman, later
Ara-
bic/Islamic

Middle east Roman age Desert/plain

London Low, self-
organizing

Anglo-
Saxon,
Lutheran

Europe Middle age River city

Tokyo Low, self-
organizing

Japanese all
the time,
although
became
capital later

Eastern Asia Middle age Coastal city

Beijing High, since it
became
capital

Chinese all
the time,
although it
became
capital later

Eastern Asia Antiquity Topographical
constraints

Moscow High, as an
expression of
power

Russian
Orthodox,
capital all the
time

Russia Middle ages River city

New York High, the
original grid
is virtually
unchanged

American all
the time

North
America

About 1600 Several
islands

Brasilia Very high,
entire city
planned at
once

Very new,
built as
capital

Brazil 60s Exploited
jungle

Paris High, since
both the
Baroque
planning and
Haussmann’s
boulevards

Catholic
European

Europe Middle age River city
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Data project (http://www.geohistoricaldata.org), with 10 maps spanning from 1300
to the present day. Figure 1 shows a temporal sequence of maps of the street network
of Paris. Historical maps are relatively scarce and are produced at irregular time
intervals. Therefore, it is troublesome to use some kind of strict selection criterion,
because the resulting selection would be too sparse. That is the reason for usingmany
maps although some of them are quite close in time.

For the second experiment, in order tomake aworldwide comparison, it is essential
to obtain a common data source with relatively consistent data classification and
collection. Publication restrictions and copyright issues make the usage of official
land surveys or proprietary navigational street data (e.g. TomTom, Navteq, Google)
hard. Instead, Open Street Map (OSM) was used as the source for the street network
data. OSM is one of the most successful Volunteered Geographic Information (VGI)
initiatives that aim to create global public domain map data. It is open for anyone to
view, use, edit and create new features; and it has a worldwide coverage, although
the level of detail and classification criteria might differ between different areas.

There has been some debate around the data quality of OSM, since anyone can
modify it. However, the process is moderated, and previous research has suggested
that the errors in this map data are on par with those in other data sets from authorita-
tive sources (Haklay 2010; Dhanani et al. 2012; Krenz 2017). Therefore, the benefits
of being able to use a common map source for all the cities in this study, without
copyright or other legal restrictions, outweigh the possible data quality drawbacks
of using OSM. The OSM data in shape file format was obtained from the download
section of Geofabrik (www.geofabrik.de). Excerpts of the street network of the ten
selected cities (listed in Table 1) are shown in Fig. 2.

3.3 Street Network Model Considerations

In this study, the street network data set is converted to a street network model,
which is then translated to a graph to analyse its degree centrality. Other centrality
measures can be calculated, and they offer possible directions of investigation on
their distribution patterns, but to produce results that are easily comparable with
other studies, also from other network research fields, only degree centrality will be
used.

To obtain discrete and meaningful degree centrality results for each street, it is
necessary to use an appropriate street networkmodel. This rules out the street segment
based models widely used today, presented in Sect. 2.2. As for aggregate street
network model options, the axial line model would require the manual digitizing of
the network, which is impractical for this extensive study. Since we have access to
road centre line data of the selected cities, the ‘Natural roads’ street network model
and analysis method, based on aggregating road centre line segments, is the most
suitable.

A parameter that has to be taken into consideration is the extent of the studied
areas in each city. In this work, the main goal is to capture the structure of the city

http://www.geohistoricaldata.org
http://www.geofabrik.de
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Fig. 1 Sequence of street network growth and change in Paris, from 1300 to 2018
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Fig. 2 The street networks of the ten cities in the cross-sectional analysis
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Fig. 2 (continued)

resulting from its historical growth to get an indication of whether the hypothesis
holds. It can be argued that the larger the study area are better, in order to have a larger
amount of data to analyse, and a certain number of cases is required to fit power law
to the degree distributions. On the other hand, cities with organic patterns are often
small, or have started small and possess small areas with organic pattern. To capture
the organic parts of cities, and to make cities with different sizes more comparable,
we use a circular sample area with a radius of 8 km. These areas are centred on the
historical origin of the city (where applicable), like the Île de la Cité in Paris.

Finally, one aspect that must be considered is the boundary of the network model.
In some cases, one can argue that this delimitation is arbitrary, while in other cases,
like Venice, the city limits are very clear. Nevertheless, in every case we extract a
significant section of the city. In addition, the degree centrality measure used is a
local measure, meaning that edge effects of this boundary are much less pronounced
(Gil 2017).
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3.4 Methodological Process

Having defined the case studies, obtained the data and defined the street network
model, the analytic methodology needs to be carried out.

The first step involves a series of data set extraction, cleaning and validation
operations to enable the creation of the ‘Natural roads’ street network model. This
includes clipping the data sets to extract the street segments in the 8 km study area;
transforming the data to the WGS84 World Mercator projected coordinate system;
breaking the road centre lines at every intersection, because by mistake some street
segments continue across intersections, and this is a requirement for the natural streets
interconnection algorithm towork; finally, identifying and deleting any isolated street
segments or small ‘islands’ of streets, in order to obtain a network with a single
connected component, again a requirement of the centrality algorithm.

The next step is to generate ‘Natural roads’, by joining the street segments at the
junctions using the ‘every best fit’ algorithmwith a threshold angle of 45° (Jiang et al.
2008). Once the ‘Natural roads’ have been created, we calculate degree centrality
for each of the cities’ street networks.

The final step is to statistically analyse the degree centrality results of the cities
to check if their distribution seems to fit a power law distribution. First, we do a
power law fit, where the best-fit alpha and x-min values are calculated. Next, we
test whether the data can fit a power law doing a Kolmogorov–Smirnoff (K-S) test
(Clauset et al. 2009). This test generates many samples based on an ideal power law
distribution, using the x-min and alpha values derived from the best fit of the degree
distribution being tested. Then, the samples are compared against the distribution
by doing a regression analysis to derive a significance test. If the resulting p-value
is above 0.1, the distribution has a probability of following a power law, but it is
not certain. Even though a lot of empirical data looks like it follows a power law
distribution, it is not always the case. The results of these tests (the p-value, x-min
and alpha) are then used in the final assessment and judgement of the fit.

A parameter that deserves some attention is alpha, not only for the statistical
tests but also as a distribution’s characteristic. It tells us the scaling factor in the
distribution, which is the relation between roads with low degree (minor roads) and
roads with a high degree (main roads). A high alpha represents a steep slope of the
best-fit line, showing that there are relatively fewer high degree roads, compared to
the low degree roads. A low alpha represents the opposite. Having this information
about the proportion of different road categories can be used in the interpretation and
understanding of the results.

After a distribution passes the K-S test (p-value > 0.1) it has to pass a final set
of criteria in order to claim that the distribution is a power law. The distribution
under test is compared to other possible distributions such as exponential and log-
normal using a log-likelihood test. To meet the criteria the power law has to obtain
a higher likelihood than these other distributions. This test is done because heavy-
tailed distributions are often quite similar and can give (false) positive results on the
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K-S test, especially in distinguishing between power law and log-normal. Based on
these tests’ results we are able to put all cities into various categories.

When all these measures are extracted, it is time to do a categorical comparison
between the cities to see how the quantitative properties are distributed among the
studied cities. A categorization is made based on the measures in order to investigate
whether the measures might have some relation to their qualitative morphological
characteristics.

3.5 Software Used in the Process

To carry out a largely automated and reproducible study, several pieces of software
are required for data preparation, validation and analysis. First, the FME software is
used for cleaning and validating the data sets. Then, the softwareAxwoman 6.3 (Jiang
2015) for ArcGIS is used to create ‘Natural roads’ and calculate degree centrality for
each city. The degree distribution of the streets is imported, processed and analysed
using the poweRlaw package (Gillespie 2015) in R (R Core Team 2016), which
is also based on the work by Clauset (2007). Finally, Microsoft Excel is used to
collect and visualize the statistical results. The use of several pieces of software was
necessary to reach the desired results, although it would have been simpler if a single
application with all these capabilities combined existed.

4 Results

Following the geographical and topological analysis steps described in Sect. 3,
applied to the objects of study, the result is a street network model of ‘Natural roads’
classified according to the measure of degree centrality. The result on the set of cities
of the longitudinal study can be seen in Fig. 3 and of the cross-sectional study can be
seen in Fig. 4. The results of the statistical analyses are presented in next sections,
starting with a description of the different statistical parameters used. The number
of street segment refers to the number before the natural roads’ aggregation across
intersections while the degree numbers refers to the natural roads (Tables 2 and 3).

4.1 Derived Parameters of Degree Distribution

The results of the statistical analysis of degree centrality distributions is summarized
in Table 4 for the longitudinal study of Paris and Table 5 for the cross-sectional study
Table 4 is sorted chronologically to understand the evolution and its expansion and
restructuring. Table 5 is sorted on the p-value in ascending order, since the purpose is
to understand the power law properties. The next parameter in these tables is Alpha,
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Fig. 3 The longitudinal analysis cities’ dual graph network coloured according to degree centrality
(red represents a high degree value, blue low)
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Fig. 4 The cross-sectional analysis cities’ dual graph network coloured according to degree cen-
trality (red represents a high degree value, blue low)
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Fig. 4 (continued)

Table 2 Descriptive statistics of the natural roads models of the longitudinal study

Year Number
of street
segments

Number
of natural
roads

Mean
degree

Max
degree

Median
degree

Length in
kilometres

1300 1125 353 3.84 57 3 73.8

1380 1065 350 3.94 56 3 69.2

1591 1251 386 3.98 28 3 105.2

1728 3255 961 4.02 73 3 350.3

1791 3463 994 4.24 82 3 393.2

1826 3820 1111 4.35 61 3 407.6

1836 4368 1330 4.00 122 2 434.8

1849 4836 1276 4.79 93 3 497.5

1888 15,749 3511 5.03 88 3 1230.6

1889 9726 2413 5.43 109 3 1587.7
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Table 3 Descriptive statistics of the natural roads models of the cross-sectional study

Name Number
of street
segments

Number
of natural
roads

Mean
degree

Max
degree

Median
degree

Length in
kilome-
tres

Beijing 4862 4861 4.72 154 3 2575.8

Brasilia 7646 7645 3.57 189 2 2242.2

Damaskus 6337 6336 3.77 92 3 2189

London 16,786 16,785 3.83 217 2 3762.4

Moscow 14,471 14,470 4.35 210 3 4177.3

Newyork 3449 3448 6.59 173 3 2049

Paris 13,043 13,042 4.82 180 3 3985.8

Rio 8240 8239 4.02 118 3 2841.9

Tokyo 19,007 19,006 4.93 327 3 5212

Venice 2145 2144 3.42 50 2 319.3

which is the scaling factor of the hypothetical power law. Following that is x-min,
which is the starting value from where the distribution can fit a power law. Finally,
the number of vertices and their mean degree value are in the next two columns for
reference.

The comparison between possible distributions was made for two purposes. The
first purpose is, as mentioned above, for those that pass the K-S test to exclude that
other distributions could provide a better fit. The second purpose was to obtain an
indication of which kind of distribution the non-power law objects could possibly fit.
Those results can provide some clues for further research regarding the cities where
power laws are ruled out. The results of these log-likelihood tests are commented
in the last column. In some cases, the results of the test were not significant, which
means that some other distributions cannot be ruled out.

One thing that needs to be mentioned about these tests is the finite-size effect in
the street network. Due to the geographical constraints, city limits or sample area
limit, the maximum possible degree for a road is limited. This maximum size limit
leads to that all possible power laws will in reality be truncated power laws (power
laws with an exponential tail). Almost all geographical networks with power law
properties are in fact truncated power laws due to finite-size effects. Since this issue
is something common to all the cities studied and the study is comparative, it is
left out of the analysis. Another reason to leave it out is that the study is aimed at
understanding the main part of the street network, not the small (exponential) tail
part.
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Table 4 Results from the longitudinal study of Paris

Year p-value Alpha x-min Number of
vertices

Mean
degree

Comment Plausible
other dis-
tribution

1300 0.58 2.66 3 353 3.84 Medieval
core

1380 0.95 2.62 3 350 3.94 Medieval
core

1591 0.49 2.83 4 386 3.98 Medieval
core

Log-
normal
cannot be
ruled out

1728 0.77 2.83 5 961 4.02

1791 0.95 2.69 4 994 4.24

1826 0.31 2.70 4 1111 4.35

1836 0.42 2.58 4 1330 4.00

1849 0.72 2.61 5 1276 4.79

1888 0.00 2.27 3 3511 5.03 Post-
Hausmann

1889 0.01 2.42 4 2413 5.43 Post-
Hausmann

Possibly
exponen-
tial

2018 0.00 2.44 4 13,043 4.82 Today

4.2 The Evolution of Paris

The results from the evolution of Paris seem to indicate, as expected, that there
are two distinct categories of city structures: Pre-Hausmann (1300–1849) and post-
Hausmann (1888 until today). The main difference is observed in the p-value for
power law probability. From medieval times until the mid-nineteenth century the
results indicate that it is possible that the road network structure adheres to a power
law, while three post-Hausmann maps fail the K-S test. Maybe the first map from
1889 could be a candidate since 0.1 is the test threshold, but when compared to all
of the other maps’ p-value the result seems to be distinctly non-power law. Looking
at the alpha values reveals that the four post-Hausmann maps have the lowest values
while the other maps have a consistently higher alpha value. Altogether, these results
show a clear distinction between the organically grown medieval city and the post-
Hausmann Paris, subject to a very comprehensive restructuring.
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Table 5 Results of the calculations on the cities in the cross-sectional study

City p-value Alpha x-min Number
of
vertices

Mean
degree

Growth
process

Comparisons
to other
distribu-
tions

Brasilia 0.00 2.60 3 7646 3.566 Entirely
planned
from start

Paris 0.00 2.44 4 13,043 4.822 Planned
to a large
extent

New
York

0.01 2.32 6 3449 6.590 Entirely
planned
grid

Log-
normal
seems to
be a good
fit

Moscow 0.03 2.52 3 14,471 4.354 Planned
to
express
power

Beijing 0.10 2.49 4 4862 4.736 Planned

Tokyo 0.29 2.55 7 19,007 4.934 Organically
grown

London 0.39 2.73 6 16,786 3.832 Organically
grown

Damascus 0.40 3.09 8 6337 3.765 Organically
grown on
Roman
grid

Log-
normal
cannot be
ruled out

Venice 0.46 3.50 8 2145 3.425 Several
cities
organi-
cally
grown
together

Log-
normal
cannot be
ruled out

Rio de
Janeiro

0.88 3.13 9 8240 4.021 Many
organi-
cally
grown
favelas
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4.3 Comparison of Cities

The results in the cross-sectional study can be seemingly grouped into two rather
distinct categories, those with p-value < 0.1 and those with p-value > 0.1. This means
that approximately half of the selected cities’ street network degree distribution does
not fit a power law, while the other half has a decent probability of doing that. This
finding is interesting since this statistical distribution can tell something about the
growth process that has created it. If we identify what differs in the two categories
according to Sect. 3.1, there is one main factor that differs: top-down planning or
governing during city growth, versus organic growth.

The cities with a p-value < 0.1 have all been subject to rigorous planning and
structuring, even though the purpose, time and type of planning vary (Kostof and
Tobias 1991). The other cities that have a p-value > 0.1 are all to a varying extent what
is called organic cities (Kostof and Tobias 1991; Batty and Longley 1994; Hillier
1996), or cities with large areas of organic patterns. These so-called organic cities
are those where the city to a large extent has slowly grown over a long period of time
and have not been not subject to any comprehensive planning effort. There is a city
on the edge of the p-value limit, Beijing. The value means that it cannot be ruled out
that it fits a power law, although it is just 0.01 above the limit. It is unclear why this
is the case, but it would be surprising if all data could perfectly fit the dichotomies
of way of growth.

Even though the differences in alpha values for the cross-sectional study are not
as striking as with the p-values, the two groups have a significantly (p<0.05) different
mean value. Alpha values are on average higher in the group of organic cities than
on the group of planned ones, which is in line with the results from the longitudinal
study.

Finally, an observation that also deserves some attention is the part of the distri-
bution below x-min. This part is not included in the distributional analysis, hence the
name x-min for the lower threshold.What is striking is that all cities seem to share the
same kind of pattern in this part of the distribution. On average, streets with degree
centrality of two (about 30% of total) are around twice as many as the streets with
degree centrality of one (roughly 15–20% of total). Then streets with degree three
(about 15–20% of total) are approximately half as many as the ones with degree two.
Thereafter, the pattern of half as many streets as with the preceding degree number is
continuing up until approximately x-min. This finding (illustrated in Fig. 5) indicates
that although cities seem to differ regarding the kind of distribution and scaling factor
(alpha), they still share a universal pattern for the finest grained street network, the
streets that are connecting directly to the buildings. Whatever the reasons behind this
phenomenon, these are so far unexplored.
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Fig. 5 Proportion of total number for the streets with degree 1–4

5 Discussion

5.1 Organic and Planned Growth Processes

It seems that, based on these results, whether the degree distribution fits a power law
says something about the level of planning in a city. This result can be explained
by considering the city as a self-organized scale-free network (Barabasi and Albert
1999). If a city is not subject to large-scale planning, it tends to organize itself
according to some growth principle, e.g. preferential attachment or similar processes
(Volchenkov and Blanchard 2008). Preferential attachment is an example of a kind of
multiplicative growth (Batty and Longley 1994) that results in a scale-free network.
This explanation is in line with previous research (Jiang 2007; Volchenkov and
Blanchard 2008).

A hypothesis for organic growth could be that new roads attach first and foremost
to the existing roads, and these existing roads gain higher degree up to a certain limit
(when there is no more space). This means that the organic growth process results
in the evolution of the fine-grained minor road (background) network connecting
houses to the closest street, while the high degree main roads (foreground) network
is more stationary or undergoes a very slow development. The higher alpha values
(steeper slope) found in the organic street networks supports this explanation. Since
there are mainly local bottom-up forces that shape these (organic) cities, relatively
few primary highly connected streets are built because these require a more central
initiative and a larger amount of resources (Wang 2015). This also makes sense since
it is a more effective use of land (less proportion of roads relative other land use),
according to the space filling principle. (Kuffner 2009), which is logical from the



The Signature of Organic Urban Growth 115

perspective that the forces driving the bottom-up growth (often residential and firms)
are acting economically.

But, what the result in this study also indicates is that not all cities’ development
can be explained in this way; there seems to be a dividing line between planning and
self-organizing processes. In planned cities, a common trait is the creation of many
high degree streets such as highways, boulevards and main streets. This can have
various reasons: political, e.g. it is said that Haussmann’s boulevards were created
to facilitate the movement of police in case of unrest; traffic management, e.g. new
high degree roads are often arterial roads that can handle increased traffic; or to make
the road network more redundant. It is probably the case that many of the planned
cities started with an organic growth process or have grown on an organic core, but
then had a modern road system imposed on them, like in the case of Paris.

5.2 The Classification of Cities

Planned cities can consist of many different kinds and structures. The selection of
cities in this study includes those that are planned in one go (e.g. Brasilia, Fig. 5),
as well as cities that have grown on a planned substrate (e.g. New York grown on a
regular grid), or cities that have got a new structured superimposed (e.g. Hausmann’s
Paris). The city ofMoscow (Fig. 6)was also subject to repeated and extensive restruc-
turing by centralized regimes. The results from this study are inconclusive regarding
planned cities; some seem to be exponential while others might be log-normal, and
some do not even seem to have a good fit for any heavy-tailed distribution.

This is not surprising if we consider the kinds of distributions that some ideal city
forms have. In a perfect grid, all streets in one direction will have the same degree
value while the perpendicular streets will all have another degree value, which gives
a distribution with only two values. The same occurs in the case of radial cities with
concentric rings. A deeper andmore systematic investigation into themany outcomes
of city planning actions and their consequences for the street network structure could
probably present very fruitful work (Fig. 7).

Whether a city is organic or planned is not a black and white classification either.
Cities can be founded and grow an organic network and then suddenly planning
measures are put in place affecting the organic pattern, or further growth outside the
core is subject to new planning measures. This is quite common for European cities,
that a medieval city core is surrounded with more planned patterns. Especially areas
built during the twentieth century are to a very large extent planned. The opposite,
organic growth on a planned pattern, can also happen. A good example is Herat in
Afghanistan (Kostof and Tobias 1991). Where a more fine-grained organic network
has grown on the original roman grid. In this way, cities alternate back and forth
between these two types of structure. This temporal alternation is often slow for the
organic pattern while planning interventions and new planned areas often represent
fast change.
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Fig. 6 CCDF of degree distribution in the longitudinal study (best-fit line drawn)
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Fig. 7 CCDF of degree distribution in the cross-sectional study (best-fit line drawn)
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The temporal alternation also goes in hand with spatial alternation of areas grown
organically and other planned. As a consequence, the degree distribution of cities
suffers disruptions in the middle range from an increased number of planned streets
representing smaller areal interventions, as opposed to the few whole city interven-
tions. While these disruptions deviate from a power law distribution representative
of organic growth they do not completely rule out this fit, as occurs with entirely
planned cities.

Overall, these results are interesting because they can provide an explanation to the
earlier, sometimes contradictory, results (Crucitti et al. 2006a, b; Porta et al. 2006a,
b; Jiang 2007; Volchenkov and Blanchard 2008), where some conclusions stated that
cities adhered to a power law while others did not. It can be that the studied cities
simply were of different kinds (i.e. organic/planned). Another possible explanation
is in the methods used; as described in the methods section, there are several criteria
that can be used to judge whether a distribution is a power law or not. All together
these results show that more studies are required in order to make firmer inferences.

6 Conclusions

This study has revealed similarities and differences in the degree distribution of the
street network among cities with varying cultural, topographical, geographical or
societal organizational circumstances. It has also revealed a striking pattern in the
longitudinal study of Paris, which is to a large extent a different city, before and
after Hausmann’s rebuilding of the city. The factor that seems to explain the striking
differences found in the degree distributions is the growth process, organic bottom-
up or planned top-down. It seems that cities with a resulting organic street pattern
are likely to follow a power law in their degree distribution. One the other hand, the
extensively planned cities do not follow a power law distribution. These results can
be useful in several ways.

First, they offer an explanation for the disparate results from other studies on the
properties of the street networks, which have tried to find universal patterns in cities,
often power law distributions. The answer to the question whether a universal pattern
exists is: no, because it depends on the growth process of the city. Rather, it seems
that there are at least two kinds of patterns.

Second, they elegantly verify the categorization and judgment of cities that urban
planning historians and theorists such asKostof and Tobias have done on a qualitative
basis, through visual analysis of the morphology. This opens up the possibility for
urban historians, theorists and morphologists to support their work with quantitative
analysis on a larger scale than the usual qualitative judgements allow.

Third, for a long time there have been attempts to plan cities or neighbourhoods
with an organic morphology. These attempts have often been unsuccessful or failed
to produce the kind of urban fabric that was intended. The insights in this studymight
help such attempts, opening up the possibility to test various designs. The results can
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be used to see if the designs have the same properties as the organically grown cities
that serve as models.

Although this study is too small to draw conclusive lessons, it provides clues and
starting points for further research. It also raises the question of whether there is
some differentiated universal pattern in cities. It has shown that one measure of the
street network can reveal such patterns and relations that seem to depend on the city’s
history of growth and planning.
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A Fractal Approach to Explore
Australian Urban Form and Its
Impacting Factors at Neighbourhood
Scale

Mengyuan Jia, Yan Liu, Scott N. Lieske and Tian Chen

Abstract This chapter demonstrates an application of the correlation fractalmethod
for exploring place diversity at neighbourhood scale. An empirical case study was
performed on 130 neighbourhoods in the state capital city of Brisbane in Queens-
land, Australia. We used Google Maps as the data source to capture the neighbour-
hood building footprints for fractal analysis and compared the fractal results (fractal
dimension and α) of Brisbane with those from similar studies of European cities.
Spatial correlation analysis was employed to explore key factors impacting place
diversity including different characterisation of density, metrics of land-use mix and
accessibility. Results show that the urban form in Brisbane lacks place diversity and
is homogenized, with no remarkable difference between inner city and suburban
neighbourhoods, and its fractal dimension is lower than European cities. The fractal
results of neighbourhoods are influenced by modernist planning principles including
low-density housing, functional zoning and hierarchical street networks. Our appli-
cation confirms that the correlation fractal method is suitable for describing urban
form at the neighbourhood scale in the Australia context.

1 Introduction

Planning is changing theway cities grow, such that ‘(naturally) growing cities develop
much more slowly than those which are planned’ (Batty and Longley 1994: 8). Mod-
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ernist planning follows the motto of Modernist Architecture which says ‘form ever
follows function’ (Sullivan 1896: 408). This functional design principal satisfies the
general requirements of industrialization and rapid urbanization, which has been
influential to planners for generations. Yet, an increasing number of planners, soci-
ologists and ecologists have realized the social and environmental problems caused
by modernist planning in cities (Forman andWu 2016). For instance, under the mod-
ernist planning model, single-use areas are developed to separate residential uses
from industrial or commercial uses, and large number of single-family houses are
built at suburban areas with the goal of making a safer and healthier living envi-
ronment. The result, however, is urban sprawl, work-residence separation and high
energy consumption (Levy 1999). Streets are designed for high-efficiency motorized
transportation, while pedestrian-friendly streets with shops and restaurants are dis-
appearing (Jacobs 1993). The planning and design of urban areas are being repeated,
following similar design methods. As a result, cities lose diversity, becoming sim-
pler, similar and modularized. However, diversity is an essential feature of cities, as
cities are viewed as complex systems where people and communities interact with
one another and with the objects in cities (such as roads, buildings and parks) (Batty
and Torrens 2005; Batty 2013).

Diversity in cities include social (such as different races, ethnicities, genders,
ages, households), economic (such as mixed in income, mixed in function), as
well as spatial aspects. Spatial diversity in cities is also called place diversity by
New Urbanists, smart growth advocates, creative-class adherents, and sustainabil-
ity theorists (Talen 2006). These groups point out that a lack of place diversity has
resulted in a range of issues including social segregation (Pendall 2001; Hall 2002),
loss of vitality (Jacobs 1961) and reduced level of sustainability (Steiner 2002;
Pickett et al. 2004). The concept of place diversity includes two types of spatial
characteristics—variety and connectivity. Variety includes buildings, plots, blocks
and streets in various sizes and shapes that ensure the mix of functions, households
as well as social and economic requirements (Talen 2006). Connectivity suggests
that spatial elements should be well connected from the building scale to the city
scale. While modernist planning separates land use and develops ‘strict hierarchi-
cal subdivision’ (Batty 2013: 175) to organize the functions and street networks of
cities, the result is the homogenization of urban space and the loss rather than con-
nection of urban spatial tails (that is links between buildings, streets and open spaces)
(Alexander 1967).

The study of urban form focuses on describing and interpreting the main physical
elements that structure and shape a city—buildings, and their related open spaces,
blocks, plots and streets (Moudon 1997). Position, outline and internal arrangement
are typical characteristics used to describe urban form (Kropf 1996). Thus, urban
form needs to be measured and described not only using the visible shape and pattern
of the buildings, streets and other external space, but also the organizations and
relationships between these elements. A number of quantitative analyses have been
developed to evaluate the urban form of modern planned cities, such as the use of
Space Syntax to describe the internal structure of urban form (Hillier et al. 1976;
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Hillier 1999), and spatial metrics to analyse the shape of urban form (Frank et al.
2004; Frenkel and Ashkenazi 2008; Lieske et al. 2012; Lowry and Lowry 2014).

Fractal methods emerged as a practical approach to describe urban form in the
late 1980s as they are able to describe both the shape and structure of urban built
environment (Arlinghaus 1985; Batty and Longley 1986; Goodchild andMark 1987;
Batty and Longley 1994; Batty and Torrens 2005; Batty 2013). Fractal methods have
been applied to quantify both linear features (such as streets) or areal features (such
as built-up areas) at scales ranging from regional to cities, towns and neighbour-
hoods (Lucien et al. 2000; Shen 2002; Keersmaecker et al. 2003; Thomas et al.
2012; Thomas and Frankhauser 2013). For instance, Keersmaecker et al. (2003) use
fractal-based parameters to describe the intra-urban diversity in Brussels. Their find-
ings show associations between fractal dimensions and population density, housing
rent, distance to the central business district (CBD), household income and the age
of buildings. A series of studies conducted by Thomas and colleagues (2007, 2008,
2012), Thomas and Frankhauser (2013) applied fractal methods at the neighbour-
hood scale and tested the usefulness of fractal dimension when describing the urban
pattern as uniform or contrasting. They found that the fractal dimensions are affected
by population density and historical process of urban development. Through a com-
parative study of neighbourhoods in 18 European cities, they reported the fashion
of the modernist planning theories that result in highly similar urban form across
different countries (Thomas et al. 2012). While most of the current studies of urban
form using fractal methods consider European cities which have a long histories of
self-organized growth, few studies have been done in other regions using thismethod.
Therefore, there is a need to evaluate the urban forms in other cities, especially those
developed under the modernist planning theories.

In terms of data source used for fractal analyses of urban form, digitized topo-
graphical maps (Thomas et al. 2007, 2008, 2012) or remotely sensed images (Sun
et al. 2006) are commonly used to acquire building footprints. In some countries, the
availability of this type of data source is limited, andmay have a coarse spatial resolu-
tion. In addition, this type of maps often requires sophisticated processing techniques
for fractal analyses. Therefore, it would be useful to explore other source of data at
higher spatial resolution such as the building scale covering large geographic areas.

This chapter uses the City of Brisbane, Australia as a case study to quantify its
place diversity at neighbourhood scale by correlation fractal method, using high-
resolution spatial data extracted from Google Maps. Spatial correlation analysis
between the fractal results and 13 spatial metrics representing different characteri-
zations of density, metrics of land-use mix and accessibility is conducted to explore
factors impacting on place diversity. We aim at addressing two inter-related research
questions; (1) how does the fractal dimension of the urban form in Brisbane compare
to its European counterparts? (2) how do modernist planning principles, as reflected
by different characterizations of density, land-use mix and accessibility, impact on
the fractal dimension of urban form in the Brisbane context? The outcome from this
study can provide additional insights to understand the place diversity of Australian
cities. It also evaluates the application of the fractal methods in quantifying urban
form through the use of new data source at the neighbourhood scale citywide.
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The rest of this chapter is organized as follow: Sect. 2 introduces the correla-
tion fractal method as well as the spatial correlation analysis between the fractal
dimension measures and 13 spatial metrics representing different characterizations
of density, land-use mix and accessibility. A description of the study context and data
is also presented in this section. Section 3 presents the results from the fractal and
correlation analyses and Sect. 4 discusses the impacts of modern planning principles
on place diversity and insights for further planning practice. The conclusions are
drawn in the final section.

2 Methodology, Study Context and Data

2.1 The Fractal Methods

Fractal geometry has been employed since the 1960s to quantify shapes that are
irregular but self-similar such as coastlines, mountains and a variety of other physical
phenomena (Mandelbrot 1967). AsMandelbrot (1983) described, such shapes, called
fractals, appear similar at different scales such that ‘apart looks like the whole’ (Batty
andLongley 1986: 1148). Fractals exist both in the naturalworld aswell as in artificial
phenomena, such as in cities. Various aspects of cities are confirmed to be fractals,
such as urban growth patterns and rank-size distribution at regional scale (Batty
and Longley 1986; Frankhauser 1998), the built environment at the building scale
(Keersmaecker et al. 2003; Thomas et al. 2007, 2008; Thomas and Frankhauser
2013), the street network (Ariza-Villaverde et al. 2013; Thomas and Frankhauser
2013), and land use (Feng and Chen 2010).

The property of fractals and methods for computing fractal dimension can be
described by a classical idealized model termed the Sieprinski’s tree (Fig. 1) (Batty
and Longley 1994). The black square is an initiator of base length L at the initial
stage (n � 0 and is consistently replaced by five small black squares of base length
1
3 L at each subsequent stage (i.e. n � 1, 2 …n). Sieprinski’s tree constitutes smaller
and smaller similar Sieprinski’s trees. The total surface area of the black squares can
be computed following a procedure described below.

At the initial stage (n � 0), the original surface of black squares is

M0 � N0 × l20 (1)

where M0 is the surface area of black squares at n � 0; N0 is the number of black
squares (N0 � 1), l0 is the base length of black squares (l0 � L).

Using the same convention with M1, . . . , Mn representing the surface areas of
black squares, N1 …, Nn the number of black blocks and l1 … ln the length of the
block at each subsequent step (i.e. n � 1, 2 …n), the total surface area of the black
squares at each step can be calculated by applying the generator to the initiator as
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M1 � N1 × (l1)
2

M2 � N2 × (l2)
2

...
...

Mn � Nn × (ln)
2

(2)

As each subsequent step follows the same generator, the number of black squares
Nn can be generated from the length of black squares (ln). When ln decreases at
each step, Nn increases. Therefore, Nn can be calculated by the following (Batty and
Longley 1994)

Nn � (ln)
−D (3)

where D represents a scaling factor, or the fractal dimension of the shape. By trans-
forming Eq. 3, D can be calculated as

D � − log Nn

log ln
� log Nn

log(1/ ln)
(4)

Assuming that the original base length of a shape L � 1 in Fig. 1, the fractal
dimension value D of Sieprinski’s tree can be calculated to be 1.465.

In a typical two-dimensional space, the fractal dimension ranges from 1 to 2. This
can be demonstrated by combining Eqs. 2 and 3 to get the total surface area of black
squares of

Mn � Nn × (ln)
2 � (ln)

(2−D) (5)

If D < 1, Mn would be larger than ln . Given that ln � (
1
3

)n
L in Sieprinski’s tree,

it is impossible that the surface value would be smaller than its base length. When
D � 1, the surface of the black squares in Sieprinski’s tree equals to the length of
the black squares, representing a line. When D � 2, the black surface in Sieprinski’s
tree equals the original square (n � 0).

Fig. 1 Sieprinski’s Tree model of fractal growth (adapted from Batty and Longley 1994)
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This fractal structure also appears in cities. At the regional scale, one black square
can represent one city. At the city scale, a black square represents a building cluster
and at neighbourhood scale, a black square can represent a building. Even though
cities are not well-defined fractals like the Sieprinski’s tree, we can nevertheless
explore the spatial distribution of urban built-up environment using the fractal meth-
ods. However, in the fractal analyses of cities, D cannot be derived mathematically,
but computed empirically (Thomas et al. 2012). By fitting the empirical curve to
a theoretical fractal law curve, the fractal dimension of a real-world shape will be
computed (Keersmaecker et al. 2003). There are several methods for building an
empirical curve that are suitable for measuring the fractal dimension of the urban
built environment, including theDilation,Grid andCorrelationmethods (Shen 2002;
Keersmaecker et al. 2003). These methods share the same logic; they enable us to
establish an empirical curve of the calculating areas with base length ε and the num-
ber ofmeasured objects N(ε). The definition of the initial calculation of areas and how
it changes at each subsequent step are different in each fractal method. For instance,
in the Dilation method, the initial calculation of areas are windows with base length
ε covering all the black pixels, and the number of windows is considered as N(ε);
at each subsequent step, the window base length ε increases incrementally and the
number of windows N(ε) covering all the black pixels would change correspondingly.
In the Gird method, we cover the map with a grid (the size of the squares in the grid
is ε), and then count the number of squares of the grid N(ε) that are covering part
of the building footprints; gradually enlarging the squares size of the grid at each
subsequent step, we will get a series of ε and N(ε) to establish the empirical curve.

We choose the correlation fractal method (also called theCorrelation Dimension)
in this study due to its advantages of being straightforward, and the fractal measures
can be calculated efficiently and is less noisy when only a small number of points
are available (Decoster and Mitchell 1991). We first tessellated the map of building
footprint (in raster format, tiff or bmp) into same size windows of base length ε.
Then, we counted the average number of black pixels within each window N(ε). This
procedure was repeated by increasing the window base length ε, resulting in a series
of N(ε) values. Next, an empirical curve was generated where the X-axis represents
the window base length ε � (2i + 1) (i being the iteration step) and the Y-axis
represents N(ε). This curve was fitted to a theoretical fractal law curve as (Batty and
Longley 1994; Keersmaecker et al. 2003; Thomas et al. 2008, 2012):

N(ε) � α εD + c (6)

where α is a ‘form factor’ or ‘prefactor of shape’ (Thomas et al. 2012: 192) that
corresponds to the size of the buildings. When the window size ε equals to or is
smaller than the size of a building or courtyard, the empirical N(ε) value would be
un-stable. Thus, a constant c is introduced to the fractal law curve in order to avoid
local effects and hence incorrect estimations (Frankhauser 2008).

The process of generating an empirical curve and fitting to a theoretical fractal
law curve can be done by using the correlation function in the software program
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Fig. 2 The fractal dimension (D) and α of six artificial black distribution patterns

Fractalyse.1 This software program is dedicated to conduct fractal analyses of raster
files (tiff or bmp) and has been applied in built environment studies (Keersmaecker
et al. 2003; Thomas et al. 2007, 2008, 2012; Thomas and Frankhauser 2013). In
Fractalyse, the three parameters (D, α, and c) are estimated along with the deter-
mination coefficient (R2) which shows the fitness of the estimated theoretical curve
to the empirically derived curve. We consider R2 > 0.99 to indicate that the gen-
erated fractal dimension value is reliable; otherwise, the pattern is not fractal or is
multifractal (Thomas et al. 2012).

To illustrate how correlation fractal method can be applied to measure the shape
and hierarchical structure of urban form, we hypothesize six different patterns as
illustrated in Fig. 2. When comparing pattern (1) with (2) and (3), we find D is
higher when the black squares are distributed uniformly (1). This is also the case
in patterns (4–6). When we compare pattern (1) with (4) (or 2–5, 3–6) where the
black squares are occupied at the same area in each pattern, the more hierarchically
structured pattern in (4) results in a lower D value. The illustration also shows that
α is higher when the size of black square mass is larger. Therefore, a higher D value
indicates more uniformity and a less hierarchical distribution of buildings while
higher α relates to larger building size.

In this study, we first apply correlation fractal method to explore the fractal
dimension and α of the urban form in our case study site at the neighbourhood scale.
The results are comparedwith European counterparts as evidenced in existing studies
(Thomas et al. 2007, 2008; Thomas and Frankhauser 2013) to explore the differences
of place diversity between self-organized cities and modernist planned cities.

1This is a free software program downloadable from the website at http://www.fractalyse.org/.

http://www.fractalyse.org/
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Table 1 Measures of density, land-use mix and accessibility to correlate with fractal dimensions

Category Spatial metric Data source

Density A1 Population density
(persons/km2)

Census 2016a

A2 Building density
(occupied cells/total land
cells)

Google maps

A3 Housing density
(units/km2)

Census 2016

A4 Median land lot size (m2) DCDB 2017b

Land-use mix B1 Percentage of residential
land-use (%)

ACLUMP 2012c

B2 percentage of public
institutions land-use (%)

ACLUMP 2012

B3 Percentage of
environmental land-use (%)

ACLUMP 2012

B4 Percentage of industry
land-use (%)

ACLUMP 2012

B5 SD of land lot size DCDB 2017

B6 SD of perimeter of blocks Brisbane City Plan 2014d

Accessibility C1 Street connectivity (ratio
of streets to intersections)

Brisbane City Plan 2014

C2 Dendritic street pattern
(ratio of cul-de-sacs to streets)

Brisbane City Plan 2014

C3 Percentage of
transportation land-use (%)

DCDB 2017

aThe Census of Population and Housing (Census) is Australia’s largest statistical collection under-
taken by the Australian Bureau of Statistics (ABS). More information is available at http://www.
abs.gov.au/websitedbs/censushome.nsf/home/2016
bThe Digital Cadastral Database (DCDB) contains the property boundaries and related property
description of all land parcels in Queensland. Data is available at https://data.qld.gov.au/dataset/
cadastral-data-queensland-series
cThe Australian Collaborative Land Use and Management Program (ACLUMP) coordinates the
development of nationally consistent land use and land management practices information for
Australia. ACLUMP land use data is available at http://www.agriculture.gov.au/abares/aclump/
land-use/data-download
dBrisbane City Plan 2014 is Brisbane City Council’s plan for the future development of Brisbane.
The dataset is available at https://www.brisbane.qld.gov.au/planning-building/planning-guidelines-
tools/brisbane-city-plan-2014

http://www.abs.gov.au/websitedbs/censushome.nsf/home/2016
https://data.qld.gov.au/dataset/cadastral-data-queensland-series
http://www.agriculture.gov.au/abares/aclump/land-use/data-download
https://www.brisbane.qld.gov.au/planning-building/planning-guidelines-tools/brisbane-city-plan-2014
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2.2 Spatial Correlation Analysis

To explore the impact of modernist planning principles on urban form, we applied
the Pearson correlation coefficient to quantify the relationships between the fractal
measures and 13 classic metrics of urban form (Table 1) selected based on existing
literature (Keersmaecker et al. 2003; Frank et al. 2004; Thomas et al. 2007, 2012;
Frenkel and Ashkenazi 2008; Lowry and Lowry 2014). These spatial metrics reflect
three aspects of modernist planning principles (Jacobs 1961): density, land-use mix
and accessibility. Density is the most intuitive measurement of the occupation of
space and is often applied in measuring urban sprawl (Tsai 2005; Ewing 2008).
Population density (A1) is the most commonly used index expressed by the number
of inhabitants per square kilometre. Building density (A2) is also used to reflect land
use and development intensity, often expressed as a percentage of urban built-up area
in the total areas. Housing density (A3) is also considered as a good measure of the
physical condition of land use and urban form, which is quantified by the amount of
housing per square kilometre. Median land lot size (A4) can affect the housing type
and quantity, and influence density. Measures of land-use mix quantify the mixture
of land uses and functions in cities, which is regarded as an important feature of
vitality according to Jacobs (1961), Lynch (1995) and planning theories such as New
Urbanism (Talen 2005) and Smart Growth (Daniels 2001). Four types of land uses
(B1, B2, B3 and B4) related to the functions of living, social service, leisure and
working are measured to describe the land-use mixture. The standard deviation (SD)
of land lot sizes (B5) and SD of the perimeter of blocks (B6) show the variance in land
lots and blocks, which would support different functions. Accessibility refers to the
ability to access one destination from a location. It considers access by pedestrians
more than by motor vehicles. The street connectivity (C1) and dendritic street pattern
(C2) indices are used to quantify whether the street network is pedestrian-friendly
(Lowry and Lowry 2014). They also relate to the hierarchical structure of the street
network. More intersections and fewer cul-de-sacs usually mean that the streets are
well connected, while the highly hierarchical street network has fewer intersections
and more cul-de-sacs, which are less accessible. Furthermore, the percentage of
transportation land-use (C3) measures the quantity and width of streets, which also
quantifies accessibility.

2.3 Study Context: Brisbane, Australia

Brisbane is the state capital city of Queensland and the third most populous city
in Australia. Its metropolitan area has a population of 2.42 million and an area of
15, 826 km2 (Australia Bureau of Statistics 2016a, b). The city was founded in
1824 as a penal colony, boomed in the 1900s due to its abundant mining resource
and pleasant environment. From the late twentieth century onward immigration and
international tourismhave resulted in remarkable growth in population and peripheral
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developments (Hamnett 1984; Lieske 2017). As Stimson and Taylor (1999) state,
Brisbane experienced a low-density, car-focused suburbanization era. In the 1990s,
there were considerable debates about suburbanization in Australia, and some city
plans as well as urban renewal projects were implemented to contain urban sprawl.
However, the Australian dream for detached single family houses led to strong trend
for urban expansion (Gleeson 2006). Siksna (2006: 89) states that the urban form of
Australian cities ‘share similarities only with the United States’ but different from
cities in European and Asian countries. However, the place diversity in Brisbane and
how it may differ from the European self-organized cities are yet to be explored.

We used Statistical Area Level 2 (SA2) defined by the Australian Bureau of
Statistics in the Australian Statistical Geography Standard (ASGS) as our base unit
of analyses. SA2s are medium-sized general purpose areas, typically with a popu-
lation size ranging from 3000 to 25,000 habitants, and representing a community
that interacts together socially and economically (ABS 2016b). There are 133 SA2
units in Brisbane with three SA2s—Lake Manchester-England Creek, Mount Coot-
tha and Enoggera Reservoir—having few resident population. As such, only 130
SA2 were analysed in this study. These SA2 are termed neighbourhoods thereafter.
Figure 3 illustrates the study area with SA2 boundaries and one insert map showing
the building footprint of one SA2 unit in its CBD region.

2.4 Data

To conduct fractal analysis in Fractalyse, the base data are required to be raster
images with the urban built-up areas shown as black colour pixels and non-built-up
areas as white colour pixels (Keersmaecker et al. 2003; Thomas et al. 2008, 2012).
Using the styling map service of Google Maps (https://mapstyle.withgoogle.com/),
wewere able to edit the display ofmaps to illustrate buildings in blackwhile removing
other factors (roads, parks, rivers, POIs). After editing the display of the maps, the
styling map service generated a URL based on Google Static Maps API service from
which we downloaded the map tiles (in zoom level 172) covering the study area.
Subsequently, we merged all map tiles to produce one raster data layer, and used the
SA2 boundary file to split the raster to produce neighbourhood building footprint
maps. One pixel on the map of a neighbourhood building footprint represents a 2 ×
2 m area on the ground. Using Fractalyse, we define a rectangular area covering the
whole building footprint map of each neighbourhood, and then calculate the fractal
dimensions using the correlation fractal method described earlier. Although the size
of the rectangular areas for each neighbourhood varies, which can lead to different
number of pixels on the map boundary with no-data value, the impact of these edge

2Zoom level is an integer on Google Maps that defines the resolution of the current view. Zoom
levels between 0 and 21, and building outlines appear on the map around zoom level 17. Detail
information ofGoogleMapsStatisticAPIs see https://developers.google.com/maps/documentation/
static-maps/.

https://mapstyle.withgoogle.com/
https://developers.google.com/maps/documentation/static-maps/
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effect on fractal results is limited (Keersmaecker et al. 2003; Thomas et al. 2007,
2008, 2012).

Other data used in this study include the 2016AustralianCensus of Population and
Housing (ABS 2016a), the Digital Cadastral Database (DERM 2017), the land-use
map in 2012 from the Australian Collaborative Land Use and Management Program
(Department of Agriculture and Water Resources 2012) and the Brisbane City Plan
2014 (Brisbane City Council 2014). These data sources are employed to develop
spatial metrics listed in Table 1. All spatial metrics are calculated according to the
same boundaries with fractal analysis as shown in Fig. 3.

Fig. 3 The 130 SA2 neighbourhoods in Brisbane, Australia, with one insert map illustrating its
building footprints. The SA2 boundary data were extracted from the ABS Census 2016 and the
building footprints data were extracted from Google Maps
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Fig. 4 Spatial distribution of the fractal dimension (D) and α across 126 neighbourhoods in
Brisbane

3 Results

3.1 D and α Values of Brisbane Neighbourhoods

Using the correlation fractal method, only four neighbourhoods—Pallara-
Willawong, Brisbane Port-Lytton, Tingalpa and Morningside-Seven Hills—resulted
in a R2 less than 0.99. These neighbourhoods correspond to port and industrial areas,
where buildings are mostly large factories, plants, or workshops. These neighbour-
hoods were measured with insignificant D values because they are not fractals or
they are multifractal (Thomas et al. 2012) and are therefore excluded from further
analyses. Therefore, we presented results for the rest 126 Brisbane neighbourhoods.
Univariate choropleth maps were drawn to show the spatial distribution of fractal
results (Fig. 4). We classified D and α values into five categories using equal interval
at 0.1 and 0.5, respectively.

Batty and Longley (1994), Frankhauser and Sadler (1991), and Frankhauser
(2008) computed the fractal dimensions of several cities around the world, and for
most cities they measured, the D value ranges between 1.6 and 1.8. Assuming that D
� 1.6 ~ 1.8 as the best value range, we note that 71.4% of Brisbane neighbourhoods
are within this range. 11.1% of neighbourhoods have a high fractal dimension value
(D > 1.8)which are scattered throughout city, including the onewith the highest value
(D � 1.875) in the city centre. On the other hand, 17.5% of neighbourhoods have
a D value lower than 1.6, with the lowest D � 1.401 being located at the southeast
suburban area. There are 106 neighbourhoods (84.1%) whose α value is less than
1.0, with the neighbourhood having the highest α being located in the suburb areas.
Figure 5 illustrates the relationship between D and α for Brisbane neighbourhoods,
indicating a negative correlation between α and D.

A comparison with fractal dimension measures in cities of some European coun-
tries by Thomas et al. (2012) is listed in Table 2. The mean D of Brisbane neigh-
bourhoods is 1.684, less than the mean D of European neighbourhoods. The standard
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Fig. 5 Scatterplot of D and α. By ranking the neighbourhood according to D value in ascending
order, the corresponding α value for the neighbourhood is shown in descending order, indicating a
negative correlation between the two measures

Table 2 Number of observed
neighbourhoods (n), mean of
fractal dimension (D) and
standard deviation (σ)

City/Country n D σ

Brisbane 126 1.684 0.102

Italy 5 1.768 0.153

Finland 5 1.787 0.124

France 45 1.818 0.133

Belgium 21 1.835 0.103

Germany 16 1.859 0.075

Switzerland 5 1.866 0.042

deviation (σ) of D in Brisbane is 0.102, less than cities in Italy, Finland, France and
Belgium,which shows the variation of urban form among neighbourhoods is by com-
parison, small. Yet, the number of observed neighbourhoods in Thomas et al. (2012)
is less than the number of neighbourhoods analysed here. Fewer neighbourhoods
may bias the observed D values. Thomas et al. (2012) selected neighbourhoods in
various cities by considering their location, morphology, function, history and other
factors for analyses of fractal dimensions, rather than all neighbourhoods across each
city as is done here.

We compare the distribution ofD in Brisbanewith theWallonia region of Belgium
(Thomas et al. 2008) and the City of Antwerp, Belgium (Thomas and Frankhauser
2013). Figure 6 shows that the spatial distribution of neighbourhoods with high (or
low)D value in Brisbane is not remarkably different between inner city and suburban
areas, except in industrial areas. In contrast, the Wallonia and Antwerp examples
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Fig. 6 Comparison of the fractal dimension of neighbourhoods in Brisbane,Wallonia and Antwerp
(Data classified using natural break method). The map of Wallonia is from Thomas et al. (2008)
and Antwerp from Thomas and Frankhauser (2013) (with permission)

reveal apparent transitions from high D in city centre (or urban areas) to low D in the
outskirts (or rural areas). For example, the central business districts, such as Brisbane
City (D � 1.671), South Brisbane (D � 1.729), and residential areas in inner city or
suburban area, like Toowong (D � 1.707), Eight Mile Plains (D � 1.729), show little
differences in fractal dimension. The urban form between inner city and suburban
areas in Brisbane is highly similar compared to those in European cities or regions.

3.2 Correlation Between Fractal Measures and Classical
Spatial Form Metrics

The correlation coefficients between the fractal measures and classic spatial form
metrics are listed in Table 3. Except for public institutions land-use percentage (B2)
and street connectivity (C1), all other spatial metrics quantifying density, land-use
mix and accessibility have significant correlations with D. The three types of density
(A1, A2, and A3) and residential land-use percentage (B1) have correlation coeffi-
cients larger than 0.45, and are positively correlated with D. For α, its correlations
with four spatial metrics (A1, B1, B2, and B5) are significant (p < 0.01). Among
them, residential land-use (B1) has the highest negative correlation with α, whereas
accessibility measures show little correlation with α. The relatively small values of
correlation coefficients, although significant at various p scale, indicate the weak
linear relationships between the spatial form metrics and D or α (Table 3).

We selected six neighbourhoods with similar fractal dimensions (1.680–1.682) to
further analyse the relationships between fractal dimension and density. The compar-
ison shows all selected neighbourhoods have similar morphological characteristics
that there are large scale buildings and some vacant spaces among the similar size
residential houses. Some neighbourhoods have similar urban densities like (b), (d)
and (e) in Fig. 7, but others (a, c and f) have large differences in densities even though
they may have the same or similar fractal dimensions. This is evident in the Pinjarra
Hills Pullenvale area (Fig. 7a) with low urban density compared with an inner city
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Table 3 Correlation between fractal measures (D and α) and classical spatial form metrics

Category Spatial form metric D α

Density A1 Population density 0.50*** −0.22***

A2 Building density 0.49*** −0.03

A3 Housing density 0.46*** −0.18**

A4 Median land lot size −0.36*** 0.03

Land use mix B1 Percentage of residential land-use 0.49*** −0.59***

B2 percentage of public institutional land-use −0.03 0.30***

B3 Percentage of environmental land-use −0.43*** 0.16**

B4 Percentage of industry land-use −0.18** 0.20**

B5 SD of land lot size −0.24*** 0.35***

B6 SD of perimeter of blocks −0.44*** 0.20**

Accessibility C1 Street connectivity −0.12 0.04

C2 Dendritic street pattern −0.22*** −0.08

C3 Percentage of transportation land-use 0.43*** −0.17**

***p < 0.01 (2-tailed); **p < 0.05 (2-tailed)

neighbourhood in Albion (Fig. 7b). It appears that density does not directly affect
the level of scale disparity between buildings which is measured by fractal dimen-
sion. As Thomas et al. (2007: 303) report in their study of Brussels, ‘For a given
value of density, the fractal dimension can be very different and this variation can be
explained by the internal organization, the morphology of the built-up area’.

Among the spatial metrics measuring land-use mix, residential land-use (B1) is
relatively highly correlated with D and α. The neighbourhoods of larger residential
areas tend to have higher D and lower α. Environmental land-use (B3) has a nega-
tive correlation with D. More open spaces such as parks can enlarge the contrasts
between built-up and non-built-up areas and reduce the highly homogeneous urban
spatial environment. For instance, a park between the homogenized single-family
houses can change the landscape scenery and provide open space for the residents.
Neighbourhoods with more public institutional land-use (B2) have higher α. This
confirms that α can describe the building size because the buildings for administra-
tive, business, commercial or cultural functions are usually in large scale. Comparing
the land use of different neighbourhoods (Fig. 8), neighbourhoods with high D value
are predominately residential areas with little environmental or industrial land-use.
Lower D corresponds to more diverse land-use patterns and lower percentage of
residential land-use. It may be due to the nature of public institutional and environ-
mental land-uses that aremore flexible and diversified, which also provide the variety
of building functions.

Our results also show some correlations between the accessibility measures and
D. A dendritic street pattern (C2) correlates negatively with D, and more dead-end
streets in a neighbourhood tends to make D lower. Figure 9 illustrates two types
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Fig. 7 Examples of selected neighbourhoods with similar fractal dimensions. The building foot-
prints data were extracted from Google Maps

of street networks, one is dendritic in the suburban neighbourhood of the Eight
Mile Plains which is highly hierarchical, lacking interactions and having more cul-
de-sacs; the other is of a rectilinear street pattern in an inner neighbourhood of
New Farm, with each street well connected with other streets and less dead-end
streets. Neighbourhoods in Brisbane developed in the rapidly suburbanizing period
are usually featured with hierarchical street networks while streets in the inner city
neighbourhoods are more networked in grid. The different street network patterns
reflect different level of accessibility for pedestrians which have somehow impacts
on the fractal dimension of its urban form.

4 Discussion

This study applies the correlation fractal method to quantify urban form in Brisbane
at the neighbourhood scale. The average value of the fractal dimension across all
neighbourhoods is lower than those observed in European cities, indicating a lower
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Fig. 8 Comparison of neighbourhoods with different land-uses and their D values. Land use data
used to produce this figure were extracted from ACLUMP

level of place diversity in Brisbane compared with its European counterparts. This
can be possibly explained by three reasons: low-density housing, functional zoning,
and the hierarchical layout of street networks. First, our results show that there is a
stronger relationship between D value and residential land development, including
housing density (A3), population density (A1), and percentage of residential land-
use in all land-use types (B1). Limited variations exist in the urban form due to
the single detached family houses being the dominant residential building type in
Australian cities. This results in the drabness and monotonous space (Adams et al.
2013). Second, land lots in Brisbane are subdivided based on lot functions, where
functional zoning limits the use of land, type of buildings to be constructed and
diversity of occupants. Variation in lot size plays a critical role in maintaining certain
level of diversity in a city. Different lot dimensions could contain various functions,
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Fig. 9 Two exemplars of street network in Brisbane neighbourhoods: dendritic (Eight Mile Plains,
D � 1.729) and rectilinear (New Farm, D � 1.827). The building footprints data were extracted
from Google Maps

such as large size land lots for apartments or commercial complexes, and small land
lots for single-family houses. Differently sized lots would offer more opportunities
to developers with different finance abilities (Shelton et al. 2013), which can increase
social-economic prosperity and vitality.

The third reason for the low place diversity is the hierarchical layout of street net-
works. Modern cities in hierarchical structures are more like a tree structure while
cities developed in the nineteenth century are more similar to a fishnet with more
complex interactions. European colonists planned Brisbane in a rectilinear fashion
(Siksna 2006), similar to American cities developed in the late eighteenth century
to early nineteenth century. Gridded streets usually contain two arrays of lots in a
block, and with homogenous block sizes within the neighbourhood. However, under
the influence of the modernist planning theories (Brody 2013), suburban neighbour-
hoods are designed to be functional, self-contained and hierarchical. Local streets
are designed to be substantially different from the arterial streets in order to enhance
neighbourhood safety and speed-up traffic flow, with more dead-end streets and the
disappearance of urban street life.

Although the modernist planning methods have been debated in Australia since
the 1990s, their impacts are long-lasting due to people’s preference for the Australian
lifestyle of living in detached house with gardens rather than in high-rise apartments.
Nevertheless, planners and local governments have beenworking on increasing urban
diversity in Brisbane in recent years. As stated in the latest Brisbane City Plan 2014,
‘Brisbane’s major new housing opportunities will be provided within the existing
urban area’(Brisbane City Council 2014: 3.4.1). Multiple redevelopment and infill
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development projects are planned, which can lead to the increase in social, economic
and spatial diversity of the neighbourhoods. To this end, some implications can be
drawn from our fractal analyses to contribute to increasing place diversity of the city.

First, there are opportunities to boost place diversity by increasing population
density in the inner city and controllingmore strictly urban expansion to the suburban
region. As Jacobs (1961) claimed, sufficient population density is essential for urban
diversity.More apartment buildings can be developed in inner-city areas, along public
transportation lines, or in existing or planned sub-centres. The long-last trend of urban
sprawl needs to be controlled so that the city can grow more vertically rather than
horizontally.

Second, it would be beneficial to encourage more land-use mix and flexible sub-
division of land. The lacunae areas such as parks and urban squares are important
to ensure diversity of the urban form (Thomas et al. 2012; Frankhauser 2015). More
urban green space and public space can reduce the highly homogeneous urban form
of residential areas, especially in neighbourhoods that are planned and rapidly con-
structed. The subdivision of land parcels can be more flexible by taken into account
different functional use, which can offermore opportunities to developers of differing
financial means.

Finally, we can also design more pedestrian-friendly streets and improve connec-
tivity of our neighbourhoods. Given the highly hierarchical urban form in Brisbane
with limited interactions between urban spatial tails, it is beneficial to create smaller
blocks and grid-type of street networks in our neighbourhood in order to increase
the connectivity and its place diversity. Well-connected canyon style streets can be
more attractive to pedestrians and can also be safe because there are more ‘eyes on
the street’ that watch over the neighbourhoods (Jacobs 1961: 35).

5 Conclusion

Drawing on an empirical application of fractal methods to the capital city of Brisbane
in Queensland, Australia, this paper confirms that the correlation fractal method
is capable of quantifying urban form at the neighbourhood scale. Higher fractal
dimensions correspond to more uniformly distributed buildings and less hierarchical
street networks. The results show that α is related to the size of buildings and is
negatively correlated with the fractal dimension. Two urban areas—a residential
area and an industrial area—can have similar fractal dimension values, but the α

value of the industrial area would be higher, as the size of buildings is generally
larger than residential buildings.

Our analysis shows that the fractal dimension of Brisbane neighbourhoods is
lower than the European cities, and there is less variation between inner city areas
and suburban neighbourhoods. This is due to the low-density dwellings or town-
houses built on similar size land lots as the dominant form of residential housing
in most neighbourhoods, with the exception of a few older neighbourhoods with
historical settings. The highly hierarchical structure of street network with many
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dead-end roads also contributes to lower fractal dimensions. Our results concur with
the criticism of modernist planning leading to the loss of place diversity.

Further research is needed to explore the optimal range of fractal dimension
for an urban neighbourhood to be considered as of good place diversity. Although
existing literatures tend to suggest that D � 1.6 ~ 1.8 is ideal, this value range is
generated at citywide or regional scale, which may not be applicable at a much
smaller neighbourhood scale. Furthermore, we also need to bear in mind that fractal
dimension is a measure of locational characteristics, therefore, an optimal value may
be different for a neighbourhood in urban areas compared to those in a more rural
or suburban setting. Further research can help to identify optimal urban diversity
measure which can be used to guide neighbourhood redevelopment and planning.

Our work also demonstrates the value of using Google Maps as a new data source
to study urban form. Google Maps are freely available and provide worldwide cover-
age. By extracting the building footprints data of different cities from Google Maps,
comparative studies across cities, regions or countries can be conducted which can
yield further insights on the driving forces of urban form including urban governance,
traditions and living habit of people from different geographical and cultural back-
ground. Such comparison would be more useful when data from the same source
are used. We conclude by encouraging scholars to continue advancing the fractal
methods as well as its wide applications in studies of urban form.
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Geographic Cellular Automata
for Realistic Urban form Simulations:
How Far Should the Constraint be
Contained?
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Abstract Cellular automata (CA) are discrete models that are being ever more
widely used to study urban forms and, more broadly, to understand, simulate, and
forecast land use changes (LUC). But LUC models are not based on CA dynamics
alone and so they are not fully consistent with mathematical definitions of CA.
Accordingly, to study urbanization, authors often use “constraint CA” or “geographic
CA” (GCA), i.e., CA which are coupled with other models in order to integrate
geographical assumptions related to urban form and to provide more realistic results.
These complementary models are usually calibrated according to expert knowledge
and do not lead to reproducible deterministic results. Consequently, there is often a
sizeable gap between the theory of CA as defined in mathematics and their practical
use for LUC. In this chapter, cellular automata are constrained by a Markovian
process helping to determine the number of cells that can change from one land use
category to another. Second, a potential model is used to create a suitability map and
define the probability of a cell changing fromone category to another. Finally, all these
additional constraints lead to a suite of models which is clearly more complex than
classical CA as it can be considered mathematically. Nevertheless, as far as possible,
it presents GCA as a mathematical adaptation of CA integrating the geographical
assumptions necessary for studying urban forms in a realistic way.
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1 Introduction

Urban form may be defined as the relationship between buildings and open spaces
within agglomerations or different types of urban aggregates according to the speci-
ficities of local context. It refers more specifically to the outer envelope or contours
of the city (Antoni 2008). This form, which is characterized by developments at
different scales (from the entire agglomeration to a single building), is the result
of human occupation of the territory. As a result of individual behaviors, it reflects
urban lifestyles generated through several factors such as the urban fabric, the built
environment, density/compactness, and the spatial distribution of activities and facil-
ities.

Geographers tackling urban forms seek primarily to understand the mechanisms
that lead to the current form of a given urban context, to provide procedures for
designing optimal forms, and to simulate future developments. Such approaches
rely on adapted modeling tools that integrate features based on explanatory and
predictive models, which can be used as tools to support reflection and decision-
making. Among the mathematical models, many computer-based solutions attempt
to simulate the evolution of cities and specially to understand how urban forms
change over time, past and/or future. Among them, cellular automata (CA) stand
out as a form of mathematical computation models based on a discrete dynamic
modeling system. They are structured into procedures based on the nesting of simple
rules that reflect the complexity of real systems. This approach is attractive because
it relies on a generic development principle that fits very well with the way systems
in general, and urban systems in particular, evolve. In this framework, LucSim1 was
designed and developed by ThéMA Laboratory (Antoni et al. 2017) as a cellular
automata model specially designed for geographical analysis and spatial simulation
for both researchers and advanced planning institutes. This user-friendly software is
well adapted for analyzing and simulating land use changes and spatial dynamics at
different scales for decision-making in urban and land planning.

After having recalled somedefinitions ofCAas used in geography, the next section
shows why they remain difficult to apply directly to concrete urban form planning
or studies. Section 3 then presents two major constraints (temporal and spatial) that
can improve CA simulation results by refining basic assumptions related to land use
change. Section 4 presents the results in a new theoretical CA formalization, leading
to more realistic urban form simulations illustrated by the example of Wroclaw in
Poland. These results are then discussed in Sect. 5 questioning the extent to which
these constraints need to be contained.

1See https://sourcesup.renater.fr/lucsim/ for more details.

https://sourcesup.renater.fr/lucsim/
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2 CA-Based Discrete Modeling

Starting from a formal definition of CA-based discrete modeling, this section focuses
on the strengths and limitations of this type of approachwhen considering urban form
simulations.

2.1 CA Formal Definition

CA are discrete computer models composed of a grid of regular cells assigned to
one particular state (among a finite number of states) which may change into another
state over time. They were invented in the 1940s through the works of S. Ulam and J.
von Neumann (1963) and popularized in the 1970s by John Conway’s Game of Life
(Conway 1970). Initially, they were of interest only to a few theorists of mathematics
or computer science, who used them to solve puzzles or to build mathematical games
in scientific journals. In the 1980s, a number of papers, especially those of Wolfram
(1983, 2002) made CA fashionable, or rather showed them in a new light with
a multitude of possible applications for very different fields. Having been focused
initially onproblems in physics and chemistry, several innovative experiments opened
up biology, medicine, and ecology to CA before they were introduced into spatial
studies, particularly geography and urban planning. In geography, the use of CA
indeed echoes the cellular conception of geographical space defended by Tobler
(1979) and Couclelis (1985) and reveals the deeply geographical character of this
kind of tool (Couclelis 1988). For these authors, this cellular conception is more
advantageous than considering space through the irregular spatial polygons defined
by political and administrative jurisdictions. It provides a notational simplification
allowing a cell of an array to be indexed in the same way as in matrix algebra. In such
a notation, gt

i j is a cell characterized by a land use category (urban, forest, industry,
etc.) at the location i, j at time t, and gt+�t

i j corresponds to the change in the land use
category at the same location at time t + t.

From this basis, Tobler (1979) was probably the first geographer to envisage and
describe all the formal possibilities of cell transitions according to different processes
involving their neighborhood (Fig. 1):

1. An independent model where gt +�t
i j is not related to gt

i j in any way.
2. A dependent model where the land use at location i, j at time t + t depends on

the previous land use at that location, such that gt +�t
i j � f (gt

i j ).
3. An historical model where the land use at position i, j in the future

depends on the initial land uses at that location, such that gt +�t
i j �

f
(

gt
i j , gt − �t

i j , gt − 2�t
i j , . . . , gt − k�t

i j

)
.

4. A multivariate model where the land use at location i, j is dependent on several

other variables at that location, such that gt +�t
i j � f

(
ut

i j , vt
i j , wt

i j , . . . , zt
i j

)
.
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Fig. 1 Tobler’s cells transitions models

5. A geographical model where the land use at location i, j is dependent on the land

use at other locations, such that gt +�t
i j � f

(
gt

i + p, j + q

)
.

This fifth model clearly corresponds to the process implemented in most CA
models. Nevertheless, in the field of spatial studies and geographical sciences, for-
mal definitions remain rare except for Tobler’s former theoretical formalization.
Researchers using CA seldom take the time to describe the mathematical form of the
model they are using and refer only to other fundamental papers (White and Engelen
1993; Benenson and Torrens 2004), or describe CA as if -then-else algorithms (Batty
1997). Torrens (2000) is one of the rare geographers to use a mathematical notation
to define the principles of CA transition according to the geographical process (fifth
model) defined by Tobler.

2.2 CA Limits

A Tobler-like geographical notation is clearly pleasant mathematically and correctly
describes how a transition can operate from one cell state to another according to
theoretical neighboring configurations. But despite this advantage, it does not model
land use change in an operative way, nor does it reproduce or create realistic simu-
lations. An illustrative example based on a case study of Wroclaw (Poland) helps to
explain why.
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Fig. 2 The urban form of Wroclaw in 2006 and 2012

This example is built using data from the Urban Atlas (Copernicus Programme)2

which describes land use in 2006 and 2012. As shown in Fig. 2, land use is classified
into eight categories: water, fields, forest, dense urban, urban, industry, facilities,
and transport. To simulate the evolution of this territory in the future, we use four
transition rules implemented in the LucSim CA software (Antoni et al. 2017). These
rules are constructed from expert knowledge and are supposed to reproduce urban
expansion based on simple principles that have largely determined the evolution
of urban form in the past. Rules are here expressed in two ways: verbal language
and their conversion into a computer-based language specific to LucSim software
(dashes):

1. Fields will become urban if, within a neighborhood of two cells, the current
cell is surrounded by at least 10% of urban and dense urban cells, if, within a
neighborhood of fifteen cells, there is at least one cell of facilities, if there is no
direct connection to forest (within a neighborhood of one cell), and if within a
neighborhood of three cells less than 50% of the cells are urban and dense urban:

– Fields -> Urban: pCellCir(Urban,2) + pCellCir(Urban_dense,2) + pCell-
Cir(New,2) >� 10% and nbCellCir(Facilities,15) >� 1 and nbCell-
Cir(Forest,1) <� 1 and pCellCir(Urban,3) + pCellCir(Urban,3) <� 50%;

2. Urban cells will be densified if they are completely surrounded by urbanized
areas within a neighborhood of one cell:

– Urban -> Urban_dense: pCellCir(Urban,1) � 100%;

2See https://land.copernicus.eu/about for more details.

https://land.copernicus.eu/about
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3. Urban parks (forests) will be created from urban or dense urban if the density of
urbanized areas is more than 90% within a small radius (within a neighborhood
of 2 cells for an urban category and within a neighborhood of 1 cell for a dense
urban category):

– Urban -> Forest: pCellCir(Urban,2) + pCellCir(Urban_dense,2) >� 90%;
– Urban_dense -> Forest: pCellCir(Urban,1) + pCellCir(Urban_dense,1) >�

90%;

However, the strict application of these rules within LucSim produces results that
have nothing to do with the current land use, nor with any logical development from
a town planning or land use planning perspective.

Figure 3 indeed shows resulting spatial configurations, which are supposed to
reproduce an urban sprawl process. It clearly shows that the urban sprawl process
simulated by the model leads to a credible expansion of the urban form during the
first iterations of the CA run, with an expansion of the city taking the form of an
oil slick. But very quickly, the number of newly urbanized cells produced by the

Fig. 3 Simulation of the urban form of Wroclaw from T0 to T + 6, (To make the images easier to
read, newly urbanized areas appear in black before returning to their original color (red))
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Fig. 4 Land use changes in Wroclaw from T0 to T + 15

model generates a snowball effect that far exceeds any realistic forecast of future
urbanization for a city like Wroclaw.

From this example, we can conclude that the simple use of CA with transition
rules is not sufficient for forecasting realistic and operational simulations of urban
forms. On the one hand, the recognition of spatial patterns leading to the application
of a transition rule corresponds only very partially to the reality of the urbanization
process. Indeed, the number of possible transitions appears to be much greater than
the real needs in terms of new housing and population growth. On the other hand, the
results give no information about the timing of this urbanization. Therefore, although
it seems clear that a time step does not correspond to a regular and stable duration,
we are unable to say whether the images produced from t + 1 to t + 16 lead us to
2020, 2050, 2200, or 3500 (Fig. 4).

It appears clearly, then, that a CA cannot be directly applied to simulate city
growth and more generally land use change. It must necessarily be constrained to
answer more precise questions about space and time, so that the results produced can
be integrated more easily, and realistically within a range of analysis and decision-
making for planning. Only these kinds of constraints, based on assumptions about
urban form, enable CA to be used in geography and allow for the fundamental
difference between classical mathematical cellular automata and geographic cellular
automata (GCA).

3 Suitable Constraints for Urban Modeling

There are many methods by which to constrain CA and the literature abounds with
examples using severalmethods andmodels. In this section,we shall focus on just two
kinds of fundamental constraints. The first is a time constraint to situate the results
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producedby the automatonover time.As inmanypublications (Arsanjani et al. 2013),
it relies on aMarkov chain process. The second constraint is a space constraint, which
aims to reduce the number of neighboring configurations for possible transitions and
focuses on the most realistic of them. It is based on a potential model.

3.1 Temporal Constraint

The first step uses a Markov chain to constrain the process of land use change
in quantitative terms. Comparison of two static land use images (2006, 2012) can
be used to determine what has happened between each image and so formulate a
transition process. By comparing the land use categories date by date and cell by
cell, it is possible to determine cellular changes between t and t + 1 and to identify
the land use dynamics. Theoretically, each cell can either change from one land use
category to another or remain in its initial category. The dynamics of the model can
therefore be presented as a series of possible transitions from one land use category
k at time t to another land use category l at t + 1. For a given cell Ni, a transition �

can be written as:

�Ni,kl � 1 if Ni,k(t) � 1 and Ni,l(t + 1) � 1

To simplify the complexity resulting from the large number of cells and possi-
ble transitions, changes can be aggregated by land use categories. The aggregate
transition for the complete system is then

�N kl �
n∑

i�1

�Ni,kl

This formulation allows us to build a contingency matrix indicating the number of
cell transitions froma category k to a category l between t and t +1 (i.e., between 2006
and 2012). This matrix can be easily converted into a transition matrix indicating the
probability of change between all land use categories (Table 1).When associatedwith
the previous vectors, this matrix provides all the elements needed for the construction
of a Markov chain (MC). In the literature, an MC is defined as a mathematical
process where transition probabilities are conditional on the past, and express the
state of a variable at a time t as a function of observations of this variable at t −
1 (Feller 1968, Berchtold 1998). It relies on the connection of three items: (i) the
description of the relative values associated with an initial state (land uses visualized
as a vector for example); (ii) a transitionmatrix expressing the transition probabilities
of different groups of observations fromone category to another; and (iii) a diachronic
transformation by an operator in the form of a matrix multiplication iteration.

If we follow this procedure, land use at time t + 1 can be simulated bymultiplying
the corresponding vector at time t by the corresponding contingency matrix, after the
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Table 1 The transition matrix for Wroclaw between 2006 and 2012

Water Fields Forest Dense U Urban Industry Facilities Transp.

Water 98.784 0.608 0 0 0.304 0 0 0.304

Fields 0.08 96.849 0.017 0.028 2.178 0.364 0.034 0.049

Forest 0 0.063 99.561 0 0.104 0.125 0 0.146

Dense U 0 0 0 99.831 0.042 0.085 0.042 0

Urban 0 5.755 0.719 11.151 69.784 6.475 0.719 5.396

Industry 0 0.558 0 0 1.275 98.088 0 0.08

Facilities 0 0 0.159 0.638 1.115 0.159 97.448 0.478

Transp 0 0 0 0 0.662 0 0 99.338

transformation of the latter into transition probabilities from one land use category
k to another l. To transform observed contingencies into transition probabilities, we
use the following:

pkl(t) � �Nkl

Nk(t)
and

m∑
k�1

pkl(t) � 1

We then consider the MC as follows:

Ni(t + 1) �
m∑
k�1

pkl · Nk(t)

where pkl � �Nkl

Nk(t)
� �Nkl∑

l
�Nkl

and
∑

l

pkl � 1

According to this formulation, theMCprocess gives us the chance to prospectively
calculate future states fromknown past states, based on observation of past trends and
probabilities. According to the method, this calculation is based on the assumption
that future changes will follow the trend of past changes, but as it is based on a
matrix calculation, this trend is not necessarily linear. Moreover, the values of the
transition matrix can also be modified by users of the model to integrate different
parameters for the quantification of future land use changes. In our case, LucSim
uses the original transition matrix to calculate the number of cells in each land use
category in 2018, 2024, 2030, etc., on the basis of 2006 and 2012 land uses (same
interval of 6 years between each date). This system gives us a more plausible picture
of urban dynamics by calculating land use vectors for each future date, as presented
in Table 2.

This table also indicates that the total number nl,t of cells that should be urbanized
in 2030 must not exceed 984 “urban” cells and 2571 “dense urban” cells.
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Table 2 Expected future land use vectors

Water Fields Forest Dense U Urban Industry Facilities Transp.

2018 339 17058 4771 2401 613 1322 620 1006

2024 348 16568 4758 2474 836 1407 615 1121

2030 357 16107 4747 2571 984 1504 612 1245

3.2 Spatial Constraint

Amongothermethods,MCs are away to quantify future land use changeswhen space
is considered through cells. However, they say nothing about the location of those
changes. The places where changes occur are strictly determined by the transition
rules of the CA. To integrate information known elsewhere about the spaces most
likely to be urbanized quickly (or on the contrary not to be if they are protected), it
is therefore mandatory to add a second constraint capable of determining the most
suitable locations. This second constraint is relatively conventional using GCA and
is usually based on expert knowledge. It consists of constructing a suitability map
based on driving factors, namely geographical features that are supposed to influence
urbanization (Clarke 2008).

It seems obvious that working on locations requires a theoretical framework for
geographical space. It is not surprising, then, that geographers have developed many
models for this, often dedicated to residential location (Putman1983).Diffusionmod-
els, for example, are spatial models that make it possible to locate certain elements
on the assumption that they are generated through the diffusion of other elements.
Fractal models are other models that can also simulate urban growth (Batty 2007).
The city is then considered as a system that maximizes interactions between the
elements it contains. Spatial interaction models are also another family of models
derived fromNewton’s law of universal gravitation. They are based on identical prin-
ciples and make it possible to locate changes where they are complementary to those
around them by minimizing the distances between them. They have been used for
calculating areas of traffic or influence (Helvig 1964) and for estimating residential
or industrial locations (Abler et al. 1972).

Among spatial interaction models, potential models indicate that the probability
of there being a relationship between places decreases with distance. Basically, they
are used to measure “accessibility” aiming to evaluate the variation of the relative
amount of relationship opportunity depending on the position of all places. Generally,
the potential of a place is calculated from the analysis of the importance of all the
other points of the system, an importance that is termed “mass” in reference to
the Newtonian gravity model. The potential of a cell is usually the sum of all the
potentials created at that location by the set of individual masses that make up the
system (i.e., all the other cells). The calculation of the potential P of each point i
therefore consists in applying to them a formula simultaneously taking into account
the mass value m of all the points j located in a geographical area as a function of the
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Fig. 5 Two contrasting realistic potential models

distance dα
i j separating those points from the one for which the calculation is made.

The operative formula is defined as follows:

Pi �
n∑

j�1

m j

dα
i j

Spatial constraints based on potential results were applied to the case study of
Wroclaw by distinguishing two contrasting scenarios. The first scenario (S1) focuses
on “Urban densification” and assigns significant masses to Dense urban and Urban
(m� 10) categories and mediummasses to Industry, Facility, and Transport (m� 5)
categories. As a result, the potential map (Fig. 5, left) shows high potential for land
use change around the heart of the city of Wroclaw. Areas with high potential for
change—urbanization—are limited to very closed urban areas. The second scenario
(S2) deals with “Rural expansion” and assigns significant masses to Urban (m� 10)
and medium masses to Forest and Water (m � 5) categories. Therefore, in this case,
the potential map (Fig. 5, right) highlights more sprawling areas with high potential
for change, mainly in the northwestern part of the study area, relatively far from
Wroclaw city center.

4 Constraint Geographical CA

Based on the spatiotemporal constraints presented in Sect. 3, a new more integrated
formalization of CA can be proposed. In this new formula, the state of a cell i at step
t + 1 still depends on the state of the cell at step t (cj, t) and the state of the cells in



158 J.-P. Antoni et al.

the neighborhood
(
V r

i, t

)
. This relation is clearly based on the classical CA definition

defined par Tobler or Torrens (Sect. 2). But, it also integrates the MC results limiting
land use development to within a number nt of cells for each land use category.
Moreover, the suitability of the simulations calculated by the CA is dependent on the
cell’s potential Pi based on land use attractiveness masses and distances. A synthetic
expression of the model could be written

ci, t+1 � f
(
ci, t , V r

i, t , nl, t , Pi
)

where nt � was defined in Sect. 3.1 and Pi was defined in Sect. 3.2.
This formula corresponds to the CA process integrated in the LucSim software

and was applied to produce two contrasting and realistic scenarios in the case study
ofWroclaw in 2006 and 2012. Scenario S1 seeks to densify the more urbanized areas
in a pronounced manner. This urban development is thus concentrated around the
previously densely built-up areas and seeks to fill the open space corresponding to
fields or less dense urban categories. S2 is a peri-urban development scenario which
takes place around villages relatively far from the most urbanized areas, where the
fields have high potential for change into the less dense urban category.

Moreover, for each scenario,MCsmake it possible to quantify future urbanization
by 2030 by estimating the number of cells that change from a nonurban to an urban
state with a distinction between two categories: urban and dense urban categories for
the years 2018, 2024, and 2030 (Table 2). In a second step, two contrasting suitability
maps (Fig. 5) constrain the spatial development according to the weighting of each
land use category. The resulting suitabilitymaps based on the potential model (Fig. 5)
show two contrasting potentials for development: one that is more concentrated
around the city core for S1, and the other that is more dispersed in the center and
northern part of the case study for S2. Then in a third step, based on the results of
steps 1 and 2, the AC could be run according to the three rules set out in Sect. 2.2.

As expected, S1 concentrates on urban development in the southern part of the
study area around the core ofWroclaw. This concentration around the core is accom-
panied by a few outgrowths mainly in the northwestern and northeastern parts of the
city. By contrast, S2 reveals a marked expansion in the urban category in the more
rural northwestern part of the study area. Urbanization there is less dense and takes
on more the form of urban sprawl. As can be seen from the example, LucSim makes
it easy to simulate urban development scenarios and their consequences for urban
forms, on the one hand reinforcing the compactness of the city and on the other
fostering its expansion in rural areas. This kind of modeling process helps in inter-
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Fig. 6 Simulation of two contrasting scenarios by 2030

actively analyzing the direct consequences of spatial planning policies. Finally, it is
also important to emphasize that by integrating space and time constraints, the sim-
ulation results are made much more realistic than in the total absence of constraints
(Fig. 6).

5 Discussion

The results presented in the previous section are certainly consistent, but they raise
a number of questions that call for discussion. First, the CA is driven by a dual
constraint system applied to the initial transition rules. However, although there is
no prior theoretical, conceptual, and formal incompatibility between the Markovian
model and the potential model, some inconsistencies may appear in its actual use.
For example, constraints derived from MCs, such as the transition rules themselves,
apply at the level of the land use categories. They are dependent on each transition
involving two-to-one states. On the other hand, the potential model produces a result
applicable for all of these categories. It is therefore independent of transitions and
less precise. One solution to overcome this problem would be not to calculate one
single potential model, but as many potential models as there are transitions. All
these potential models should then be calibrated on the masses of attractiveness
corresponding to each transition. Such a solution might be attractive in theory, but in
practice, it makes modeling increasingly more complex by multiplying the problems
of calibration, which were already questionable in the example discussed here.

The calibration of models also raises a second set of questions. Among the mod-
els used here, only MCs can be considered “autonomous” since they automatically
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produce results from two original images. The potential model and the definition of
the transition rules require the use of expert knowledge. In the current state of our
knowledge about the growth of urban forms, such recourse is a qualitative input that
does not guarantee the reproducibility of the results produced by the modeling in
any way. Moreover, insofar as these parameters are not directly derived from math-
ematical calculation, they appear questionable. This fundamental point is obviously
a limitation for the modeling exercise and for the application of mathematical tools
for forecasting urban forms. To overcome this problem, many authors have proposed
to use “machine learning” approaches so that transition rules are automatically gen-
erated based on known past states. Indeed, recent work simulates transitions using
decision trees (Samardžić-Petrović et al. 2015) or artificial neural networks (Li and
Yeh 2002; Almeida et al. 2008; Tayyebi et al. 2011). Although still very exploratory,
the results obtained so far seem promising and, through artificial intelligence pro-
cesses, they offer an additional step to mathematical and geographical modeling.

But finally, these recent developments also raise the question of the importance
of expert knowledge in forecasting urban growth. The results produced in this field
are often considered as “images of the future” leading to a collective reflection on
the future of territories, rather than final results. Given our difficulty in predicting the
future, and the fact that it is very unlikely that this future will be a mere reproduction
of the past, it is clear that these results will probably be wrong in the long run (Antoni
2016). Consequently, using expert knowledge to involve local actors in defining a
common future does not seem completely absurd. In essence, these reflections on
CA calibration ask how far the constraint should be contained. Depending on their
objectives, anyone can define the level of constraint they wish to apply to simulate
land use change, froma calibration entirely defined bymathematicalmodels or totally
derived from expert knowledge. The best way might be a mixed approach combining
both machine learning and expert knowledge.

6 Conclusion

After having shown the necessity for constraining CA in the study of urban forms,
this paper has proposed a mathematical formalization for specific geographic cellu-
lar automata (GCA) implemented in LucSim software. At this level of detail, such
a formalization adapted to the social sciences is rare in the literature and therefore
appears as one of the fundamental originalities of this chapter. In particular, it aims
to link the cellular design of geographical space, the Markovian approach to tran-
sition processes, the distance weighting included in gravity models (potential), and
the phenomenon of emergence that defines artificial intelligence models in a single
formal notation. That’s not so bad! In addition, the results produced using this set
of methods and models appear quite realistic and are able to correctly reproduce a
credible process of urban growth. But at the same time, this reproduction remains
open to the intricacy of planning scenarios and allows us to consider a wider use
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of CA in the framework of a more operational territorial forecast. And that’s even
better!

Finally, in a more general way, this chapter also shows that it is worth transferring
methods developed in mathematics, physics, computer sciences, or mathematics to
the social sciences. This transfer obviously requires a substantial effort of abstraction
and what may be considerable investment for researchers or developers who are not
immediately comfortable with mathematical tools. But since the quantitative revo-
lution started by geographers in the 1960s (Burton 1963), this approach is currently
enabling us to work the latest advances in artificial intelligence for decision support
into urban and land use planning.

References

Abler, R., Adams, J.S., Gould, P. (1972) Spatial Organization. The Gepgrapher’s Viaw of the World,
Prentice/Hall International, 587 p.

Almeida, C., Gleriani, J., Castejon, E., Soares-Filho, B. (2008) Using neural networks and cellular
automata for modelling intra-urban land-use dynamics. International Journal of Geographical
Information Science, 22(9), 943–963.

Antoni, J.P. (2008) Lexique de la ville, Ellipses, 184 p.
Antoni, J.P. (2016) Concepts, méthodes et modèles pour l’aménagement et les mobilités: l’aide à

la décision face à la transition eco-energetique. Economica, 250 p.
Antoni, J.P., Judge, V., Vuidel, G., Klein, O. (2017) “Constraint Cellular Automata for Urban Devel-
opment Simulation: An Application to the Strasbourg-Kehl Cross-Border Area.” In: Camacho
OlmedoM.T., PaegelowM.,Mas J.F., Escobar F. (Eds.)Geomatic Approaches for Modeling Land
Change Scenarios, Springer, pp. 293–306.

Arsanjani, J.J., Helbich, M., Kainz, W., Ali Darvishi, B. (2013) Integration of logistic regression,
Markov chain and cellular automata models to simulate urban expansion. International Journal
of Applied Earth Observation and Geoinformation, 21, 265–275.

Batty, M. (1997) Cellular automata and urban form: A primer. Journal of the American Planning
Association, 63:2, 266–274.

Batty,M. (2007)Cities andComplexity:UnderstandingCitieswithCellularAutomata,Agent-Based
Models, and Fractals, MIT Press, 592 p.

Benenson, I., Torrens, P.M. (2004) Geosimulation: Automata-Based Modelling of Urban Phenom-
ena. John Wiley, London, UK.

Berchtold, A. (1998) Chaînes de Markov et modèles de transition. Applications aux sciences
sociales. Hermes Science Publications, Paris.

Burton, I. (1963) The quantitative revolution and theoretical geography. The Canadian Geographer,
7, 151–162.

Clarke, K.C. (2008) A Decade of Cellular Urban Modeling with SLEUTH: Unresolved Issues and
Problems, Ch. 3 in Planning Support Systems for Cities and Regions (Ed. Brail R. K., Lincoln
Institute of Land Policy), Cambridge, MA, pp 47–60.

Conway, J. (1970) Mathematical games, Scientific American, October, 120–127.
Couclecis, H. (1985) Cellular world: A framework for modelling micro-macro dynamics. Environ-

ment and Planning A, 17, 585–596.
Couclecis, H. (1988) Of mice and men:What rodent populations can teach us about complex spatial
dynamics. Environment and Planning A, 20, 99–109.

Feller, W. (1968) An Introduction to Probability Theory and Its Applications. 3rd edition. Wiley.



162 J.-P. Antoni et al.

Helvig, M. (1964) Chicago’s external Truck Movements: Spatial Interactions between the Chicago
Area and its Hinterland, University of Chicago, Department of Geography, Research paper, 90,
132 p.

Li, X., Yeh, A.G.O. (2002) Neural-network-based cellular automata for simulatingmultiple land use
changes using GIS. International Journal of Geographical Information Science, 16(4), 323–343.

Neumann (von), J. (1963) The General and Logical Theory of Automata. Collected Work, no. 5,
Taub, A.H.

Putman, S.H. (1983) Integrated Urban Models. Policy Analysis of Transportation and Land-Use.
Pion Limited.
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Mathematical Foundations of Cellular
Automata and Complexity Theory

Keith C. Clarke

Abstract This chapter covers the mathematical foundations of cellular automata
(CA) and complexity theory as the basis for models of urban forms and processes.
CA have been used for both urban growth models and for more general simulation of
land use changes, especially those driven by urban expansion. The chapter covers the
origins of CA in thework on vonNeumann and others, of complexity and emergence,
some theory of CA behavior, and of the general form of CAmodels of urban systems.
Particularly, research has paid attention to themethods for calibration of urbanmodels
using real data and of using such data to extract the rules governing state changes in
CA. CA models have been shown to be a good combination of being light in data
demands, yet accurate and robust in modeling and forecasting.

Cellular automata (CA) are discrete models of practical value in computer science,
mathematics, physics, complexity science, theoretical biology and geography. Their
applied mathematical nature largely hides a significant amount of theory and the
mathematical foundation upon which CA are based, whose origins lie firmly in the
work of John von Neumann as formal models of self-reproducing organisms (Sarkar
2000). Von Neumann was a masterful architect of the theory behind applied mathe-
matics, with major contributions in quantum theory, game theory, nuclear weapons,
economics, and weather prediction, to name but a few (Ulam 1958). His work on CA
and his theory of self-reproducing automata date from the 1940s, and represent five
of his publications covering the period from 1949 to 1957. Important among these
was a series of lectures delivered at the University of Illinois, which unfortunately
remained unpublished at the time of his death at the age of 53 in 1957. Two of the
unpublished works were edited and completed by Arthur W. Burks and published
as the “Theory of Self-Reproducing Automata” (von Neumann 1963). Part 1 of this
book introduced modern complexity theory under the title “The Role of High and
Extremely High Complication,” while Part 2 (the original lecture 5) advanced a for-

K. C. Clarke (B)
University of California, Santa Barbara, USA
e-mail: kclarke@geog.ucsb.edu

© Springer Nature Switzerland AG 2019
L. D’Acci (ed.), The Mathematics of Urban Morphology,
Modeling and Simulation in Science, Engineering and Technology,
https://doi.org/10.1007/978-3-030-12381-9_8

163

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-12381-9_8&domain=pdf
mailto:kclarke@geog.ucsb.edu
https://doi.org/10.1007/978-3-030-12381-9_8


164 K. C. Clarke

mal model of self-reproducing automata. These writings remain as the true origin
point of CA.

Of the author, Wolfram (2002, p. 876) notes “Von Neumann appears to have
believed—presumably in part from seeing the complexity of actual biological organ-
isms and electronic computers—that something like this level of complexity would
inevitably be necessary for a system to exhibit sophisticated capabilities such as self-
reproduction.” There is no doubt that Von Neumann was interested in how complex
biological systems were capable of reproduction, and how a formalization of such
a system would be the mathematical equivalent of Watson and Crick’s discovery
of the structure of deoxyribonucleic acid (DNA) (Watson 1968) in 1953. However,
most accounts offer Alan Turing’s work on self-reproducing machines in 1936 and
finite difference approximation methods dating from the early 1900s as pre-cursors
to Von Neumann’s work. Turing machines were based on arbitrary operations on
sequences of discrete elements, an abstract machine which manipulates symbols on
a strip of tape according to rules, with the eventual goal of creating its own assembly
instructions. As Wolfram (2002, p. 876) notes, however, “von Neumann was inter-
ested in something more profound: construction universality and evolution” with the
eventual goal being a demonstration of the logical requirements for self-replication.
Von Neumann described a universal constructor as an abstract mathematical model
of a physical universal assembler, anticipating general-purpose computer program-
ming languages. Thus, CA’s origins are also embedded within the invention and
improvement of a general-purpose computer, and hence computer science.

Important in VonNeumann’s motivation was his dissatisfaction with the prevalent
mathematical methods that used partial differential calculus to solve problems such
as the aerodynamics of air flow. In his foreword, Burk (Von Neumann 1966, p. 2)
notes that Von Neumann “soon found that existing analytical methods were inad-
equate for obtaining even qualitative information about the solutions of non-linear
partial differential equations in fluid dynamics.” While his own experience was in
hydrodynamics, the use of the Navier–Stokes equations governing flight shared the
common problem and invoked a common solution—the use of physical (and even-
tually digital) simulation. Von Neumann considered flight and water flow simulators
to be computers, all be it analog approximations. Burk (Von Neumann 1966, p. 3)
further notes that this approach replaces or augments experimentation in science.
Subsequent history has proven the power of this assessment.

Von Neumann’s work on the universal constructor led him to models based on
3D component “factories” with processes governed by partial differential equations.
Von Neumann’s self-replicating machine had three parts: a blueprint for itself, a
process to read any blueprint and construct the machine described by the blueprint,
and a copy machine to make copies of any blueprint. After the blueprint reader is
used to construct the machine specified by the blueprint, the copy machine creates
a copy of the blueprint. The copy is then placed into the new machine, yielding a
perfect replication of the original. In 1951, Von Neumann followed a recommenda-
tion by Stanislaw Ulam to simplify his abstraction into a 2D cellular grid with 29
possible classes for each cell, and rules that simulated the components of an elec-
tronic computer and other machines (Wolfram 2002). Von Neumann’s lecture had
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suggested a 200,000 cell configuration that could be proven to self-replicate, though
the definitive proof remained to be demonstrated. Such proof remained elusive in
the productive phase of CA research that followed in the 1970s and 80s. Nobili and
Pesavento (1996) finally published the first completely self-reproducing CA in 1995,
using a 32-state CA instead of von Neumann’s original 29-state specification. Eight
years later, Mange et al. (2004) reported an implementation of a self-replicator that
is fully consistent with von Neumann’s original intent.

There are many formal specifications of CA models. While 2D CAs have dom-
inated applications, Wolfram (2002) has argued that only a 1D CA is necessary to
replicate almost any mathematical formalization, process, or rule. The dominance
of GIS and its raster data structures have allowed a large amount of gridded data to
be compiled that is highly suitable for 2D CA, and the simple elegance of the array
data structure in common programming languages is a natural format for coding CA.
Using the formulation of Şalap-Ayça et al. (2018) and assuming a 2D model, within
a set of regular cells, the cellular automaton, A, is defined by the set of states, S,
that changes in discrete time steps according to transition rules, T, applied within the
invariant neighborhood, N. The CA then begins with an initial configuration of the
states S within the set of cells, and applies the change rules for each additional time
step.

The basic formulation of a cellular automaton can be written as:

A ∼ (S,T,N)

To simulate growth, the cell’s state is guided by the transition rules, which quantify
the local environment and link the spatial patterns to the underlying CA process. The
transition rules are applied within the cell’s neighborhood with uniform temporal
increments. The rules need not necessarily be applied uniformly to all cells since the
evolution does not encapsulate all states (for examplewater bodies in land use change
modeling). It is the rules that capture the intrinsic variability of themodel’s nature, and
CAmodel design is highly sensitive to the transition rules (White and Engelen 1993;
Torrens and O’Sullivan 2001; Ménard and Marceau 2005; Kocabas and Dragićević
2006; Samat 2006; Yeh and Li 2006; Pan et al. 2010; Pontius and Neeti 2010).
Numerous studies have used techniques from data mining and statistics to extract the
rules from observed changes, which remains the topic of intense research (Clarke
2014).

Another consequence of applications and mathematical developments in CA,
like Conway’s game of life (Gardner 1972), was to provide a simple platform for
experiments in the new field of Complex Systems (Waldrop 1993). Foremost among
scholars working on the computational aspects of CA was John Holland at the Uni-
versity of Michigan (Holland 1998). Holland described bottom-up self-organized
systems called complex adaptive systems. A complex adaptive system is a system in
which an understanding of its individual parts does not allow a perfect understand-
ing of the whole system’s behavior. Such systems have been successful in modeling
both natural and human systems because they allow for heterogeneous agents, phase
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transitions, and emergent behavior. Emergence is the observation of system behavior
that was not a logical outcome of the inputs and structures of the model itself. In
one CA model, for example, urban development is attracted to roads and allowed
to move along them. Emergence is revealed when road intersections become attrac-
tors of growth from multiple directions, and then grow as new cities around the
intersections.

Holland’s thesis was “that the study of emergence is closely tied to [the] ability
to specify a large, complicated domain via a small set of laws.” Holland shows
that the language of constrained generating procedures (CGPs), and in particular
those that allow for variable inter-connections (CGP-Vs) can formally describe these
diverse models. Using this approach, models such as CA can simulate extremely
complex behavior from the simplest of models. Agents translate directly to cells in
CA. For example, in the game of life, aggregate behavior can be random then become
stable, as structures such as oscillators are created, indicating a system-wide phase
transition. Similarly, extremely complicated and subtle behavior can emerge, such as
the CA game of life form Gemini which creates a copy of itself while destroying its
parent (Aron 2010). This pattern replication takes 34 million iterations, and uses an
instruction tape made of gliders which oscillate between two stable configurations.

Stephen Wolfram has also worked extensively to further the mathematical theory
behind CA, almost exclusively with the simplest 1D CAs, where each cell has only
two neighbors. He proposed a set of possible CA forms with their behavior types.
In Class 1, most patterns rapidly evolve into a stable set, eliminating randomness.
In Class 2, most patterns rapidly evolve into an oscillating structure, with some
remaining randomness. InClass 3,most patterns evolve into pseudorandomor chaotic
structures. Regular structures in Class 3 are quickly broken up by randomness, which
quickly propagates through the system. In Class 4, most initial distributions evolve
into structures that interact in complex and interesting ways. Wolfram has proposed
that many Class 4 cellular automata are capable of universal computation. More
recently, in a literature survey of CA models of urban growth, Sante et al. (2010)
classified geographical CA transition rules. Type I rules are those of classical CA,
where transitions can only occur based on the states of neighboring cells. Type II
rules are based on the probabilities of change being altered by the status of a cell.
Type III rules change the CA states based on shape or the existence of a network,
such as roads. Type IV rules use machine learning methods to determine the rules
from prior system behavior, such as Case-Based Reasoning, neural networks, data
mining, and kernel-based methods. Type V rules use fuzzy logic and reasoning about
uncertainty, while Type VI rules are those not compatible with Types I–V.

The spread ofCA theory into geographywas primarily inmodeling and simulating
patterns of urban growth and later, land use changes. Tobler (1979) introduced “cel-
lular geography”, and important contributions from geographers followed (Tobler
1979; Couclelis 1997; Batty et al 1997). The 1990s saw a rapid increase in for-
mal models based on CA for simulating urban growth (Batty et al. 1999; Clarke
et al. 1997; Clarke and Gaydos 1998) and later, land use change, for example those
models reviewed by Agarwal et al. (2001) and Verburg et al. (2004). Application of
CA models to various cities worldwide was paralleled by developments in the CA
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models themselves, variations in their assumptions and input data, and in particular,
derivation of the rules governing transitions, and the move toward more objective
calibration of the models. Beyond these areas, CA have been applied in remote
sensing, transportation modeling, economics, evacuation and pedestrian modeling,
quantum dot particle theory, metallurgy, encryption, electrical engineering, ecology,
andmanymore disciplines. There are several journals and conferences that specialize
in CA, including the Journal of Cellular Automata, and the conference series ACRI
(International Conference on Cellular Automata for Research and Industry).

Considerable current research has focused on the means of automatically deriving
CA rules from single or multiple images reflecting states at a given time. CA model
calibration primarily consists of determining what rules govern change, and how,
when and where the changes happen. For example, land use change has well-known
drivers, and these are used to modify the rule behavior. Some methods use a single
land use map, and calibrate the likelihood of different spatial combinations of cells to
change states, based on geographic variables such as proximity and adjacency. Other
methods use a land use pattern to simulate change probabilities based on one observed
set of changes (computed from two maps at different dates) and relate what changes
occur to the factors enumerated at that cell or in its vicinity. Methods that determine
and calibrate rules include multi-criterion evaluation (Wu and Webster 1998; Wu
1998), logistic regression (Wu 2002), boosted regression trees (Altartouri and Jolma
2013; Altartouri et al. 2015), decision trees (Li and Yeh 2004), and neural networks
(Yang and Li 2007). Some models use neural networks not just for calibration but as
the determinants for the land use changemodel itself (e.g., Li andYeh 2002). Logistic
regression has been used to evaluate and choose CA transition rules during model
design (Long et al. 2009; Hu and Lo 2007; Liu and Phinn 2003). Artificial neural
networks have also been used (Guan et al. 2005; Basse et al. 2014), and support vector
machines for supervised learning to forecast cell states (Yang et al. 2008). Others
have used neural networks to optimize CA control parameters (Li and Yeh 2004).
In addition, particle swarm optimization (Feng et al. 2011), naïve Bayes (Altartouri
and Jolma 2013) and ensemble learning (Gong et al. 2012) have also been applied
to both model calibration and rule selection.

CA modeling, especially of land use and land cover change in geography and
environmental science, has undergone a surge of interest and application over the
past decades (Batty 2005; Torrens and O’Sullivan 2001). The CA models have
proven versatile, robust, and accurate. While major advances have been made in
model design, and in calibration and validation, the central mathematical core of
CA remains very much in the tradition of its simple mathematical foundations and
origins in complexity theory. Some themes remain active in research: synchronous
versus nonsynchronous update, varying the shape of the tessellation to include both
regular (triangles, hexagons, and other shapes) and irregular cells, such as census
units and counties. Applications abound in many fields of inquiry, and in urban and
land use change modeling only agent-based models have seen as many applications.
Few fields of applied mathematics have generated such an extraordinarily varied
suite of applications, or such links across disciplines as this relatively recent branch
of applied mathematics.
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Assessing Complexity of Urban Spatial
Networks

Dimitri Volchenkov

Abstract In the present chapter, we discuss the graph representations of urban spa-
tial patterns (maps) and suggest a computationally feasible technique for understand-
ing urban forms based on scale-dependent random walks that can be used in order
to spot the relatively isolated locations and neighborhoods, to detect urban sprawl,
and to illuminate the hidden community structures in complex urban textures. The
approach may be implemented for the detailed expertise of any urban pattern and
the associated transport networks that may include many transportation modes.

1 “We Shape Our Buildings; Thereafter They Shape Us”

Abelief in the influence of the built environment on humanswas common in architec-
tural and urban thinking for centuries.1 Cities generate more interactions with more
people than rural areas because they are central places of trade that benefit those who
live there. Spatial organization of a place has an extremely important effect on the
way people move through spaces and meet other people by chance (Hillier 1984).
Compact neighborhoods can foster casual social interactions among neighbors,
while creating barriers to interaction with people outside a neighborhood. Spatial

1“We Shape our Buildings; thereafter They Shape Us”. In his speech to the meeting in the
House of Lords, October 28, 1943, W. Churchill had requested that the House of Commons
bombed out in May 1941 be rebuilt exactly as before, since the configuration of space and even
its scarcity in the House of Commons played a greater role in effectual parliament activity. In
his view, “giving each member a desk to sit at and a lid to bang” would be unreasonable, since
“the House would be mostly empty most of the time; whereas, at critical votes and moments,
it would fill beyond capacity, with members spilling out into the aisles, giving a suitable sense
of crowd and urgency” (Churchill 2019). The old House of Commons was rebuilt in 1950 in
its original form, remaining insufficient to seat all its members.
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configuration promotes peoples encounters as well as making it possible for them
to avoid each other, shaping social patterns (Ortega-Andeane et al. 2005). The phe-
nomenon of clustering of minorities, especially that of newly arrived immigrants, is
well documented since the work of (Wirth 1928) (the reference appears in Vaughan
(2005)). Clustering is considered to be beneficial for mutual support and for the
sustenance of cultural and religious activities.

The study of London’s change over 100years performed by Vaughan et al. (2005)
has indicated that the creation of poverty areas is a spatial process: by looking at
the distribution of poverty at the street, it is possible to find a relationship between
spatial segregation and poverty. The patterns of mortality in London studied over the
past century by Orford et al. (2002) also show that the areas of persistence of poverty
cannot be explained other than by an underlying spatial effect.

In the following sections of this chapter, we propose the quantitative technique
for describing urban forms that allows us to study the urban structure in detail, and
to measure structural isolation of city neighborhoods, in particular. Our approach
(Blanchard and Volchenkov 2009; Volchenkov 2018) is based on the analysis of
random walks, trajectories, or paths available within the urban structure represented
by a connected undirected graph. Humans live and act in Euclidean space which
they percept visually as affine space, and which is present in them as a mental form.
In another circumstance we spoke of fishes: they know nothing either of what the
sea, or a lake, or a river might really be and only know fluid as if it were air around
them. While in a complex environment, humans have no sensation of it, but need
time to construct its affine representation so they can understand and store it in their
spatial memory. Random walks help us to find such an affine representation of the
environment, giving us a leap outside our Euclidean aquatic surface and opening up
and granting us the sensation of new space (Blanchard and Volchenkov 2009).

2 Spatial Graphs of Urban Environments

In traditional urban researches, the dynamics of an urban pattern come from the
landmasses, the physical aggregates of buildings delivering a place for people and
their activities. The representation of urban spatial networks by connected graphs
can be based on a number of different principles. In the present chapter, we take a
“named-streets”-oriented point of view on the decomposition of urban spatial net-
works into spatial graphs following our previous works (Volchenkov and Blanchard
2007, 2008a). Being interested in the statistics of random walks defined on spatial
networks of urban patterns, we assign an individual street ID code to each continuous
segment of a street. The spatial graph of an urban environment is then constructed
by mapping all continuous segments of streets (spaces of motion) into nodes and all
intersections between continuous segments of streets into edges.

For each graph, there exists a unique adjacency matrix (up to permuting rows and
columns). If we assume that the spatial graph G(V, E) consisting of i = 1, . . . , N
spaces V , some of them are connected by edges E ⊆ V × V, is simple (contains
neither loops, nor multiple edges), the adjacency matrix is a {0, 1}-matrix with zeros
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on its diagonal:

Ai j =
{
1, i ∼ j, i �= j,
0, otherwise,

(1)

where i ∼ j means that the space i is directly connected to the space j .

Definition 1 The degree (of k-th order) of the vertex i ∈ V is the number of walks
of length n available from i ,

degn(i) = # {Wn(i)} =
∑
j∈V

An
i j , k ≥ 1. (2)

The 0-order degree of a vertex i ∈ V accounts for the walk of length 0 at the vertex
i ∈ V , which we consider to be identical to the vertex itself, so that deg0(i) = 1. The
1-order degree of a vertex i ∈ V is the number of vertices adjacent to i in the graph
G(V, E), deg1(i) ≡ ∑

j∈V Ai j . Summing over all vertices in the graph, we obtain∑N
i=1 deg1(i) = 2E, where E is the number of edges in the graph.
Let us suppose that the graph G is undirected, so that its adjacency matrix

is symmetric A = A�. Let U is the orthogonal matrix of eigenvectors of the
adjacency matrix A. Then the eigen decomposition of the adjacency matrix is
Ak

i j = ∑n
l=1 αk

l ψilψ jl .

Theorem 1 The number of all walks of length n in the graph G equals

#Wn ≡
∑
i, j∈V

An
i j =

N∑
l=1

(
N∑
i=1

ψil

)2

αn
l =

N∑
l=1

γ 2
l αn

l , γ 2
l ≡

(
N∑
i=1

ψil

)2

.

(3)

Let degn ∈ Z
N be the vector, whose elements degn(i), i = 1, . . . , N , are the num-

bers of walks of length n available from i ∈ V . The adjacency operator defines the
following (time-forward) dynamical system

degn+1 = A degn, (4)

mapping the vector degn into the vector degn+1, whose elements are the numbers of
walks of length n + 1 available at the node i ∈ V (Volchenkov 2018).

2.1 Locally Anisotropic Random Walks on Graphs

The stochastic matrices, viz.,

Ti j (t + 1) = Ai j degt ( j)

degt+1(i)
= Ai j

∑N
s=1 A

t
js∑N

s=1 Ais
∑N

r=1 A
t
sr

, t ≥ 0, (5)
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define the discrete time locally anisotropic (i.e., direction dependent) nearest neigh-
bor randomwalks on the graph such that, at each node, the walker picks the available
edges that are linked to the node with some (presumably unequal) probability.

Theorem 2 All possible walks of length t ≥ 1 starting at every node i ∈ V of the
graph G are chosen with the equal probability in the randomwalk Ti j (t) (Volchenkov
2018).

Proof The first-order random walk T (1)i j = Ai j/ deg1(i) is locally isotropic, since
all edges available for such a random walker from every vertex of the graph are
chosen with equal probability.

For the randomwalks of order t = 2, the transition probability (5) reads as follows:

Ti j (2) = Ai j
∑N

s=1 A js∑N
s=1 Ais

∑N
r=1 Asr

, (6)

so that each walk of length 2 starting at the node i is chosen with equal probability.
Although all walks of length 2 starting at the node i are equiprobable under the
transition operator (6), the probabilities of transition to the nearest neighbors from
the node i might be different. The nearest neighbors having more neighbors than
others are preferable. The resulting randomwalk (6) is a direction-dependent random
walk (locally anisotropic). The further conclusion is inductive and self-evident. �

Theorem 3 The series of locally anisotropic randomwalks (5) converges as n → ∞
to a randomwalk, in which all infinitely longwalks starting at every node of the graph
are equally probable, viz.,

lim
n→∞ Ti j (n) = Ti j (∞) = Ai jψ1 j

α1ψ1i
, (7)

where ψ1 is the completely positive eigenvector of the graph adjacency matrix A
belonging to its maximal eigenvalue α1.

Proof The N eigenvalues of the graph adjacencymatrixA are assumed to be ordered,
such as α1 > α2 ≥ . . .. The nth-order degree of the node i ∈ V is

degn(i) ≡ ∑
j (A

n)i j = ∑
k αn

kψik

∑
j

ψk j

︸ ︷︷ ︸
γk

≡ ∑
k αn

k γkψik

= αn
1γ1ψi1

(
1 + ∑

k>1

(
αk
α1

)n
γk
γ1

ψk j

ψ1 j

)
.

(8)

In the limit n � 1, the last sum in (8) is dominated by the largest eigenvalue α1 of
the adjacency matrix, so that limn→∞ = αn

1γ1ψi1. and therefore,

lim
n→∞ Ti j (n) = Ai jψ j1γ1α

n−1
1

ψi1γ1α
n
1

= Ai jψ j1

α1ψi1
. (9)
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Finally, it is easy to check that thematrix (7) is a stochasticmatrix, since
∑

j Ai jψ j1 =
α1ψi1. �

Locally anisotropic random walks allow to study the graph structure with respect
to the walks of different lengths, n = 1, . . . ,∞, i.e., on a variety of scales.

2.2 Stationary Distributions of Locally Anisotropic Random
Walks

For a random walk defined on a connected undirected graph, the Perron–Frobenius
theorem asserts the unique strictly positive probability vector π = (π1, . . . , πN ) ,

which is the left eigenvector of the transition matrix T belonging to the maximal
eigenvalue μ = 1, viz., π T = 1 · π , is the stationary distribution of the random
walk on the graph. The element πi of the stationary distribution is called the density
of the node in the graph G. The condition of detailed balance, πi Ti j = π j Tji ,

asserts that a random walk defined on an undirected graph is time reversible: it is
also a randomwalk if considered backward. And it is impossible to determine, which
state came first and which state arrived later, after running the walk.

Theorem 4 For the random walk Ti j (n), n ≥ 1, the stationary distribution is

πi (n) = degn(i) degn−1(i)

2En
, 2En ≡

∑
i

degn(i) degn−1(i), (10)

with the assumption of deg0(i) = 1.

Proof ∑
i πi (n)

Ai j deg j (n−1)
degi (n)

= ∑
i
degn(i) degn−1(i)

2En

Ai j degn−1( j)
degn(i)

= degn( j) degn−1( j)
2En

= π j (n).
(11)

The detailed balance condition is satisfied by (10): πi (n)Ti j (n) = π j (n)Tji (n) =
Ai j degn−1(i) degn−1( j)

2En
. �

For n = 1, the normalization factor 2E1 = 2E , since deg0(i) = 1.

Theorem 5 For the limiting anisotropic random walk Ti j (∞), the stationary distri-
bution is πi (∞) = ψ2

1i where ψ1 is the major eigenvector of the graph adjacency
matrix A belonging to the maximal eigenvalue α1.

Proof ∑
i

πi (∞)
Ai jψ1 j

λ1ψ1i
= ψ2

1 j = π j (∞). (12)
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The detailed balance condition is satisfied by (5)
πi (∞)Ti j (∞) = π j (∞)Tji (∞) = Ai jψ1iψ1 j

α1
. �

2.3 Entropy of Anisotropic Random Walks

The number of possible walks of length n on a regular d-dimensional lattice
grows up exponentially with the path length n, viz., Wn = 2nd . If every walk
of length n is chosen with an equal probability by a random walker, the prob-
ability to observe a particular walk w of length n decreases exponentially as
Pr[w ∈ Wn] = 2−nd . The probability to observe a random walk passing through the
node i ∈ V in a finite- connected undirected graph is Pr[→ i →] = 2log2 πi , where
πi is the density of the node i with respect to the random walk. Therefore, the
probability to find a particular walk w = {i1, i2, . . . , in} on the graph G is given by
Pr[i1, i2, . . . in] = 2

∑n
s=1 log2 πis , and the probability to observe a long enough typi-

cal random walk of length n decreases asymptotically exponentially with n � 1,
2−n (H+ε) ≤ Pr [{i1, i2, . . . in}] ≤ 2−n (H−ε) where the entropy parameter

H = −
N∑
i=1

πi log2 πi , (13)

assessing the uncertainty of walks by estimating the spread of random trajectories,
and, therefore plays the role of the global physical dimension of the graph G gener-
alizing the lattice dimension. In (13), we assume that 0 · log(0) = 0. According to
(10), the entropy (13) is also calculated for locally asymmetric random walks of the
order t ≥ 1 as

H(t) = −∑N
i=1 πi (t) log2 πi (t)

= −∑N
i=1

degt (i) degt−1(i)
2Et

log2
degt (i) degt−1(i)

2Et
.

(14)

In the limit t → ∞, the entropy (14) takes the following form: H(∞) = −∑N
i=1 ψ2

i1
log2 ψ2

i1, where ψ1 is the completely positive major eigenvector of the graph adja-
cency matrix.

The entropy H(t) asymptotically grows at a fixed rate called the entropy rate,

h(n) ≡ −
∑
i∈V

πi (n)
∑
j∈V

Ti j (n) log2 Ti j (n). (15)
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2.4 The Relative Entropy Rate for Locally Anisotropic
Random Walks

The Markov chain Ti j (1) defines the locally isotropic random walk, in which the
next node of the walk is chosen by a random walker uniformly, with the probability
Pr = deg−1

1 (i) among all nearest neighbors of the node i ∈ V . When performing the
locally isotropic random walk, the random walker, metaphorically speaking, needs
to know the number of immediate neighbors. In contrast to it, the probability of
transition to a neighbor in the higher order randomwalks Ti j (t), t > 1, is determined
regarding the numbers of lengthy t-walks available from the neighbors. Therefore,
performing the locally anisotropic random walk Ti j (t), t > 1, in general, requires
more information than involved in Ti j (1).

We introduce the relative entropy rate parameter in order to compare the locally
isotropic and anisotropic random walks defined on a finite connected undirected
graph. The entropy rate determines the portion of information produced at each step
of the locally isotropic random walk, viz.,

h(1) = −∑
i
deg1(i)
2E

∑
j�i

1
deg1(i)

log2
(

1
deg1(i)

)
= 1

2E

∑
i deg1(i) log2 deg1(i) = 〈δi 〉

(16)

where 〈δi 〉 is the mean local physical dimension at the node i ∈ V,with respect to the
locally isotropic random walks Ti j (1). The entropy rates of the higher order random
walks differ from (16).

Definition 2 The relative entropy rate between Ti j (1) and Ti j (t), t > 1, is defined
as

h(t) ≡
∑
i

πi (1)
∑
j

Ti j (1) log2
Ti j (1)

Ti j (t)
, t ≥ 1. (17)

For t = 1, the relative entropy rate h(1) = 0, and h(t) > 0 for t > 1. The relative
entropy rate (17) quantifies the additional amount of information generated at each
step of the randomwalk Ti j (t), t > 1 due to increased knowledge about the numbers
of t-paths available at the nearest neighbors of the walker. The following result is
self-evident from the definitions (17) and (5):

Theorem 6

h(t) = 1
2E

∑
i, j�i log2

degt (i)
degt−1( j) deg1(i)

= 1
2E

∑
i, j�i

(
log2

(
degt (i)

degt−1( j)

)
− log2 deg1(i)

)
≡ 1

2E

∑
i, j�i

(

i j (t) − δi

)
, t ≥ 1.

(18)

Here, we assume that deg0(i) = 1 for every i ∈ V , δi ≡ log2 deg1(i) is the local
analog of the physical dimension of space, and
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i j (t) ≡ log2

(
degt (i)

degt−1( j)

)
, t ≥ 1 (19)

is the local directional-dependent space dimension tensor which coincides with δi
for t = 1. The cumulative difference, viz., ζi (t) ≡ ∑

j�i

(

i j (t) − δi

)
, t ≥ 1, is

a natural measure of the scale-dependent anisotropy of the higher order random
walks (5). The relative entropy rate (18) is the specific scale-dependent anisotropy
of the random walk per one step of the random walk Ti j (t), t > 1, viz., h(t) =
1
2E

∑N
i=1 ζi (t).

3 Information Decomposition for Markov Chains

Let us work out the example of a Markov chain with two states (‘heads’ or ‘tails’)
that represents tossing of a unfair coin, in which each state repeats itself with the
probability 0 ≤ p ≤ 1, as shown in the diagram in Fig. 1 (Volchenkov 2018).

The transition probabilities in the Markov chain shown in Fig. 1 are determined
by the matrix

T =
(

p 1 − p
1 − p p

)
. (20)

For p = 1and p = 0, thisMarkov chain generates the constant sequences of symbols,
viz., (i) the alternating sequence, . . . 0, 1, 0, 1, 0, . . . when p = 0; (ii) the sequences
of repeating elements, . . . 1, 1, 1, 1, 1, . . . , or . . . 0, 0, 0, 0, 0, . . . when p = 1. The
chain represents tossing of a fair coin when p = 1/2. The information measures for
Markov chains depend on the time steps from the past and into the future only.

Fig. 1 Information
decomposition for tossing a
unfair coin
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They are simply related to each other by the transition probabilities. Since all infor-
mation shared between the past and future states inMarkov chains goes only through
the present, the mutual information between the past states of the chain and its future
states conditioned on the present moment is always trivial: I (Xt−1; Xt+1|Xt ) = 0.
Throwing a unfair coin to choose between two alternative states reveals a single
bit of information, for any value of p. The density of states in the Markov chain is
determined by the major left eigenvector of the transition matrix (20) belonging to
its largest eigenvalue 1, viz., π = [1/2, 1/2], so that Pr[‘head’] = Pr[‘tail’] = 1/2,
independently of the probability 0 ≤ p ≤ 1. The Shannon entropy characterizing the
uncertainty of a state in the Markov chain is defined by

H = −
2∑

i=1

πi log2 πi = − log2
1

2
= 1 bit. (21)

Although the value of entropy (21) is independent of p. this single bit of information
manifests itself in different forms according to the value of p.

3.1 Conditional Information Measure for the Downward
Causation Process

When p = 0 or p = 1, the Markov chain (20) generates the constant sequences
of symbols, so that the forthcoming state (“heads” or “tails”) is determined by the
past states of the chain, i.e., by the downward causation process. A single bit of
information in the process manifests itself in the long-range structural correlations
in the chain (when p = 0 or p = 1). The long-range structural correlation decays
(as p > 0 or p < 1), so that the symbols may appear occasionally at the “improper”
places. The amount of information generated at each step of the chain is defined by
the conditional entropy per symbol, the entropy rate, viz.,

h ≡ H (Xt+1|Xt ) = −
2∑

i=1

πi

2∑
j=1

Ti j log2 Ti j . (22)

For the Markov chain (20), we obtain h(p) = −p log2 p − (1 − p) log2(1 − p),
which is trivial for p = 0 and p = 1when the forthcoming symbol is fully determined
by the chain structure.

The strength of long-range structural correlations between blocks of symbols in
the Markov chain for 0 < p < 1 is quantified by the mutual information between
the past and future segments of the chain called the excess entropy,

I (Xt+1; Xt ) ≡ D = H(Xt ) − H (Xt+1|Xt ) = H − h. (23)
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In (23) the letterD stands for “downward causation”, since this measure is associated
to the information component related to the downward causation process. The excess
entropy quantifies the component of information, which is predictable from the long-
range structural correlations in the chain for 0 < p < 1, viz.,D(p) = 1 + p log2 p +
(1 − p) log2(1 − p). When tossing a fair coin (p = 1/2), the structural correlations
in the Markov chain (20) vanish (D(1/2) = 0) and the forecast of the future symbols
based on observation of the long sequences of past symbols loses any predictive
power (see Fig. 1).

3.2 Conditional Information Measure for the Upward
Causation Process

Our capability to predict the forthcoming state while tossing a unfair coin weakens
as p > 0 or p < 1 although every cloud has a silver lining. Indeed, we can guess
the forthcoming symbol in the chain simply by alternating (or repeating) the current
symbol with the probability p > 0 (or p < 1). The information component quanti-
fying the goodness of such a guess is the mutual information between the present
state of the chain and its future state conditioned on the past, viz.,

I (Xt ; Xt+1|Xt−1) ≡ U = H (Xt+1|Xt−1) − H (Xt+1|Xt−1) . (24)

In (24) the letter U stands for “upward causation” determining the influence
of the present symbol on the forthcoming state of the chain: U(p) =
p log2 p + (1 − p) log2(1 − p) − 2p(1 − p) log2 2p(1 − p) − (

p2 + (1 − p)2
)

log2
(
p2 + (1 − p)2

)
. The mutual information U(p) grows as p > 0 (p < 1) until

p ≈ 0.121 (p ≈ 0.879) when the effect of destructive interference between the obvi-
ously incompatible guesses on alternating the current symbol at the next step (for
p > 0) and on repeating the current symbol (for p < 1) causes the attenuation and
complete cancelation of this information component in the case of fair coin tossing
(at p = 1/2, U(1/2) = 0) (see Fig. 1).

3.3 Ephemeral Information in Markov Chains

The remaining conditional entropy H (Xt |Xt+1, Xt−1) quantifies the portion of
uncertainty of a state in the Markov chain (20) that can neither be predicted from the
large-scale structure of the chain (i.e., from downward causation), nor be guessed
by alternating (or repeating) the current state symbol (i.e., from upward causation).
This conditional entropy belongs to the present moment only, viz.,
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H (Xt |Xt+1, Xt−1) ≡ E = h − U . (25)

This information component is ephemeral, as existing only in the present moment
and released at each transition of the chain, being neither a consequence of the past,
nor of consequence for the future: E(p) = −2p log2 p − 2(1 − p) log2(1 − p) +
2p(1 − p) log2 2p(1 − p) + (

p2 + (1 − p)2
)
log2

(
p2 + (1 − p)2

)
.

We have decomposed one bit of information characterizing uncertainty of a state
in the Markov chain of unfair coin tossing into three independent information com-
ponents, viz.,

H = D(p) + U(p) + E(p) = 1 bit. (26)

1. The first component,D(p), characterizes our capability to predict the forthcom-
ing state of the chain from the past states.

2. The second component, U(p), characterizes our capability to guess it from the
current symbol.

3. The third component, E(p), characterizes our incapability to predict it.

4 Exploring Graph Structures by Random Walks

The stationary distribution of randomwalks (5) defined with respect to the equiprob-
able walks {γt } of length t ≥ 1 in a connected undirected graph G(V, E) determines
a unique measure on V, μt = ∑

j∈V πi (t)δ j , with respect to which the transition
operator becomes self-adjoint and is represented by a symmetric transition matrix,

T̂i j (t) = (
π(t)1/2 T(t) π(t)−1/2)

i j (27)

where π(t) is the diagonal matrix of the densities of nodes with respect to the random
walk Ti j (t). Thematrix (27) corresponds to the normalized Laplace operator, L̂(t) =
1 − T̂(t) where 1 is the unit matrix. From now on, we shall omit the length of walks
t from our notations, as the methods we discuss are equally suitable for any random
walk operator defined on the graph. The use of self-adjoint operators (27) becomes
now standard in spectral graph theory (Chung1997), and in studies devoted to random
walks on graphs (Lovász 1993).

Diagonalizing the symmetric matrix (27), we obtain T̂ = � M ��, where �

is an orthonormal matrix, �� = �−1, and M is a diagonal matrix with entries
1 = μ1 > μ2 ≥ . . . ≥ μN > −1 (here, we do not consider bipartite graphs, for
which μN = −1). The rows ψk = {

ψk,1, . . . , ψk,N
}
of the orthonormal matrix

� = {ψ1,ψ2, . . . ψN }� are the real eigenvectors of T̂ that forms an orthonor-
mal basis in Hilbert space H(V ), ψk : V → SN−1

1 , k = 1, . . . N , where SN−1
1

is the N − 1-dimensional unit sphere. The first eigenvector ψ1 belonging to the
largest eigenvalue μ1 = 1 (which is simple) is the Perron–Frobenius eigenvector
that determines the stationary distribution of random walks over the graph nodes,
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ψ1 T̂ = ψ1, ψ2
1,i = πi , i = 1, . . . , N . The squared Euclidean norm of the vector

in the orthogonal complement of ψ1,
∑N

s=2 ψ2
s,i = 1 − πi > 0, expresses the prob-

ability that a random walker is not in i .

4.1 Affine Probabilistic Geometry of Graphs

Discovering of important nodes and quantifying differences between them in a graph
is not easy, since the graph does not possess a priori the structure of Euclidean space.
However, we can use the algebraic properties of the self-adjoint operators in order
to define an Euclidean metric on any finite connected undirected graph.

Geometric objects, such as points, lines, or planes, can be given a represen-
tation as elements in projective space based on homogeneous coordinates. Given

an orthonormal basis
{
ψk : V → SN−1

1

}N

k=1 in R
N , any vector in Euclidean space

can be expanded into v = ∑N
k=1 〈v|ψk〉 〈ψk | . Provided {ψk}Nk=1 are the eigenvectors

of the symmetric matrix of the operator T̂, we can define the new basis vectors,

� ′ ≡
{
1, ψ2,2

ψ1,2
, . . . ,

ψN ,N

ψ1,N

}
, since we have always ψ1,i ≡ √

πi > 0 for any i ∈ V .

The basis vectors ψ ′ span the projective space PR(N−1)
π , so that the vector v can be

expanded into vπ−1/2 = ∑N
k=2

〈
v|ψ ′

k

〉 〈
ψ ′

k

∣∣ . This transformation defines a stereo-
graphic projection on PR(N−1)

π such that all vectors inRN (V ) collinear to the vector
| ψ1〉 corresponding to the stationary distribution of random walks are projected
onto a common image point. If the graph G(V, E) has some isolated nodes ι ∈ V,

for which πι = 0, they play the role of the plane at infinity, away from which we
can use the basis � ′ as an ordinary Cartesian system. The transition to the homoge-
neous coordinates transforms vectors ofRN into vectors on the (N − 1)-dimensional
hyper-surface

{
ψ1,x = √

πx
}
, the orthogonal complement to the vector of stationary

distribution π . The kernel of the generalized inverse operator in the homogeneous

coordinates � ′ is given by L̂ = ∑N
k=2

|ψ ′
k〉〈ψ ′

k|
λk

.

4.2 Probabilistic Interpretation of Euclidean Geometry

The Euclidean structure introduced in the previous section can be related to a length
structure V × V → R+ defined on the class of all admissible paths P between pairs
of nodes in G. It is clear that every path p(i, j) ∈ P is characterized by some prob-
ability to be followed by a random walker depending on the weights wi j > 0 of all
edges necessary to connect i to j . Therefore, the path length statistics is a natural
candidate for the length structure on G.

Let us consider the vector ei = {0, . . . 1i , . . . 0} that represents the node i ∈ V
in the canonical basis as a density function. The basis vector ei can be viewed as
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a pointwise distribution on the graph G(V, E). The vector ei has the squared norm
of ei associated to a random walk defined on the graph F , viz., ‖ei‖2T = (ei , ei )T =
1
πi

∑N
s=2

1
λs

ψ2
s,i

ψ2
1,i

. It is remarkable that in the theory of random walks (Lovász 1993)

this squared norm is the spectral representation of the first-passage time to the node
i ∈ V , the expected number of steps required to reach the node i ∈ V for the first
time starting from a node randomly chosen among all nodes of the graph according
to the stationary distribution π . The first-passage time, ‖ei‖2T , can be directly used
in order to characterize the level of accessibility of the node i .

The Euclidean distance between any two nodes of the graph G calculated in the
(N − 1)−dimensional Euclidean space associated to random walks, viz.,

Ki j = ∥∥ ei − e j

∥∥2
T =

N∑
s=2

1

λs

(
ψs,i

ψ1,i
− ψs, j

ψ1, j

)2

, (28)

also gets a clear probabilistic interpretation as the spectral representation of the
commute time, the expected number of steps required for a random walker starting at
i ∈ V to visit j ∈ V and then to return back to i (Lovász 1993). The commute time
can be represented as a sum, Ki j = Hi j + Hji , in which Hi j = ∥∥e j

∥∥2
T − (

ei , e j
)
T is

the first-hitting time which quantifies the expected number of steps a random walker
starting from the node i needs to reach j for the first time (Lovász 1993).

The first-hitting time satisfies the equation Hi j = 1 + ∑
i∼v Hv j Tvi reflecting

the fact that the first step takes a random walker to a neighbor v ∈ V of the starting
node i ∈ V , and then it has to reach the node j from there (Lovász 1993). The
latter equation can be directly used for computing of the first-hitting times, however,
Hi j are not the unique solutions of this equation; the correct definition requires an
appropriate diagonal boundary condition, Hii = 0, for all i ∈ V (Lovász 1993). The
spectral representation of Hi j given by

Hi j =
N∑

s=2

1

λs

(
ψ2

s, j

ψ2
1, j

− ψs,iψs, j

ψ1,i ψ1, j

)
, (29)

seems much easier to calculate. From the obvious inequality λ2 ≤ λr , it follows
that the first-passage times are asymptotically bounded by the spectral gap, namely
λ2 = 1 − μ2.

From the spectral representation (29), we may conclude that the average of the
first-hitting times with respect to its first index is nothing else, but the first-passage
time to thenode (Lovász 1993),‖ei‖2T = ∑

j∈V π j Hji .Theaverageof thefirst-hitting
times with respect to its second index is called the random target access time (Lovász
1993). It quantifies the expected number of steps required for a random walker to
reach a randomly chosen node in the graph (a target). The random target access time
TG is independent of the starting node i ∈ V being a global spectral characteristic
of the graph, TG = ∑

j∈V π j Hi j = ∑N
k=2 λ−1

k . The latter equation expresses the so-
called random target identity (Lovász 1993). Several models were developed to study
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the mean first-passage time taken by a walker to move from an arbitrary source to a
target in complex media. For instance, such situations were usually encountered in
predatory animals and biological cells (Shlesinger 2007).

5 How a City Should Look?

On the one hand, the joint use of scarce space creates life in cities which is driven
largely by microeconomic factors, which tend to give cities similar structures. The
emergent street configuration creates differential patterns of occupancy, whereby
some streets become, over time, more highly used than others (Iida and Hillier 2005).
On the other hand, a background residential space process driven primarily by cultural
factors tends to make cities different from each other, so that the emergent urban grid
pattern forms a network of interconnected open spaces, being a historical record of
a city creating process driven by human activity and containing traces of society and
history Hanson 1989).

In the present section, we study and compare the spatial structures of a labyrinth
and the different urban patterns by random walks.

5.1 Labyrinths

It is interesting to discuss the general structural properties of labyrinths that make
them so difficult to navigate in and, at the same time, so mysteriously attractive to
our minds. In Fig. 2a, we have presented the maze consisting of 45 interconnected
rectangles providing the space formotion and displayed its spatial graph representing
the connectivity pattern. Although it is clear that movements of a real human traveler
are rather self-determined than random, the interpretation of a place with respect
to the overall structure of the environment can be based on some random walks
defined in that (Blanchard and Volchenkov 2009; Volchenkov and Blanchard 2007,
2008a, b). Humans are used to live in Euclidean space, and they form a Euclidean
mental model of any urban environment by learning it. The Euclidean metric on
urban spaces can be discovered by analyzing the first- passage times to these spaces
in the urban spatial graphs.

It is known that, for a stationary discrete-valued stochastic process, the expected
recurrence time to return back to a state is the reciprocal of the density of the state
(Kac 1979). The expected recurrence time to a node RECi which indicates how long
a random walker must wait to revisit the site is inverse proportional to the stationary
distribution of random walks over the graph. It follows from the spectral representa-
tion of first-passage time FPTi that it is proportional to the expected recurrence time,

viz., FPTi = ‖ei‖2T = 1
ψ2
1,i

∑N
k=2

ψ2
k,i

λk
= RECi · ∑N

k=2
ψ2
k,i

λk
, where the proportionality

coefficient is determined by the entire graph structure.
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a.) b.)

c.) d.)

Fig. 2 a Themaze consisting of 45 interconnected rectangles providing the space for motion, along
its spatial graph representing the connectivity pattern. b The relation between the recurrence times
(RT) and first-passage times (FPT) to the rectangular places of movement by the locally isotropic
random walks T(1) defined in the labyrinth. c The information components of Shannon entropy
for the random walks T(n) at the different lengths of equiprobable paths n > 1. d According to the
information classification of complex systems and processes, random walks in the labyrinth is a
fragile process, similar to survival in the model of mass extinction and subsistence and to tossing a
unfair coin

For example, in Fig. 2b we have shown the relation between the recurrence times
and first-passage times to the rectangular places of movement by the locally isotropic
random walks T(1) defined on the labyrinth. Interestingly, first-passage times to
places in this maze are up to one order of magnitude longer than the recurrence
times to them.

Although it may take quite a long time for a random walker to reach a place for
the first time (up to 1000 random steps) according to the data of Fig. 2b, the walker
is doomed to revisit this place again and again, as the corresponding recurrence time
determined by the local connectivity of the place might be ten times shorter than
the first -passage time determined by the global connectedness of the entire graph,
as well as the role of the given place in that. Metaphorically speaking, the random
walker appears to be trapped within the labyrinth environment and might find it
confusing.
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In Fig. 2b, we can see that all spaces of movement (rectangles) in the labyrinth
constitute such traps (as the first-passage times to all of them substantially exceed
the recurrence times).

The use of the higher order random walks T(n), n > 1, allows for characterizing
the structure of the labyrinth (Fig. 2a) on the different scales and information decom-
position of uncertainty to visit a place. In Fig. 2c, we have shown the information
components of Shannon entropy of the random walks T(t) for the different lengths
t > 1 of equally probable paths.

Regarding to a random walk defined in the labyrinth, a space (i.e., each numbered
rectangle in the labyrinth shown in Fig. 2a) is characterized by some uncertainty of
being visited by a walker. The total amount of uncertainty decays steadily (Fig. 2c),
as we employ the walks of increasingly long equiprobable paths since some places
become more preferable for such a walker than others. The portion of informa-
tion associated to downward causation obviously dominates the random walks in
Fig. 2a at all scales, revealing the presence of strong structural correlation between
the sequences of aligned places visited by a walker in the labyrinth. The remaining
information (approximately 1 bit) is almost evenly shared between the ephemeral
and upward information components (Fig. 2c). The walker in the labyrinth can turn
back at any time, so that the information component of upward causation quantifies
the amount of uncertainty related to the choice of the next step direction. Eventually,
ephemeral information quantifies the portion of uncertainty that can neither be pre-
dicted from observing the structure of the labyrinth, nor be guessed by alternating
the current direction of the walk at the present place.

The information decomposition of random walks in the labyrinth is dominated
by the component associated to the downward causation process (Fig. 2d), so that
according to the information classification of complex systems and processes, ran-
dom walks in the labyrinth is a fragile process, similar to tossing a unfair coin.
Learning the structure of labyrinths does not improve the quality of movements in
them.

The relative entropy rate (bit/step) between the locally isotropic random walks
Ti j (1) and the locally anisotropic randomwalk Ti j (∞) on the spatial graphs of urban
patterns quantifies the additional amount of information generated at each step of the
anisotropic random walk due to increased knowledge about the numbers of lengthy
paths available from the nearest neighbors of the present location of walker.

In Fig. 3, we have shown the radar diagram comparing the relative entropy
rates (bit/step) between the locally isotropic random walks Ti j (1) and the locally
anisotropic random walk Ti j (∞) on the spatial graphs of urban patterns. Learning
the real urban structures (such as the street grid in Manhattan, the city canal net-
works in Amsterdam and Venice, the organic German medieval cities of Bielefeld
and Rothenburg) changes the quality of walks that is reflected by the certain amount
of additional information generated at each step of the random walk Ti j (∞) due to
increased knowledge about the numbers of infinitely long paths available from every
node.
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Fig. 3 The relative entropy rates (bit/step) between the locally isotropic random walks Ti j (1) and
the locally anisotropic random walk Ti j (∞) on the spatial graphs of urban patterns

However, learning of the numbers of infinite paths available from the nearest
neighbors of the present location of walker makes almost no change to the character
of random walks in labyrinths.

5.2 Manhattan’s Grid

The most common pattern favored by the Ancient Greeks and the Romans, used for
thousands of years in China, established in the south of France by various rulers,
and being almost a rule in the British colonies of North America is the grid. In most
cities of the world that did not develop and expand over a long period of time, streets
are traditionally laid out on a grid plan. Manhattan, a borough of New York City, is
a paradigmatic example (see Fig. 4a), with the standard city block, the smallest area
that is surrounded by streets, of about 80 m by 271 m.

The diagram showing the relations between the recurrence and first-passage times
to the spaces of movement in the spatial graph of Manhattan is presented on Fig. 4b.
First, in contrast to the trapping structure of labyrinth (where first-passage times
greatly exceed recurrence times, see Fig. 2b), the values of first-passage times by
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a.) b.)

c.) d.)

Fig. 4 a The Upper East Side (Manhattan), a 1.8 square miles (4.7km2) neighborhood in the bor-
ough ofManhattan in NewYork City, USA, between Central Park and the East River. b The relation
between the recurrence times and first-passage times to the spaces of movement in Manhattan by
the locally isotropic random walks T(1). c The information components of Shannon entropy for
the random walks T(t) at the different lengths of equiprobable paths t > 1. d According to the
information classification of complex systems and processes, random walks on the spatial grid of
Manhattan is predominantly an ephemeral process, as random paths can hardly be predicted from
the almost regular structure of urban grid, and each navigation step has almost no consequence for
the future trajectory of the walk

random walks in the spatial graph of Manhattan are very close to recurrence times
to the same places, so that random walkers are not trapped, but instead the following
natural “urban rule of thumb” is applicable: The better connected the place to its
urban environment, the easier one can get there for the first time and the higher the
chance it is visited again.

Second, the striking feature of the spatial graph ofManhattan is the extreme diver-
sity (up to four orders of magnitude) of the first-passage and recurrence times. We
shall discuss the consequences of such a structural disparity of places in the forth-
coming section in detail. In Fig. 4c, we have shown the information components of
Shannon entropy of the random walks T(t) for the different lengths t > 1 of equally
probable paths. The total amount of uncertainty related to a random walker visit-
ing a place in the spatial graph of Manhattan oscillates with the scale of walks and
tends to a fixed value for the very long lengths t � 1. Information decomposition
of random walks on the spatial graph of Manhattan is dominated by the ephemeral
information component. According to the information classification of complex sys-
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Fig. 5 Isolation map of Manhattan. Isolation is measured by first-passage times to the places in
Manhattan calculated from the randomly chosen place with respect to the stationary distribution
of random walks. Darker color corresponds to longer first-passage times. The first-passage times
in the borough of Manhattan, NYC: (1) the Federal Hall National Memorial ∼10 steps; (2) the
Times square ∼100 steps; (3) the SoHo neighborhood, in Lower Manhattan ∼500 steps; (4) the
East Village neighborhood, lying east of Greenwich Village, south of Gramercy and Stuyvesant
Town ∼1,000 steps; (5) the Bowery neighborhood, in the southern portion of the New York City
borough of Manhattan ∼5,000 steps; (6) the East Harlem (Spanish Harlem, El Barrio), a section of
Harlem located in the northeastern extremity of the borough of Manhattan ∼10,000 steps

tems and processes, random walks on the spatial grid of Manhattan is predominantly
an ephemeral process, as the random path can hardly be predicted from the almost
regular structure of urban grid, and each navigation step has almost no consequence
for the future trajectory of the random walk (Fig. 4d).

The notion of isolation acquires a statistical interpretation by means of random
walks. The recurrence time of randomwalks to a node in a undirected graph depends
upon the connectivity of the node, the number of its nearest neighbors—the local
structural property of the node in the graph. Times are easy to reach by whatever
origin–destination route while very many random steps would be required in order
to get into a statistically isolated site. Being a global characteristic of a node in
the graph, the first-passage time assigns absolute scores to all nodes based on the
probability of paths they provide for random walkers.

The first-passage time can, therefore, be considered as a natural statistical cen-
trality measure of the node within the graph (Blanchard and Volchenkov 2009). A
visual pattern displayed on Fig. 5 represents the pattern of structural isolation (quan-
tified by the first-passage times) in Manhattan (darker color corresponds to longer
first-passage times). It is interesting to note that the spatial distribution of isolation in
the urban pattern of Manhattan (Fig. 5) shows a qualitative agreement with the map
of the tax assessment value of the land in Manhattan reported by Rankin (2016) in
the framework of the RADICAL CARTOGRAPHY project.
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5.3 German Organic Cities

Older cities appear to be mingled together, without a rigorous plan. This quality is a
legacy of earlier unplanned or organic development, and is often perceived by today’s
tourists to be picturesque. They usually have a hub, or a focus of several directional
lines, or spokes which link center to edge, and sometime there is a rims of edge lines.
Most of the trading centers are at the city center, while the areas out of the center are
the more residential ones.

The spatial structure of organic citieswas shaped in response to the socioeconomic
activities maximizing ease of navigation in the areas, which are most likely to be
visited by different people from inside and outside, but minimizes the same when
it is undesired. The diagram showing the relations between the recurrence and first-
passage times to the same spaces of movement in the spatial graph of Bielefeld is
presented on Fig. 6b. The values of first-passage times by randomwalks in the spatial
graph of Bielefeld just slightly exceed recurrence times to the same places, so that
random walkers are not trapped in the urban fabric of organic cities, in contrast to
labyrinths.

a.) b.)

c.) d.)

Fig. 6 a The “hidden” city of Bielefeld, North Rhine-Westphalia (Germany) is an example of an
organic city. b The relations between the recurrence and first-passage times to the same spaces of
movement in the spatial graph of Bielefeld. c and d Shannon’s entropy quantifying uncertainty of
a place for the random walks T(t), t ≥ 1, on the spatial graph of Bielefeld
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a.) b.)

c.) d.)

Fig. 7 a Another example of an organic city: Rothenburg ob der Tauber, Bavaria (Germany).
b The relation between the recurrence and first-passage times to the same spaces of movement in
the spatial graph of Rothenburg. c and d The information decomposition of Shannon’s entropy for
the random walks T(t), t ≥ 1, on the spatial graph of Rothenburg

Old organic cities are usually not large, so that the diversity of the first-passage
and recurrence times over these cities does not exceed one order of magnitude (see
Fig. 6b). In Fig. 6c, d we have shown that Shannon’s entropy quantifying uncertainty
of a place for the random walks T(t), t ≥ 1, on the spatial graph of Bielefeld con-
sists of three well-balanced information components associated to downward and
upward causation as well as ephemeral information, with the major role of down-
ward causation revealing the importance of structural correlation for walks in the
organic city.

Other organic cities may show a radial structure in which main roads converge to
a central point, often the effect of successive growth over long time with concentric
traces of town walls (clearly visible on the satellite image of the medieval Bavarian
city, Rothenburg ob der Tauber, Fig. 7a) and citadels usually recently supplemented
by ring-roads that take traffic around the edge of a town.

The diagram showing the relation between the recurrence and first-passage times
to the same spaces of movement in the spatial graph of Rothenburg presented on
Fig. 7b is essentially similar to that one for Bielefeld (Fig. 6b). The values of first-
passage times by random walks in the spatial graph of organic cities slightly exceed
recurrence times to the same places, and the maximal difference of the first-passage
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and recurrence times over the city graph is not very large. In Fig. 7c, d we have
shown the information decomposition of Shannon’s entropy for the random walks
T(t), t ≥ 1,which is also similar to those diagrams obtained for the city of Bielefeld.

5.4 The Diamond Canal Network of Amsterdam

The central diamondwithin awalled citywas thought to be a good design for defense.
Many Dutch cities have been structured this way: a central square surrounded by a
concentric canals. The city of Amsterdam (see Fig. 8a) is located on the banks of the
rivers Amstel and Schinkel, and the bay IJ. It was founded in the late twelfth century
as a small fishing village, but the concentric canals were largely built during the
Dutch Golden Age, in the seventeenth century. Amsterdam is famous for its canals,
grachten. The principal canals are three similar waterways, with their ends resting
on the IJ, extending in the form of crescents nearly parallel to each other and to the
outer canal. Each of these canals marks the line of the city walls and moat at different

a.) b.)

c.) d.)

Fig. 8 a Amsterdam, the capital city of the Netherlands. b The relation between the recurrence and
first-passage times to the same canals in the canal network of Amsterdam. c and d The information
decomposition of Shannon’s entropy for the random walks T(t), t ≥ 1, over the canal network of
Amsterdam
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periods. Lesser canals intersect the others radially, dividing the city into a number
of islands.

The diagram showing the relations between the recurrence and first-passage times
to canals in the canal network of Amsterdam is presented on Fig. 8b. The values of
first-passage times by random walks on the canal network of Amsterdam are very
close although slightly exceeding recurrence times to the same canals. Similarly to
the spatial graphs of old organic cities, the networks of urban canals are usually not
large, and the diversity of the first-passage and recurrence times over these networks
is either not large.

The information decomposition of Shannon’s entropy for the randomwalks T(t),
t ≥ 1, over the canal network of Amsterdam is shown on (Fig. 8c, d).While the infor-
mation decomposition for the locally isotropic randomwalksT(∞) are dominated by
the structural correlation of the diamond-like city canal network (downward causa-
tion), the information decomposition for the locally anisotropic randomwalks T(∞)

based on the infinitely long walks are well balanced between all three independent
components of Shannon’s entropy.

5.5 The Canal Network of Venice

The structural characteristics of the canal network in Venice revealed by random
walks are quite similar to those of the canal network in Amsterdam.

The values of first-passage times by randomwalks on the canal network of Venice
are also very close although slightly exceeding recurrence times to the same canals
(see Fig. 9b). Two main canals featuring the transportation system of Venice and
providing the major water-traffic corridors in the city (the Grand Canal and the
Giudecca Canal) are characterized by the very short first-passage times that amplifies
the diversity in accessibility to the different canals in the city canal network.

The information decomposition of Shannon’s entropy for the randomwalks T(t),
t ≥ 1, over the canal network of Venice is displayed on Fig. 9c, d.While the informa-
tion decomposition for the locally isotropic random walks T(∞) are dominated by
the structural correlation (downward causation), the major information component
for the locally anisotropic random walks T(∞) based on the infinitely long walks is
due to ephemeral information.
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a.) b.)

c.) d.)

Fig. 9 a The scheme of the contemporary canal network of Venice. b The relation between the
recurrence and first-passage times to the same canals in the canal network of Venice. c and d The
information decomposition of Shannon’s entropy for the random walks T(t), t ≥ 1, over the canal
network of Venice

6 Conclusion

We have presented the mathematical method for measuring structural complexity of
urban spatial patterns and neighborhood’s inaccessibility. The level of accessibility
of nodes and subgraphs of undirected graphs can be estimated precisely in connection
with randomwalks introduced on them.We have applied this method to the structural
analysis of a maze and different cities.
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Space Syntax: A Network-Based
Configurational Approach to Studying
Urban Morphology

Mahbub Rashid

Abstract In this chapter, I describe space syntax, a recent configurational approach
to urban morphological studies that shows some conceptual similarities to the net-
work analysis of structural sociology. First, I describe the basic concepts, methods,
and measures of this configurational approach, focusing on the axial and segment
map analyses—the two most commonly used methods of space syntax related to
urban morphological studies. After this, I describe some of the recent mathematical
developments of space syntax methods and measures. These mathematical develop-
ments include various normalization techniques for integration and choice—the two
most important measures of space syntax; various clarifications on the relationships
between the metric, geometric, and topological measures of axial and segment maps;
various universal properties including scaling laws observed in axial and segment
maps; various ways to reduce and/or eliminate the effects of boundary on space syn-
taxmeasures; variousways to take into account the shape aswell as the 3D of the built
environment within space syntax; and, finally, various ways to integrate space syntax
with GIS. Following mathematical developments, I describe various applications of
space syntax methods and measures in urban morphological studies. Here, I discuss
how space syntax methods and measures have been applied to describe the syntactic
types and cores, and the whole and the parts relationships of spatial configurations;
the processes of spatial production and reproduction of social relations, functions,
and knowledge; the generative functions of spatial configurations; the relationships
between spatial configurations and social capital; and the experiential aspects of
urban morphological history. I conclude the chapter by highlighting the fact urban
morphological studies, though an important part of the space syntax corpus, are only
one of many areas of research where space syntax methods and measures have been
applied in recent years.
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1 Introduction

The city is a complex entity. Many views on this issue have been presented in the
social and natural sciences literature. For my purposes here in this chapter, I will
lend myself to one of these views, which suggests that the city is a dual complex
system with four features (Portugali 2016). First, every city has physical and human
components. The city of physical components is “the physical city”, which includes
every material artifacts that we, as agents, ever build, use and signify in the city;
and the city of human components is “the functional city”, which describes how we
use the physical city for instrumental and symbolic purposes (Hillier 1996). Second,
the physical city and the functional city are dialectically related to each other. The
physical city emerges out of the functional behaviors and activities of agents. Once
emerged, it affects the behaviors and activities of agents that created it in the first place
giving rise to conditions for the physical city to change in circular causality. Third,
the dialectical processes involve external representations that reside in the physical
city, and internal representations that originate and reside in individual human agents
in the form of ideas, intentions, memories, and thoughts and in institutional agents
is the form of history, tradition, and culture. Fourth, defined by numerous complex
networks of space, form, and function the physical city is complex, and so are its
human and institutional agents.

The above view makes it clear that both the physical city and the functional city
are important for us to understand the city and its morphology. Here, I would like
to contend that the traditional concern of urban morphological studies as a part of
urban geography has been the physical city (Conzen 1960; Whitehand 1981, 1987,
2001, 2007). These studies have generally described the physical city by its relatively
permanent structures. They include streets and open spaces; land division patterns
showing functionally differentiated and legally protected ownership; land use pat-
terns showing the proportion, size, shape, and location of specialized use of plots;
and building fabric showing the type, quality, and quantity of the physical struc-
tures needed for specialized use of plots. However, our interests in the dialectical
processes between the physical city and the functional city, involving external repre-
sentations that reside in the physical city and internal representations that originate
and reside in agents, are rather recent. Lynch (1960) was probably the first person,
who had discussed difficulties involved in defining how human agents conjure up
the mental image of the physical city. According to Lynch, the image of a city has
three components—identity, structure, and meaning. While he described the iden-
tity of the image using five elements—landmarks, nodes, paths, edges, and districts,
he admitted that even these elements are not easily definable. They shift meaning
depending on the purpose, time, and scale of use. He also admitted that it is even
more difficult to define the structures of these elements, to define how users attribute
meanings to these structures, and to define how structures affect the meaning of its
constituent elements. In essence, as always, our cognition and perception of the phys-
ical city remain difficult to define (Portugali 2011). While many rigorous readings of
the physical city have occurred in recent years focusing on history, society, culture,
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and economy, any rigorous readings of the functional city as a multilayered human
cognitive and perceptual phenomenon have occurred only recently. In this chapter, I
would like to argue that “space syntax” has a significant role to play in some of these
more recent readings of the physical city in relation to the functional city.

2 Space Syntax: Standard Concepts, Methods,
and Measures

Since the 1970s, a substantial body of research has used the “space syntax” approach
to study the morphology of the physical city and its relations to the functional city.
Developed by Bill Hillier and his colleagues, space syntax includes a set of theories,
methods and techniques that use physical space as a central descriptive category of
the society (for early theoretical andmethodological introduction to space syntax, see
(Hillier 1996; Hillier and Hanson 1984)). Though developed independently, the ana-
lytic foundations of space syntax are somewhat similar to that of the social network
analysis of structural sociology. Whereas space syntax studies networks of physical
spaces as represented in the plan of a given environment, structural sociology stud-
ies the networks of people in a society. However, both use comparable metrics to
define network properties (for measures in structural sociology, see (Freeman 1977,
1979; Freeman et al. 1991); for a comparison between formal definitions of space
syntax measures and network measures, see (Hillier and Hanson 1984; Hillier and
Iida 2005; Jiang and Claramunt 2002; Rashid 2016)). The usefulness of space syn-
tax theories and techniques in studies on the relationships between the physical city
and the functional city depends on a homology suggesting that the centrality of a
spatial unit in the network of spaces may indicate the unit’s degree of access to or
control over other spaces in the network, just as the centrality of an individual in a
social network may indicate the individual’s degree of access to or control over other
individuals in the network.

In recent years, network analysis techniques have been used to study a wide range
of social phenomena. They usually use various graph-theoretic measures describing
how the units of a network are related to each other and to the whole. These relations
canbeunidirectional (whereB influencesA, butAdoes not influenceB); bidirectional
symmetric (whereA andB influence each other in the samemagnitude); bidirectional
asymmetric (where A and B influence each other in different magnitudes); weighted
when relations are assigned relative strengths; and non-weighted when relations are
not assigned relative strengths. In social networks, these relations can have different
contents based on business, friendship, authorship, email, citation, and many other
forms of network that are often found in a society. Likewise, in spatial networks,
the relations of spaces can have different contents based on enclosure, subdivision,
overlap, intersection, adjacency, and permeability, which are generally included in
space syntax studies as different configurations of spatial networks.
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2.1 Configurations

In space syntax, the term “configuration” is often used to reflect the fact that, while
a network of spaces as shown in the layout of an environment represents all possible
ways how spatial units are related to one another, a configuration represents a state
of the network describing the relations of a kind among individual spatial units.
Therefore, a configuration describing adjacency may be very different from that
describing permeability of the spatial units of a layout. Likewise, a configuration of
weighted relations may become very different from a configuration of unweighted
relations of the spatial units of a layout. Naturally, then, a network of spaces in a
layout can have multiple configurations depending on the relations being explored.
Indeed, the number of different configurations of a layout is limited only to how one
wants to describe the layout taking into account significant relations.

Space syntax assumes that a configuration of a layout of an environment, when
defined using perceptually meaningful 1D or 2D spatial units, can carry social mean-
ing. For example, a configuration defined using lines or segments may be important
because human tends to move in straight lines and along routes with few changes
in directions to minimize effort and time and to maximize movement economy. A
configuration of convex spaces may be important for functional as well as social rea-
sons. For example, face-to-face interaction works better when everyone in a group
can see each other in a space. People feel secured in a convex space where nothing is
hidden from sight. More importantly, different spatial relations are easily described
and compared when an environment is partitioned as convex spaces. Likewise, a
configuration of visual fields is important because objects are often grouped based
on how they are seen from different locations, and people develop awareness of each
other based onwho sees whom. Aswewill find out below, space syntax’s assumption
that space contains social meaning via human attribution has been proven correct by
numerous studies that use space syntax methods and measures.

Space syntax also assumes that the spatial network of an environment can be
described as different configurations for analytic purposes, but these configurations
coexist in social reality. As Hillier writes,

All these ways of looking at space can be seen as layers of spatial structuring, co-existing
within the same plan, each with its own contribution to intelligibility and function. A spatial
layout can thus be seen as offering different functional potentials. What is it like to move
around in it? Does it have potential to generate interaction? Can strangers understand it? and
so on. All these questions are about the relationship of space as formal potentials to different
aspects of function. A layout can thus be represented as a different kind of spatial system
according to what aspects of function we are interested in (Hillier 1996, p. 116)

Humans unconsciously make use of these configurations depending on the nature
of everyday practice. In other words, even though configurations can be defined
bottom-up for analytic purposes, they are emergent top-down in everyday practice. In
this sense, spatial configurations are the emergent “structuring structures” as opposed
to the relatively permanent “structured structures,” to use Pierre Bourdieu’s terms
(Bourdieu 1992), of the environment that can modify everyday practice and eventu-
ally the society in a dialectical process where the outcome of a process can change
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the process that produces it. Space syntax’s concern for different configurations of
an environment can also be compared with J. J. Gibson’s concern for environmen-
tal affordances explored in his book The Ecological Approach to Visual Perception
(Gibson 1979). According to Gibson, environmental affordances refer to perceptu-
ally available structures of information serving one or more generic purposes for a
society of animals. Therefore, an essential part of socialization is to learn how to
perceive environmental affordances. By learning to use affordances, humans enter
into the shared practices of their society with abilities to modify them over time to
serve their purposes better.

As we have noted in the introduction of this chapter, while our interests in the
relatively permanent “structured structures” of the environment, i.e., the physical
city, had been longstanding in the field of urban morphology, space syntax’s interests
in the emergent “structuring structures” of the environment providing affordances
are relatively new phenomena. Space syntax explores these structuring structures
using methods and measures developed based on modern mathematics and powerful
computers. These methods and measures allow space syntax to describe, analyze,
and visualize different configurations of the spatial network of the physical city at
different scales, and to study how different configurations are related to each other
as well as to individuals and society through everyday practices.

2.2 Axial and Segment Maps

For its purpose, space syntax uses the configurations of perceptual primitives, defin-
able as simple 1Dor 2D spatial unitswithin an environment. These units include axial
lines representing straight lines of movement and visibility, segments representing
the parts of axial lines broken at the points of intersections with other axial lines,
convex spaces representing 2D shapes within each of which every point is visible
from every other points, and visual fields representing areas seen from individual
points within a spatial layout. Space syntax provides rigorous techniques showing
how to represent a layout as a configuration using each of these units, which are
called the axial map, the segment map, the convex map and the visual fields of
the layout. It also provides techniques to analyze the relational patterns among the
units within a map using such graph-theoretic (or, syntactic) measures as closeness,
betweenness, centrality, complexity and entropy (Al-Sayed 2014), some of which
are defined below. Additionally, space syntax allows users to color the map based
on the syntactic values of individual units. The color generally ranges from red rep-
resenting higher values to blue representing lower values of a space syntax measure
(Fig. 1a–d). Different software programs such as Depthmap, Confeego, and Spatial-
ist (Al-Sayed 2014; Turner 2010; Gil et al. 2007; Peponis and Spatialist 1997) are
available for performing different space syntax analysis of spatial configurations.

Most studies of urban areas and cities in the space syntax literature use the tech-
niques of the axial map analysis and, more recently, the techniques of the segment
map analysis. As noted above, they are drawn based on a rigorous set of mathemat-
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Fig. 1 Different types of syntactic analysis using space syntax tools and techniques. These analyses
were performed by Spatialist (Peponis et al. 1997)

ical rules. For example, the axial map of a spatial layout is defined by the minimal
set of longest axial lines, such that any point in the layout is visible from an axial
line of the map, and such that any pair of disjoint lines in the map that can be linked
by a third line are so linked. Algorithms for generating such a map are provided in
the space syntax literature (Turner et al. 2005; Peponis et al. 1998). Therefore, the
axial and segment maps make it possible to compare streets and street networks with
different characters. Such comparative configurational studies are necessary because
streets serve as linkages to and from various spaces and streets while providing in
them spaces for potential activity. As a result, they establish a variety of interface
conditions with other urban components. Streets are also related to each other in
a contiguous and hierarchical manner enhancing or inhabiting access, control, and
continuity. This hierarchy, which is different from the hierarchy assigned to streets
based on the amount of traffic they may carry, is defined by the streets’ network
properties—how connected they are with other streets in a network of streets. As
Schumacher writes, “Although the notion of spatial progression or promenade in
architecture and urban design is one of modern theory’s most belabored abstrac-
tions, the idea of ‘getting there,’ not as prescribed ‘promenade architecturale’ but
as a choice system of understood multiple routes to multiple goals, is apparently
essential” (Schumacher 1986, p. 145).

The axial and segment maps also make it possible to compare cities or city areas
with very different patterns of figure and ground or built and unbuilt spaces. In
an attempt to describe such differences, Ellis (1986) distinguished the structure of
spaces, defined by contiguous building patterns commonly found in traditional cities,
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from the structure of solids, where buildings exist as objects on a plane. Ellis argues
that these conceptions have a historical as well as a typological significance, and
they are important models that guide our actual design. In a structure of spaces,
streets and buildings are inseparable. As a result, streets work as places as well as
links, symbolizing the collective interests and values of the community they serve.
In contrast, in a structure of solids streets lack volume. The functions of streets as
links and places become separated. They are reduced to roads carrying traffic, and
people are driven off the streets not only by a huge increase in vehicular traffic but
also by a lack of functions along their sides. While important, for a long time these
concepts have remained referential only, because there was a lack of techniques
sensitive enough to describe the variations in built and unbuilt spaces commonly
found between these two extreme conditions. A structure of solids can evolve into
a structure of spaces owing to growth by infill rather than expansion reflecting a
need to remain compact for improved communication and to preserve resources.
In contrast, a structure of spaces can be modified to a structure of solids by taking
out or tearing down contiguous buildings to reduce density and overcrowding. The
axial maps and segment maps are useful in this regard. Using various network (or
syntactic) measures, they can easily describe changes in the relationships between
built and unbuilt spaces.

2.3 Measures

Among several syntactic measures, integration has been the most important measure
when applied to the axial and segment maps of space syntax. The integration value of
a line in the axial or segment map is defined in terms of the shortest routes between
the line and all of the others in the network (defining “shortest” in terms of the
fewest changes in direction) (Hillier 1996). As such, integration is similar to the
normalized closeness centrality index or the closeness index defined in the early
1950s by structural sociologists and reviewed by Freeman in the late 1970s. Choice
has been another important centrality measure of space syntax. While integration
is closeness, choice is betweenness for structural sociologists. Unlike integration,
choice gives the degree to which a line lies on simplest paths from one line to another
line in the network. The choice value of a given axial line is determined by dividing
the number of the shortest paths between any two lines in the axial map containing
the given line divided by all the shortest paths between any two lines in the map. In
contrast, the choice value of a segment is calculated by replacing shortest paths with
paths that have the lowest angular cost for each possible origin and destination pair
of segments on the given segment (Turner 2007). The mathematical definitions of
these two as well as some other important measures of the axial and segment maps
are provided here.

1. Total number of axial lines describes the quantity of axial lines in the axial
map of a spatial system.
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2. Mean axial line length describes the typical granularity of the axial lines of a
spatial system.

3. Axial articulation, based on (Hillier and Hanson 1984), at the level of urban
block is defined as the number axial lines per urban block. It indicates the gran-
ularity of a spatial system in relation to urban blocks. A lower axial articulation
value indicates a higher degree of axiality, and a higher value a greater breakup
of axiality.

4. Grid axiality, or the degree of axial deformation of the grid, is measured
by comparing the number of axial lines in a spatial system with the number
that could exist in a regular grid with the same number of islands or blocks.
The expression for this, as given in (Hillier and Hanson 1984), is as follows:
Grid Axiali t y � 2

√
I+2
L , where I is the number of islands or blocks and L

is the number of axial lines. The result is a number between zero and one. A
higher grid axiality (GA) value indicates a stronger approximation to a grid, and
a low value a greater degree of grid axial deformation. According to (Hillier and
Hanson 1984), in general values of 0.25 and above indicate a grid-like system,
while values of 0.15 and below denote a more axially deformed system.

5. Axial ringiness (l) is the number of rings in the axial map of a spatial system
as a proportion of the maximum possible planar rings for that number of axial
lines. It is expressed as l � 2L−5

I , where L is the number of axial lines and I is
the number of rings, blocks, or islands. This value may exceed 1, since the axial
map is nonplanar. However, in practice values greater than 1 are unusual (Hillier
and Hanson 1984). Axial ringiness is a measure of restrictions indicating how
freely one is able to move in an area.

6. Axial connectivity of a line is simply the number of other lines incident on it. Put
another way, it is the “degree” of a particular node—that is, the number of edges
incident on a node—in a graph. It is, therefore, expressed as Ci � ∑n

j�1 ai j ,
where Ci is the connectivity of a line i and ai j is the entry of the ith row and jth
column of the connectivity matrix A of the graph of an axial map.
Mean axial connectivity of an axial map is the sum connectivity (Ci ) values of
all individual axial lines divided by the number of axial lines (L), which can be
expressed as C � ∑m

i�1 Ci/L . It indicates how connected the lines are at the
local level of a map. It is the typical value for the number of options available
to move from any one line to another in the map.

7. Axial controllability is a measure related to control that describes the extent to
which a given line controls the access to the lines that are adjacent (immediately
connected by an edge) to it. If a line has n immediate neighbors, then the
line gives 1/n of its control to each of its immediate neighbors, and these
values are then summed for each receiving line to give the control value of
that line (Hillier and Hanson 1984). Therefore, the control of space or line is
inversely proportional to the connectivity of the adjacent lines. The formula for
this measure is ctrli � ∑n

j�1 ai j
1
ci j
. In other words, the control for the ith line

can be computed by multiplying its adjacency vectors—the row of zeros and
ones in the adjacency matrix A—by the reciprocal of connectivity values and
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summing the products. The products for the spaces that are directly connected
will equal the connectivity reciprocals, while they will be zero for those spaces
that are not connected. The sum of the products is, therefore, the sum of the
connectivity reciprocals of the connected spaces.
Being a local measure, control has an obvious limitation. For example, if a line
with a high control value is connected to the lines with very low control values,
then its ability to control may indeed be very little. Conversely, if a line with a
low control value is connected to the lines with very high control values, then
its ability to control may be greater. In order to overcome this limitation, Turner
(2001) proposes controllability. For an axial line, it is defined simply as the ratio
of the total number of nodes (or lines) up to radius 2 to its connectivity (i.e., the
total number of nodes at radius 1). One can use controllability as a measure of
freedom or choice in movement.
Mean axial controllability of an axial map, therefore, indicates the typical
controllability of the axial lines in a map. It describes the lack of freedom one
may experience to move within an area. Higher mean controllability values
indicate greater overall lack of freedom or choice in movement, and lower
values indicate lower overall lack of freedom or choice in movement.

8. Axial integration is the reciprocal of the real relative asymmetry (RRA) value
of an axial line, which is a function of the mean depth (MD) value of the line.
The RRA value of a line i is shown as RRAi � RAi

Dn
, where relative asymmetry

RAi � 2(MDi−1)
(n−2) , Dn � 2(n(log2((n+2)/3)−1)+1)

(n−1)(n−2) , and MDi �
∑n

j�1 di j
(n−1) , where n is

the number of lines, dij is the shortest distance between two lines i and j in
a graph G, and

∑n
j�1 di j is the total depth of the ith line (Hillier and Hanson

1984).
A higher RRA value indicates a greater segregation, and a lower value indicates
a higher integration of a nodewith the other nodes in the entire graph. Therefore,
a higher integration value, which is the reciprocal of an RRA value, indicates
greater accessibility, and a lower value indicates lower accessibility of a node
with respect to the other nodes of a graph.
Mean axial integration of an axial map, therefore, indicates the typical accessi-
bility of the axial lines in amap. Higher mean integration values indicate greater
overall accessibility, and lower values indicate lower overall accessibility of the
map. It describes the amount of ease one may experience to move within an
area.

9. Axial betweenness, or choice, as it is called in the space syntax community,
of an axial line or a segment is calculated by generating the shortest paths
between all segments within the system that lie on the segment (Hillier and
Iida 2005). The mathematical formula to calculate betweenness or choice
is CB(Pi ) � ∑

j

∑
k g jk(pi )/g jk( j < k), where g jk(pi ) is the number of

geodesics (the shortest path) between nodes p j and pk that contain node pi ,
and g jk the number of all geodesics between p j and pk (Turner 2001).
Unlike integration, choice gives the degree to which a line lies on the simplest
paths from one line to another line in the network. In simple words, integration
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measures how easy is it to go from one line to all other lines of a network, thus
indicating the potential of a line for to-movement. In contrast, choice measures
how likely is it for a line to be chosen on paths from one line to another in a
network, indicating its potential for through-movement (Hillier 2005).
Mean axial choice of an axial map, therefore, indicates the overall potential for
through-movement of the lines in a map. Higher mean choice values indicate
greater overall potential for through-movement, and lower values indicate lower
overall potential for through-movement of the map. It describes the amount of
ease one seeks while moving from one line to another within an area.

10. Intelligibility of an urban area describes how difficult it is to predict the global
network structure (e.g., integration) based on the local network information
(e.g., connectivity) of an environment (Hillier 2007).Anurban area is considered
intelligible when the local network measure explains a large amount of variance
of the global network measure. Statistically, the intelligibility of an urban area
is given by the coefficient of determinationR2, with a value ranging from zero to
one. Intelligibility therefore will be used as a measure of the complexity of axial
maps, indicating how difficult it is to comprehend the global network structure
based on the local network information of an environment.

11. Entropy and relativized entropy measure the evenness in the frequency of
distribution of nodes from each other in terms of distance. Entropy occurs in
many fields, including informatics, and is proposed for use in space syntax by
Hiller et al. (1987). The entropy of a node, si , can be expressed using Shannon’s
formula of uncertainty as shown here: si � ∑dmax

d�1 −pd log pd , where dmax is
the maximum depth from a node or a vertex (vi ), and pd is the frequency of
distance d from the vertex. According to the expression, if nodes are unevenly
distributed in relation to a given node, the entropy is low for the node. If nodes
are evenly distributed, the entropy is higher for the node.
Relativized entropy takes account of the expected distribution from the node.
That is, in most cases, one expects the number of nodes encountered as one
moves through the graph to increase up to the mean depth and then decline
afterward. Turner (2001) provides the following formula of relativized entropy:

ri � ∑dmax
d�1 −pd log

pd
qd
, where qd � Ld

i
d! e

−Li and Li is the mean path length
defined as the average distance or number of steps needed to reach any other
node in the graph using the shortest distance or number of steps possible in each
case.
Since entropy and relativized entropy measure evenness in distance and not the
distance itself, the entropy with uneven distribution is always low regardless
of the distances of nodes from each other. Therefore,mean relativized entropy
can be used for measuring the complexity, and not the accessibility, of axial
maps.

As described above, in a segment map the axial lines of an axial map are broken
into segments at their intersections. For the angular segment analysis (ASA), then,
the angles turned from a starting segment to any other segment within the map are
recorded and used (Dalton 2001; Turner 2001). As opposed to the axial map analysis,
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where the number of turns from a starting point to an end point is treated as the cost
of a journey, in the ASA the angular sum from a starting point to an end point is
treated as the “cost” of a journey through the graph.More recently, many studies have
demonstrated that there are excellent correlations between various ASA measures
and traffic flows in urban areas (Turner 2007, 2009; Hillier and Iida 2005; Hillier
et al. 2010). Some of the measures of a segment map include

12. Total number of segments describes the quantity of segments in a segmentmap.
13. Mean segment length describes the typical granularity of the segments of a

spatial system.
14. Segment integration/segment angular closeness of a segment is the mean of

all the angles of all the shortest paths on the segment (Turner 2007), which can
be shown as: Cθ (x) � 1

n

∑n
i�1 dθ (x, i), where n is the number of segments in

a graph, and dθ is the angle between any two segments on the shortest path on
segment x. Angular mean depth, when weighted by the length of segment, can

be shown as: Cl
θ (x) �

∑n
i�1 dθ (x,i)l(i)∑n

i�1 l(i)
, where l is the length of segment.

Mean segment integration of an axial map, therefore, indicates the typical
accessibility of the segments in a map. Higher mean integration values indicate
greater overall accessibility, and lower values indicate lower overall accessibility
of the map. It describes the amount of ease one may experience while moving
within an area.

15. Segment choice/segment angular betweenness of a segment is calculated by
replacing the shortest paths with paths that have the lowest angular cost for each
possible origin and destination pair of segments on the given segment (Turner
2007). Thus the angular betweenness value for a segment x in a graph of n

segments is defined as follows: Bθ (x) �
∑n

i�1

∑n
j�1 σ(i,x, j)

(n−1)(n−2) such that i �� x �� j ,
where σ (i, x, j) � 1 if the shortest path from i to j passes through x, and � 0
otherwise.
Since longer segments are likely to lead to more journeys simply because more
possible origins and destinations may be fitted along them, a weight constructed
by multiplying the length of the origin segment by the length of the destination
segment is assigned to each segment on the shortest path to calculate a weighted
choice measure. The origin and destination of the path themselves are given
half this weight, since on average one would start and conclude a journey at
the middle of each segment. The weighted choice measure, thus, is defined as
Bl

θ (x) � ∑n
i�1

∑n
j�1 σ l(i, x, j) such that i �� j . The weighted sigma function

σ l used by the Bl
θ is slightly more complicated than the standard one: if the

shortest path from i to j passes through x, it is simply l(i)l( j) (the length of
segment i times the length of segment j); if x is the origin i, then σ l is l(x)l( j)/2;
and if x is the destination j, it is l(i)l( j)/2; otherwise, if x is not on the shortest
path between i and j, and if the origin or destination of the shortest path is not
from i or j, then σ l is zero.
Mean segment choice of a segment map, therefore, indicates the typical poten-
tial for through-movement of the segments in amap. Higher mean choice values
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indicate greater typical potential for through-movement, and lower values indi-
cate lower typical potential for through-movement of the segments in the map.
It describes the amount of ease one seeks while moving from one line to another
within an area.

3 Mathematical Developments in Space Syntax

Over the last two to three decades, several mathematical developments have occurred
in space syntax methods and measures. Some of the most significant developments
affecting urban morphological studies include those investigating (1) how to normal-
ize integration and choice—the two most important space syntax measures; (2) how
space syntax measures are related to metric measures; (3) if spatial configurations as
described using space syntax methods and measures follow scaling laws; (4) how to
minimize boundary effects on space syntax measures; (5) how to enhance space syn-
tax methods and measures for shape-sensitive 2D descriptions; (6) how to enhance
space syntax methods and measure for 3D descriptions; and (7) how to integrate
spaces syntax methods and measures with GIS. I briefly discuss these mathematical
developments next.

3.1 Normalization of Integration and Choice

Without normalization, important space syntax measures, such as integration and
choice, change as the size of a spatial network changes. Therefore, it is important to
normalize these measures in relation to size for comparative studies involving spa-
tial networks of different sizes. Besides facilitating comparative studies, normalized
measures are also needed for comparative studies among various stages of growth
of a spatial network. Additionally, they are needed for comparative studies among
different subareas of a network at the same scale or at different scales. Hillier and
Hanson (1984) already introduced relativization, standardization, and/or normaliza-
tion techniques for integration, allowing researchers to compare spatial networks
of different sizes using this measure. Since then, several other normalization tech-
niques for integration have been proposed. For various reasons described below, no
normalization technique for choice was suggested until 2012. I turn to some of these
normalization techniques next.

3.1.1 Normalization of Integration

Over the years, two generic kinds of normalization techniques have been suggested
for integration. The first kind of normalization techniques assumes that the mean
depths (MDs) of the nodes of an axial graph are uniformly distributed for any system
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with the same number of spaces for the purpose of RA and RRA transformations.
In contrast, the second kind makes no such assumptions, because MDs for all non-
isomorphic systems with the same number of nodes result in a positively skewed
distribution (Livesey and Donegan 2003). The first kind of normalization techniques
are provided by Hillier and Hanson (1984), Krüger (1989), and Teklenburg et al.
(1993), while the second kind of techniques are provided by Livesay and Donegan
(2003), and Krüger and Vieira (2012).

The earliest normalization technique of the first kind for integration was provided
by (Hillier and Hanson 1984). Recall that integration, a measure of relative asym-
metry (RA), is a normalized measure of the mean depth (MD � the total depth of a
node divided by the number of nodes in the graph), and is given by RA � 2(MD−1)

n−2 ,

where n is the number of nodes in the graph. The normalization technique of Hillier
and Hanson (1984) involves dividing the RA value of a node of a graph with n nodes
with the RA value of the root node of a diamond shape graph (also called D-value)
that has n nodes at the middle level, ½ n nodes at one level above and below the
middle level, ¼ n nodes at the levels above and below the ½ n level, 1/8 n nodes at
the levels above and below the ¼ n level, and so on until there is one node at the
deepest level and one node (the standardized line) at the root of the graph. Known as
the “real relative asymmetry” or the RRA of the node, it varies between 0 and D−1

(which can be greater than 1). In contrast, RA varies between 0 and 1.
Krüger (1989) suggests another normalization technique of the first kind, where

he divides the RA value of a node of a graph with n nodes with the RA value of the
root node located at the corner of a grid-like standardized graph with n nodes at the
middle level, n − 1 nodes at one level above and below the middle level, n − 2 nodes
at the levels above and below the n − 1 level, n − 3 nodes at the levels above and
below the n − 2 level, and so on until there is one node at the deepest level and one
node (the standardized line) at the root of the graph. As with Hillier and Hanson’s
RRA values, Krüger’s transformed RRA values are bounded below by 0 and above
by the inverse of the standardized RA values.

Teklenburg et al. (1993) suggest yet another normalization technique of the first
kind, where they give an integration score (as opposed to the RA value) to a line
of an axial map with n nodes based on the comparison of the total depth of the
line in the axial map with the mean total depth of a standardized axial map with n
nodes. The standardized axial map in their case is a complete bipartite graph. They
define the integration score (I) as: I � ln

(
L−2
2

)
/ ln(T D − L + 1), where L is the

number of axial line in the axial map, and T D is the total depth of a given line. In a
simulation study, they show that in any given urban area the distribution of integration
scores corresponds perfectly with the distribution of the RRA values of Hillier and
Hanson (1984) and Krüger (1989), and that individual integration scores vary less
than the RRA values. Since the integration scores cannot be calculated for an axial
map containing a line with total depth less than or equal to the total number of lines,
Teklenburg et al. (1993) advise to use the integration score only for urban areas and
very large buildings.

Recognizing the fact that each configuration of a given set of spaces is unique
although RRA values may be repeated for some of the configurations, Livesay and
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Donegan (2003) suggest a normalization technique of the second kind, incorporating
the distributions of RA values generated from all non-isomorphic configurations of a
given number of spaces. To normalize the mean depth of a given system, Livesay and
Donegan (2003) take the sum of themean depths generated by all the non-isomorphic
systems with a given number of spaces minus the mean depth of the given system,
and divide it by the sum of the mean depths generated by all the non-isomorphic
systems with the given number of spaces.

Also to take into account the fact that the distribution of depth in an axialmap is not
uniform, Krüger and Vieira (2012) provide the most recent technique of the second
kind to normalize RA. They not only consider the mean values given by relative
asymmetry (RA), but also the corresponding standard deviations of the lines. As they
write, “it makes a great deal of difference whether the distribution is spread out over a
broad range or clustered closely around the mean” (page 195). The authors calculate
the standardized total depth of an axial line (ST Di ) using the standard deviation of
depth for the axial line as the root node of an axial graph, and the standard deviation
of depth for the root node of a diamond shape graph with the same number of nodes
as the axial graph. They then use the standardized total depth to calculate the scaled
mean depth (SMDi � ST Di

n−1 where n is the number of nodes), and use the scaledmean
depth to calculate the scaled relative asymmetry of the axial line (SRAi ) using the
following standard formula: SRAi � (SMDi − SMDimin/SMDmax − SMDimin).

This brief survey of different normalization techniques of integration makes it
clear that researchers remain interested in the problem. Given the fact that normal-
ization can be done in different ways producing different results, Conroy-Dalton and
Dalton (2007) use a decay function to calculate depth values that do not require rel-
ativization. While in the standard mean depth calculation the farther a node is from
the root node the more value it adds to the mean depth, in the technique proposed
by Conroy-Dalton and Dalton (2007) this is reversed: farther nodes add less value
while closer nodes add more value to the mean depth calculation. In other words, by
introducing the reciprocal of the distance between a node and the root node in the
calculation of mean distance of the root node from all other nodes, they are effec-
tively turning the mean depth calculation into a distance-decay model. In this model,
one could simulate integration at different radii by simply changing the decay func-
tions. For example, a decay function of 6.5 is able to simulate integration at radius-3
without relativization, because the number of nodes remains constant for all decay
functions. In yet another proposed technique, Park (2005) replaces the D-value of
Hillier andHanson (1984)withmaximumentropy arguing that the technique ismath-
ematically more elegant, that it makes integration definable for any order, and that
it changes the nature of integration from a dimensionless quantity into a physical
quantity with a clearly defined dimension. That is because a diamond-shaped graph
cannot be defined for all orders, and a RA value is not necessary to define integration
(Park 2005).

Despite the fact that several techniques are available to normalize integration, it
should be noted here that the technique based on a diamond-shaped graph proposed
by Hillier and Hanson (Hillier and Hanson 1984) remains robust in practice to this
day. As Hillier et al. (2012) writes, “The normalization was not beautiful, but it
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was effective. A good alternative was proposed by Teklenburg et al. (1993) which is
implemented in Depthmap, but by and large, the D-value normalization has proved
robust and has continued to be used successfully in the axial analysis of cities (see for
example Hillier 2002) and for predicting movement at the design stage of projects.”
(Hillier et al. 2012, p. 156)

3.1.2 Normalization of Angular Choice and Integration

Unlike integration, no normalization technique existed for choice, which is another
important space syntax measure, until the ones suggested by Hillier et al. (2012).
The reason for not having a normalization technique for choice was simple. In axial
analysis using topological distance, choice was not as powerful as integration for
postdiction of traffic movements. This, however, changed after the techniques of seg-
ment angular analysis was introduced in the early 2000s. Choice calculated based on
angular distance proved as good a measure as integration in postdiction if not better,
and a better measure than integration in prediction (Hillier and Iida 2005). Therefore,
a need for normalized angular choice was felt, but the normalization technique used
in axial integration could not be applied to angular choice and integration. That is
because a standardized axial graph in the form of a diamond or grid, or a bipartite
graph does not exist for angular distance.

As proposed by Hillier et al. (2012), the normalization techniques for angular
choice and integration turn out to be much simpler than those techniques used for
axial integration. For normalized angular choice, they simply divide total choice
by total angular depth for each segment in the system. That is because the greater
the depth, the more the choice value will be reduced by being divided by a higher
total depth number. They however define the normalized angular choice (NACHr) at
radius r using the following formula: N ACHr � log(ACHr + 1)/ log AT Dr + 3),
where ACHr indicates angular choice and AT Dr indicates total depth at radius r.
They use (ACHr + 1), because for a segment with no choice the logarithm of 0 will
be meaningless. For the same segment, AT Dr will be−1. In this case, adding 1 gives
0 and adding 2 gives 1. Since taking the reciprocal of the logarithm of 0 or 1 is also
meaningless, they use (AT Dr + 3). They then show that NACH does not have any
correlation with the size of the segment map in segment numbers and that it better
postdicts actual movement rates than choice in order to validate the normalization
technique.

In contrast, for normalized angular integration (NAIN) Hillier et al. (2012) use
their study finding that indicates angular total depth of a segment (TD) increases at
a rate of NC1.2 where NC is node count of the map. Therefore, they use T D/NC1.2

to normalize TD, and then use the reciprocal of T D/NC1.2 to normalize angular
integration in relation to the size of the segment map described in segment numbers.
Like NACH, they then show that NAIN does not have any correlation with the size
of the segment map in segment numbers and that it better postdicts actual movement
rates than angular integration in order to validate the normalization technique.
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3.2 Geometric and Topological Measures Versus Metric
Measures in Space Syntax

The standard graph-theoretic techniques of space syntax, where spatial units are
treated as vertices and their connections as edges, are not sensitive to metric dis-
tances. As a result, these techniques are not able to capturemany importantmetrically
defined aspects of buildings and cities. Therefore, how to describe spatial configura-
tion taking into accountmetric distance has been amatter of persistent interest among
many space syntax researchers (Hillier 1996, 2012; Hillier and Iida 2005; Rashid
2016; Hillier et al. 2010; Carvalho and Penn 2004; Peponis et al. 2008; Shpuza 2014;
Wagner 2008). Already in 1996, Hillier (1996) set out a partitioning theory explain-
ing the interactions among metric distance, topological distance, and shape. Using
theoretical examples, he showed that, when building coverage and traveling distance
are kept constant in free space, a grid with smaller blocks at the center and larger
blocks at the edges has lower mean trip length from all cells to all cells than a regular
grid. In contrast, a grid with larger blocks placed at the center and smaller blocks at
the edges has higher mean trip length from all cells to all cells than a regular grid.
Hillier (2012) also provides several other examples of such interactions.

As we have noted earlier, the two most useful measures of space syntax have
been integration and choice in empirical studies on traffic flows and their outcomes.
These measures use topological distance and/or angular distance to assess the cost
involved in trips, without taking into account metric distance, land use and other
demographic and socioeconomic factors. This is different from traditional traffic
modeling techniques that use metric distance, land use, and other demographic and
socioeconomic factors to predict travel behaviors. This has raised the question if space
syntax would be better served if its measures were weighted by metric distance or if
the dual graphs of space syntax were replaced with primal graphs andmetric distance
(Ratti 2004; Steadman 2004; Porta 2006; Porta et al. 2006; Crucitti et al. 2006). We
now have several space syntax studies clarifying the differences between topological
and angular distances used in space syntax and metric distance used in the other
traffic models (Hillier 1996; Hillier and Iida 2005; Hillier et al. 2010; Peponis et al.
2008, 2007).

Some of these studies show that, in the dual structure of the city, for example, the
foreground structure is identified by integration and choice measures defined based
on topological and angular distances. In contrast, metric measures help partition the
background structure into a patchwork of semi-discrete areas as a function of urban
block geometry (Hillier et al. 2010). These studies also show that integration and
choice, computed based on topological angular distances in the axial and segment
maps, explain the global structure-functions relations such as natural movement
(Hillier and Iida 2005). In contrast, metric distance explains the local structure-
function relations as exemplified by the distance-decay effects, and the phenomenon
of grid intensification required to minimize trip distances in areas of intensive use
(Fotheringham 1981; Hillier 1999a, b; 2002; Siksna 1998). Additionally, they show
that the substitution of metric for topological and angular distances in integration
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and choice may have catastrophic effects on the ability of these measures to account
for the structure-function relations at the global scale (Hillier and Iida 2005; Hillier
et al. 2010).

Moreover, these studies show that integration computed using topological or angu-
lar distance, and integration computed using topological or angular distance and
weighted by lengths show statistically significant, very strong, positive correlations,
indicating that they may be statistically similar (Hillier et al. 2010). In contrast,
when each relation in an axial map or a segment is weighted by metric lengths for
computing integration, integration produces a concentric pattern from center to edge
trivializing its ability to differentiate spatial structures (Hillier et al. 2010; Porta
2006). Therefore, it has been suggested that, instead of weighting axial lines or seg-
ments by metric length, a better way to consider metric length in configurational
analysis may be to consider integration computed at different radiuses. If putting no
radius restriction on integration is equivalent to considering the total street length
in the analysis, then putting a radius restriction may be equivalent to considering
the length up to certain distance defined metrically, topologically or angularly. For
example, the angular integration at angular radius 4 (up to four right angles from each
root segment) for London and the total street length from each segment within the
radius has a very strong correlation with an r2 of 0.97, indicating that at this radius
one has effectively taken into account the total street length of London in computing
integration.

The fact that we can increase the correlation between the total street length and
integration by increasing radius up to a certain level can be explained by the averaging
and overlapping effects. According to the averaging effect, as we increase the radius,
differences in segment lengths average themselves out, so that the total segment
length becomes a very close function of segment counts. This is indicated by the fact
that segment count is strongest predictor of integration with restricted radius (Dalton
2005). According to the overlapping effects, as we increase the radius, overlaps
among segments that can be reached from individual root segments increase. The
overlaps among the segments within the reach of all segments are complete when no
radius restriction is imposed (Hillier et al. 2010).

The relationship between integration and street length suggested above has been
formalized as “directional reach” by Peponis et al. (2007, 2008):While “reach” is the
aggregate street length that can be accessed from the midpoint of each road segment
subject to a limitation of distance, a related concept “directional distance” is the
average number of direction changes needed in order to access all the spaces within
reach. Their studies show that these measures discriminate well between different
morphologies of street networks; that they are well correlated with other standard
space syntax measures such as integration and choice; and that these measures can
be used to model the effects of spatial configuration upon movement in ways that
compare favorably to standard space syntax measures.

However, it is noteworthy that while researchers in general did not see any benefit
of the weighting of integration by metric length for the structure-function relations,
Zheng et al. (2010) show that, there is a negative correlation between the logarithm of
road width and the total depth of the axial maps for a set of Chinese cities, and when
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integration is weighted by street width the distribution of integration become more
realistic for the cities under investigation. Since integration is an inverse function of
the total depth, the negative regression between the logarithm of road width and the
total depth of the axial mapsmay suggest that a positive regressionmay exist between
integration weighted by street width and traffic and pedestrian flows. However, stud-
ies on the effects of integration weighted by street width on the structure-function
relationship have not been conducted to verify the claim. It is also noteworthy that
Rashid (2016) has found that several of themetric, angular and topological properties
of the urban layouts of the 2 mile by 2 mile downtown areas of more than 100 large
cities from different countries around the world follow scaling laws. These studies
therefore suggest that more studies are required to fully understand the relationships
among the metric, topological and angular properties of the layouts of cities (see
below for additional information on this topic).

3.3 Scaling and Universality in the Axial and Segment Maps

Scaling and allometric relationships in buildings and cities are important because
they show us the way the size and location of buildings and cities are constrained
by geometry, and help us detect the underlying structure of cities as patterns of
urban self-organization (Rashid 2016). Studies involving the structure of axial maps
have revealed several universal properties including scaling laws (Carvalho and Penn
2004; Shpuza 2014;Wagner 2008; Crucitti et al. 2006; Figueiredo andAmorim 2005;
Jiang 2007; Volchenkov and Blanchard 2008). One universal property found in these
studies is that axial maps generally have a small number of long lines and a large
number of small lines regardless of the size of the city (Rashid 2016; Carvalho and
Penn 2004; Hillier 2002). In their study, for example, Carvalho and Penn (2004) find
that the length of axial lines of axial maps of a sample of 36 cities from 24 different
countries are largely independent of city size; that the length shows self-similarity
across morphologically relevant ranges of scales of two orders of magnitude; that
the sample of cities represent three different classes as per the exponents of power
relations—one with an exponent close to 2, one with an exponent close to 3, and
the last one does not follow a single curve; that the cities with an exponent close
to 2 have a dominant global structure as opposed to the dominant local geometric
structures of the cities with an exponent close to 3; and that the dominant global
geometric structures of a city seem to have appeared at a late stage of urban growth,
and change the structure drastically using long axial transportation routes.

Another universal property found in these studies is that, patterns formed by longer
and shorter lines axial lines follow consistent geometric laws, again, regardless of
the size of the city. For example, longer lines generally connect with other longer
lines at their ends by nearly straight intersections in order to create the dominant
foreground structure with multi-directional sequences to facilitate flow within the
city (Hillier 2010, 2012; Figueiredo and Amorim 2005). In contrast, shorter lines,
in spite of generally having highly variable geometric patterns, tend to form clusters
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near longer near-straight lines in form of grid-like patterns. These grid-like patterns
of the background structure contain lines either intersecting each other or ending on
each other at nearly right angles (Hillier et al. 2010).

Rashid (2016) studied the rank-size distributions of all themeasures defined earlier
in this paper. These measures include the 11 measures of the axial maps, the 4
measures of the segment maps, and the two measures related to both the axial and
segment maps of the 2 miles by 2 miles downtown areas of more than 100 big
cities from different parts of the world. The findings of his statistical analysis show
that, out of these 17 measures, 11 have dominant logarithmic distributions with
less dominant linear and power distributions, 5 have dominant linear distributions
with less dominant logarithmic and power distributions, and 1 has dominant power
distribution with less dominant logarithmic and linear distributions. Interestingly, the
two less dominant functions in each case also describe the rank-size distribution quite
well, indicating that smaller families of less dominant distributions may be nested
within a larger family of a more dominant distribution of each of these measures.

Whether dominant or not, in all the power relations of the geometric measures
of axial and segment maps the values of parameter α are unequal and less than one,
indicating inconsistent and slow rates of change for these measures with changes in
rank order. Among these, the ratio of mean segment length to mean axial line length
has the lowest rate of change (α � −0.186), while the mean segment choice has
the highest rate of change (α � −0.727). A pairwise comparison of the rank-size
distributions of the measures of axial maps and segments maps shows somewhat
similar logarithmic patterns for the number or count, length, integration, and choice
of axial lines and segments, indicating faster rates of change for cities in higher
ranks and slower rates of change for cities in lower ranks. Similarities in the rank-
size distributions of the measures of the axial and segments maps are also shown by
the fact that the rank-size plots of the ratio of segment and axial line lengths and that
of the ratio of segment and axial line numbers indicate that the rate of change in the
number of segments in relation to the number of axial lines is somewhat similar to
the rate of change in the length of segments in relation to the length of axial lines.

The rank-size distributions of the other measures of the axial maps in Rashid’s
study (Rashid 2016) show that axial articulation, grid axiality, axial ringiness, and
mean axial connectivity are best described by logarithmic functions, indicating vari-
able rates of change with rank order. In contrast, mean axial controllability and
intelligibility are best described by linear functions, indicating a somewhat constant
amount of changewith rank order. Among all themeasures, only themean relativized
entropy of the axial map shows a dominant power distribution, indicating a constant
rate of change with rank order.

3.4 Boundary Effects on Space Syntax Measures

Street network analysis using space syntax often excludes elements beyond an arti-
ficially defined boundary. Such omissions can affect the results of space syntax
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analysis, and can raise questions regarding the reliability of space syntax analysis
(Ratti 2004). For example, integration (closeness centrality), which calculates the
average distance from each node to all other nodes on the network, is sensitive to the
spatial distribution and density of the nodes. Any changes to the network boundary
not only include and/or exclude new nodes, but these nodes are likely to change the
overall relational patterns among all the nodes affecting their integration. Choice
(betweenness centrality), which calculates the frequency that certain nodes are used
in the shortest paths between all pairs of nodes on the network, is sensitive to the
connections of routes. That is because changes to the network boundary can change
routes, thus changing the distribution of shortest paths through the network. These
limitations caused by the boundaries of a study area are also significant because it is
difficult to predict the impact of any newly included or excluded nodes on the results
of an analysis.

A common way to solve the problem has been to extend the boundary of a study
area to urban edges or to existing natural and/or artificial edge conditions beyond
which the city cannot grow. In today’s urban context, however, such natural and/or
artificial limits of the city hardly exist, or exist only at the metropolitan or regional
scale. Since it is unwise and inefficient to include a metropolitan region in studies
involving local areas, a reasonable way to define the boundary of study areas is
needed. Several space syntax publications deal with this problem (Hillier and Iida
2005; Turner 2007; Peponis et al. 2008; Chiaradia et al. 2012; Gil 2015, 2016; Hillier
1993; Krafta 1994; Park 2009; Penn 1998).

In studies involving local areas, according toHillier et al. (1993), themost effective
way to eliminate the boundary effects may be to define a cut-off distance for analysis
based on the maximum depth of any line from any other line within the study area.
Therefore, if the maximum depth of any line from any other line within the study
area is 7, then extend the study area in a way that will include all lines that lie within
in 7 steps from any line within the study area. They call this area “the catchment
area of the catchment area,” and use it in many studies already cited above. This
method however does not tell us the best way to define an area for determining the
global syntactic measures of the area, where maximum depth from any line to all the
other lines may vary from one line to another. In a situation where no natural and/or
artificial limits exist to define the global whole, the process may force us to consider
an unnecessarily large study area to eliminate boundary effects.

Gil (2015, 2016) studies the edge effects on the street network centrality of 100
study areas randomly selected from the Randstad region in the Netherlands. The
author computes the centrality measures of circular areas of 800 m, 1.5, 3, 5 and
10 km radius at each location, where the area with the 800 m radius boundary rep-
resents the neighborhood scale and the area with 10 km radius boundary represents
the metropolitan scale. The author also computes the centrality measures of four
additional areas around each locations defined by shifting a 10-km radius bound-
ary by 5 km from the center of these locations toward the North, South, East and
West. He then compares these measures with the centrality measures computed at the
global scale for the same 100 locations within the entire metropolitan region as the
edge effect free benchmarks. The results of his study show that that as the network
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boundary increases in size, the correlations between the local and the regional area
measures increase and the results for the various locations become more consistent
with a smaller spread, converging with the results of the regional analysis. Never-
theless, the behavior of the results for the different centrality measures and types of
distance is not the same. The results also show that a street network model using an
analysis buffer, as suggested by Hillier et al. (1993), has a positive impact on the
reliability of the centrality measures of street networks.

Based on the study, Gil points out, while the results clearly indicate that centrality
measures are likely to vary with changes in study area boundaries, they do not
indicate if centrality measures computed using any one boundary are better than
those computed using the other boundaries for empirical studies. He also points out
that as much as one would like to have a standardized solution to consistently deal
with edge effects, many analysis parameters and boundary design options are at
stake here. Different measures of network centrality and types of distance capture
and describe different characteristics of the model. One should choose them based on
relevance to the research problem, and use different ones to obtain a more complete
description of the study area (Gil 2016). As long as there is a reasonable sound
explanation, the boundary of a study area can be an important aspect of space syntax
analysis (Park 2009).

3.5 Shape and Space in Space Syntax

While the standard convex maps, axial maps, and visibility graphs of space syntax
have quite successfully served their purposes, many studies have shown concerns
regarding how these maps and graphs are defined (Turner et al. 2005; Peponis et al.
1998a, b;Ratti 2004;Larkham1988;Batty 2004;Batty andRana2002; Peponis 1997;
Psarra 2003; Psarra and Grajewski 2001; Yoon 2009; Rashid 1998, 2011, 2012a, b;
Carvalho and Batty 2004, 2005; Batty and Rana 2004; Turner et al. 2001). Some of
the problems identified in these studies include: (1) the standard definition of a convex
map as the fewest number of fattest convex spaces that cover a spatial system (Hillier
and Hanson 1984) is not mathematically well defined; (2) the standard definition
of an axial map as the fewest number of longest axial lines that cover a spatial
system (Hillier and Hanson 1984) is not mathematically well defined as well; (3)
the standard visibility graph analysis of space syntax do not include mathematically
well-defined techniques to specify a sufficient set of isovists needed to describe an
environment; and (4) the methods to generate convex maps, axial maps, and isovists
are not explicitly integrated into a single framework, hence remain unrelated to each
other even though they represent different aspects of the same spatial network.

Therefore, many alternative ways have been suggested defining rigorously the
convex maps, axial maps, and visibility graphs of space syntax using different ele-
ments of the shape of a plan (Peponis et al. 1997, 1998a, b; Rashid 1998, 2012). For
example, since defining aminimumconvex partition is an intractable problem,Hillier
(1996) provides a method to identify a set of overlapping convex spaces instead of
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a unique convex partition. The method extends all the extendible surfaces within a
plan, which, of course, produces a very large number of overlapping convex spaces.
For his overlapping set, Hillier selects only those spaces where each side has at least
one wall surface partially or fully covering the side (Peponis et al. 1997). In contrast,
Peponis et al. (1997) provide at least three different ways to define convex partitions.
One of these is called a minimum partition because it uses a minimum number of
convex spaces to cover a plan. This partition, however, may not always contain the
fattest possible convex space as required by the early definition. In addition, a mini-
mum partition is not uniquely defined because a plan may have more than one such
partitions (Rashid 2012).

Likewise, Batty and Rana (2002, 2004) use isovists to unambiguously generate
axial maps. They argue that axial lines can be approximated by the maximum diame-
ters of isovists, and propose a generic algorithm for sorting isovists by their diameters
and using the axial map as a summary of the extent to which isovists overlap (inter-
sect) and are accessible to one another. They demonstrate their techniques for the
small French town of Gassin used originally by Hillier and Hanson (1984). Though
the method provides an unambiguous way to generate an axial representation based
on isovists, sometimes it generates axial lines that are not connected in the way they
would be in a traditional axial map ensuring continuity in movement. Additionally,
the method identifies several well-defined processes to determine the scale of reso-
lution at which isovists must be drawn, but these processes involve rules unrelated
to the environment it describes.

In another example, Peponis et al. (1998a) generate linear representations of plans
based on the s-partitions (defined by the extensions of extendible walls or surfaces)
and e-partitions (defined by the extensions of extendible walls and diagonals). The
traditional axial map, which is one of the three different linear representations pre-
sented by these authors, is defined as the minimum set of lines needed to cross all
s-lines (as opposed to “cover all convex spaces” of the traditional definition) and
to complete all movement rings of a configuration. The techniques used by Pepo-
nis and his colleagues to generate linear representations are somewhat related to an
“all-lines map” used by Hillier (1996). Hillier’s all-lines map includes all diagonals,
e-lines and s-lines (Peponis et al. 1997; Rashid 1998, 2012), but does not provide
any method to extract an economic linear representation as is done by Peponis et al.
(1998a). Later, some of the ideas presented by Peponis et al. were used to automate
the generation of axial representations by Turner et al. (2005).

Finally, it is noteworthy that Peponis et al. (1998b) and Rashid (1998, 2011, 2012)
provide differentways to rigorously describe visibilitywithin plans, as potential alter-
natives to the standard visibility graph analysis of space syntax (Turner et al. 2001).
Taken together, the systems of configurational analysis developed by Peponis et al.
(1997, 1998a, b) and Rashid (Rashid 1998, 2011, 2012a, b) not only help redefine
convex maps, axial maps, and visibility graphs, but also help establish systematic
relationships between spatial configurations and shape. Therefore, they help solve a
longstanding problem of space syntax that treated these maps and graphs mathemat-
ically unrelated to each other. However, any cognitive importance of a shape-based
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description of spatial configurations as provided by Peponis et al. and Rashid is yet to
be established firmly, which is discussed elaborately in Rashid (2012a, pp. 748–751).

3.6 3D Descriptions in Space Syntax

Height becomes important for cities due to topography and buildings. Land surfaces
rise and fall and buildings vary in height. The standard techniques of space syntax
have been limited to describing the configuration of the two-dimensional (or 2D)
space based on the argument that we are able to read many three-dimensional (or
3D) qualities of space from its 2D representations. Yet, topographical changes and
building heights have indelible impact on urban form, structure, and processes. Find-
ing ways to include the 3D qualities of space in space syntax techniques, either as
building heights or as topographical changes, should allow researchers model the
environment more accurately for studies on urban form, structure, and processes.

In recent days, various ways to study the 3D qualities of the environment within
the space syntax environment have been proposed by extending or complementing
its standard methods and techniques (Asami et al. 2003; Ratti 2005; Schroder et al.
2007; Suleiman et al. 2013; Wang et al. 2007). These methods can be put into
several categories. First, there are those that modify the standard techniques of space
syntax, making them more sensitive to topographical changes. Then, there are those
that suggest ways to associate external representations to the standard space syntax
techniquesmaking themmore sensitive to the 3D qualities of buildings. Finally, there
are those techniques that are different from the standard space syntax techniques but
are able to describe the 3D qualities of space in addition to some of the same things
that the standard space syntax techniques can do, as has been argued.

Examples of the first category may include the techniques suggested by Asami
et al. (2003) and Schroder et al. (2007). Schroder et al. (2007) quantifies urban
visibility using the 3D axial lines generated based on algorithms identified by both
Peponis et al. (1998a) and Turner et al. (2005) for the creation of “all line axial maps”
in 2D space. Using the techniques, Schroder et al. provide computerized tools that
are able to identify areas of low and high visibility in 3D spaces. The authors hope
that incorporating 3D into space syntax and representing the space in the way that the
individual sees it will allow researchers to gain a better understanding of 3D spaces
and improve how social processes operate within these 3D spaces.

In contrast, Asami et al. (2003) suggest two techniques to consider height changes
in topography. In one of these techniques, “extended axial lines” are used to take
into account changes in height of the surface of streets. Since axial maps are drawn
based on 2D maps, the endpoints of an axial line may not remain mutually visible
due to changes in topography between these points. In order to avoid any such case,
an extended axial line is introduced as a composite of line segments, whereas the
endpoints of every segment remainmutually visible at the eye-level (i.e., 1.5 m above
the surface of the street). In otherwords, to follow the curvature of street, the axial line
is allowed to break into segments as long as the endpoints of each segment remain
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mutually visible. Mathematically, the process considers an axial line as multiple
segments without changing the line itself, and computes the syntactic values of these
segments. In the other technique, Asami et al. (2003) uses a weighting function to
take into account the fact that any two neighboring segments of an extended axial
line may remain partly visible to each other due to height changes. They determine
the weighting function based on the angle of incident formed by any two neighboring
lines. In this case, any computation of syntactic values occurs only after theweighting
values are applied to the edges between any two nodes representing axial segments.
While syntactic values computed using the first technique of Asami et al. (2003)
showed strong associations with buildings and commercial activities along streets,
it failed to identify traditional local centers. In contrast, syntactic values computed
using the second technique was not able to improve the postdictive abilities of the
standard space syntax techniques.

Examples of the second category may include the techniques suggested by Wang
et al. (2007). In this case, attempts are made to integrate the image of the city with
space syntax techniques by weighting the integration values of spaces based on the
importance of these spaces as image points. For their purpose, the authors divide an
urban environment as a set of cells, and characterize each cell as an image point.
They consider two kinds of image points. Functional image points are important
for functions they serve. Formal image points are important for their strong visual
characteristics and symbolic contents. A cell could serve as both image points. The
authors measure each image point based on such characters as prominence, visibility,
typicality and special meaning, and compute the general distinctiveness (GD) of
each cell as an image point. A cell with lower GD values (<20%) becomes part of
the ambience of the environment, while a cell with higher value become detached.
The authors then use the GD value to calculate the weighted integration of a space
using the formula shown here: Iwi � δ Ii , where Iwi is weighted integration, Ii is
integration computed using the standard space syntax method described previously,
δ is the weight coefficient given by: δ � GD × γ , and γ is the correction value as
given in the table below

Correction value Functional image point Formal image point

γ 1 +

(

Pav +
n∑

k�1

Pk
n

)

% 1 +

(

Pav +
n∑

k�1

Pk
n

)

%

Where Pav is the weight value for EV (user evaluation), Pk is the weight value for
such variables as PV (prominence value), VL (visibility and localization values), LT
(categorization and level of typicality), UM (unique membership of the category),
and SM (specific meaning). Based on their study findings, Wang et al. argue that
weighted integration may describe and predict the distribution of people’s behavior
better than standard integration.

Examples of the third category may include the techniques suggested by Ratti
(2005). In this study, the author presents a number of ways the urban digital elevation
model (DEM) could provide complementary information to space syntax. As noted
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by the author, initially defined and used in the geosciences, theDEM is a compactway
of storing 3D information of the surface of the Earth using a 2D matrix of elevation
values, where each pixel represents the height of the surface. Nowadays, the DEM
is increasingly being used in urban areas, where the pixels also store information on
building heights. Using an urban DEM, the author presents how to calculate (1) the
line of sight, i.e., the axial line, in the street network; (2) the height-to-width ratio (also
known as H/W or aspect ratio; (3) the viewshed or isovist (also see (Suleiman 2013)
on this issue); (4) the accumulated metric and topological distance (i.e., integration)
from a location to all other locations; (5) the generalized distance in terms of time,
friction, etc.; and (6) the accessibility of buildings from given locations. Although
none of these techniques shows how the standard techniques of space syntax, such
as the axial and segment map analysis or the visual field analysis, can be enhanced
taking into account the 3D qualities of the environment, the fact that each of them
can theoretically be performed on a DEMmay indicate that systematic relationships
among them can be established.

3.7 Space Syntax and GIS

Since the late 1990s, the members of the space syntax community have been trying
to integrate space syntax with GIS for many reasons. First, they want to combine
space syntax’s emphasis on the configurations of spacewith the geographer’s empha-
sis on socioeconomic processes and her more particular notions of “place” (Jiang
et al. 2003; Jones et al. 2009). Second, they want to get access to the more widely
available GIS data, since cost associated with data collection has been an important
limiting factor in space syntax research and its commercial acceptance (Dhanani
2012; Marcus 2005; Reis et al. 2005, 2007; Stahle 2007; Ståhle et al. 2005; Topcu
and Kubat 2009; Vaughan 2005, 2007). Third, they want to take advantage of the
powerful modeling and visualization techniques of GIS (Gil 2007).

The use of GIS data in space syntax studies however has not been straightfor-
ward. For this, many technical problems needed to be solved: how to convert the
centerlines maps of GIS to the axial or segment map of space syntax (Dalton 2003);
how to assign spatially distributed data (plots, building, land use, poverty, crime,
etc.) to individual streets (Vaughan 2005, 2007); or how best to implement space
syntax routines within GIS software programs or GIS capabilities within space syn-
tax software programs for statistical analysis and visualization purposes. In solving
these technical problems, researchers often needed to solve basic theoretical ques-
tions involving the differences between a primal graph of street networks used in
GIS and a dual graph of street networks of space syntax (Porta 2006; Batty 2004;
Jiang and Claramunt 2004), the mathematical differences between a centerline map
and an axial or segment map (Turner 2005, 2007), the usefulness of axial maps over
centerline maps for configurational analysis (Jiang and Claramunt 2004), and the
definition of accessibility and how to define accessibility at fine spatial scales of
streets and buildings (Jiang 1999).
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In several papers, Jiang and colleagues (Jiang et al. 2000, 2003, 2004; Jiang 1999;
Jiang and Claramunt 1999, 2000) introduced space syntax to the GIS community and
proposed several computational techniques to integrate space syntax with GIS. In
one of these papers (Jiang 1999), the author reviewed geographic and geometric
accessibility, defining accessibility in space syntax as a special case of geometric
accessibility. Accessibility, which is the relative nearness of one place i to other
places j, can be defined in the following generalized terms: Ai � ∑

j f
(
Wjdi j

)
.

where Wj is some index of the attraction of j and di j is a measure of impedance,
typically the distance or travel time of moving from I to j. In land use-transportation
modeling, accessibility defined based on a gravitational equation therefore can be
considered a special type of accessibility, which is expressed in the following form:

Ai � K
∑

j f
(
Pjd

−α
i j

)
, where Pj is the population at j, K is the gravitational or

scaling constant, and α is a friction of distance parameter. However, at smaller scales
where accessibility between buildings and streets are considered, the attraction may
not be meaningful. In such cases, setting the attraction Wj � 1, we can define
geometric accessibility in the following manner:Ai � ∑

j Ai j � ∑
j f

(
di j

)
.

In their paper, Jiang et al. (1999) argued that while most proprietary GIS had the
measurement of accessibility at geographic or thematic level inmanyof their standard
functions and extensions, they did not have tools for defining accessibilitymeasures at
fine scales involving the geometry of urban structure in terms of streets and buildings.
Therefore, they implemented themeasures of geometric accessibility of space syntax
through a software extension within the desktop GIS ArcView, showing how to input
street systems within the software through new drawing tools, generate accessibility
measures through new computational functions, and present these visually using
standard ArcView outputs.

Several years later, in an attempt to integrate geographic and geometric accessi-
bility, Stahle et al. (2005, 2007) introduce a new GIS-based application, called the
Place Syntax Tool (PST ). In PST , attraction can be defined in terms of population
density, pedestrian density, land use density, and any other place variables, and dis-
tance can be metric or topological. To do so, they define di j in the following manner:

di j � h
(
τ
(
xmi j , y

m
i j , t

m
i j , e

m
i j , . . .

)
, θ z

)
, where τ(.) is a representation of space, θ z is

a vector characterizing the preference of individuals, and x, y, t, e, etc., are different
distance variables, where x is walking distance, y is bird’s flight, t is travel time,
and e is topological distance measured as axial steps. Using the above definition of
distance, they provide the full PST formula for a “geographical accessibility mea-

sure with axial lines” in the following form: Ai � ∑
j f (g

(
Wjθ

α
)
, h

(
τ
(
emi j

)
θ z

)
).

According to the authors, even though the purpose of PST is well described by this
formula, PST is also able to calculate xmi j , y

m
i j , and a combination of emi j and xmi j .

According to the studies reported by Stahle et al., accessibility to population and
floor areas within axial lines computed using PST predicts pedestrian movement as
good as the standard integration of space syntax does. PST measures are also better
predictors of pedestrian movement than walking distance and straight-line distance
(bird’s flight).
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Besides introducing space syntax as a special case of accessibility within GIS,
Jiang and Claramunt (2004) also introduced techniques for a structural represen-
tation of a street network using graph principles, where vertices represent named
streets and links represent street intersections. Based on this representation, so-called
connectivity graph, they provided local and global measures to qualify the status of
each individual vertex within the graph. They also provided two street selection algo-
rithms based on these structuralmeasures, and applied the approach to amiddle-sized
Swedish city validating its findings against the findings of the standard space syntax
techniques.

Since the road centerline maps of cities are easily available GIS data, several
studies examine howbest to analyze thesemaps using space syntax techniques. In one
of these studies, Dalton et al. (2003) examine how to convert the road centerlinemaps
of the TIGER (Topologically IntegratedGeographic Encoding and Referencing) files
of United States Census Bureau based on the concept of angular fractional depth.
Turner (2005) also examines the same issue using the angular change between the
segments (i.e., the segmental angular depth) of the centerline maps. Peponis et al.
(2007, 2008) provide parametric definitions of two measures of connectivity—reach
and directional distance, and implement their computation using a new software
program that runs on standard GIS representations of street centerlines. Liu and Jiang
(2012) develop an automatic solution to generate axial lines from street centerlines
using the Gestalt principle of good continuity.

Space syntax researchers often use the syntactic variables to explain the variations
in census data, land use data, traffic data, crime data, topographical data, street maps,
and satellite images, which are some of the easily available data sets in GIS for cities
around the world. Reis et al. (2005, 2007) examine security and crime in a Brazilian
city using GIS and Space syntax. Omer and Gabay (2007) examine the correlation
between the syntactic variables of space syntax and the homogeneity/ heterogeneity
of income distribution in six towns in Israel using detailed GIS social census. Using
GIS and space syntax, Topcu and Kubat (2009) study urban and spatial factors that
affect the urban land values in residential areas of Istanbul. van Nes et al. (2012)
and Ye and van Nes (2014) use GIS to study the relationships between the metrics
generated by various space analysis tools and socioeconomic data. The space analysis
tools they use include (1) “space matrix” that focuses on various types of density
on the urban block such as FSI, GSI, OSR (or spaciousness), network density (N)
and the number of floors (L); (2) space syntax measuring accessibility in terms of
topological and geographical distance; and (3) the FunctionMixmodelmeasuring the
degree ofmix of functions in terms of dwellings, work places and amenities. Vaughan
et al. (2005, 2007) and Carpenter and Peponis (2010) study the spatial distribution
of poverty and social segregations using GIS data. Peponis et al. (2007) and Jiang
et al. (2009) study the relationship between accessibility and traffic distribution in
cities using GIS data.

Given the importance of GIS for space syntax studies, efforts to integrate GIS and
space syntax tools and techniques remain unabated. Developed by Gil et al. (2007),
Confeego is a plug-in for the MapInfo Professional GIS. It offers the standard space
syntax tools, and it can import results fromdifferent space syntax software. It includes
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functionality for querying, displaying and analyzing multiple layers of information.
It may be used to perform a multitude of analysis involving large data sets. It may
however not be ideal for beginners with noGIS experience. First developed by Turner
(2010), Depthmap is a popular software program among space syntax researchers,
with functionalities of a traditional GIS system. As we have already noted above,
several other tools also exist to run space syntax routineswithin theGIS environment.
Besides new software programs andplug-ins,Dhanani et al. (2012) examined if freely
available Volunteered Geographic Information (VGI) such as the Open Street Map
(OSM) could be used in place of the costly hand-drawn axial maps of space syntax.
Beyhan (2011) examined the potential of Free and Open Source Software for GIS
(FOSS4GIS) for the extraction of adjusted graphs and calculation of basic space
syntax and social network analysis parameters, thus opening up avenues for new
research involving these three different areas.

4 Research Applications of Space Syntax

Space syntax concepts, methods, and measures have been applied to different envi-
ronments including cities, districts, neighborhoods, and individual buildings, charac-
terizing the syntactic structures of the spatial configurations of these environments.
They have been also applied to study the spatial distribution and organization of
objects, people, and functions explaining the social and cultural meanings of space
in these environments. Additionally, they have been applied to study how various
syntactic properties of spatial configurations affect such everyday practices as pedes-
trian and vehicular flows, face-to-face interactions, navigation, crime, and urban live-
liness. Studies are also being conducted using space syntax methods and measures
to understand the effects of spatial configurations on social capital and to understand
the history of cities and societies in relation to space. While we review some of these
research applications next, the reader is encouraged to consult the following sources
for more on research using space syntax: Journal of Space Syntax, Environment and
Planning B, and Space Syntax Symposium Proceedings.

4.1 The Syntactic Cores and Types of Spatial Configurations

In space syntax, the syntactic core of an environment is generally defined by a subset
of spatial units in an axial map, a segment map, or a convex map, whose values for
a syntactic measure are generally ranked in the top 10% percentile. For example,
the 10% most integrated axial lines of an axial map form the integration core of the
axial map. A syntactic type of the axial maps refers to a common shape formed by
the integration cores of the axial maps of different cities, urban areas or buildings
(Hillier 1996; Hillier and Hanson 1984; Hillier and Vaughan 2007; Peponis 1989;
Hillier et al. 1987).
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Fig. 2 Different types of syntactic cores. This analysis was performed byDepthmap (Turner 2007)

In space syntax studies, the syntactic cores of the spatial configurations of cities
and urban areas often display different syntactic types. One syntactic type is a tree-
like pattern where the most integrated lines branch out like a tree into different areas
of the city (Fig. 2a). Another syntactic type is a grid or deformed grid pattern, where
the most integrated lines form a fine-grain mesh with cells no bigger than a few
urban blocks (Fig. 2b). Yet another syntactic type is a deformed wheel, where the
most integrated lines form a pattern of a ring with spikes (Fig. 2c). Still, another
syntactic type is a super grid, where the most integrated lines form a net-like pattern
with very large cells, each containing numerous urban blocks (Fig. 2d). In many
other cases, some combinations of different types of syntactic cores may be found. It
is worth noting here that the geographical reach or span of a syntactic core may vary
from one city to another. In some cases, the syntactic core of the city may remain
confined within a limited area. In some other cases, the core may span across the city
covering much of its areas.

Both the shape and span of syntactic cores provide different configurational oppor-
tunities affecting such generic functions as movement, interaction, and navigation at
different scales of the city. For example, a tree-like syntactic core may suggest a hier-
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archy in the structure of the city, where accessibility may diminish from the center
to the periphery of the core. In contrast, accessibility remains relatively stable when
an area has a syntactic core in the form of a grid with a fine-grain mesh, emphasizing
accessibility over mobility. In comparison, a super grid pattern generally serves a
much larger area than a grid defined by a fine-grain mesh, emphasizing mobility
over accessibility. They are often found in cities that have grown very rapidly over
a vast area using a street network containing very large cells. In this type, very large
cells often contain different street configurations due to speculative developments. In
space syntax studies, the shape and span of syntactic cores are often used to explain
the economic, social and cultural functions of cities (for example, see (Hillier 1996,
2005; Hillier and Vaughan 2007; Peponis 1989; Hillier et al. 1987; Ahmed et al.
2014; Hanson 1989; Karimi 1997, 2012; Shpuza 2009; Omer and Zafrir-Reuven
2010; Topcu and Kubat 2012, 2007; Rashid and Alobaydi 2015; Rashid and Shateh
2012)).

4.2 The Whole and the Parts Relationships of Spatial
Configurations

It is possible to study thewhole and the parts relationships of the spatial configuration
of an environment in different ways using space syntax. One common way to do this
is to compute the syntactic values of the spatial units of a spatial configuration at a
restricted radius (e.g., integration at radius-3), identify the local syntactic cores of the
configuration using the values, and then study how the local cores are distributed,
and how they are related to each other and to the syntactic core of the whole. It
is also possible to analyze statistically local areas as independent systems or as
systems embedded in a larger system revealing the whole and the parts relationships.
Concerning this, different scenarios can be imagined. In one scenario, a part of the
city may show good correlations between its local and global syntactic values both
as an independent system and as a system embedded in the larger system, indicating
that the part possesses identity while preserving its relationship with the larger entity.
In another scenario, a part of the city may show good correlations between local and
global syntactic values as an independent system but not as a system embedded in the
larger system, indicating that the part possesses identity without having any strong
relationship with the larger entity. In yet another scenario, a part of the city may
show poor correlations between local and global syntactic values as an independent
system but may show good correlations between the same as a system embedded in
the larger system. As a result, the part may lack identity as an independent system
but it may form an integral part of the larger system. Finally, a part of the city may
show poor correlations between local and global syntactic values as an independent
system as well as a system embedded in the larger system, indicating that the part
lacks identity as an independent system and as a system embedded in the larger
system. Using some of these scenarios, in one of many such studies, Hillier (1996)
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shows how some modern housing estates fall apart as local areas and how some old
commercial areas preserve identity as well integrity within the global system of the
City of London.

The whole and the parts relationships of the physical city is probably best exem-
plified in Hillier’s concept of the dual city (Hillier 2002, 2005, 2006; Hillier and
Vaughan 2007). According to this concept, all cities are created by a dual process
with each part of the process exploiting the relationships between movement and
spatial networks in different ways. One part uses space in the form of a foreground
network to generate life in the city, and the other part uses space in the form of a
background network to conserve life that already exists in different parts of the city.
According to Hillier, the generative role of the foreground network in the city is
primarily determined by public processes including microeconomic factors. These
processes tend to follow similar logic in cities and manifest themselves in similar
global structures of spatial networks in cities. Most often, these structures take the
shape of a deformed wheel in an attempt to bring the center and the periphery of the
city closer. In contrast, the conservative role of the background network is primarily
determined by local processes including cultural factors. These processes vary not
only from one city to another but also from one part to another part of a city, and
manifest themselves in different local structures. According to Hillier, every city is
unique in the way it finds a balance between the two parts of the dual process in its
syntactic structures. We illustrate this fact using the City of Baghdad as an example
(Figs. 3, 4 and 5). These figures show the dual structures of the city for three differ-
ent measures of space syntax—axial integration, segment integration, and segment
choice.

To illustrate the dual processes and structures, Hillier often uses Nicosia in Cyprus
as an example (Hillier 2002, 2005, 2006; Hillier and Vaughan 2007). The axial map
analysis of Nicosia picks up a global deformed-wheel spatial structure reflecting the
more consistent nature of economic processes. It also picks up more nuanced local
spatial structures indicating differences in local processes. Interestingly, these local
structures match well with the territories better known as the Greek and Turkish
quarters. About the spatial structures of these quarters, Hillier writes, “Their line
geometry is different. In theTurkish quarter, lines are shorter, their angles of incidence
have a different range, and there is much less tendency for lines to pass through each
other … Syntactically, the Turkish area is much less integrated than the Greek area.
We can also show that it is less intelligible, and has less synergy between the local
and global aspects of space” (Hillier and Vaughan 2007, p. 221). This andmany other
studies (Chiaradia 2012; Vaughan 2005, 2007; Rashid and Alobaydi 2015; Vaughan
et al. 2005) make it clear that it may be possible to map different territories of a city
onto its structures of spatial networks described using space syntax to understand
the whole and the parts relationships in terms of social processes.
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Fig. 3 The dual structure in the axial map of Baghdad colored using Integration-Rn. This analysis
was performed by Depthmap (Turner 2007)

4.3 The Re/Production of Society and Culture Using Spatial
Configurations

Theprocesses bywhich spatial configurations produce and reproduce social relations,
functions, and knowledge are often non-discursive and unconscious. Space syntax
often uses different concepts to bring these processes to the level of consciousness.
For example, Hillier uses the concepts of ordinary and strange towns to explain the
processes for the city (Hillier 1996). These are somewhat similar to the concepts
of long and short models, and weak and strong programs describing genotypical
structures, which he and others use to explain how space produces and reproduces
social relations, functions, and knowledge (Hillier 1987; Bafna 2001, 2012; Hanson
2003; Orhun et al. 1995; Rashid et al. 2014; Markus 1987, 1993). Hillier uses a ritual
to illustrate the long model whose purpose is to eliminate randomness, and a party to
illustrate the short model whose purpose is to maximize the randomness of encounter
through spatial proximity and movement. Therefore, short models encourage the



Space Syntax: A Network-Based Configurational Approach … 231

Fig. 4 The dual structure in the segment map of Baghdad colored using Integration-Rn. This
analysis was performed by Depthmap (Turner 2007)

production of social relations, functions and knowledge, and long models encourage
the conservation or reproduction of the same (Hillier 1996).

If short and long models are a bit too abstract, weak and strong programs give
short and long models clear spatial dimensions in terms of interfaces between inhab-
itants and visitors. Inhabitants are those who have some degree of control of space;
and visitors are those who lack control of space. Thus, teachers, doctors, priests,
and householders are inhabitants, while pupils, patients, congregations, and guests
are visitors (Hillier 1996). In a strong program building, like a courthouse, spaces
are inscribed with a long model to maintain old relations by eliminating unneces-
sary interfaces. In contrast, in a weak program building, like a shopping mall or
a clubhouse, spaces are inscribed with a short model to generate new relations by
maximizing interfaces (Markus 1993).

According to Hillier, both the ordinary and strange towns participate in social
production and reproduction. However, the ordinary town is concerned more with
social production than reproduction. In contrast, a strange town is concerned more
with social reproduction than production. In the ordinary city, like theCity of London,
streets are primarily used to facilitate flow, which is essential for this city to act as
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Fig. 5 The dual structure in the segment map of Baghdad colored using Choice-Rn. This analysis
was performed by Depthmap (Turner 2007)

a center of economic and social transactions. Therefore, it minimizes the effects of
major buildings on the flow by placing them at less disruptive angles in relation to
streets. In an axial map, this is often represented as axial continuity, where long lines
often intersect with other long lines at wide angles reducing sharp turns or stops and
improving flow (Hillier 1996, 2005, 2006, 2007, 2012). In this sense, in the ordinary
city physical space is more instrumental than symbolic, though its symbolic purpose
is never fully eliminated.

In contrast, in the strange town, like the towns that act as centers for governing
institutions, regulating bureaucracies and dominant religious ceremonies, the rela-
tionships among important buildings are more important than flow. Here, important
buildings are placed in a way that maximizes obstruction to flow. Put another way,
here streets may stop right at important buildings. The strange city generally has one
or more major axes, each may end at important buildings and each may be expanded
laterally and more or less uniformly so that important buildings are always in sight.
In an axial map, this is often represented as axial discontinuity, where long lines
end abruptly at important buildings disrupting flow (Hillier 1996, 2005, 2006, 2007,
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2012). In contrast to the physical space of the ordinary city, therefore, the physical
space of the strange town is more symbolic than instrumental.

4.4 The Generative Functions of Spatial Configurations

Despite some criticisms and limitations (Ratti 2004; Rashid 2012; Jiang and Liu
2009; Griffiths 2011; Hillier and Netto 2002; Hillier 2004), rarely does a set of
theory, methods and modeling techniques explore as many generative functions of
spatial networks as does space syntax. Some of these functions include movement
(or traffic flow), co-presence, co-awareness, encounter, and avoidance. Among these,
traffic flow is arguably the most important urban function that the syntactic structure
of spatial configuration is able to describe, explain, and predict. Some of the highly
referenced articles and books that report studies on the density and distribution of
traffic flow using space syntax theories, techniques and measures include (Hillier
1996, 2005; Hillier et al. 1993; Penn et al. 1998; Peponis et al. 1997). Other recent
space syntax studies explaining the flow of pedestrians include (Baran et al. 2008;
Chiaradia et al. 2005; Law et al. 2012; Parvin et al. 2007); explaining the flow of
bicycles include (McCahil and Garrick 2008; Raford 2007); explaining the flow of
cars include (Jiang and Liu 2009; Barros 2007; Barros et al. 2014; Scoppa et al.
2009); and explaining pedestrian flow in multilevel systems include (Parvin et al.
2007; Chang and Penn 1998; Rashid 1997). These studies cover wide-ranging issues
related to traffic flows. Many other recent studies also use space syntax theories,
techniques, and measures to explain outcomes related to traffic flows, such as travel
time (Barros et al. 2007; Paul 2009); transit ridership (Chiaradia et al. 2005; Ozbil
et al. 2009); pedestrian safety (Raford andRagland et al. 2004); walkability (Choi and
Sayyar et al. 2012); legibility, wayfinding, and spatial decision-making (Hillier 2003,
2012;Hölscher et al. 2006;Kim2001;Lee andRyu2007;Long2007;Long andBaran
2006; Penn 2003; Dalton et al. 2012; Hölscher and Brösamle 2007; Kim and Penn
2004; Peponis et al. 1990); antisocial behavior (Friedrich et al. 2009), crime, fear,
and safety (Hillier 2004; Listerborn 1999; Nubani andWineman 2005); air pollution
(Croxford 1996); and issues related to environmental perception (Ortega-Andeane
et al. 2005).

In general, studies using space syntax methods and techniques report strong cor-
relations between vehicular and pedestrian flows along axial lines and the integra-
tion values of the lines in urban areas, even in cases where user differences, metric
properties of the study areas, and land use and density that could potentially affect
movement are not considered explicitly. Strong correlations found between integra-
tion and vehicular and pedestrian flows eventually led space syntax researchers to
propose what is now known as “the theory of natural movement” (Hillier et al. 1993).
According to this theory, spaces that are more connected to all the other spaces in
buildings, urban areas and cities will attract more movements than those that are
less connected. On the one hand, the theory has led to several postulations related
to traffic flow and several aspect of urban life such as urban buzz, safety, and mul-
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tifunctionality. On the other hand, any observed deviations from this theory and its
related postulations have allowed researchers to seekmorphological reasons explain-
ing these deviations. Interestingly enough, most often than not, they have been able
to describe these deviations based on the nature of syntactic cores and the whole and
the parts relationships in the case of urban areas and cities; and based on the nature
of genotypical structures (long and short models, strong and weak programs) in the
case of buildings. Since our interest here is in urban morphology, a summary of the
findings of studies in urban areas are provided below:

• Traffic flows, both vehicular and pedestrian, are affected more by the geometrical
and topological properties than by the metric properties of street configurations
(Hillier and Iida 2005; Hillier et al. 2010).

• The importance of syntactic structures for the distribution of traffic flows is indi-
cated by the fact that flow densities are higher in cities where local integration
cores overlap with global integration cores and where integration cores are not
locally confined, but are spread over the city and its different parts (Peponis et al.
1989; Min 1993; Hillier 1987).

• In areas with better correlations between integration and connectivity, traffic flows,
and integration show better correlations. This is taken to indicate that the distri-
bution of traffic flows in an area may be affected by the relationships between
local and global syntactic properties of the area (Peponis et al. 1989, 1997; Hillier
1987).

• The correlations between integration and traffic flows always seem to increase
when local areas are treated as parts of the larger systems, even in cases where
local areas themselves are well connected. This may indicate that traffic flowsmay
be more than a local phenomenon, and may be affected by how parts are related
to the whole (Peponis et al. 1997, 1989; Hillier 1987).

• Vehicular flows showbetter correlationswith global integration for primary streets,
but they show better correlation with local integration for secondary streets. This
may indicate that vehicular flows are globally oriented on primary streets, but
are locally oriented on secondary streets (Penn et al. 1998; Rashid and Bindajam
2015).

• Vehicular flows are better correlated with street capacity for primary streets than
they are for secondary streets. This finding, in conjunction with the above finding,
may indicate that the volume of traffic on a primary street may depend on its
integration as well as width (Penn et al. 1998).

• In suburban areas where inconsistent correlations between integration and pedes-
trianflows are observed, the integration cores do not seem to cover the area. Instead,
they remain biased towards major streets with shops. This is taken to indicate that
syntactic structures play an important role in the distribution of flows (Peponis
et al. 1997; Hillier 1987).

• In some housing estates, integration and pedestrian flow showno correlationswhen
integration is computed for the estates only. However, correlations get stronger
when integration is computed with the estates considered as parts of the larger
urban systems. This is because the local areas are poorly connected within them-
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selves, but are well connected to the larger systems within which they are located.
This is also because pedestrian flows in these estates are oriented towards the larger
spatial systems, as if there is an urge to get out of these “unsafe” areas (Hillier
1987, 1988).

4.5 Spatial Configurations and Social Capital

Bourdieu (1972) defines the location, position, and disposition of agents in social
space using the volume and structure of economic and cultural capital. He also
observes that to define the location, position and disposition of agents in social
space, it is necessary to analyze the relations between the structures of social space
and those of physical space (Bourdieu 1996; Bourdieu 2000). However, he lacked a
robust way to describe physical space in term of location, position, and disposition.
Therefore, he was unable to study the homologies that might exist between the
physical space and social space of cities. Using space syntax methods and techniques
it is possible to show how physical space may be associated with Bourdieu’s social
capital. For example, since visibility serves different social functions in different
settings, profits associated with visibility may vary in these settings. In workplaces,
higher visibility has been associated with increased social interaction amongworkers
(Rashid et al. 2006, 2009, 2014, 2016). In museums and stores, higher visibility has
been associated with increased traffic at displays (Choi et al. 1999; Lu and Peponis
2014; Peponis et al. 2004). In urban areas, higher visibility has been associated with
increased traffic leading to more economic activities, reduced crime and improved
safety (Hillier 2004; Nubani and Wineman 2005; López and Van Nes 2007; López
2005).

Bourdieu identified different forms of profitswith the division and control of space
as a scarce resource. These include “profits of localization,” “profits of position or
rank,” and “profits of occupation.” Bourdieu’s profits of localization (i.e., the proxim-
ity of a socioeconomic class or social institution to limited, desirable resources, such
as financial centers, hospitals, or symbolic landmarks) can be quantified in terms of
the syntactic relationships of those resources with respect to the spaces monopolized
by a class or an institution at multiple overlapping scales. In this regard, it is interest-
ing to note that in recent studies using space syntax, spatial accessibility has been able
to provide a good account of many issues that may be directly or indirectly related
to profits of localization, such as density and diversity (Peponis et al. 2007; Marcus
2007, 2010), land use (Kasemsook 2003; Mora Vega 2003; Mulders-Kusumo 2005;
Narvaez et al. 2012), income distribution (Omer and Gabay 2007; Narvaez et al.
2012; Mora Vega 2003; Omer and Goldblatt 2012), social equity (Lima 2001), and
urban segregation (Vaughan 2005, 2007; Legeby 2010, 2011, 2013, Vaughan et al.
2005).

Bourdieu’s profits of position or rank occur when one can derive economic and/or
symbolic profits from the distinction that come along with occupying a place in
physical space. Again, space syntax can help define any such distinction in spatial
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terms. For example, the position of every space can be defined in relation to every
other space in a configuration to determine how central a space is in the configuration.
Some spaces may occupy a more central location defined in terms of accessibility
related to “diffusion potential” (i.e., the potential of a space to be used when agents
move from any space to any other space in the configuration). Characterized by
high integration values, these spaces may help promote social interaction, increase
diversity and improve social integration by facilitating flow from everywhere to
everywhere. In contrast, some spaces may occupy a more central location in terms
of accessibility related to “channeling potential” (i.e., the potential of a space to be
used when agents move from one given space to another given space). Characterized
by high choice values, such spaces may channel more flow between an origin and a
destination, thus affecting regular social transactions. In this regard, it is interesting
to note that in recent studies using space syntax, spatial accessibility has been able
to provide a good account of residential property values (Topcu and Kubat 2009;
Narvaez et al. 2012; Chiaradia et al. 2009, 2013; Matthews and Turnbull 2007;
Wang and Tsai 2009), and office rent patterns (Enström and Netzell 2008).

Bourdieu’s profits of occupation occur when physical space can help maintain
distance and exclude undesirable intrusion. In cities that are built upon the modern
city planning principle of single land use zones, Bourdieu’s profits of occupation
may be more directly related to these land use zones and less to syntactic structures.
In contrast, in traditional cities that had developed over a long period, different land
uses often comingle and show interdependency taking advantage of the profits of
localization and of position using accessibility and visibility structures. Therefore,
in these traditional cities profits of occupation may be more directly related to syn-
tactic structures and less to land use zones. In this regard, Marcus (Marcus 1999,
2001, 2007, 2010; Marcus and Legeby 2012) provides some hints regarding how
space syntax can be used to study profits of occupation. Several space syntax studies
on urban segregation (Vaughan 2005, 2007; Legeby 2010, 2013; Legeby and Mar-
cus 2011; Vaughan et al. 2005) also cover issues related to Bourdieu’s profits of
occupation.

4.6 Spatial Configurations and Urban Historical Studies

The application of space syntax methods and techniques to study historical maps can
provide experientially relevant morphological descriptions that are often inaccessi-
ble to urban and architectural historians. Therefore, it is not surprising that space
syntax has a long tradition of research in urban and architectural history beginning
with the work of Hanson (1989). Using space syntax, many studies look at the evo-
lution of settlement morphologies within broad national and international historical
contexts (Shpuza 2009; Medeiros and de Holanda 2005, 2007; Medeiros et al. 2003,
2009; Pinho and Oliveira 2009). Many others studies look at the syntactical morpho-
logical histories in relation to movement and land use (Rashid and Bindajam 2015;
Azimzadeh 2003; Azimzadeh and Bjur 2001, 2005, 2007, Karimi 2000; Read 2000),
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often with a focus on historical urban areas (Topcu and Kubat 2007, 2012; Rashid
and Shateh 2012; Perdikogianni et al. 2003; Trigueiro and Medeiros 2007; Dai and
Dong 2005; Haynie and Peponis 2009; Kubat 1997). Still, others have explored the
extent to which urban form serves to materialize and mediate socioeconomic differ-
entiation and status in different historical periods (Vaughan et al. 2005; de Holanda
2000; Zhu 2004).

Yet, there is a lack of interest in studying the diachronic processes of change,
adaptation and decay of cities and urban areas using space syntax.With the exception
of a few, many historical studies using space syntax methods take a synchronic
view of the city undermining its temporal nature. As a result, they risk separating
physical space from the historically embedded events that make the space socially
and culturally meaningful. For space syntax to engage more directly with the history
of the physical space of cities, it is necessary to acknowledge the temporality of space
and of society using multiple layers of description that Geertz (1973) called “thick
description.”

Within space syntax, a multiplicity of description needed for historical studies can
be achieved in several ways (Rashid and Shateh 2012; Griffiths 2005, 2008, 2009,
2011, 2013; Griffiths et al. 2010). Among these, the most obvious one involves a
periodization of the morphological history of the physical space of a city into mor-
phological phases—a technique familiar to historical geographers for representing
changing spatial relations over time (e.g., (Conzen 1960)), and then describe and
analyze these morphological phases using any one or more techniques of space syn-
tax (Rashid and Shateh 2012). In this case, the selection of the morphological phases
needs to be historically contingent for ameaningful understanding of the relationship
between the physical city and the functional city. For example, though it is expected
that cities with fewer changes in political history would show fewer morphologi-
cal changes than cities with more frequent changes in political history, this may not
always be the case. Another way to achievemultiplicity in the historical studies using
space syntax may be to use its different descriptive techniques emphasizing differ-
ent experiential qualities of space, and then study the correlations between these
qualities and relevant social phenomena to gain historical insights on how spatial
configuration might have affected social change and vice versa.

It should however be noted here that it is always easier to conduct synchronic
than diachronic studies on the relationships between physical space and social phe-
nomena using space syntax. That is because, the production of space are often the
result of a long process of deliberation and negotiation among multiple agencies. A
rigorous analysis of such a process would require a model able to handle the complex
dynamics arising from the interactions of these agencies. Space syntax does not pro-
vide this model, even though its analytic methods and techniques provide the basis
for evaluating the configurations of the city in relation to negotiation processes that
might have occurred during various stages of development and growth. However,
such evaluations may involve balancing the particular demands of historical narra-
tives with the generalizing descriptions of the configurations of the city (Griffiths
2011).
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5 Summary and Conclusions

This chapter provided an account of the mathematical developments and research
applications of space syntax concepts, methods and measures relevant to urban mor-
phological studies. Due to its focus on urban morphological studies, several other
important areas of research applications were not discussed. They include numerous
studies on environmental psychology and behavior including spatial cognition and
wayfinding in different environments, mostly within buildings, using space syntax
methods and measures (Hölscher et al. 2006; Kim 2001; Penn 2003; Hölscher and
Brösamle 2007; Kim and Penn 2004; Peponis et al. 1990; Peponis and Wineman
2002; Emo 2012; 2014; Emo et al. 2012; Franz et al. 2005; Franz and Wiener 2005,
2008; Haq 2003; Haq and Girotto 2003; Haq 2005; Haq and Zimring 2003; Li and
Klippel 2010; Montello 2007; Mora Vega 2009; Yun and Kim 2007). In addition,
studies describing design processes using space syntax techniques (Al-Sayed et al.
2010; Dursun 2007; 2009; Arnold 2011; El-Khouly and Penn 2014; El-Khouly et al.
2012; Jeong and Ban 2011a, b, c; Kasemsook and Paksukcharern 2005; Koch 2010;
Kubat et al. 2003, 2012; Vaughan et al. 2007) were also not included in this chapter.
Despite limitations, the account provided in this chapter makes it clear that space
syntax offers many advantages for the configurational studies of urban morphology.
First, by focusing on the perceptually significant dimensions of the physical city,
space syntax places humans squarely in the forefront of the analysis of space. Sec-
ond, space syntax provides mathematical rigor without being overly rigorous. As a
result, it is able to describe many psychologically and sociologically important qual-
itative properties of the physical city that had defied any proper description for a very
long time. Many have criticized space syntax for this reason without appreciating the
fact that human spatial perception and cognition or human social processes may not
always follow rigorous mathematical rules and structures. Therefore, any methods
and techniques for describing and explaining human processes must be appropriately
flexible, and they cannot be too specific to spatial types, scales, and functions. Third,
space syntax provides measures on continuous rather than discrete scales, which
make intuitive geometric as well as psychological and sociological sense. Finally,
using its methods and measures, space syntax is able to study everyday practices
in relation to the physical city at any scale. It is can also explain how the everyday
practices are related not only to the local space but also to the larger physical space
that contains the local space in the physical city.

In summary, studies using space syntax methods and techniques have been able
to make significant contributions to our understanding of the relationships between
the physical city and the functional city, between spatial configurations and society
in various ways.

• Enhancing our understanding of the city as a complex system, these studies have
been able to characterize the syntactic structures, as well as the whole and the parts
relationships, of the spatial configurations of cities and urban areas.

• Enhancing our understanding of the role of spatial configurations in the production
and reproduction of society and culture, these studies have been able to describe
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and/or explain many social, economic, and cultural phenomena using such geno-
typical structures as weak and strong programs, short and long models, and ordi-
nary and strange towns.

• Enhancing our understanding of the generative functions of spatial configurations,
these studies have been able to describe, explain and/or predict traffic flows (or
movement) and other associated behavioral outcomes such as crime, safety, legi-
bility, and wayfinding.

• Though space syntax studies on the relationships between social capital and spatial
configurations and between history and spatial configurations have been limited,
there are many reasons to believe that it may be possible to enhance our under-
standing on such relationships in the near future using space syntax methods and
techniques.

To conclude, it should be noted that how humans perceive, conceive, use and
inhabit the geometry of the physical city remains limitless in the functional city. By
showing us how to describe the emergent structuring structures or experiential struc-
tures of the physical city, space syntax has opened up a fertile area of investigation in
spatial sciences related to the functional city. So far, the space syntax literature has
explored only some of these configurations and their meanings at different scales for
different functions in different contexts. Many more of these configurations are yet
to be identified, described and investigated. Therefore, the space syntax community
still has much work left to do.
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A. van Nes

Abstract The aim of this chapter is to explain what Space Syntax is. Firstly, the
types of spatial elements used in Space Syntax is discussed, secondly, the various
mathematical formulas of various space syntax methods are elaborated, and finally
Space Syntax’ contribution to theory building on built environments are discussed.

1 Introduction

Research and methodological development on built environments are located on the
intersection between natural, human and sociological sciences. During the Greek
and Roman period, as well as in the Renaissance period, mathematics was applied
in the geometry of buildings as well as in urban planning. During the twentieth
century, various approaches from the social and human sciences were applied for
understanding how citieswork in relation to society.Due to large social and economic
changes during the Industrial Revolution, the role of health, population growth and
economic development had to be treated together with uncontrolled urban growth.
There exist several writings on how we understand cities and how we should design
them. However, concrete methods on analysing urban form and urban space are
lacking in most of these writings.

In the past three decades the space syntax method, developed by Bill Hillier
and his colleagues at the University College London, has been applied to urban
studies. This method consists of calculating configurative spatial relationships in
built environments.

According to Hillier, space syntax is four things. First, space syntax is operating
with a concise definition of urban space. Second, it is a family of techniques for
analysing cities as the networks of space formed by the placing, grouping and orien-
tation of buildings. Third, it is a set of techniques for observing how these networks
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of space relate to functional patterns such as movement, land use, area differenti-
ation, migration patterns and even social well-being and malaise. Fourth, based on
the empirical results from the two first things, space syntax has made it possible
to make a set of theories about how urban space networks relate in general to the
social, economic and cognitive factors which shape them and are affected by them.
The techniques have been applied to a large number of cities in different parts of
the world. In this way, a substantial database now exists of cities which have been
studied at some level using space syntax (Hillier et al. 2007).

What space syntax calculates is the two primary all-to-all (all street segments to
all others) relations. On the one hand, it measures the to-movement, or accessibility,
potential, of each street segment with respect to all others. On the other hand, it
measures the through-movement potential of each street segment with respect to all
pairs of others. Each of these two types of relational pattern can be weighted by three
different definitions of distance. The metric distance measures the city’s street and
road net as a system of shortest paths, while the topological distance, calculate the
city’s street and road net as a system of fewest turns paths. Finally, the geometrical
distance gives a picture of the city’s street and road net as a system of least angle
change paths. Each type of relation can be calculated at different radii from each
street segment, defining radius again either in terms of shortest, fewest turns or least
angle paths (Hillier and Iida 2005, pp. 557–558).

Space syntax is under constant development. Its contribution to theories on built
environments andmethodology develop at the intersection of natural, social and tech-
nical sciences. So far, researchprojects range fromanthropologyor cognitive sciences
to applied mathematics and informatics and touch upon philosophical issues. The
evolution of space syntax asks for communication not just between various cultural
contexts, but likewise between different scientific domains. Space syntax research
is placed in the overlap between the applied mathematics from the natural sciences,
cognition and orientation issues from the human sciences and human behaviour
(social and economic related activities) from the social sciences.

2 Definition of Urban Space

Hillier distinguishes between extrinsic and intrinsic properties of space. Extrinsic
ones determine the way in which spatial units relate to one another. Here settlements
are regarded as sets of spaces defined by surrounding physical objects. Volumes,
textures and size are not taken into consideration. Here, spaces are shape-free. It is
just their inter-relational aspect or structure that is taken into consideration. Each
space has one or more functions either in terms of occupation or with regard to
movement (Hillier 1999, p. 1). Extrinsic properties of space determine both built
form and its possible function.

Intrinsic properties of space relate to visible aspects of thingswe can see, i.e. shape,
size, volumes and texture of physical objects or built mass. They present themselves
mostly through geometrical properties. They account for the articulation of social
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meaning via a built form (Hillier 1999, p. 1). We have many words for describing the
extrinsic properties of space. Words like “a narrow street, a large square, a massive
building etc” make it possible to describe the artefacts of a city.

Describing the extrinsic properties of space, thus, requires to represent parts of the
complex urban reality in models. Therefore, spatial modelling of built environments
simplifies reality. In the case of space syntax, the fewest and longest sight lines
axial map is seen as a representation of publicly accessible spaces. It models or
represents the required correspondence between world and model. Naturally, the
model is simpler than the thing modelled.

3 The Method of Calculations

Recent software development has made it possible to calculate and combine geo-
metrical relationships (in terms of angular weighting between axial lines) and metric
relationships with topological spatial relationships.

A global axial integration analysis implies to calculate how spatial integrated a
street axe is in terms of the total number of direction changes to all others in a town or
city. The fewer changes of direction to all other streets, the higher global integration
values. Conversely, streets with many direction changes to all others tend to have
low global integration values. Hence, they are spatially segregated.

Figure 1 left shows an axial map of a simple settlement, named townX, consisting
of the main street with some side streets and some smaller back streets. The right
upper corner in Fig. 1 shows an integration analysis of the settlement carried out
by the computer program Depthmap. Various integration values are represented by
colours. The red axes are the most integrated ones, while the blue ones are the most
segregated ones. As shown in the lower part in Fig. 1, the justified graph shows how
the systemcan be experienced from themost integratedmain street and the segregated
back street. In the case of the fewest line axial map, the lines are represented as nodes
and the intersection of lines as connections between the nodes. The colours of the
circles are the same as in the axial integration analyses. The justified graph shows
how a whole system is connected to one another in an abstract manner.

The more integrated a street is, the shorter topological distance it has to all other
streets. Other way around, the more segregated a street is, the longer topological
distance to all other streets. When comparison the justified graphs of the back and
the main street, the graph’s structure looks more like a “tree” in the back street case,
while it looks more like a “bush” in the case of the main street. The higher number
of spaces in a shorter topological distance from space, the more likely this space will
have a high integration value. The “bush” shaped justified graph is thus topological
shallow. If most of the spaces are located many topological steps away, the more
likely this space implies low integration values. In this case, it is a highly segregated
space, and the “tree” shaped justified graph is topologically deep.

Since townXhas a simple spatial systemconsisting of a few streets, it can be calcu-
lated manually. The computer programs Axwoman (Jiang et al. 2000) and Depthmap
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Real relative assymetry (RRA) = RA/Dk = 
0,3333333333/0,086 = 3,87596899224806

Real assymetry (RA) = 2(MD - 1)/k - 2 = 
2(3,3 - 1)/16 - 2 = 0,3333333333

Integration value of the back street: 1/RRA = 
1/3,87596899224806 = 0,25800000002

Calculating the back street axe:
(MD) = sum depth/k -1 = 50/16 - 1 = 3,3

Fig. 1 A simple example on calculating spatial relationships
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Calculating the main street axe:
(MD) = sum local depth/klocal -1 = 19/13 - 1 = 1,583333333

Real relative asymmetry (RRA) = RA/Dk = 
0,5/0,352 = 1,4204545455

Real asymmetry (RA) = 2(MD - 1)/k - 2 = 
2(1,75 - 1)/5 - 2 = 0,5

Local integration value of the back street: (1/RRA) = 
1/ 1,4204545455 = 0,7039999998

Calculating the back street axe:
(MD) = sum local depth/k -1 = 7/5 - 1 = 1,75

Fig. 2 The principle of calculating local integration

(Turner 2007) are able to calculate large cities with thousands of axes inter-related
with one another.

As research shows, commercial activities take place in the most global integrated
streets (Hillier 1996, p. 175; Hillier et al. 1993, pp. 31, 36 and 61; van Nes 2002,
pp. 287–303). Dwelling areas are mostly located in the segregated areas (Hillier
1996, pp. 175–179; Hillier and Hanson 1984, p. 140).

A local axial integration analysis contributes to reducing the edge effect from
global integration analyses. Figure 2 illustrates what local integration with a radius
like 3 is like in town X. It calculates the value of the axe in a topological radius like
3 from each street. When calculating the value of the main street, the axes number
14, 15 and 16 are not taken into account. In the case of the back street, only 5 axes
are included in the local integration analysis. The system in the left shows a local
integration analysis of every street in town X.

Like global axial integration, local axial integration can measure the spatial
impacts of the whole city before and after urban interventions. As research has
shown, the flow rates of pedestrians through cities correlate with local integration
values while vehicle flow rates correspond with global integration ones (Hillier et al.
1998, pp. 59, 84). Moreover, local axial integration gives an indication of local shop-
ping areas in a city.

Figure 3 shows a global and local integration analysis of Haarlem. The locally
most integrated streets, coloured in red, are where the most vital pedestrian-friendly
shopping streets are. Along these streets, there is a mixture of individual shops, chain
stores and cafés. Along the globally integrated streets, Haarlem’s main city centre
is located with a high number of shops, large chain stores, the municipality hall and
the cinema.
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Fig. 3 Global (left) and local (right) axial integration of Haarlem

Applying global and local integration analyses on Dutch cities tend to show weak
results. Axial analyses count each change of direction as one topological step, even
though the angle is close to 180°. In this way, many centres in cities with curved
streets tend to get a broken up street net consisting of many short axial lines. As
follows, the local axial integration values will get low in these kinds of areas, which
does not always correspond with the location pattern of shops.

The angular analysis is essentially an extension of visibility graph analysis and
axial analysis (Turner 2001, p. 30.1). What the angular analysis adds to the various
integration analyses is that each axial line isweightedby the angle of their connections
to other axial lines. As shown in Fig. 4, two axes which are almost 180° has a shallow
angle of incidence while two axes with almost 90° have a sharp angle of incidence
(Dalton 2001, p. 26.7). For making angular analyses, the axial map is broken up into
segments. For example, a long axis crossing several other axes consist of several
segments. Now it is possible to make integration analyses of the segments as well as
taking the segments’ angular relationship into account in the spatial analyses.

As research has shown, streets’ angular relationships play a role in the way people
orientate themselves through built environments. People tend to conserve linearity
through their routes, with minimal angular deviation (Conroy Dalton 2001, p. 47.8).
By changing direction, people tend to choose an angle close to 90° or to 180°. Urban
blocks with rare angles, like those of 30 and 60°, tend to make people get lost.
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Moreover, people tend to choose the longest street with the shortest angle towards
their aimed direction.With other words, people choose the straightest possible routes
in order to avoid the complexity for way-finding through urban street grids (Conroy
Dalton 2001, p. 47.11).

In order to calculate the angular segment analyses of a street segment, the total
angular turn from one segment to another segment is calculated. Values are given
on different angles. For example, an angle with 45° has the value like 0,5, and angle
with 90° has the value like 1, and an angle with 180° has a value like 2 (Turner 2005,
p. 148). Consider four street segments connected to one another in different angles,
as illustrated in Fig. 4. The depth from segment A to B is 0.5, since one makes a turn
of 45°. The depth from segment A to C is 0.833 due to that one has to make a turn
of 45° first to segment B and then a turn of 30° to segment B. The values are shown
in the justified graph on the upper right in Fig. 4.

When calculating the angular mean depth, or the local angular integration, the
case shown in Fig. 4 is used as an example. The angular mean depth from street
segment A, is calculated as follows:

angular mean depth of (A) � (B)0.5 + (C)0.833 + (D)0.833

(3)
� 0.722 (1)
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The angular mean depth analysis highlights the main routes network through
cities and regions. Moreover, the edge effect from the axial analysis is reduced. The
least angle analysis seems to be the best predictor of movement, followed closely by
the fewest turns (the results from the global and local integration analyses). Metric
distance comes far behind the two first ones (Hillier et al. 2007).

The software Depthmap is able to make a segment map from an axial map. This
map is the base for the angular analysis. At every node, the angular relationship
between the connected lines can now be taken into account. When trying out various
radii, the following results are obtained: the lower the radius, the more the main
routes in the small local centres of a city are highlighted, the higher the radius, the
more the main routes through the city are highlighted. As shown in Fig. 5, a local
angular integration analysis highlights the most vital shopping streets in Haarlem
as well as the streets where most of the larger companies and municipality hall are
located.

One of the criticisms of space syntax has been that it does not take into account
metrical properties in analyses of the mobility network (Ratti 2004, p. 501). As

Fig. 5 Angular analyses of
Haarlem centre with R � 3
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mentioned earlier, metrical distances show the least correlation between pedestrian
and car traffic flow rates and the spatial analyses in comparison with the geometrical
and topological distances. However, there is a difference between metrical distance
and metrical radii.

Figure 6 shows some examples of how various types of radii affect various types
of street networks. Town Y has on the left side of its main street an orthogonal street
network and on the right side an organic street structure. When applying a two-step
analysis from the main route axis, almost all streets in the strict orthogonal grid can
be reached within two direction changes. Conversely, the local catchment area in the
organic street network is rather poor. Likewise, when applying the two-step analysis
to a street segment (below left in the figure), the local catchment area reduces slightly
for both types of street networks. When applying the metrical radius from a segment,
the strict orthogonal street network as well as the organic street network has more or
less the same catchment area. The next step is to show what metrical radiuses add to
the analyses of topological and geometrical distances.

Figure 7 shows the most used space syntax analyses of town Y. In the global
axial and segment analyses, the main street is the highest integrated street. When
splitting the axial map into segments, and running a segment integration analyses,
the middle part of the main route is the most integrated on both global and local
levels. When analysing the angular choice on global and local levels, the main route
shows and a side street shows the largest through movement potentials. The angular
segment integration analysis measures the “to-movement” potentials whereas the
angular choice analysis measures the “through-movement” potentials on various
scale levels. The first one highlights the potentials for urban centres, whereas the
latter for the potentials for movement flow between various urban areas.

In order to demonstrate what a metrical radius implies for urban centrality when
combining it with topological and geometrical distances, an example of a new and
an old town is used. The Dutch new town Zoetermeer is 50 years old and has around
123.500 inhabitants. Originally, it was a small village until the late 1960s with 7000
inhabitants. The new town was constructed with the intention to catch up the pop-
ulation growth in the Hague City. The car traffic routes and pedestrian and bicycle
routes are separated. Figure 8 shows angular choice segment analyses with a low and
a high metrical radius for Zoetermeer’s mobility network. All routes are included in
the analyses. As can be seen in the figure on the left, the streets where the children’s
playgrounds are located are highlighted in red. Conversely, as shown in the figure
on the right, the main routes between the various local areas are highlighted in red.
These routes are trafficked by only vehicles. Zoetermeer’s main mega shopping mall
is located in themiddle, where the density of the integratedmain routes is the highest.
The degree of orientability is low for visitors in Zoetermeer, due to its labyrinthly
structured local street network and that the main route network is located far outside
the various local residential areas.

When applying the same analyses to the old Dutch town Haarlem, a different
structure can be seen. Haarlemwas founded in 1245, and today it has around 155.500
inhabitants. Figure 9 shows an analysis of Haarlem’s street and road network with
a low radius. The town’s local shopping streets are highlighted in red. Likewise, all
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Fig. 6 The difference between a topological radius and a metrical radius
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Fig. 7 Various integration analyses of Town Y

Fig. 8 Angular choice analyses with a low (left) and high (right) metrical radius for Zoetermeer
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Fig. 9 Angular choice analyses with a low (left) and high (right) metrical radius for Haarlem

its central shopping streets are highlighted. When applying a high radius, as shown
in Fig. 9, the main routes through the urban areas are highlighted in red. These main
routes cross the local centres and the main centre highlighted in the small radius
analysis.

As presumed, an optimal location for shops tends to be in streets that are acces-
sible within a short metrical radius to a neighbourhood’s dwellers as well as to a
place that catches the through travellers. Therefore, the variation of shops in local
shopping areas tends to be higher in old towns than in new towns. Even though the
density of inhabitants can be high in a post-war neighbourhood, these areas gener-
ally offer a local supermarket. The supermarket is mostly used by the dwellers of the
neighbourhood. In pre-war neighbourhoods, the variation of shops tends to be much
higher than in post-war areas, due to their strategic location in the mobility network.
These streets can easily be reached from the main route network.

A criticism often directed at new towns tends to be that they are “sleeping towns”
with a lack of street life (van Casteren 2008). The use of the metrical radii can shed
some light on this discussion. The main route network in post-war neighbourhoods
is separated from the local centres whereas it is integrated with the local centres in
pre-war neighbourhoods.
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All cities are made up of a very large number of short streets and a very small
number of long streets and roads. This can be seen on all scale levels in which
gives the city street networks a clearly fractal structure. The foreground network is
largely made up of longer streets or roads whose ends are linked by highly obtuse,
nearly straight connections. The longer the line, the more likely it is to end with a
nearly straight connection. The main routes through cities on all scale levels tend to
consist of a set of longer lines connected to each other with almost 180° angles. The
main routes net through urban areas it the armature for linking the city’s edges to
its centre. The natural interface of co-presence through movement from centres to
edges is made efficient and possible, and affects the location of economic activities.
The foreground network is the general component of the city (Hillier et al. 2007,
pp. 2–4).

Conversely, the background network is largely made up of shorter streets, which
tend to intersect and end at a near right angle. The shorter the street, the more likely
it is to end at a right angle. Most silent dwelling streets tend to be metrically short.
The background network reproduces the cultural pattern, and is the conservative
component of the city. Various cultures have different local radius measures (Hillier
et al. 2007, pp. 2–4).

In many ways, the generative spatial laws are the spatial parameter for human
cognition. What space syntax measures are various degrees of inter-visibility i.e.
how many people can see each other, and various degree of accessibility i.e. how a
city’s edges can reach its centre. The latter one concern the throughmovement pattern
of “betweenness”. When built environments grow in a natural way, extensions occur
through the way avoiding blocking longer streets or roads (Hillier and Iida 2005,
pp. 557–557).

Experimenting with mathematical formulas contributes to new discoveries
(Hacking 1991). In many ways, space syntax is developed through “trial and error”
research. New phenomena are created through experiments and tested out on a
wide range of built environments. The challenges have been to give names on these
various discovered phenomena and to present it to an audience outside the research
community. At least experiments contribute to new development or improvement of
existing methods for analysing urban space and to provide understandings on how
built environments works.

All these spatial measurements can be correlated with a variety of other numerical
data expressing social activities such as flows of human movement through the street
net, land use pattern, land values, and distribution of crime. Thus, spatial and social
factors can be correlated with one another. Hence, it is possible to study one urban
area in correlation with its whole city.

So far, in urban researchwhere space syntax has been applied, the following results
were obtained. First of all, the degree of spatial integration is a strong predictor of
pedestrian and traffic flow rates (Hillier et al. 1998, pp. 80–84). Pedestrian flows tend
to follow various local integration values, while vehiclemovement tends to follow the
global integration values. As research has shown, applying the space syntax method
on the configuration of the street net is better able to explain how the spatial set up
of built environments influences the flow of traffic than the modelling techniques
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of the road engineers (Penn 2003, p. 33). Moreover, correlations between various
degrees of integration and distribution of various types of crime have been found in
research (Hillier and Sahbaz 2005; López and van Nes 2007; Hillier and Shu 2000).
Moreover, a strong correlation was also found between streets’ degree of integration
and land values (Desyllas 2000), building density (Van Nes et al. 2012), land use
diversity (Ye et al. 2014), degree of ethnic mixture (van Nes and Aghabeick 2015),
degree of gender mixture (van Nes and Rooij 2015) and location pattern of shops
(van Nes 2002).

4 Space Syntax’ Contribution to Theory Building
and Understanding on How to Build Environments
Works

Building systematic theories on the built environment is still in a beginningphase. The
reason is that most writings on built environment tend to have a normative approach
(Hillier and Hanson 1984, p. 5), where most authors describe how to make a good
city. What is lacking is a description of what a good city is or how a city function
spatially and in relation to society. Conversely, writings in the field of urban sociology
lack concise definitions of space or understandings on the physical framework on
where various social interactions take place.

The use of space syntax has contributed to an understanding of the spatial structure
of the city as an object shaped by a society on the one hand and on the other hand
how it can generate or affect certain socio-economical processes in a society. To
some extent, space syntax is able to predict some types of economic processes as
an effect on urban interventions. Likewise, space syntax provides understandings on
the spatial possibilities for certain social activities such as crime, social segregation
and anti-social behaviour. It is all about how spatial integration and segregation
conditions social integration and segregation.

The biggest challenge at this moment is to build descriptive theories on how cities
work. It has to be done from three different perspectives. The first approach is on the
relation between society and space. Here the focus is to get understandings on how
activities in a society influence the shape, pattern and structure of a built environment.
Research in the field of social anthropology and archaeology belongs under this
approach. The aim is to gain an understanding of various cultures based on their
built form. A hermeneutic approach is used here, and therefore clear explanations
or theory building between cause (the society) and effect (the built form) from the
natural science tradition cannot be done (von Wright 1971).

The second approach focuses only on the spatial relationships of the built envi-
ronment. In line with the positivistic tradition, it is obvious that Hillier’s theories
on spatial laws or combinatorics (Hillier 1996, Chap. 8) have a strong link between
cause and effect:
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The principle of centrality: A central placed object increases the topological
depth more than one placed at the edge.

The principle of extension: Partitioning a longer line increases the topological
depth than a short one.

The principle of contiguity: Contiguous blocks increase topological depth more
than separate ones.

The principle of compactness: Straight lines increase topological depth more
than “curled” lines.

Intentions and human rationalities are not taken into account here.
The third approach is on the relationship between space and society. This approach

has both a hermeneutic and positivistic approach. It is about how built form affect
activities in society. Here again, human rationality has to be taken into account.
Where the human intentions are unambiguous, it is possible to predict the effects
on society as an effect on spatial changes of built form. Marked rationality is an
unambigious rationality,where it is about profitmaximising. Therefore, various space
syntax researches have contributed to the theory of the natural movement economic
process. The spatial structure of the street network influences the movement rates
through an urban street net andwhere economic activities take place. Attractors, such
as shops, retail and large firms tend to locate themselves along the most integrated
streets (Hillier et al. 1993, pp. 31 and 61).

Figure 10 shows the relationship between configuration, attraction (the location
of shops) and movement. It explains how a built environment function independent
on planning processes regard the location pattern of economic activities, human
movement through the urban network and the configuration of the street grid. Move-
ment and attractors influence each other. The more people in a street, the more it
attracts shops to locate along these streets. The more shops locating along a street,
the more they attract people into this street. It gives a multiple effect process. After
all, movement and attractors do not influence the configuration of the street net.

Likewise, the recently proposed theory of the natural urban transformation pro-
cess (Ye et al. 2014) is rooted inmarked rationality. Themore integrated or accessible
the street network is, the higher density of the buildings and the higher degree of

Configuration

Movement

Attraction
not planned

not planned

Configuration

density

degree of

diversity

not planned

not planned

The Theory of the natural movement 
economic process

The theory of the natural urban
transformation process

Fig. 10 The Theory of the natural movement economic process and the Theory of the natural urban
transformation process
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land use diversity. The spatial structure of the street network is the underlying driver
for urban transformation processes.

Other kinds of human rationality, such as the occurrence of crime, anti-social
behaviour, the location of various ethnical groups in cities and the occurrence of fear
in built environments cannot be predicted. Therefore, there exist no theories on for
example the relationship between space and anti-social behaviour.

Political forces and organisatoric constraints can overrun the spatial forces in
built environments. A strong planning system on different levels and organisatoric
constraints can block a natural location of economic activities at strategic optimal
locations. Likewise, ethnic conflicts can contribute to that people avoid central inte-
grated areas. Therefore one has to be aware of a country’s planning system, political
forces or ethnic conflicts on the one hand, and on the other hand the generative power
of the street and road net.

In essence, subsequent considerations distinguish between a theory able to offer an
explanation of phenomena and a theory proposing an understanding thereof. As con-
cluded, the theories on spatial combinatorics, the natural movement economic pro-
cess, and natural urban transformation process can offer an explanation of changes in
a built environment in terms of cause and effect, while research related to social ratio-
nality, archaeology or historical research, space and crime or anti-social behaviour,
cognitive aspects aims at an understanding of the culture or meaning associated with
the causes at issue. Moreover, research concerning how activities in society affects
urban space requires a hermeneutic approach, whereas research concerning how a
spatial layout can affect activities in society requires both a positivistic as well as a
hermeneutic approach. Seemingly, human behaviour as an effect on spatial structure
depends on the type of rationality of human intentions and behaviour the research
is focusing on. Marked rationality can use positivistic explanation models, whereas
other kinds of rationality rely on hermeneutic ones.

What does space syntax add to studies on built environment? At least it offers
concise spatial tools tomeasure spatial changes in the built environment, independent
on context related situations where cultural aspect must be taken into account. In this
way, space syntax is able finding some spatial evidence on presumptions and obser-
vations. Even though Norberg-Schulz criticises a quantitative approach in studies on
built environment (Norberg-Schulz 1967, p. 202), a space syntax approach can at
least provide some exact evidence on how some spatial components of built envi-
ronments create lively or quiet places based on applying some simple mathematic
calculations on spatial relationships.
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The Morphology and Circuity
of Walkable and Drivable Street
Networks

Geoff Boeing

Abstract Circuity, the ratio of network distances to straight-line distances, is an
important measure of urban street network structure and transportation efficiency.
Circuity results from a circulation network’s configuration, planning, and underlying
terrain. In turn, it impacts how humans use urban space for settlement and travel.
Although past research has examined overall street network circuity, researchers have
not studied the relative circuity ofwalkable versus drivable circulation networks. This
study uses OpenStreetMap data to explore relative network circuity. We download
walkable and drivable networks for 40UScities using theOSMnx software,whichwe
then use to simulate four million routes and analyze circuity to characterize network
structure. We find that walking networks tend to allow for more direct routes than
driving networks do in most cities: average driving circuity exceeds average walking
circuity in all but four of the cities that exhibit statistically significant differences
between network types. We discuss various reasons for this phenomenon, illustrated
with case studies. Network circuity also varies substantially between different types
of places. These findings underscore the value of using network-based distances
and times rather than straight-line when studying urban travel and access. They also
suggest the importance of differentiating between walkable and drivable circulation
networkswhenmodeling and characterizingurban street networks: althoughdifferent
modes’ networks overlap in any given city, their relative structure and performance
vary in most cities.

1 Introduction

Street networks organize and structure human spatial dynamics and flows in a city.
They underlie commutes, discretionary trips, and the location decisions of house-
holds and firms. Accordingly, substantial research has been conducted in recent
years to better characterize the topological and geometric characteristics of urban
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street networks (Gastner and Newman 2006; Batty 2005; Fischer 2004). Topolog-
ical character describes the configuration of the network and includes measures of
connectivity, centrality, and clustering. Geometric character describes the network’s
distances, areas, and densities. Both intermingle to define the network’s structure,
efficiency, and performance.

Street network analysis has become an important bridge between graph theory
and urban morphology and planning (Barthelemy 2017; Barthelemy 2008; Cardillo
et al. 2006; Masucci et al. 2009, 2013; Alexander 1965). Recent studies have found
that cities can be clustered and classified according to their network’s structural char-
acteristics (Strano et al. 2013; Porta et al. 2006a, b; Crucitti et al. 2006; Ravulaparthy
and Goulias 2014). In other words, cities’ circulation networks exhibit spatial signa-
tures that can be quantified and operationalized to differentiate types of places. One
branch of this research literature augments urban morphology studies with graph-
theoretic topological analyses of street networks (Porta et al. 2006b; Crucitti et al.
2006; Jiang and Claramunt 2004; Boeing 2018a; Barthelemy et al. 2013). Another
branch considers the implications of network configuration and geometry on trans-
portation and circulation (Zhong et al. 2014, 2017; Parthasarathi 2011, 2013; Jiang
2009).

Circuity, the ratio of network distances to straight-line distances, is an important
measure of network structure and transportation efficiency (Huang and Levinson
2015). Interest in circuity is not new. In 1929, the modernist polemic Le Corbusier
(2007) wrote: “The circulation of traffic demands the straight line; it is the proper
thing for the heart of a city. The curve is ruinous, difficult and dangerous; it is a
paralyzing thing… The winding road is the Pack-Donkey’s Way, the straight road is
man’s way.” In particular, Corbusier argued that planners must eradicate walkable,
self-organized streets and paths from traditional cities to enable the development of
deliberate, rational, straight-line roads for cars. Similar plans were enacted through-
out the twentieth century, includingRobertMoses’s “meat ax” carving upNewYork’s
neighborhoods to make room for new expressways (Caro 1974; Hall 1996; Boeing
2017b). Over time, evolving street network pattern and design standards that impact
circuity have been bureaucratized by the ITE, the Federal Housing Administration,
and the Urban Land Institute (Southworth and Ben-Joseph 1995, 1997; Jackson
1985).

Circuity results from a network’s planning, configuration, and underlying terrain
(Boeing 2019). In turn, it impacts how humans use urban space for settlement and
travel. Levinson and El-Geneidy (2007, 2009) demonstrate that households tend to
select residential locations that offer less circuitous work commutes. Giacomin and
Levinson (2015) show that average US metropolitan circuities rose between 1990
and 2000, as recent peripheral suburban development has featured more circuitous
street network designs. O’Sullivan and Morrall (1996) find that walking trip circu-
ity (counterintuitively) increases in Calgary during winter months, as pedestrians
avoid shortcuts that have been rendered impassible by ice. Most circuity research
has treated a city’s street network as a single entity. However, multiple circulation
networks—that may be disambiguated by mode (e.g., walking, driving, and bik-
ing)—overlap to constitute the city’s complete multimodal circulation network.
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Past research has measured the circuity of car (Giacomin and Levinson 2015;
Ballou et al. 2002), bike (Boisjoly and El-Geneidy 2016; Dill 2004), and transit
(Huang and Levinson 2015) networks. However, the relative circuity of walkable
networks versus drivable networks has been underexplored. On one hand, car-only
routes like freeways can provide straight paths to link opposite sides of the city
by cutting across grids and winding surface streets. On the other hand, such routes
may have circuitous elements such as cloverleaf interchanges and are engineered
to optimize trip time—a function of distance and speed—rather than distance itself
(cf. Levine et al. 2012). Drivable networks may also include one-way streets, but
pedestrians can traverse them bidirectionally. Moreover, walking networks provide
paths across parks, mid-block cut-throughs, passageways between buildings, and
other shortcuts that driving networks lack. The relative circuity of drivable versus
walkable networks depends on themagnitude of the effect that each’s unique features
have on enabling trips to approximate straight-line travel. This effect likely varies by
city, as a function of topography, planning history, and circulation network design
(Ballou et al. 2002; Qureshi et al. 2002).

Although past research has examined overall street network circuity in various
cities (Huang and Levinson 2015; Levinson and El-Geneidy 2007, 2009; Giacomin
andLevinson 2015;O’Sullivan andMorrall 1996; Ballou et al. 2002; Boisjoly andEl-
Geneidy2016;Dill 2004), researchers havenot studied the relative circuity ofwalking
versus driving networks across multiple cities. This study uses open-source software
and open data to explore relative network circuity.We downloadOpenStreetMap data
for walkable and drivable circulation networks in 40 US cities using the OSMnx
software, which we then use to simulate four million routes and analyze each’s
circuity. We find statistically significant differences between driving circuity and
walking circuity in all but two cities.Driving circuity exceeds that ofwalking in all but
four of the cities with statistically significant differences. Moreover, circuity varies
in different kinds of places. These findings suggest the importance of using network-
based distances to study urban access as well as the importance of differentiating
between circulation network types.Althoughwalkable and drivable networks overlap
in every city, their relative structure and performance differ in most cities.

The following section briefly introduces the mathematics of graph theory and the
data and tools used to study street networks. Then we present the methods used to
analyze relative circuity and the results of this analysis. Finally, we discuss these
results in the context of urban morphology and planning.

2 Analytical Background

Street network analysis uses the mathematics of graph theory (Newman et al. 2010;
Derrible andKennedy 2009; Barthelemy et al. 2011). A graphG� (V, E) is composed
of a set V of vertices connected to one another by a set E of edges (Trudeau 1994).
An undirected graph’s edges point mutually in both directions, but a directed graph’s
edges are one-way, from an origin vertex to a destination vertex. Multigraphs allow
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multiple edges between a pair of graph vertices. A planar graph can be represented in
two dimensions with edges only intersecting at vertices—otherwise, it is nonplanar.
Street networks are nonplanar graphs due to bridges and underpasses. Primal repre-
sentationsmodel street segments as edges and intersections and dead-ends as vertices
(Porta et al. 2006; Ratti et al. 2004). This study models drivable street networks as
primal, nonplanar, directed, multigraphs weighted by length, and walkable networks
as the same but undirected. Street networks are spatial graphs. Their vertices and
edges are embedded in space and, in turn, have geometric characteristics such as
circuity that rely on lengths and areas—alongside the standard topological traits of
all graphs (O’Sullivan 2014; Boeing 2018b).

Street network data traditionally come from various sources, including disparate
municipal and state repositories, expensive commercial data sets, and (in the US)
the census bureau’s TIGER/Line roads shapefiles. Many studies rely on the latter
because of its accessibility and comprehensiveness. However, TIGER/Line suffers
from substantial spatial inaccuracies, broad classifiers that lump multiple path types
together, and the misrepresentation of traffic-diverting bollards as through-streets
(Frizzelle et al. 2009). The latter in particular biases routing results. OpenStreetMap
offers an alternative data source. It is an online collaborative mapping project that
covers the entire world (Corcoran et al. 2013; Jokar Arsanjani et al. 2015). As of
2017, OpenStreetMap contained over 4.4 billion geospatial objects in its database,
along with over 1.5 billion tags which describe these features. The objects comprise
streets, trails, building footprints, land parcels, rivers, power lines, points of interest,
and many other features.

These data are added to the OpenStreetMap database in typically one of twoways.
The first is through large-scale imports of publicly available data sources, such as cen-
sus TIGER/Line data or municipalities’ shapefiles. The second is through the many
individual additions and edits performed on an ongoing basis by OpenStreetMap’s
users and contributors. OpenStreetMap’s data are largely high quality (Barron et al.
2014; Girres and Touya 2010; Haklay 2010; Maron 2015; Zielstra and Hochmair
2011; Neis et al. 2007; Basiri et al. 2016). In 2007, it imported the TIGER/Line
roads as a foundation, and since then, the user community has added additional fea-
tures, richer attribute data, and spatial corrections (Zielstra et al. 2013). Of particular
relevance to the present study, OpenStreetMap data go far beyond those available in
TIGER/Line as they include pedestrian paths, park trails, passages between buildings
and through blocks, and finer grained codes classifying various path and street types.

Researchers typically acquire street network data from OpenStreetMap in one of
three ways. First, Overpass provides an API that allows users to query for geospatial
features. However, its query language is somewhat difficult to use directly. Second
(and accordingly), a handful of commercial services have sprung up as middle-
men, downloading data extracts for certain areas or bounding boxes and then pro-
viding them to users. However, these services are often expensive, slow, and not
customizable. While they may work well for studying the street network within a
single bounding box, they are inconvenient for acquiring data in multiple precisely
bounded study sites. Further, they provide data as geometric shapefiles, which do
not lend themselves immediately to nonplanar, graph-theoretic network analysis.
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A third method for acquiring OpenStreetMap network data is OSMnx. OSMnx is
a free, open-source Python package for downloading and analyzing street networks
from OpenStreetMap (Boeing 2017a). It can query by bounding box, address plus
network distance, polygon (e.g., from a shapefile), or by place name (which resolves
to a polygon representing the place’s borders) such as cities, boroughs, or counties.
OSMnx can download drivable, walkable, or bikeable networks, as well as other
infrastructures such as power lines or subway systems. Walkable and drivable paths
are identified by OpenStreetMap metadata. Once the network has been downloaded,
OSMnx automatically assembles it into a nonplanar directed multigraph and cor-
rects its topology to retain vertices only at true intersections and dead-ends. This
simplification process faithfully retains the true geometry and length of each street
segment. Finally, OSMnx can analyze these street networks in various ways, includ-
ing shortest path calculations, topological measures such as centrality and clustering,
and geometric measures such as intersection density and circuity (Boeing 2018a).

3 Methods

This study uses OSMnx to calculate shortest path distances along walkable and driv-
able street networks in various cities. It builds on the research designs of (Levinson
and El-Geneidy 2007, 2009; Giacomin and Levinson 2015) by simulating 100,000
routes in each city and calculating circuities as a function of network distance and
straight-line distance. Unlike some previous morphological studies, we use nonpla-
nar networks as a superior representation of topology (Boeing 2018b; Karduni 2016)
and we utilize the fine-grained classifier codes in OpenStreetMap data to create sepa-
rate (directed) driving and (undirected) walking networks that are more detailed than
those of most prior studies. To study the difference in circuity between walkable and
drivable networks, we examine 40 US cities. We select cities across the breadth of
the nation, including most of the largest cities as well as several medium cities, small
towns, and suburbs for contrast. For each city, we draw a convex hull around the
municipal borders, then download the street network within this hull.

This technique offers two advantages. First, it allows us to focus on munici-
palities—the scale of urban planning jurisdiction and decision-making—and their
immediate vicinities without including the suburbs, exurbs, and urban fringe at the
periphery of the broader metropolitan area. Second, it adjusts for substantial quirks
in the shapes of municipal borders. Some cities’ borders snake along a narrow linear
feature to connect two disparate hemispheres. Others exhibit concavity and bend
around large elbow curves. These quirks would cause inflated circuity scores as trips
are forced to route around city borders instead of taking shorter andmore direct routes
that briefly cross through a neighboring town. Convex hulls solve this problem while
still constraining the analysis to a city and its immediate environs. They also help us
mostly avoid large bodies of water around which some metropolitan areas wrap—-
such as the San Francisco Bay and the Puget Sound—and which significantly impact
metropolitan-scale circuity.
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To acquire the street network data, we use OSMnx to download each city’s walk-
able and drivable street networks—constrained to the convex hull—from Open-
StreetMap. OSMnx uses OpenStreetMap’s fine-grained tags to identify walkable
and drivable streets and paths. In case of a disconnected network, we retain only
the largest connected component. Then, for each city and network type, we simulate
50,000 random routes. This number of simulations was arrived at after a sensitiv-
ity analysis revealed that the means typically converge at stable values around this
number. These randomized origin–destination pairs need not reflect the spatial dis-
tribution and weighting of real-world trips, as our goal is instead to characterize the
structure of each network as a whole rather than just its most well-worn paths.

For each simulation, we randomly select two vertices, calculate the shortest path
between them using Dijkstra’s algorithm (1959), and then calculate the great-circle
distance between these two vertices. The great-circle distance ζ gc is calculated as

ζgc � r arccos(sin(�1) sin(�2) + cos(�1) cos(�2) cos(|λ1 − λ2|))

where r represents the Earth’s radius of approximately 6371 km and �1, λ1, �2,
and λ2 represent, in radians, the geographical latitude and longitude of two points.
The great-circle distance ζgc thus represents the shortest distance along the curved
surface of the earth, and is more accurate than the Euclidean distance. We calculate
each walking or driving route’s circuity as

ψ � ζnet

ζgc

where, for each route,ψ represents circuity, ζ net represents the shortest path network
distance between the origin and destination vertices, and ζ gc represents the great-
circle distance between these vertices. Thus, a route’s circuity is the ratio of the
shortest path network distance to the great-circle distance between the origin and
destination. Figure 1 illustrates the difference between a shortest path route and a
straight line between two vertices in Manhattan’s driving network, accounting for
one-way streets.

We hypothesize that the average circuity of a city’s walkable circulation network
differs from that of its drivable circulation network. To test this hypothesis, for each
city, we conduct a t-test to ascertain the statistical significance of the difference
between the simulated walking routes’ average circuity and that of the simulated
driving routes, to see if we may reject the null hypothesis H0:

H0 : μw � μd

H1 : μw �� μd

where, for each city,μw is the meanψ of the routes along its walking network andμd

is the mean ψ of the routes along its driving network. We conduct two-sided t-tests
because it is not known a priori if μw is expected to be greater than μd or vice versa.
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Fig. 1 A section of Manhattan’s drivable network, showing the shortest path (thick solid line)
between two vertices, accounting for one-way streets, and the great-circle path (thick dashed line)

For instance, if the effects of pedestrian pathways and cut-throughs exceed the effect
of freeways on minimizing trip circuity, we would expect μd to be greater than μw

(that is, walking allows for more direct routes). Conversely, if the effect of freeways
exceeds drawbacks of one-way streets and the effects of pedestrian pathways and
cut-throughs on minimizing trip circuity, we would expect μw to be greater than
μd (that is, driving allows for more direct routes). Next, for each city, we calculate
an indicator ϕ to represent the ratio of average driving circuity to average walking
circuity:

ϕ � (μd − 1)

(μw − 1)

We subtract 1 from each term in the ϕ ratio because theminimum possible circuity
is 1 (cf. 34). The following section presents the results of these route simulations and
the resulting statistical analyses.
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4 Results

Table 1 presents the average circuity of walking routes (μw) and driving routes (μd)
in each city, with significance levels denoted by asterisks in the table. It also presents
the mean distance of routes along the driving network (δd), the mean distance of
routes along the walking network (δw), and the ϕ ratio expressed as a percentage.
We find that the average circuities of driving routes and walking routes differ by a
statistically significant margin in 38 out of the 40 cities studied. Moreover, we find
that the average driving circuity exceeds that of walking in 34 out of the 38 cities
that have a statistically significant difference.

The mean distance of routes along the driving network, δd, and the mean distance
of routes along the walking network, δw, demonstrate how much distance can be
saved, on an average trip, by taking the more direct mode of travel. For instance,
in Manhattan, the average walking route is 0.7 km shorter than the average driving
route. However, the values of δw and δd are correlated with street network size, so
cities with larger spatial extents demonstrate higher trip distances on average (cf.
Levinson et al. (2012)).

To adjust for this scaling effect, μd and μw represent circuity as the mean of the
simulatedψ values (each route’s ratio of shortest path network distance to great-circle
distance). Cities with orthogonal street grids or robust radial freeway systems tend
to have the least circuitous average driving routes: in Philadelphia, Chicago, Detroit,
Dallas, and Los Angeles the average driving route is only 18 to 20%more circuitous
than the straight-line distance from the origin to destination.More recently developed
suburbs with curvilinear residential street networks have the most circuitous average
driving routes: in Sugar Land and Redmond, the average driving route is over 52%
more circuitous than the straight-line distance. Similar effects are seen in the walking
networks. The average walking route in Manhattan, Chicago, and Detroit is less
than 18% more circuitous than the straight-line distance from origin to destination.
However, the average walking route in Sugar Land and Redmond are 40% more
circuitous than the straight-line distance.

The primary focus of this study is on the relationship between driving network
circuity and walking network circuity (ϕ in Table 1). Manhattan and San Francisco
exhibit the greatest values of ϕ. In each of these cities, the average driving route
is over 46% more circuitous than the average walking route. In contrast, in San
Diego and Kansas City, the average driving route is 13% and 34% less circuitous,
respectively, than the average walking route.

5 Discussion

These statistical results suggest that inmost cities, the average circuity of the walking
routes differs from that of the driving routes. In 38 of the 40 cities studied, this
difference is statistically significant and the average circuity of driving routes exceeds
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Table 1 Average Circuity of Walking and Driving Routes

μd μw δd (km) δw (km) ϕ (%)

Atlanta, GA 1.243 1.226 12.49 11.68 7.3 ***

Baltimore, MD 1.232 1.221 8.68 8.24 4.8 ***

Boston, MA 1.255 1.191 9.14 7.89 33.9 ***

Charlotte, NC 1.267 1.248 19.71 19.14 7.7 ***

Chicago, IL 1.194 1.178 18.79 18.40 8.8 ***

Cincinnati, OH 1.341 1.332 12.35 11.51 2.6 ***

Cleveland, OH 1.213 1.208 12.26 11.53 2.3 ***

Dallas, TX 1.177 1.180 24.23 24.33 −1.5 ***

Denver, CO 1.242 1.209 15.19 13.23 15.3 ***

Detroit, MI 1.190 1.178 13.03 12.36 6.3 ***

Fargo, ND 1.336 1.291 7.64 7.00 15.6 ***

Gary, IN 1.324 1.285 7.90 6.93 13.6 ***

Kansas City, MO 1.223 1.339 21.51 23.08 −34.2 ***

Las Vegas, NV 1.272 1.268 13.72 14.02 1.3 **

Los Angeles, CA 1.198 1.196 28.47 27.93 0.6

Louisville, KY 1.274 1.254 18.85 17.47 7.7 ***

Manhattan, NY 1.209 1.142 7.57 6.87 47.6 ***

Miami, FL 1.259 1.246 7.83 7.93 5.5 ***

Minneapolis, MN 1.241 1.223 8.24 7.40 8.4 ***

Orlando, FL 1.306 1.300 13.60 13.79 2.0 ***

Philadelphia, PA 1.200 1.184 12.85 12.79 8.9 ***

Phoenix, AZ 1.256 1.224 25.53 24.41 14.0 ***

Pittsburgh, PA 1.345 1.328 9.58 9.18 5.3 ***

Portland, ME 1.389 1.347 6.09 6.15 12.2 ***

Portland, OR 1.289 1.264 12.05 11.97 9.5 ***

Redmond, WA 1.522 1.396 5.79 5.18 31.8 ***

Riverside, CA 1.312 1.289 10.78 11.30 7.9 ***

Salem, MA 1.505 1.487 4.83 4.66 3.8 ***

San Antonio, TX 1.218 1.199 22.43 21.77 9.9 ***

San Diego, CA 1.307 1.354 25.90 25.91 −13.3 ***

San Francisco, CA 1.308 1.210 11.46 6.96 46.2 ***

(continued)
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Table 1 (continued)

μd μw δd (km) δw (km) ϕ (%)

Scranton, PA 1.376 1.349 5.09 5.08 7.7 ***

Seattle, WA 1.289 1.251 12.29 11.08 15.1 ***

St Augustine, FL 1.373 1.331 4.39 3.88 12.9 ***

St Louis, MO 1.204 1.193 8.55 7.73 5.4 ***

Stamford, CT 1.340 1.340 6.93 6.63 0.1

Sugar Land, TX 1.523 1.405 7.92 7.15 29.2 ***

Tampa, FL 1.281 1.267 14.85 13.99 5.3 ***

Vicksburg, MS 1.363 1.379 6.74 6.16 −4.1 ***

Walnut Creek, CA 1.470 1.392 5.60 5.29 19.9 ***

Note 1 km� 0.62 mi.μw �mean circuity of the simulated routes along the walking network, μd �
mean circuity of the simulated routes along the driving network, δd � mean distance (km) of routes
along the driving network, δw � mean distance (km) of routes along the walking network, and ϕ

represents how much μd exceeds μw expressed as a percentage. Finally, **indicates a statistically
significant difference betweenμw andμd at the 0.01 level and ***indicates significance at the 0.001
level

that of walking routes in all but four of the cities with statistically significant results.
In other words, on average, driving routes tend to be more circuitous than walking
routes in most cities.

To interpret these network circuity findings, we use Manhattan and San Diego as
illustrative cases. Manhattan’s average driving route is 48% more circuitous than its
averagewalking route. Figure 2 showsManhattan’s drivable street network on the left
and its walkable street network on the right.We can immediately see that the walking
network ismuchdenser than the drivingnetwork.While thewalkingnetwork contains
11,857 vertices and 1,331 km of streets/paths (n.b. physical streets are equivalent to
edges in an undirected graph), the driving network contains only 4,889 vertices
and 1,064 km of streets. Although it excludes expressways around the periphery of
the island, the walking network provides numerous mid-block passages, pedestrian
walkways, and frequent juncture points that in aggregate allow formore direct routes.
In particular, Central Park poses an obstacle to straight-line driving, but the park’s
dense mesh of walking paths provides many cross-cutting and diagonal routes for
pedestrians whose origins and destinations lie on either side of it. Manhattan also
has many one-way streets that pedestrians may traverse bidirectionally, improving
walking efficiency. In this case, the findings suggest that the effects of pedestrian
pathways, cut-throughs, and bidirectionality exceed the effect of car-onlymotorways
on trip directness.

As a contrasting example—unlike Manhattan and most of the cities studied—San
Diego’s ϕ value is both negative and statistically significant. Its average driving route
is 13% less circuitous than its average walking route. Figure 3 shows San Diego’s
drivable street network on the left and its walkable street network on the right. As in
Manhattan, we can see that the walking network is denser than the driving network.
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Fig. 2 Manhattan’s driving network (left) and walking network (right). Note that its convex hull
includes a sliver of the Bronx

While the walking network has 94,118 vertices and 14,293 km of streets/paths, the
driving network has only 51,544 vertices and 11,283 km of streets.

There seem to be three primary reasons why San Diego has a negative ϕ value.
First, its highway system runs at cross-cutting diagonals, providing direct routes
across the city that local streets cannot match. Second, its hills and canyons create
substantial open space, natural preserves, and in turn network thresholds. The walk-
ing network provides dendritic, circuitous access into these spaces without offering
efficient links across them. Third, Coronado Island (technically a peninsula con-
nected to the mainland by a tombolo) connects to downtown San Diego via the San
Diego–Coronado Bridge for reasonably direct driving routes. However, this bridge
is automobile-only, so walking routes between Coronado and the majority of the
city must route along the peninsula and around the entire San Diego Bay (similarly,
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Fig. 3 San Diego’s driving network (left) and walking network (right)

the Kansas City network has 7 driving bridges over the Missouri River but only 1
walkable bridge). In other words, due to topography and design, San Diego relies
particularly heavily on its freeway system for shortest path connectivity. Accord-
ingly, in this case, the findings suggest that the effect of car-only motorways exceeds
the effects of pedestrian paths and passageways on route directness. Nevertheless,
we find that this effect is the exception rather than the rule across our study sites.

Empirical studies in the urban economics, planning, and transportation literature
today often rely on Euclidean or great-circle distances to model accessibility. These
findings add to the growing body of evidence that such straight-line measures are
both inaccurate and inconsistent. Average network distances are at least 14% and
sometimes over 50% longer than the straight-line distance from origin to destina-
tion. The magnitude of this phenomenon varies substantially between, for instance,
Chicago and Sugar Land. This variation results from different topographies, plan-
ning eras, transportation technologies, and design paradigms. Thus, researchers and
practitioners should use network-based distances and travel times to prevent biased
distance measures in different kinds of places.
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Moreover, we find that route circuity along walkable versus drivable networks
differs significantly in most cities. A city’s circulation network cannot be accurately
modeled as a single monolithic entity. Rather, it comprises an interwoven set of over-
lapping circulation networks available to different modes of travel. Some one-way
streets in the driving network may be accessible in both directions to pedestrians
in the walking network. Similarly, pedestrian paths and mid-block passages may be
unavailable to drivers, while expressways and certain bridges may be unavailable to
pedestrians. Moreover, driving networks are more likely to be engineered to mini-
mize travel time at high speeds rather than to minimize distance: distance itself is
more important for modes with lower travel speeds. Measuring circuity depends on
carefully defining what the circulation network includes and which modes of travel
are of interest to the study. Thus, urban street network structure and performance
cannot be sufficiently assessed without specifying network types and travel modes.

6 Conclusion

This study examined the relative circuity of walkable and drivable urban circula-
tion networks by simulating four million routes using OpenStreetMap data and the
OSMnx software. It found that, in most cities, driving networks tend to producemore
circuitous routes than walking networks do. Specifically, average driving circuity
exceeds average walking circuity in all but four of the cities that have statistically
significant differences. Old, dense cities like Manhattan and San Francisco saw the
greatest effects, with average driving routes over 46% more circuitous than average
walking routes. Network circuity also varies substantially between different types
of places. These findings underscore the value of using network-based distances
and times rather than straight-line when studying urban travel and access. They also
suggest the importance of differentiating between walkable and drivable circulation
networks: although these networks overlap, their relative structure and performance
vary in most cities.

This study used simulated route distances as an indicator of circuity and network
efficiency. Travel time is another important measure of efficiency. Future research
can weigh walking and driving routes by travel time to compare how simulated trip
times vary by mode in different places as a function of network structure. Simulated
trips could also be weighted by the likelihood of each being a real-world trip, based
on travel survey data. This study randomized routes to examine overall network struc-
ture, but using actual trips would shed light on real-world travel behavior circuity
and reduce bias from random sampling when neighborhood trips may be more com-
mon. Travel surveys could also provide information about average trip distances by
mode. Beyond simple measures of network access, incorporating impedances based
on grade, streetscape, traffic, and other data would provide a superior representation
of routes. Moreover, it would be useful to explore how common planar models affect
the results of route analysis (Boeing 2018b). Finally, this study focused on US cities,
but future work could use OSMnx and OpenStreetMap’s worldwide data to compare
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networks in other countries to investigate the structure and performance of older
European cities or rapidly growing African and Asian cities.
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Part IV
Complexity



Emergence of Complexity in Urban
Morphology

Segun Goh, Keumsook Lee and M.Y. Choi

Abstract We analyze the building distribution data of Seoul City and build a model
to understand urbanmorphology. Performing coarse-graining of the data and employ-
ing a lattice description, we find that the urbanized area forms a fractal in the proper
range of the length scale. In particular, the building is classified into three categories:
‘Residential’, ‘Work’, and ‘Commercial’, and two-state variables are assigned to
each lattice site, which elucidates the functionally organized pattern as well as the
form of the urbanized area. Based on empirical observations, we finally propose a
layered Ising-type model with frustrated inter-layer coupling, where boundary con-
ditions and external fields are defined appropriately to simulate formation of the
patterns. This model, reproducing successfully the heterogeneous spatial patterns,
provides a clue for understanding the origin of characteristic urban morphology.

1 Introduction

Cities are highly organized spatial structures that have been developed by human
beings. As a result of the organization, each city forms a distinctive pattern depend-
ing on its own topographical, historical, economical, and political environments.
Nevertheless, substructures composing urban areas should be organized in a proper
way for the cities to function properly. Specifically, each city should provide the
bases and infrastructures for urban dwellers including shelters, job opportunities,
transportation, and so on. To elucidate the pattern of the urbanized area called urban
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morphology, various studies have been conducted (White and Engelen 1993; Makse
et al. 1998; Batty 2001; Andersson et al. 2002; Bitner et al. 2009; Frasco et al. 2014;
Masucci et al. 2015).

Meanwhile, the city is one of the most representative complex phenomena among
social systems. Recently, the complex system perspectives begin to find general
acceptance in studies of social systems (Bouchaud 2008; Castellano et al. 2009; Bet-
tencourt 2013). Many social phenomena are now regarded as emergent and collec-
tive properties, exhibiting such characteristics as criticality and scaling (Bettencourt
2013; Goh et al. 2014), and have been widely probed by means of statistical mechan-
ics. For instance, studies of urban growth (Chen 2012; Louf and Barthelemy 2013)
and urban structures including street networks (Gudmundsson and Mohajeri 2013;
Masucci et al. 2015) and public transportation systems (Goh et al. 2014; Louf et al.
2014) have been conducted extensively from this viewpoint. Still current understand-
ing as to the fundamental rules governing the formation/emergence of cities remains
in its infancy, due to the inherent complex nature of the urban system. Specifically
to the case of urban morphology, most existing studies, focusing on the properties of
individuals, are descriptive rather than theoretical and there still lacks an integrated
framework for urban morphology.

Furthermore, insufficiency of real data has also prevented proper understanding
of the urban formation and the land use pattern. In principle, most detailed mea-
surement of a social system including a city would be possible if the locations and
movements of every individual are specified. Indeed individual dynamics has proved
to be traceable mostly by analyzing the mobile phone data (Candia et al. 2008; Kang
et al. 2012); nevertheless, complete enumeration of a whole urban system remains
yet to be achieved. Moreover, a city involves various scales, ranging from individ-
uals (Candia et al. 2008) to urban substructures such as the central business district
(CBD) (Bitner et al. 2009; Louf and Barthelemy 2013). In addition, there might
exist strong fluctuations when individual dynamics is taken into account in detail.
Therefore, the most relevant measure should be determined carefully.

Related to the land use pattern and urbanmorphology, the distribution of buildings
provides an appropriate measure (Batty et al. 2008; Schläpfer et al. 2015). The
building distribution typically characterizes unique features of each city and provides
an accurate description of the detailed configuration of the urban area. Undoubtedly,
buildings are not distributed randomly in space; rather, they tend to aggregate in a city,
accompanying economic activities. To measure the tendency toward aggregation of
urban economic activities, distance-based methods have been developed (Duranton
and Overman 2005; Jensen 2006; Marcon and Puech 2009). Movements in a city
take place under the constraint guided by such inhomogeneous building distribution,
and the city operates accordingly. Dealing with the building distribution data of the
urbanized area rather than individual dynamics, one can also bypass the technical
difficulty and make use of the relatively static nature of the building.

Here we present a review of our previous work on the building distribution (Goh
et al. 2016) together with some new developments. We first examine the build-
ing distribution of Seoul City, which includes information on the location, area,
and functional characteristics of every building. Following the viewpoint of statis-
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tical mechanics and complex systems, we regard urban morphology as a collective
behavior of constituents coupled to each other. To capture distinguished features of
emergent phenomena, we adopt a coarse-grained description of Seoul City, placing
its urban areas on a lattice.We not only provide a description of the observed phenom-
ena but also infer the underlying principles of urban land use patterns, constructing a
model Hamiltonian with relevant components: The frustrated inter-layer coupling is
proposed as a fundamental ingredient for the formation of urban morphology and the
criticality as a necessary condition for the emergence of complex land use patterns.
The role of heterogeneous fields is also addressed.

2 Fractal Nature of Urbanized Regions in Seoul

Before proceeding further, we describe briefly the Seoul building data set (Building
Register Data 2011). As addressed already, it contains quantitative information on
every building located in the administrative area of Seoul City in the year of 2011. The
attributes include the number of floors, structure, gross floor area, position/address,
zip code, use and type of the roof of the building. There were 678,594 buildings in
Seoul at the time of the data gathering, the total area ofwhich amounted to 429.34km2

(cf. note the area of Seoul, 605.25km2). In particular, uses of the buildings are
classified into 29 types, e.g., apartments, offices, neighborhood facilities, and so on.
As the use of the building represents the land use directly, it serves as an indicator
of the urban morphology which should comprise differentiated patterns as well as
shapes of the urbanized areas. Representative attribute types and their ratios in terms
of the gross floor area are displayed in Table1. Among various attributes of buildings,
longitude/latitude coordinates andgross floor areas turn out to be relevant information
for specifying the configurations of coarse-grained areas, as discussed in this and the
next sections. (According to the Korean Enforcement Decree of the Building Act,
the gross floor area of a building is defined to be the sum of the floor areas of all the
floors of the building.)

We now extract the urbanized area of Seoul City from the building data set. It is
well known that the urbanized areas constitute fractals (Fotheringham 1989; Batty
and Xie 1999), as to which the diffusion-limited aggregation model was studied
extensively (Witten and Sander 1981; Fotheringham 1989; Batty and Xie 1999;
Chen 2012). We also verify the fractal nature of the urbanized area and compute the
fractal dimension from the building distribution data, which, unlike the data analyzed
in previous studies, provide direct measurement. In particular, the dimension needs
to be specified accurately since it plays a crucial role in the collective behavior.

However, there exist severe drawbacks in the bare description where the use/
location of a certain building is fixed at a particular attribute/value. For example,
shopping facilities around a residential area, categorized as commercial in the bare
description, should be considered to be a residential-commercial complex.Moreover,
although the surface areas occupied by buildings are different from one another,
each building is put on an equal footing if regarded as a point element. In particular,
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Table 1 Classification of buildings and the ratio in terms of the gross floor area of each attribute. The
attribute of each building is provided in the raw data set. We further classify the use of building into
three categories: residential (R), work place (W), and commercial (C) buildings. There are 58,079
buildings (6.56% in terms of the area) the uses of which are not categorized. Among them, 55,146
buildings (5.8%) have no attribute in the raw data, while attributes such as farming/fishing houses,
transportation facilities, hazardous material storage facilities or vehicle maintenance facilities in
the data (2933 buildings, 0.68%) are, in consideration of uncertainty, not categorized

Attribute Ratio Category

Apartment 0.3136 R

Multifamily house 0.1496 R

Multiplex house 0.0681 R

Detached house 0.0488 R

Row house 0.0181 R

Employee apartment 0.0012 R

Office 0.0828 W

Education/Research facility 0.0450 W

Manufacturing facility 0.0240 W

Neighborhood facility 0.1286 C

Large store facility 0.0194 C

Religious facility 0.0114 C

Hotel 0.0070 C

Accommodation 0.0045 C

Cultural/Broadcast facility 0.0035 C

Sports facility 0.0031 C

Food sanitation facility 0.0031 C

Market place 0.0009 C

Medical facility 0.0009 C

Public sanitation facility 0.0005 C

Amusement facility 0.0005 C

Inn 0.0004 C

Ritual facility 0.0003 C

Recreational facility 0.0001 C

such a fine-grained description on a length scale smaller than the typical size of
a single building is obviously superfluous, for it would generate fictitious empty
spaces, which are in reality occupied by buildings, and in consequence introduce
heterogeneity, which is an artifact. This may make an undesirable alteration on the
behavior of system, unless there exist infinitely many buildings so that the size can
be ignored.

Here we follow the process suggested in the recent study (Goh et al. 2014) and
perform coarse-graining of the urbanized areas into small boxes, to circumvent the
redundancy in the fine-grained description. Constructing a coarse-grained lattice by
putting a site on the face of each box, we can also utilize methods developed for
lattice systems. The lattice constant and the total number of boxes or sites on the
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Fig. 1 Lattice structure of the urbanized area in Seoul City and its fractal dimension. a A coarse-
grained lattice with lattice constant a = 432m. b Half the coordination number z/2 versus lattice
constant a, which gives the dimension d = 1.82 ± 0.01 in the range 100m < a < 1500m. Note
the strong finite-size effects for a < 100m and strong boundary effects for a > 1500m. c Number
N of sites versus lattice constant a, disclosing the scaling relation between them. Fitted to the solid
line of slope−1.77, it leads to the fractal dimension d = 1.77 ± 0.01. dCorrelation dimension dcorr
versus lattice constant a, displaying a pattern similar to (b). In the range 100m < a < 1000m, we
obtain d = 1.78 ± 0.01

lattice are denoted by a and N , respectively. A typical example of the coarse-grained
lattice is shown in Fig. 1a.

To compute the fractal dimension of the lattice, we first examine the coordination
number, which stands for the number of the nearest neighbors, and observe that its
value varies from site to site. Labeling the site dependence, we write zi to denote the
coordination number of site i . In fact, the presence of empty spaces and consequent
variations in the number of the nearest-neighboring sites apparently reflect the fractal
nature of the lattice. Namely, whereas zi = z = 2d at every site on a d-dimensional
regular lattice, in the case of a fractal lattice, the coordination number has a noninteger
mean value z and there should thus exist empty sites. In Fig. 1b, which exhibits half
the (mean) coordination number depending on the lattice constant, we obtain directly
the fractal dimension of the coarse-grained lattice of Seoul City: d = 1.82 ± 0.01.

The presence of empty spaces, however, does not guarantee that the lattice is a
fractal. For example, when the sites are removed randomly, the average value of
z becomes noninteger; nevertheless, the dimension of the lattice remains the same
as that of the original lattice. Further, the average value of z could also be reduced
when the sites are removed orderly; such a reduction, which is exemplified by the
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Han (river) in the case of Seoul, brings on the boundary effects rather than the
fractal nature. Therefore, the fractal character of the lattice should be confirmed in
a more concrete way. Examining how the number of sites changes with the lattice
constant, we verify the scaling relation between them: N ∼ a−d , which confirms
a fractal with dimension d = 1.77 ± 0.01 (see Fig. 1c). In addition, one can also
consider the correlation sum C(r) (Grassberger and Procaccia 1983), and probe its
scaling relation. Computing C(r), we indeed observe the scaling relation C(r) ∼
rdcorr and plot in Fig. 1d the obtained values of the correlation dimension dcorr as the
lattice constant is varied. The fractal character of the lattice is manifested again, with
dimension d = dcorr = 1.78 ± 0.01.

Note here the appropriate length scale for the coarse-grained description. First, we
observe sharp decrease in the fractal dimension for small values of the lattice constant,
a < 100m, including the correlation dimension computed directly from the point
element description (dcorr ≈ 1.67). This has its origin in the artificial heterogeneity
introduced in the fine-grained description. Second, in the opposite case of large
values, a > 1000m, boundary effects are evident. Gathering the results from three
different approaches, we finally conclude that the urbanized area of Seoul City is
indeed a fractal of the dimension d ≈ 1.8, which is consistent with the results in
previous studies (Batty and Xie 1999; Shen 2002). In the following, we restrict our
analysis to the coarse-grained system satisfying these conditions.

3 State Vector Description of Urban Areas

In this section, we specify the state of each site on the fractal lattice, constructed of
the coarse-grained areas in Seoul City, and analyze the distribution of configurations
of the whole system. For simplicity, one may define the state of a site according to,
e.g., whether the area of the site is active or inactive. As remarked, however, cities
are highly patterned systems consisting of functionally organized modules, such as
CBDs, industrial complexes, and residential areas. Even the actual distribution of
modules differs from one city to another, and coexistence of them is a key ingredient
which defines and enables cities, especially metropolises such as Seoul, to work as
self-sufficient spatial structures for human life. It is therefore desirable to categorize
the state of each site in detail, so as to reflect the land use. In previous studies (White
and Engelen 1993; Decraene et al. 2013a, b), the urban land use has been catego-
rized as three distinct allocations. Also the urban life has been classified into three
representative activities, based on the eigenmode analysis of mobile phone-usage
data (Park et al. 2010). Following these, we classify the building into three distinct
categories: residential, work place, and commercial buildings (denoted by r -, w-
and c-categories hereafter), as summarized in Table1. Note that one may subdivide
the categories in a more detailed way, appropriate for the specific purpose of the
study (Lee and Holme 2015; Daggitt et al. 2016).

Finally, we consider the total gross floor area of each category in an area, which
is denoted by σ raw

i,x with i and x (= r, w, c) being lattice site and category indices,
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Fig. 2 Numbers of buildings versus the total areas of buildings in a residential, b work place, and
c commercial categories. The length scale is given by a = 138m

respectively, and regard it as a component of the state vector defined in coarse-grained
area i . Namely, the state of each site is described by the state vector, specifying the
total areas of the buildings of three categories: �σ raw

i ≡ (σ raw
i,r , σ raw

i,w , σ raw
i,c ). In other

words, the total gross floor areas and uses of buildings in each coarse-grained area
quantify the amplitude and the direction of the state vector at the site. It is also
conceivable to adopt the number of buildings as ameasure of the amplitude.However,
Fig. 2 discloses that there are no correlations between the numbers and the gross floor
areas of buildings due to the large variations in the size of buildings. Therefore, the
analysis based on the number of buildings could give an inaccurate description of
the reality.

Until this stage, the state of each site is represented by continuous variables σ raw
i,x .

Henceforth, for further simplicity, we adopt a two-state description, characterizing
the total gross floor area of each category as a binary variable. Setting an appropriate
threshold area, we assign σi,x = ±1 as the x-component of the state of lattice site
i if the sum of the gross floor areas of buildings of category x in the correspond-
ing area is larger/smaller than the threshold. The state of site i is then specified
by �σi ≡ (σi,r , σi,w, σi,c), where each component σi,x can be regarded as an Ising
spin. Accordingly, each site can take eight states; �σi = (−1,−1,−1), (1,−1,−1),
(−1, 1,−1), (−1,−1, 1), (1, 1,−1), (1,−1, 1), (−1, 1, 1), and (1, 1, 1), which are,
for convenience, abbreviated as 0-, r -, w-, c-, rw-, cr -, wc-, and rwc-states, respec-
tively.

Then the remaining issue is how to determine the threshold of the total gross
floor area. In search of the appropriate value, we examine the rank distribution of
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Fig. 3 Rank distributions (red squares) of total gross floor areas for a residential, b work place,
and c commercial buildings. The lattice constant is taken to be a = 138m. Power-law behaviors
are observed in (a) and (c), down to the 30 percentile indicated by vertical blue lines (6093 among
the total of 20,309 boxes in this coarse-grained scale). The black solid lines describe the power-law
distributions with exponents (a) 0.36 and (c) 0.49

the total gross floor areas and plot the results in Fig. 3. Interestingly, residential and
commercial building distributions follow power-law distributions in the high-rank
regimes. Specifically, the power-law behavior persists approximately down to the
top 30 percentile. We therefore consider this value as a lower limit for the thresh-
old. In contrast, the rank distribution of work place buildings decays exponentially
rather than algebraically. Furthermore, the number of boxes in which at least a single
work place building is located, is smaller than those of residential and commercial
buildings. In the case of lattice constant a = 138m, for example, only 55% of boxes
contain work place buildings and we adopt it as an upper limit. Note that these behav-
iors are consistently observed irrespective of the lattice constant. One may then take
any percentile value for the threshold, and assign σi,x = ±1 to site i if the total gross
floor area of category x is larger/smaller than the specific percentile value. It is pleas-
ing that threshold values taken from criteria between 30 and 55% turn out to give
consistent results, and in this study we show only the results of the median (50%)
criterion for the threshold.

The site classified accordingly in the three-category description, shown in Fig. 4,
manifests characteristic nonuniform distributions of sites in different states. First
of all, sites in the r -, w-, and c-states are primarily located close to the boundary,
as shown in Fig. 4a. On the other hand, rwc-state sites exhibiting mixed land use
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Fig. 4 Three-category Ising-type description of Seoul City under the median criterion. a Sites in
the r -, w-, and c-states are depicted. It is observed that sites near the boundary of Seoul City are
mostly in these states. b Sites in the rw-, wc-, and cr -states are displayed. Note that downtown
areas are populated mainly by the wc-state sites; in effect buildings of the residential category are
expelled from the downtown, giving rise to an urban doughnut pattern. c Shown are sites in the
rwc-state as well as in the 0-state. In contrast to r -, w-, and c-state sites, rwc-state sites are located
away from the boundary. d Fraction N�σ /N of sites in state �σ are presented versus the lattice constant
a. Notably, the fractions of c- and rw-state sites are smaller than those of other state sites

are relatively centered, forming clusters from place to place. It is also observed in
Fig. 4b that the CBD areas of Seoul are represented mostly by the wc-state. One can
further confirm that sites in the r - or w-state are located mainly near the boundary
and easily distinguished from the mixed use sites (rwc-state) or the CBD (wc-state)
at the center. These discriminative features reflect the spatially modularized pattern
of the urbanized area. Finally, we compute the fraction of states N�σ /N , where N�σ
denotes the number of lattice sites in state �σ , and plot in Fig. 4d the results as the
lattice constant a is varied.With the finite-size effects for a � 0.1km excepted, there
exist fewer c-state sites than r - and w-state ones and fewer rw-state sites than wc-
and cr -state ones. These characteristics are expected to originate from the coupling
between the buildings of different categories. In particular, the commercial category
appears to play a distinctive role in the pattern formation, subordinate to the principal
components of the human life, habitation, and production.
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4 Modeling Urban Morphology

4.1 Model Description

Equipped with the analysis in the previous section, we construct a model describing
the major characteristics of the land use pattern. Based on the Ising-spin description,
we introduce three layers of the lattice, each of which hosts the state component
corresponding to each category. Specifically, we place the Ising spin σi,x at site i
on layer x , describing the x-category state of the coarse-grained area i . The Hamil-
tonian of the urban morphology system is then proposed in the following way: We
first assume that there exists a tendency toward aggregation (Batty and Xie 1994;
Schweitzer 2003; Iannone et al. 2011) between the buildings of the same category,
which may be taken into account by the “ferromagnetic” nearest-neighbor interac-
tions on a layer, i.e., between the same category components of the state vector.
The Hamiltonian describing such intra-layer coupling or interactions between the
buildings of category x then reads

Hx ({σi,x }) = −
∑

i

hi,xσi,x − Jx
∑

〈i, j〉
σi,xσ j,x , (1)

where the temperature has been absorbed in defining theHamiltonian and the nonuni-
form external field hi,x has been introduced tomeasure advantages and disadvantages
in constructing the building of category x in area i . For example, if the slope of area i
is steep, we may assign a negative value of the field [hi,x < 0] to mimic the difficulty
to construct buildings in that area. History of the city, infrastructures such as the
road/subway networks, or even the price of land can also be good candidates for the
field. We may also take into account the urban development planning by assigning
positive external fields, and probe the consequence of the planning.

Leaving the detailed verification for further studies, we here assign negative fields
only at the boundary as a simple but significant example. Such negative fields reflect
the minimal constraint, imposed mostly by the mountains and rivers located at the
boundary of Seoul City. When specifying the strength of the field at the boundary,
we consider the following two factors: (1) If a lattice site is surrounded by many
outer points, the negative field should be strong. (2) If the nearest neighbor coupling
is strong, the effects of the boundary should also be strong. In addition, we also apply
weak fields on the whole lattice to simulate the efforts of urban settlers to maintain
the city. Accordingly, the external fields are specified by

hi,x =
{
hx − zi Jx at the boundary �,

hx elsewhere.

Now the strength of hx controls the activity of the city. For example, if the city is
in its developmental phase, hx should have large values. To model a sustaining city
like Seoul, we assume that the total field strength vanishes:
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∑

i

hi,x = −
∑

i∈�

zi Jx + Nhx = 0, (2)

which yields the uniform field

hx = 1

N

∑

i∈�

zi Jx , (3)

assigned on the whole lattice
Next, we turn to the interactions between the buildings of distinct categories in an

area. Such on-site inter-layer coupling terms are written in the most general form:

Hint = − Krw

∑

i

σi,rσi,w − Kwc

∑

i

σi,wσi,c

− Kcr

∑

i

σi,cσi,r . (4)

According to the analysis in the previous section, both residential and work place
buildings tend to attract commercial buildings. We thus assume ferromagnetic inter-
actions between the commercial layer and other layers, i.e., Kwc > 0 and Kcr > 0.
This assumption is indeed consistent with the observed phenomena that commercial
land uses tend to locate near residential or working areas having high level of floating
populations (Mushinski andWeiler 2002). Because profits generated by commercial
activities can stem from distributing products and services, one of the most impor-
tant factors for the location of the commercial property is the geographical proximity
to its demands, consuming products or services. On the other hand, residential and
work place buildings appear mutually exclusive, implying that the coupling between
residential and work place layers is antiferromagnetic: Krw < 0. As well known,
residences tend to avoid locating near industrial uses since industrial facilities gen-
erate negative externality, causing noises, pollution, and traffic jams. Thus, even
though there exist a certain level of housing demands (e.g., factory workers may
prefer to live close to their working places), people are hesitant to reside near these
facilities in general due to their negative impact on the environment (Burnell 1985).
The schematic diagram of the on-site inter-layer couplings is given in Fig. 5a. It is
remarkable that the inter-layer coupling is frustrated; otherwise (i.e., if all couplings
are ferromagnetic), the system should consist mostly of the rwc-state (at the center)
and the 0-state (at the boundary). Then the modular structure of the urban area could
not be explained.

Finally, we arrive at the total Hamiltonian in the form

H({σi,x }) = Hr + Hw + Hc + Hint, (5)

which,with the simplifying assumption−Krw = Kwc = Kcr ≡ K and Jx ≡ J , takes
the simple form
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Fig. 5 Model description. aA schematic diagram of the inter-layer coupling, displaying frustration
due to the antiferromagnetic interaction between the residential layer and the work place layer. b
External fields applied in the city and boundary conditions imposed at the boundary

H({σi,x }) = − h
∑

i

(
σi,r + σi,w + σi,c

)

− J
∑

〈i, j〉

(
σi,rσ j,r + σi,wσ j,w + σi,cσ j,c

)

− K
∑

i

(−σi,rσi,w + σi,wσi,c + σi,cσi,r
)
. (6)

Here the effects of the external field at the boundary have been considered by fixing
boundary conditions: σi,x = −1 at the boundary, as illustrated in Fig. 5b. Then Eq. (3)
determines completely the uniform field h, and only the coupling constants J and K
remain as control parameters.

Remarkably, the frustrated inter-layer coupling explains directly the rarity of c-
and rw-states observed in the building data (see Fig. 4d). For convenience of notation,
we define σ̃±

i,x ≡ (1 ± σi,x )/2, which takes values 0 and 1 depending on the state of
the site, and compute the total number of sites of state �σ through the use of the
relation N�σ = ∑

i σ̃
±
i,r σ̃

±
i,wσ̃±

i,c (where the signs are chosen in accord with the state
�σ ). Expressing the numbers of rw- and c-states in terms of the spin states, we then
have

Nrw + Nc =
∑

i

(
σ̃+
i,r σ̃

+
i,wσ̃−

i,c + σ̃−
i,r σ̃

−
i,wσ̃+

i,c

)

= N

4
+ 1

4

∑

i

(
σi,rσi,w − σi,wσi,c − σi,cσi,r

)
. (7)

Accordingly, the third term, depending on the inter-layer coupling constant K , of
the Hamiltonian in Eq. (6) can be rewritten in the form 4K (Nrw + Nc), with the
constant term 4K N neglected. This manifests that the coupling constant K controls
the fraction of c- and rw-states: in particular, Nrw, Nc → 0 as K → ∞.

Note here that the eight states of the system are connected to each other via
symmetries of the system. In the thermodynamic limit (N → ∞), the boundary
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effects become negligible, and the uniform field h also becomes vanishingly small.
In consequence the Hamiltonian given by Eq. (6) carries Z2 × Z3 symmetry: The
three states (rwc-, r -, and w-states) as well as the three (0-, wc-, and cr -states) are
connected by Z3 symmetry while the two states in each of the three pairs (rwc-
and 0-states, r - and wc-states, w- and cr -states) are connected by Z2 symmetry.
Depending on the values of J and K , the systemmay thus exhibit ordered/disordered
states together with the intermediate critical state.

4.2 Monte Carlo Simulations and Mean-Field Approximation

Toprobe the emergent phases of themodel,wefirst carry outMonteCarlo simulations
under the fixed boundary conditions and weak external fields. Fractal lattices with
the lattice constant a = 138, 183, 244, 325 and 432m are used; 105 Monte Carlo
steps are performed to equilibrate the system and another 105 steps to compute the
ensemble averages.

To make use of the Z2 × Z3 symmetry inherent in the Hamiltonian, we intro-
duce q-fold symmetry order parameters mq(q = 2, 3, 6) and their fluctuations χq .
In view of the symmetry among the three categories (x = r, w, and c), we take into
account the state �σi = (1, 1, 1) and its symmetric counterparts, and define the order
parameters as

m2 ≡
〈∣∣∣∣∣

1

N

∑

i

(
σ̃+
i,r σ̃

+
i,wσ̃+

i,c − σ̃−
i,r σ̃

−
i,wσ̃−

i,c

)
∣∣∣∣∣

〉
, (8)

m3 ≡
〈∣∣∣∣∣

1

N

∑

i

(
σ̃+
i,r σ̃

+
i,wσ̃+

i,c + e2π i/3σ̃−
i,r σ̃

+
i,wσ̃−

i,c

+ e4π i/3σ̃+
i,r σ̃

−
i,wσ̃−

i,c

)
∣∣∣∣∣

〉
, (9)

m6 ≡
〈∣∣∣∣∣

1

N

∑

i

(
σ̃+
i,r σ̃

+
i,wσ̃+

i,c + eπ i/3σ̃−
i,r σ̃

+
i,wσ̃+

i,c

+ e2π i/3σ̃−
i,r σ̃

+
i,wσ̃−

i,c + eπ i σ̃−
i,r σ̃

−
i,wσ̃−

i,c

+ e4π i/3σ̃+
i,r σ̃

−
i,wσ̃−

i,c + e5π i/3σ̃+
i,r σ̃

−
i,wσ̃+

i,c

)
∣∣∣∣∣

〉
, (10)

where 〈· · · 〉 stands for the ensemble average. Then their fluctuations are measured
by
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Fig. 6 Order parameters a mq and c mx and their fluctuations b χq and d χx . The dotted and
dashed vertical lines in (b) and (d) indicate the values of J at which χq reaches the peak: J = 0.24
for q = 6 and J = 0.30 for q = 2, 3. It is evident that mr and mw (similarly, χr and χw) exhibit
the same behavior while χc peaks at a smaller value of J than χr and χw . The lattice constant and
the inter-layer coupling constant are taken to be a = 138m and K = 0.2, respectively

χ2 ≡
〈∣∣∣∣∣

1

N

∑

i

(
σ̃+
i,r σ̃

+
i,wσ̃+

i,c − σ̃−
i,r σ̃

−
i,wσ̃−

i,c

)
∣∣∣∣∣

2〉

−
〈∣∣∣∣∣

1

N

∑

i

(
σ̃+
i,r σ̃

+
i,wσ̃+

i,c − σ̃−
i,r σ̃

−
i,wσ̃−

i,c

)
∣∣∣∣∣

〉2

(11)

and by χ3 andχ6 defined in the samemanner. Figure6a, b display the obtained results
ofmq andχq as the intra-layer coupling constant J is varied. Interestingly,we observe
two distinctive phase transitions at J = 0.24 and at J = 0.30 when the inter-layer
coupling is taken to be K = 0.2. We have also performed simulations of the two-
dimensional regular lattice with periodic boundary conditions, varying K , up to the
linear size of L = 1024, and obtained similar behaviors (results not shown). Rather
than computing the rigorous phase diagram employing the finite-size scaling, we
focus on the accompanying phenomena applicable to urban morphology, computing
the order parameter mx and its fluctuations χx :
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mx =
〈
1

N

∑

i

σi,x

〉
,

χx =
〈(

1

N

∑

i

σi,x

)2〉
−

〈
1

N

∑

i

σi,x

〉2

. (12)

As shown in Fig. 6c, d, layer c corresponding to the commercial category displays
rather distinctive behavior comparedwith layers r (residential category) andw (work
place category): The symmetry is broken earlier at a lower value of J , giving rise to
larger values of mc than mr and mw in the ordered phase. As expected, fluctuations
exhibit peaks at the critical points estimated from the behavior of χq .

To elucidate this observation, we take the mean-field approximation: Neglecting
fluctuations around the mean value mx , we write the mean-field Hamiltonian in the
form

HMF = −
(
Jmr − K

2
mw + K

2
mc + h

)∑

i

σi,r

−
(
Jmw − K

2
mr + K

2
mc + h

) ∑

i

σi,w

−
(
Jmc + K

2
mr + K

2
mw + h

) ∑

i

σi,c. (13)

It is then easy to obtain the self-consistent equations for the order parameters:

mr = tanh

(
2d Jmr − K

2
mw + K

2
mc + h

)
,

mw = tanh

(
2d Jmw − K

2
mr + K

2
mc + h

)
, (14)

mc = tanh

(
2d Jmc + K

2
mr + K

2
mw + h

)
.

In the thermodynamic limit, we set h = 0 and take only positive solutions, i.e.,
mr ,mw,mc ≥ 0, observable in simulations. In the ordered phase, we find mr =
mw ≡ ms and mc ≡ ml with

ms = tanh

[
2d Jms + K

2
(ml − ms)

]

= tanh

[
2d Jms − K

2
ms + K

2
ml

]
,

ml = tanh [2d Jml + Kms]

= tanh

[
2d Jml − K

2
ml + K

2
ml + Kms

]
, (15)
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where ml > ms . Solving the equations numerically with the fractal dimension d =
1.8, we obtain the critical value Jc = 0.250 for K = 0.2, which coincides with the
Z6-symmetry-breaking point J = 0.24 in Monte Carlo simulations. Note, however,
that the intermediate phase emerging for 0.24 < J < 0.30 is not verified in themean-
field approximation and still remains to be investigated.

4.3 Criticality in the Urban Morphology of Seoul

Finally, in this subsection, the model predictions are compared with the results from
data analysis. We first introduce the “macroscopic state” of the system described by
the eight-component state vector

S ≡ 1

NS
(N0, Nr , . . . , Nrwc) , (16)

where NS ≡ [N 2
0 + · · · + N 2

rwc]1/2 is the normalization factor. In other words, while
the microscopic state details the state of every site and is thus characterized by
N (microscopic) state vectors �σi identifying the state of site i (= 1, 2, . . . , N ), the
macroscopic state specifies just the number of sites in each of the eight states �σ .
Comparison of the macroscopic state vectors SM and SD, obtained via simulations
of the model and from the building data, respectively, should expose the discrepancy
between the simulation results and the real data. In particular, the inner product of the
two-state vectors provides a convenientmeasure of how faithful themodel description
is, and we thus define the accuracy factor Q ≡ SM · SD, quantifying the accuracy of
the simulation results. Here we encounter again the threshold issue. To treat the
simulation results and data on an equal footing, we use the order parameters from
simulations to fix the threshold when coarse-graining the building data. Specifically,
the positive state is assigned to the first mx+1

2 N sites in descending order of area.
Note that the accuracy factor alsomanifests the criticality of the system. As shown

in Fig. 7, the accuracy factor reaches the maximum in the range 0.24 < J < 0.30. In
other words, simulations reproduce the building data best in the intermediate phase
between breaking of Z6 symmetry and that of Z2 or Z3 symmetry. In the critical
region, the accuracy factor becomes almost unity (Q ≈ 1). Table2 summarizes the
distribution ratios of the eight different states, obtained from the building data and
from the model, for various values of the lattice constant a. The coupling constants
J and K are adjusted to the values at which Q is maximum for given a. Note the
remarkable agreement in the state distributions between simulations and real data.

Encouraged by the successful results of the model, we are now in a position to
examine the urban morphology generated by numerical simulations. For reference,
we first analyze the Seoul building data set applying the threshold value obtained
from the simulation results with the lattice constant a = 138m. Extracted urban
morphology of Seoul City is displayed in Fig. 8a. Note that the results are consistent
with those presented in Fig. 4c even though the threshold value and the lattice constant



Emergence of Complexity in Urban Morphology 307

Fig. 7 Accuracy factor Q
versus intra-layer coupling
constant J for various values
of the inter-layer coupling
constant K . Q reaches the
peak in the vicinity of the Z6
symmetry breaking,
revealing the criticality of the
city. The lattice constant is
given by a = 138m

Table 2 Fractions of states N�σ /N for several values of the lattice constant, extracted from (a) the
Seoul building data and (b) numerical simulations of the model with coupling constants J and K
at which Q is maximum

State �σ 138m 183m 244m 325m 432m

(a) Building data

rwc(1, 1, 1) 0.276 0.409 0.502 0.563 0.623

r(1,−1,−1) 0.126 0.092 0.070 0.054 0.042

w(−1, 1,−1) 0.083 0.066 0.056 0.050 0.036

0(−1,−1,−1) 0.123 0.106 0.107 0.116 0.125

wc(−1, 1, 1) 0.154 0.121 0.095 0.071 0.056

cr(1,−1, 1) 0.133 0.107 0.081 0.068 0.051

c(−1,−1, 1) 0.064 0.058 0.050 0.043 0.035

rw(1, 1,−1) 0.041 0.041 0.039 0.035 0.032

(b) Simulations

rwc(1, 1, 1) 0.270 0.402 0.488 0.556 0.622

r(1,−1,−1) 0.101 0.067 0.054 0.047 0.038

w(−1, 1,−1) 0.101 0.067 0.054 0.047 0.038

0(−1,−1,−1) 0.123 0.116 0.119 0.127 0.132

wc(−1, 1, 1) 0.157 0.125 0.104 0.081 0.062

cr(1,−1, 1) 0.157 0.125 0.104 0.081 0.062

c(−1,−1, 1) 0.043 0.042 0.032 0.026 0.020

rw(1, 1,−1) 0.048 0.056 0.045 0.035 0.026

are different. We have also confirmed the consistency of urban morphology across
the threshold values and coarse-graining scales in proper ranges.

When analyzing simulation results, on the other hand, one should ponder over
social fluctuations and collective dynamics operating in the urban area because via
Monte Carlo simulations we can probe only equilibrium fluctuations rather than the
actual dynamics of the urban system. Approximately, one may regard individual
choices as noise fluctuating on short-time scales. Observed phenomena, however,
would change rather gradually exhibiting temporal correlations as we probe the
macroscopic properties or the morphology of the city, originating from the interac-
tions between individuals. As a result, macroscopic dynamics of the system is an
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Fig. 8 Urban morphology of Seoul City, extracted from a the Seoul building data set and b–d
Monte Carlo simulation results. The number of ensembles used in the averaging process is b 1
(snapshot, short-time limit), c 20 (intermediate time), and d 1000 (long-time limit). Fluctuations
aremainly observed in the short-time limit while rather a regular pattern is extracted in the long-time
limit. Both results are not quite appropriate due to the quasi-equilibrium nature of the system

emergent property which reflects the averaged effects of microscopic fluctuations.
Here we assume that the urban system is in a quasi-equilibrium state and the indi-
viduals may feel mean-field-like couplings for the duration of time during which
the system resides near equilibrium. Furthermore, it is obvious that there exists time
delay in the administrative procedure of data gathering and planning. We, therefore,
conclude that the observed urban morphology is a consequence of averages over the
time associated with decision making and executing as well as observations. How-
ever, the time scale should not be infinitely long as usually assumed in equilibrium
statistical mechanics. According as technology, relations to other cities, and natural
environment evolve in time, the city should develop and come out of the current
quasi-equilibrium state, manifesting its nonequilibrium nature. If the actual trajec-
tory of the system should be followed in the phase space, the relevant averaging time
scale could be specified. Leaving this for further study, we here take the average of
the results of Monte Carlo simulations, varying the number of ensembles, and thus
probe the macroscopic patterns explicitly.

The detailed procedure taken to prepare the figure is summarized as follows: We
first evaluate the frequency of each state appearing in the system, and choose the
lattice sites where the frequency of the given state is high. In some sites, there could
be more than one state whose frequencies are high enough to be depicted while there
also exist sites of which no states display high frequencies. To assign a single state
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to each site, we first choose the highest one among overlapped states in the former
case, and leave the states of sites undetermined in the latter case. Then the above
frequency comparison process is repeated only with the remaining sites whose states
are not determined until the state of every site is specified. Note that we enforce the
number of sites in a given state, i.e., the fraction of a state, to equal the ensemble
average value computed from the simulation data displayed in Table2. Accordingly,
if the fraction of a state is once fulfilled, the state is also excluded in the repeated
procedure. In this manner, we specify the most probable state in every site while
constraining the fractions of states to be the ensemble average values.

Figure8 presents the obtained results, where the number of ensembles used in the
averaging process is given by (b) 1 (snapshot, short-time limit), (c) 20 (intermediate
time) and (d) 1000 (long-time limit). As shown, it is successfully simulated to locate
the sites of r - and w-states which are distributed mainly around the boundary, irre-
spectively of the averaging time. These results reveal unambiguously the interplay
between boundary conditions and overall external fields. Also observed are cluster-
ing patterns, especially of the rwc-state, which become clearer as the averaging time
is increased. As expected, the clustering patterns resemble the results from the data
better in the intermediate time scale.

On the other hand, emergence of the CBD clusters consisting mostly of the wc-
state is not observed in the simulation. This is presumably due to the fact that the
CBD of Seoul involves historical formation and land price issues. To observe the
emergence of the wc-state cluster, we may thus need to apply an additional field,
taking into consideration such issues in the CBD area. Furthermore, working areas
are apparently categorized into further details. Specifically, the working areas may
be split into two representative subcategories: Most of working areas located on the
edge of Seoul are either factories or warehouses. As well known, many industrial
facilities tend to locate further from the center of the city, since they prefer to consume
large spaces of the land at cheaper prices (Wood 1974). In contrast, office facilities
tend to cluster at certain areas in a city and contribute formation of the CBD clus-
ter, which are generated by agglomeration economies. Agglomeration economies
facilitate more face-to-face interactions, sharing inputs, and integrating the labor
market; these factors reintensify agglomeration economies, resulting in the cluster-
ing of office firms (O’Sullivan 2011). With the external field issues put together, the
historically quenched area of the city may serve as a seed of the cluster formation.

To address quantitatively the cluster formation issue, we further probe a
correlation-like quantity betweennearest-neighboring areas for each category. Specif-
ically, we define an agglomeration index as

Ex ≡ 1

N

∑

〈i, j〉
σi,xσ j,x , (17)

which corresponds to the energy contribution of the intra-layer coupling per area to
the full Hamiltonian H. Having large values in case that neighboring areas are in
the same states, this index quantifies the agglomeration tendency of the respective
category. Figure9apresents results extracted from thedata under themedian criterion.
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Fig. 9 Agglomeration index Ex for x = r, w, and c. In a the values of Ex extracted from the data
under the median criterion are shown. Varying the lattice constant a, we observe that commercial
areas exhibit stronger agglomeration than residential and work place areas. In b simulation results
(open symbols with error bars) are compared with the data (filled symbols), with a positive state
assigned to N (mx + 1)/2 sites. Again, the values of Ec are larger than those of Er and Ew , both
in the data and simulation results

It is interesting to observe that the values of Ec are larger than those of Er and Ew;
such a difference might be attributed to the frustrated interactions. As discussed
already in Sect. 4.2, the symmetry breaking of the commercial category is distinctive
from that of other categories, although such two distinctive symmetry breakings may
not be preserved in the thermodynamic limit. Here, rather than seeking rigorously
for verification of the effects solely from the frustration, we interpret the results in
combination with the boundary effects. Indeed we have confirmed that, for instance,
states σr and σw are more frequently located near the boundary than state σc as a
consequence of the interplay between the frustrated interactions and the boundary
conditions, leading to smaller values of Er and Ew than Ec. In other words, it is
agglomeration of the commercial areas that promotes the clustering of areas with
σrwc, σwc, and σcr . We also present direct comparison of the data and simulation
results in Fig. 9b, where, instead of the median criterion, a positive state has been
assigned to N (mx + 1)/2 sites as in Fig. 8a, and observe again the tendency that
Ec is larger than Er and Ew. Note, however, that the values of Ew are in general
larger than those of Er , which contrasts with Fig. 9a. This may reflect the absence
of the scale invariance of the work place category (see Fig. 3b). It is thus desirable
to determine a specific scale in the case of the work place category, which is left for
further study.

To conclude, properly averaged simulation results, e.g., Fig. 8c, successfully
describe the overall differentiated patterns and fluctuating features (except for the
formation of the CBD cluster due to the aforementioned issues): The explicitly bro-
ken translational symmetry due to the boundary conditions contributes the formation
of the spatial structures while the criticality of the system accounts for the statistics
and fluctuating patterns. The agglomeration index Ex , computed for each category,
discloses that the commercial category plays a significant role in the cluster for-
mation. We also expect that these simulation results may shed light on the future
land use pattern of Seoul unless the system is perturbed dramatically. For exam-
ple, we observe recently evidence for the reformation and population growth in
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downtown areas. Also the mixed land use issue attracts much attention in the context
of urban planning. As shown in Fig. 8d, the clustered mixed use (rwc-state) areas
are observed ubiquitous in the central regions of cities and in fact coincident with
the actual downtown areas of Seoul as well.

5 Discussion

We have analyzed the building data set of Seoul City, to extract the land use pat-
tern. Based on the interactions between buildings, we have constructed a three-layer
Ising model, through which urban morphology has been studied. To be specific, we
have performed coarse-graining of the system, which is described not only by the
urbanized area but by three categories of the building. The resulting coarse-grained
system has been probed and emergence of the distribution patterns capturing urban
morphology has been attributed to the inter- and intra-layer couplings between the
buildings. In particular, the coupling between residential areas and work places has
turned out to be mutually repulsive or antiferromagnetic. Further, it has been con-
firmed that boundary conditions are the key ingredients for generating the urban
spatial structure. With minimal postulates, as summarized above, we have indeed
reproduced successfully the urban morphology of Seoul.

As the model requires only the social/natural boundary of the city, one can sim-
ulate morphology of other cities around the world and examine the applicability of
the model. We further stress here the distinctive characteristics of commercial land
uses. Related to the recent urban planning issue to improve the proximity of jobs
from housing, the locations/distributions of the commercial land uses may play an
important role in urban formation, minimizing the distances between the work and
residential areas.

In principle, an extension of our model to the dynamics of urban growth should
be straightforward. For instance, one may simply consider an initial configuration
with 0-states for all areas and probe equilibration dynamics. We note, however, that a
proper time scale needs to be specified quantitatively; as shown in Fig. 8, microscopic
fluctuations should be averaged in this time scale. Moreover, it is also necessary to
consider time-dependent external fields for a realistic model for each city.

Meanwhile, there still remain several issues to resolve or improve. First of all, we
point out that the detailed phase diagram is not obtained. Even though the behavior
of the model at criticality indeed resembles that observed in the real data set, we
have not evaluated rigorously the critical behavior. Comparing the exponents of the
model with the building data of various cities, one may probe the possibility of the
universality class among different cities. Furthermore, if the correlation function,
for example, could be evaluated accurately, one may predict responses of a city to
external perturbations such as natural and/or social disasters.

Second, note that the fractal lattice constructed of the Seoul building data set is
not fully connected in general. Most of all, the Han (river), divides the urbanized
area of Seoul into two separate parts. As a consequence, each part of the lattice is
decoupled and completely independent of each other if the coupling is assumed to
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exist between nearest-neighboring sites. In fact, it is well known that the two parts of
Seoul, usually called Gangbuk (northern part) and Gangnam (southern part), indeed
exhibit endemic characteristics. The Han, approximately 1 to 2km wide estimated
by the length of the bridges, is rather wider than most rivers in other cities and is
therefore likely to generate boundary effects. Obviously, however, Seoul should be
regarded as a single city. A simple alternative is to modify the intra-layer coupling to
be long-ranged, e.g., J (r) ∼ 1/rα with appropriate exponent α. On the other hand,
onemay introduce disordered coupling Ji j , reflecting the transportation infrastructure
such as the subway or road network. For example, we may assign a positive coupling
constant Jab between the areas a and b connected by a bridge.

Furthermore, onemay assume asymmetric inter-layer couplings, e.g., Kwc �= Kcr ,
to elucidate the difference between the distributions of r - and w-states (or wc- and
cr -states). As shown in Fig. 4d, the states are not evenly distributed among six other
states as well as c- and rw-states. Since the relation between the inter-layer coupling
terms and the average number of a state could be obtained as in Eq. (7), one can
extend the Hamiltonian to model the state distributions in more detail, according to
the specific objective of the study. Such asymmetric couplings may indeed arise in
the discrete spin description of the system, since the spin state σi,x = 1 does not nec-
essarily represent the same amount of buildings or more essentially, of population,
irrespective of category x . For instance, commercial buildings are generally larger in
floor areas than residential buildings and expected to attract more people, which sug-
gests that Kwc > Krw. In this regard, onemay consider an extended description (Louf
and Barthelemy 2016) to take such heterogeneity into account.

Finally, the origin of the criticality still remains unanswered. To address this issue
properly, one should clarify the concept of social temperature beforehand. From a
practical point of view, various types of uncertainty with the origin ranging from
variability at individual levels to large-scale perturbations due to urban planning
or technological advances introduce noises or fluctuations, the strength of which is
measured by “temperature”. Such an approach can be justified theoretically by the
maximum entropy principle (Jaynes 1957, 2003) in statistical mechanics. Turning
to the criticality, we note that typically in a physical system, the temperature should
be tuned in an appropriate way to achieve criticality of the corresponding system.
Indeed in our model, the temperature is fine-tuned to describe the statistics of the
morphology of Seoul precisely. As usual, the thermodynamic limit is an essential
assumption for the criticality in a concrete manner. Here it is worthwhile to point
out that such fine tuning is not applicable to a real urban system. In this regard, the
framework of self-organized criticality (Bak et al. 1987; Bak 1996) may provide an
adequate explanation. According to the idea of self-organized criticality, complex
systems exhibit critical behaviors because critical points serve as attractors for their
dynamics.

Specifically, in the case of an urban system, the coupling via transportation which
enables the urban movements may play a crucial role in controlling fluctuations
and/or the social temperature of the urban morphology. We speculate that if the
urban morphology corresponds to an ordered state, there would be too heavy load on
the transportation system. It may cause the redistribution of the buildings tominimize
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the transportation cost. If, on the other hand, the urban morphology remains in the
disordered state, the urban systemmay not function properly. In consequence, critical
points are expected to provide the only possible attractors for dynamics of the urban
systemwhich is successful and sustainable. To verify this hypothesis is left for further
study.
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On the Complex Interaction Between
Mathematics and Urban Morphology

Nicola Bellomo and Pietro Terna

Abstract This chapter is devoted to some speculations on the search for possible
interactions between mathematics and the dynamics of urban morphology viewed as
a science, where heterogeneous human behaviors can apply an important influence
over the overall dynamics. The contents first focus on the enlightening the complexity
features of the class of systems under consideration, subsequently analyzes how
the contribution of mathematical sciences can be developed to explore the afore
mentioned dynamics. Finally, future research perspectives are brought to the attention
of the reader.

1 Motivations and Plan of the Chapter

This century keepswitnessing a growing interest from the sciences where the dynam-
ics is influenced by human behaviors, occasionally called “soft sciences”, towards a
dialogue with mathematical sciences. The aim of this scientific interaction consists
in improving the predictive and explorative ability of theoretical tools typical of each
specific science.

This complex dialogue is not limited to exploit the variety of technical tools that
mathematics can offer, but also induces new mathematical approaches and, in some
lucky cases, also new theories in the field of mathematics.

The aforementioned dialogue has constantly pervaded the interaction between
the so called “hard sciences”, typically physics and chemistry, with mathematical
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sciences. The output has generally given robustness to theories in physics and chem-
istry and has allowed mathematics to grow and enrich its cultural patrimonium.

Indeed, new mathematical theories have been developed which otherwise would
not have been achieved in absence of the hint given by applications. This fascinating
aspect of scientific growth has pervaded, already in the past century, advanced tech-
nology, where physics, chemistry, computer sciences, and mathematics have opened
a scientific dialogue toward a common objective.

The last chapter of the book Bellomo et al. (2017) has critically analyzed the
abuse of terms such as hard and soft sciences and it has suggested that each scientific
environment can generate a “science”, while the term science of living systems should
define an environment, where different sciences can be developed accounting for the
complexity features of living systems.

Mathematics is a science made of assumptions (or axioms) and subsequent rigor-
ous analysis devoted to enlighten the consequences of the said assumptions. Some of
the axioms might not have a motivation given by applications, some of them might
be directly induced by them. In the former case the output has found, at least in some
cases, possible applications later in time, while in the latter case, the mathematical
analysis has occasionally brought to revisions of theories developed in other sciences.

A variety of research contributions developed within the aforementioned inter-
actions is offered by the book Bellomo et al. (2017) which is specifically devoted
to the mathematical theory of active particles to be viewed as the main theoretical
tool used in our chapter. Additional bibliography is given in the next sections also
referring with alternative methods.

Bearing all above in mind, let us now move to the study of the dynamics of urban
morphology, where the first step consists in understanding how human behaviors
produce complex, even be not predictable outputs of a dynamics of pattern formation
which cannot be rapidly put into a mathematical framework. Our chapter aims at
tackling this key problem, where a selection of key issues, chosen according to the
author bias, are presented within a framework of concepts to be possibly formalized
into mathematical structures. This formalization might be firstly focused on well
defined case studies and subsequently inserted into a unified mathematical theory.

How “urban morphology” can be properly interpreted within the broad concept of sciences
of living systems?

Can the concept of “mathematical models” can be defined and how models can be classified
and validated?

Which are the complexity features of the dynamics of “urban morphology” and how math-
ematics can account for them?

The answer to these three key questions is given in the sequel. In more detail:
Sect. 2 refers, thanks to a certain amount of imagination, to a free speculation on the
“Metamorphosis” by Maurits Cornelis Escher (1898–1972).

Section 3 provides a concise introduction to the concept of mathematical models,
of their role, and of their validation. The classification is also related to the math-
ematical structure of models. Subsequently, a modeling strategy is proposed and
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critical analyzed also on the basis of the structural properties of the models that can
be developed.

Section 4 outlines the specific features of a possible new mathematical approach
somehow related to the specific features of the dynamics of urban morphology.
This section proposes some speculations on possible research perspectives, mainly
focused on developments of the contents of the preceding section referring to an
interdisciplinary approach on the modeling and simulation of urban morphology.

The selection of the three key questions does not claim to be exhaustive, as various
possible alternatives and additions can be conceived. We have been guided by own
bias and the conceptual-philosophical approach we have in mind. Hopefully, our
reasonings might generate further speculations.

2 Reasonings on the Metamorphosis by Cornelis Escher

Let us use our fantasy and bias towards a possible interpretation of the dynamics of
urbanmorphology through the celebrated artistic opera known as theMetamorphosis
byCornelisEscher. It is a nonsymmetric representation,where the height is very small
with respect to the length. The left sidemixed creative geometries tomutating stylized
animals, while the very right side shows the transformation of a simple geometry
into the complex one of a village. It is a continuous evolution from homogeneity to
heterogeneity, where the village ends with a church and a bridge linking the village
to a chess plate. Moving on towards the right, the Metamorphosis reaches again the
same stylized geometry of the very left side.

The reader interested to a detailed oversight of the “metamorphosis” can obtain
it by visiting the WEB site: https://www.google.fr/search?q=cornelis+escher+
metamorphosis where various compositions of the original piece of art are reported.

Although it is a visionary representation, we can observe that the artist modifies
an existing reality. In fact, the village exists in aMediterranean coast of south Italy. It
is Atrani in the so-called Amalfi coast. Figure 1 shows the real village over a end-part
of Escher’s visionary interpretation immersed into some images of the real village.

Let is now focus on the first key question on the connection between urban mor-
phology and dynamics of living, hence complex, systems. Indeed we have in mind
that a mathematical modeling should account for the time evolution of urban mor-
phology by taking advantage of tools delivered by the so-called science of living
systems. The know approaches, see Bellomo et al. (2017), start with a detailed anal-
ysis of the common complexity features that are typical of all living systems and
subsequently mathematical tools are derived to capture, as far as it is possible, the
said features. These tools are finally specialized over each specific system under
consideration.

In more detail, still following Bellomo et al. (2017), the following features can
be referred, in a low or great extent, to all living systems and hence to the dynamics
urban morphology:

https://www.google.fr/search?q=cornelis+escher+metamorphosis
https://www.google.fr/search?q=cornelis+escher+metamorphosis
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Fig. 1 The real village and Escher’s visionary interpretation

1. Ability to chase a purpose or a strategy;
2. Heterogeneous expression of the said purpose/strategy;
3. Nonlinearly additive interactions evolving due to learning;
4. Darwinist selection and time as a key variable;
5. Complexity in the interpretation of reality and chasing the black swan.

Let us leave some freedom to our fantasy and take the liberty to look at the fasci-
nating Escher’s piece of art looking for a representation inside the “Metamorphosis”
of the aforementioned complexity features.

Strategy: The population, probably looking for its own wellbeing, modifies the
morphology of the village looking for a more appropriate organization of the living
environment for a population which might be rapidly growing. This dynamics occurs
under the action of the population according to the available spaces as well as to the
shape of the territory which, in this specific case, is the end of a valley between steep
mountains.

Heterogeneity: The presence of an heterogeneous development and growth of the
village appears with evidence in the Metamorphosis. The appearance appears more
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and more evident while we move towards the right hand side. The main factor gen-
erating this feature might arguably be the social level of the inhabitants who look for
houses related to their own wealth, in addition to their culture and bias.

Nonlinearity and learning: The evolution is related to interactions, definitely mul-
tiple ones. Is nonlinearity somehow expressed? This might even reflect a multiscale
dynamics. In fact, it results as the output of the action from the micro-scale of indi-
viduals to the macro-scale of the village. As mentioned, the wealth of inhabitants
plays an important role in their contribution to the morphology, in the interactions
with the surrounding houses. Interactions are definitely nonlocal.

Darwinist selection: The evolution is selective as shown by the transition from
essential shapes to an organized village, where all available spaces are well exploited.
In addition, the presence of a church, which takes an important part of the space and
a somehow central position, indicates the presence of a cultural evolution.

Complexity andrare events: Suddenly the landscape changes fromavillage, turning
into a chess plate, the only connections being a Bridge and a tower. Can this sudden
change be interpreted as a so-called “black swan”? The Tower can be interpreted as
an early signal that an extreme event is going to happen. The various changes in the
picture can be interpreted as predictable emerging behaviors, while the last one is
not a predictable event.

The fifth Item deserves some further remarks first focusing on the difficulty of
the interpretation of complex systems. The village looks at the sea. If we look at the
village as shown by Fig. 1, definitely the tower cannot be observed in the real village.
On the other hand, if we look at it from the back of the village at a certain distance,
a tower appears as it is located on the cape in front of the village as shown in Fig. 2.
Leaving the fantasy towards reality, Fig. 3 shows the tower as it appears on the cape
in front of the village.

Focusing now on the black swan, we know that Cornelis Escher has gone through
the experience of two world wars, where a peaceful village can even be involved into
a battle between the two armies of the chess plate. In this vision, the bridge can be
interpreted as an early signal of a dramatic change very difficult to be foreseen, but
rationally interpreted once happened.

The definition by Taleb (2007) can contribute to enlighten this complex dynamics

“A Black Swan” is a highly improbable event with three principal characteristics: it is unpre-
dictable; it carries amassive impact; and, after the fact, we concoct an explanation that makes
it appear less random, and more predictable, than it was.

History teaches us that the battle effectively took place on the September, 8 1943
from the sea on front of the village and on the territory inside the coast.

Let us now leave our fantasy and let us return to the aim of our chapter. Indeed,
we aim at showing how mathematical sciences can contribute to the derivation of
models suitable to describe the dynamics of urban morphology. It is not an easy task
and we cannot indicate a well settled theory although the aforementioned objective is
somewhat interpreted in various pieces of research. Without claim of completeness,
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we refer to the collection of scientific contributions edited in Ball (2012), where it is
shown that we live in a complex society operating in a complex environment. The
human behaviors and urban morphology is enlightened in D’Acci (2014, 2015).

On the other hand, despite the absence of a formal theory, mathematical sciences
offer tools which can be properly addressed to the aim of this paper. For instance,
nonlinear interactions can be modeled by theoretical tools of game theory (Allen
and Nowak 2013; Camerer 2003; Gintis 2009; Nash 1996). These tools have been
applied in different field of stochastic dynamics of self-propelled entities, for instance
crowd dynamics (Bellomo and Bellouquid 2015). An interesting collective learning
theory has been developed in Burini et al. (2016) and already applied in various
fields of social sciences (Burini et al. 2017). The concept of darwinist mutations
has been introduced in Ball (2012), D’Acci (2015) referring urban morphology to
the classical theory of evolution and selection (Mayr 2001). The study of tipping
points as precursors of sudden changes has been developed in Bissell et al. (2015).
Finally, let us also mention a stone guest of urban developments, namely ethical
principles fighting with the search of profit (Salvi 2016). Indeed this guest appears
to be definitely difficult to account for, but it cannot be forgotten.

Fig. 2 The tower from the back of the real village
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Fig. 3 The tower on front of the real village

Game theory should not only account for heterogeneous and even irrational behav-
iors, but it needs to be properly developed to account for a complex space dynamics.
Hence, we look at the contents of Sect. 4 where agents and active particles methods
are introduced (Bellomo et al. 2017; Boero et al. 2015; Galam 2013; Pareschi and
Toscani 2013).

3 Mathematical Models for Complex Systems

This section proposes an answer to the second key question by explaining in a plain
and tutorial manner what a mathematical model is, how it can be validated and
subsequently used. Therefore, we continue on our effort to build a bridge to bring
the variety of tools that mathematics can offer towards the needs of experts in the
field of urban morphology.

A sequence of definitions and concepts are brought to the attention of the reader’s
attention by a presentationwhich keeps avoiding an excess of formalization, however
consistent with the conceptual rigor of mathematics. These can be viewed also as a
concise handbook to be used as a users’ guide towards the derivation and applica-
tions of mathematical models. In addition, some speculations on the possible way to
develop a dialogue between the aforementioned research fields are proposed.
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• Mathematical models: The dynamics of real systems can be described, at a vir-
tual level, by mathematical models which consists in equations, generally—but not
necessarily—of differential type, deemed to describe the dynamics in time and space
of a variable, which is vector valued, charged to model the state of the system under
consideration. If one looks at the differential system, this variable is the so-called
dependent variable of an equation, where time and space are so-called independent
variables. If one looks at the applications, the dependent variable, is also called state
variable as it describe the state of the overall system.

•Classification of models: A possible classification of mathematical models can be
related to the structure of the state variable and hence of the equation describing the
dynamics. Focusing on differential models, a simple classification is as follows:

1. Discrete state at the super-macroscopic scale: The state variable depends on
time only, while the dynamics is described by ordinary differential equations,
corresponding to the components of the state variable, where its time derivative
is induced by a cause, to be properly modeled, which nonlinearly depends on the
state variable.

2. Discrete state at the microscopic scale: The overall system is constituted by
several interacting entities, while the state variable, which depends on time only,
is given by the whole set of all their individual states. The dynamics is modeled as
in Item 1, by a large system of ordinary differential equations corresponding to all
variables at the microscopic state. These models are also called individual-based.

3. Continuous state—macroscopic scale: The state variable, which can be a vector,
depends on time and space being given by locally averaged quantities for a large
system, viewed as a continuum, constituted by several interacting entities. The
dynamics is defined by partial differential equations derived by equilibrium or
conservation relations within the elementary volume of space.

4. Stochastic models: These models account for random fluctuations in the real
system by adding a noise to the deterministic models defined in Items 1–3. The
noise depends on time in the case of discrete states models and on time and space
in the case of continuous models.

5. Kinetic theory models: The overall system is constituted by several interacting
entities whose individual state is called microscopic state, while the state, depen-
dent, variable is a probability distribution function over themicroscopic state. The
dynamics is described by a differential system derived by conservation relations
within the elementary volume of the space of the microscopic sates. These mod-
els are derived in the broad framework of the so-called kinetic theory of active
particles.

The action of the external world can be included, for all type of models, in the
cause. An additional classification, which applies to all class of models, can be based
on the specific aim by which models are designed and used. In more detail, we can
define the following two main categories:

1. Predictive models: which aim at foreseeing the behavior in time of systems given
appropriate initial conditions and, if needed, constraints on the solutions. These
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models should reproduce, qualitatively and quantitatively, the dynamics by solu-
tion of mathematical problems.

2. Explorative models: which aim at exploring the behavior in time of systems
under programmed variation of the parameters and of external actions. So that
the scenario of a huge variety of possible outputs can be depicted.

• Validation of models: In general, validation of models is based on their ability to
reproduce empirical data. Additional difficulty has to be tackled in the case of living
systems as the validation process consists in verifying the following:

1. Ability of models to capture the complexity features of the system object of the
modeling. This first step amounts to derive a mathematical structure designed for
the derivation of models. Namely, the structure should show the ability to capture
the complexity features that appear relevant for a certain class of systems.

2. Ability to reproduce “quantitatively” available empirical data. This step, as the
next one, is operative if and only if the first step has been fully investigated. This
step can be operative if and only if the requirement of the first item has been
fulfilled. However, agreement with available empirical data is a necessary, but
not sufficient condition for validation.

3. Ability to reproduce “qualitatively” observed collective emerging behaviors. Par-
ticularly interesting is the analysis of large deviations that might correspond to
breaking of the observed patterns. A not expected case of emerging behavior is the
appearance of non-predictable events with the characteristics of the previously
mentioned black swan, see also Townsend (2013).

A key aspect of model validation is the solution of inverse problems towards the
assessment of parameters which are somehow related to interactions. The effort to
achieve this task can be reduced by using minimal models which include a num-
ber of parameters equal to the number of different types of interactions. However,
reducing the complexity of the model means reducing also the significant number of
interactions, hence this reduction generally amounts to weaken the predictive ability
of models.

• Nonlinearity and mathematical tools: Nonlinearity appears whenever the differ-
ential system shows terms which are not linear functions of the dependent variable.
Models may include different types of nonlinearity. For instance power functions
of the dependent variable related to interactions (for binary interaction the power
is equal to two), and parameters function of the dependent variables which appear
whenever the interaction rules involve, as it naturally happens, the dependent vari-
able.

Dealing with nonlinear models makes difficult, or even impossible, obtaining
analytic solutions, hence numerical methods are required. These are strongly related
to the selection of the class of equations which are deemed to support the derivation
of models. Referring to the classification of mathematical models, deterministic
models can be used to deal with models defined in Items 1–3, while stochastic
particle methods have to be used in the case of models in Items 4–5. The latter
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approach might require Monte Carlo particle simulation tools (Barbante et al. 2015;
Dimarco and Pareschi 2016; Pareschi and Toscani 2013). In both cases advanced
computational tools are needed.

• Modeling strategy: Let us now define a general strategy towards the selection
and application of mathematical tools to model the dynamics of urban morphology.
This specific aim as well as the requirements towards their validation suggest the
following sequential steps:

1. Selection the complexity features which play an important role in the dynamics
of the specific systems under consideration and understanding how these features
can influence the dynamics.

2. Selection of the scale and class of equations which appear appropriate towards the
derivation of models, followed by the derivation of a general mathematical struc-
ture suitable to capture, as far as it is possible, the complexity features selected
as in Item 1.

3. Derivation of models by implementing the said structure both with suitable mod-
els of individual-based interactions, according to a detailed interpretation of the
dynamics at the micro-scale, and with models related to the interactions with the
external environment.

4. Validation of models by comparison of the predicted dynamics with empirical
data and development of a parameter sensitivity analysis is necessary to identify
the parameters which have an effective influence on the overall dynamics.

5. Application of models to the study of the specific system of urban morphology
which is object of the modeling approach focusing not only on the dynamics of
the morphology, but also to the possible onset of large deviation.

It is plain that an interdisciplinary dialogue is necessary to support this strategy. In
fact, Steps 1, 4, and 5 require both type of expertise, namely that of modelers and that
of experts in the field of urban morphology. Once this dialogue exists, the strategy
can be put in practice. Some perspective ideas are presented in the next section.

4 Towards a Mathematics for Urban Morphology

Let us now consider the third key question focused on the design of mathematical
tools towards modeling and computation. The contents of the preceding section has
enlightened the need of deriving a general structure consistent with the complexity
features of each specific system and appropriate to offer the conceptual framework
towards the derivation of specific models which have to be validated.

Based on these requirements, we claim that agent-based and active particles meth-
ods should be selected towards the aforementioned strategy. Accordingly, this sec-
tions presents, in the next two subsections, an introduction to both the said modeling
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approaches, while a third subsection enlightens the motivation of this selection and
looks ahead to research perspectives.

The presentation delivers, as in the preceding sections, conceptual issues and
avoids mathematical formalizations. The main objective consists in delivering to
urban morphologists the basis to develop a formalized approach which, at present,
does not yet provides, in the pertinent literature, exhaustive and self-consistent math-
ematical tools.

Let us remark that the first key question requires an assessment of the complexity
features of urban morphology. The answer is that we confirm those listed in Sect. 2
and referred to Escher’s Metamorphosis. We simply remark that the system is highly
sensitive to external actions which can be rational and/or irrational and might be
affected by economical choices and strategies. In addition different frameworks and
needs of the society have to be accounted for, including the search of a sustainable
urbanism (Salat 2011; Salat and Bourdic 2011).

4.1 Agent-Based Modeling Tools

Following—with modifications—the two pioneers of the Agent-Based Models
(ABMs) field, Axtell and Epstein, particularly in the description of the ABMs that
they introduce in Axtell and Epstein (1999), let us describe an ABM in a few steps.

1. The starting point is a population of agents, representing individuals or more
generally entities, as the component of a generic system, that we construct using
small parts of computer code operating in dedicated software environments.
In a parallel way, we can take in consideration, as strictly related to the content
of this chapter, the Batty (2009) definition of ABMs as “systems composed of
individuals who act purposely in making locational/spatial decisions.” This is
especially relevant for cities, that “have been treated as systems for fifty year but
only in the last two decades has the focus changed from aggregate equilibrium
systems to more evolving systems whose structure merges from the bottom up.”

2. The goal is to search for regularities at the macro level generated by the behavior
of the agents (micro level, if individuals; meso level, if more complex entities).

3. An ABMdoes not introduce equations governing the effects of the agents’ behav-
ior at the macro level, but it allows us to observe the emergence of those effects,
e.g., summing up the outcomes or representing them graphically.

4. Agents, on their side, can use equations to assume their decisions; equations can
be very complicated, e.g., in the case of artificial neural networks. Agents can
also learn from their errors, modifying the internal equations or neural networks.

5. Heterogeneity is usual in ABMs and, as a consequence of this paradigm, the
agents have different equations or neural networks.
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6. In any case, the suggestion is that of keeping the agents quite simple; we remem-
ber Axelrod’s KISS (Keep It Simple, Stupid) principle, derived from engineers’
technical jargon.

7. WithABMswe canmanage boundedly rational behavior, nonequilibrium dynam-
ics, and spatial processes.

8. Regularly, the coding techniques are based on object-oriented programming and
build the agents using instances of classes, where a good class synonym is set.

We have many shells helping us in coping with step 8, from simple and quite
intuitive, as NetLogo (https://ccl.northwestern.edu/netlogo/) to more complicated
and powerful, mainly derived by Swarm (from Santa Fe Institute, in the middle
of the 1990s). One example is SLAPP (https://terna.github.io/SLAPP/) described
in Boero et al. (2015).

The roots of ABMs stays in the cellular automata idea that Stanislaw Ulam and
John von Neumann had in the 1940s; popularized by the Game of life, created by
John Conway and diffused by Martin Gardner in a celebrated article in Scientific
American (Oct. 1970). Cellular automata are represented by a regular grid of cells
usually with two statues (1/0; on/off); cells can change their internal value over time,
as a consequence of the statuses of their neighborhood. This kind of structure very
well applies to the study of urban morphology dynamics.

In a modern ABM structure, a dynamic spatial variable may be thought of as a
cellular automaton, although somewhat more general. Most of all, in NetLogo we
have the possibility of running the status of the patches the fill the space in which
the agents (turtes, in jargon, due to the Logo origin) behave.

An important detail: between classical cellular automata and ABMs we can also
remember the models inspired to Schelling’s famous paper Schelling (1971) on
segregation. In this family of models, agents strictly behave as a consequence of the
presence/absence of their neighborhood. Again a structure suitable for applying to
urban morphology.

Finally, ABMs fully adhere to the abilities required above for the validation of
a model. From the formal point of view, they are close to a narrative of the reality,
thanks to their flexibility; but most of all, they are close to a mathematical model,
thanks to a rigorous representation via a computer code.

4.2 Active Particles Kinetic Modeling Tools

A natural development of agents method is offered by the so-called kinetic theory
of active particles. Theory, mathematical tools and applications are reviewed in the
book Bellomo et al. (2017), which is the main reference to this topic.

Applications have been addressed to modeling social dynamics Marsan et al.
(2016), behavioral economy (Dolfin et al. 2017), learning theory (Burini et al. 2017),
as well as to the modeling of systems where space dynamics can have an impor-

https://ccl.northwestern.edu/netlogo/
https://terna.github.io/SLAPP/
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tant role such as crowd dynamics (Bellomo and Bellouquid 2015) and vehicular
traffic (Bellouquid et al. 2012; Burini et al. 2017).

An interesting historical and philosophical overview on agent methods and of
their initial developments is given in the survey (Hegselmann et al. 2017). Agents
methods have been recently followed by the onset of active particle methods. How-
ever, possible developments towards modeling of urban morphology are, at present,
only an research plan which will be properly introduced in the next subsection.

Bearing this brief introduction inmind, let us summarize, with reference to Chaps.
3 and 4 of Bellomo et al. (2017), the main features of the method and of the mod-
eling approach specialized for a system steadily localized in the space, but possibly
expanding in space.

1. Role of the space variable: The urban system is distributed on a domain which
can be either fixed or might evolve, generally expanding in time, starting from an
initial domain, towards green areas.

2. Representation of the system: Which corresponds first to the assessment of
the functional subsystems into which the various components of the system can
be subdivided according to their functional use, for instance habitations, offices,
public services, etcetera. Subsequently, to the selection of the variables, which
define the so-called state at the microscopic scale or shortly micro-state, deemed
to describe locally the state of the system. The state of the system is then described
by a time dependent probability density over the said micro-state.

3. Derivation of the mathematical structure: The phenomenological interpreta-
tion contributes to derive a mathematical structure corresponding to the modeling
the dynamics of urban morphology. This structure is required to have the ability
to account for the complexity features presented in Sect. 2.

4. Modeling interactions: Interactions related to the structure mentioned in Step
3 are modeled by theoretical tools of evolutionary stochastic game theory, see
Chap. 3 of Bellomo et al. (2017), where the term stochastic is used as interactions
involve probability distributions. In addition, themodeling should be referred also
to the interactions between the system and external actions which can have an
important influence on the dynamics. External actions can generate mutations and
selections which might end up with the strengthening or weakening of functional
subsystems.

5. Derivation of models: Implementing these models of interactions into the struc-
ture defined in Step 3 generates themathematical model. The derivation ofmodels
should be followed by a parameter sensitivity analysis is necessary to identify the
parameters which have an effective influence on the overall dynamics as well as
a validation of models by detailed analysis of their predictive ability to depict
quantitatively empirical data, when available, and qualitatively observed emerg-
ing behaviors.

The validation strategy can be viewed in two steps, firstly amathematical structure
is designed with the ability of reproducing the complexity features of the class of
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systems under consideration and subsequently by a toning of themodel by assessment
of its parameters. with the aim of testing the predictive ability of the model.

Inmore detail, one can explore their ability to reproduce “quantitatively” available
empirical data and “qualitatively” collective emerging behaviors which are observed
by experiments. This strategy is independent on the specific tools used for the mod-
eling. Hence can be referred to both approaches enlightened in Sects. 4.1 and 4.2.

In general, validation of models refers to the ability of models to reproduce the
dynamics of emerging behaviors and their dependence on the variation of parameters
and on the action of the external environment. In addition, validation can refer to
predictive abilitymodels which, after validation, can be used also as explorative ones.
Once a model is derived simulations might put in evidence emerging behaviors not
yet observed. This event should suggest further search of empirical data that might,
or not, confirm the presence of the aforementioned event.

A very special case of emerging behavior is the appearance of non predictable
events with the characteristics of the so-called black swan. A model might hopefully
put in evidence this event for certain choice of the parameters of the model. This
very special event is not easily predictable, however a successful model might put in
evidence, as mentioned, tipping points which anticipate the arrival of this particular
onset by sudden sharp changes (Bissell et al. 2015). The author of Taleb (2007)
is very critical towards mathematics whenever focused on models which predict
what is easily predictable. However, mathematical sciences have elaborated various
visionary ideas on complex systems and complexity that nowadays are object of
great attention, see as an example among various ones (Casti 1994).

The overall validation process can take advantage of the record of the dynamics
before the development of the modeling approach. This very special feature might
lead to the assessment of the parameters towards the effective validation based on
comparisonwith empirical data according to the strategywhich has been given above.
Collection of data, at well defined time intervals, is not an easy task. In fact, these data
are not always available and does not always provide data consistent, hence useful,
with the modeling approach. It follows that further research perspectives cannot
be simply limited to modeling, but should also be focused on the organization of
databases suitable to store useful data. This topic is further expanded in the next
section.

4.3 Towards Research Perspectives

A conceptual analysis on the possible applications of mathematics and computer
sciences to the study of urban morphology has been presented in our chapter. Sum-
marizing the contents: Sect. 2 has identified some of the most relevant complexity
features of the overall system, where human behaviors can play an important role in
the dynamics and development of the systemunder consideration.A possible strategy
has been proposed in Sect. 3 consistently with the aim of accounting, in the model-
ing approach, for the said complexity features. Two different, however technically
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related, modeling and simulation approaches have been examined in this section as
the natural materialization of the said strategy.

The overall contents of this chapter have shown that the mathematical tools
reviewed in Sects. 4.1 and 4.2 appear as an interesting, however challenging, per-
spective. Nevertheless, these approach cannot be straightforwardly applied without
appropriate developments to be planned in a well focused research program. Some
reasonings on these developments are proposed in the following by selecting, among
various conceivable ones and without any claim of completeness, three key topics
which are, as we shall see, correlated among them.

Our reasoning account for the idea that urban morphology approaches human
settlements by products that emerge over long periods by means of sequential gen-
erations of building activity. The study and critical analysis of these traces can be
considered the key question of urban morphology, thus going beyond architecture
and looking at the entire built landscape and its internal logic. This statement is com-
monly share and stronglymotivates possible application ofmathematics. Conversely,
mathematical models are required to give information on the aforementioned traces.

•Multivariable description, interaction of different dynamics and open systems:
The greatest part ofmodelsmake use of scalar variables to define the state of agents or
active particles. However, the description of the main features of urban morphology
needs multi-component variables to account for the effective state of real systems,
namely not only size, but also use, style, shapes of the buildings, as well as to
account for additional features induced by the specific study which is developed.
The theoretical solution of this problem can be rapidly formally achieved, but the
practical application requires additional work not only to define the variables which
play an important role, but also their hierarchy in terms of importance up to the
derivation of mathematical structures deemed to account for them.

Possible examples can be obtained by the so-called town-plan analysis developed
by the pioneer work by Conzen (1969), who suggests to account for three elements
that inmathematical languagewould be the components that define the state of agents
or active particles. Namely, streets and their arrangement into a street-system, plots
(or lots) and their aggregation into street-blocks, and buildings, in the form of the
block-plans. More recent approaches suggest to account for a variety of additional
feature, nevertheless the ideas proposed in Conzen (1969) contain in nuce the per-
spective of a systems approach to urban morphology. At present, we suggest to
mathematicians to look at the books by Batty (2009, 2013) which tech us also about
the complexity of urban areas.

An amazing coincidence is that the cover (Batty 2009) precisely refers to the
last part of the Metamorphosis introduced also in Bellomo et al. (2013) as a visual
paradigm of complexity.

In addition, multi-component state variable allow to take into account also inter-
actions of different dynamics, for instance social dynamics and morphology. Social
dynamics can exert not only an influence on the growth of the urban area, but also can
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modify previous areas by a darwinist type selection as described in D’Acci (2014,
2015).

Unfortunately, social dynamicsmight also involve corruption in our society (Salvi
2016) and introduces irrational behaviors that have, however, to be included in the
modeling approach. Accounting for this feature is very important towards the design
of predictive models which might, ultimately, in evidence the onset of possible dis-
asters.

Finally, let us stress that it is plain that a urban system is open to external actions
which depend on the specific features of the areas to be studied. These actions
generally act on the system at the individual-based scale. Therefore, the modeling
approach can include them by models developed at the same scale used for the
endogenous system.

• On the use of big data: Recently the idea of using big data to mine the future
has attracted applied mathematicians and statisticians who chase prediction of future
events. The so-called big data are stored in large databases which are everywhere
although most of the applications refer to social and economical sciences, see as pos-
sible examples (McKinsey Global Institute 2001; OECD 2015). This matter belongs
also to private enterprizes interested to exploit large databases towards economical
initiatives.

The key feature consists in selecting a metric appropriate to define the distance
between simulations stored in the database and the variables of the real case study,
here we can take as an example the approach (Conzen 1969). This distance should be
related to the variables selected to describe the system according to the contents of the
first system as well as of studies of urban features, see for example (D’Acci 2014,
2015), where this concept is introduced and used to compare areas with different
features.

Therefore the database should be closely related to specific models used for the
simulations and include past history which contribute to the toning of models. These,
after the assessment of parameters, can be used for predictive purposes.

• Moving boundary problems and computational tools: Mathematical problems
generated by applications of predictive models can be stated as problems where
the dependent variable is distributed in space either within space confined by fixed
boundaries or with moving boundaries, which corresponds to a system expanding
over nonurban areas. In the latter case the moving boundary is an unknown of the
problem, but boundary conditions do not generally need to be implementedwhenever
the inner system is not conditioned by the external environment.

Asmentioned, predictions ofmodels are generally obtained by simulations as, due
to various nonlinearities, analytic solutions are very rare and limited to very simple
problems. Hence computational methods have to be developed focusing on the class
of models and problems under consideration. This requirement is valid both for
agent methods and for the active particles approach. The former can take advantage
of efficient methods, with bounded complexity, that have been tested in different
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applications. The latter requires more advanced tools consisting in simulating the
dynamics of very many real particles and by obtaining macroscopic variables by
suitable averaging processes.

This method, called monte carlo particle method, has been generated by the pio-
neer ideas by Bird (1994) and subsequently developed by other authors Aristov
(2001), Dimarco and Pareschi (2016). Recently, it has recently developed towards
the simulation of particles which posses both mechanical and social features with
applications to crowd dynamics Bellomo and Bellouquid (2015). Further develop-
ments are needed tomake the computational tools applicable to kinetic type equations
modeling the dynamics of urban morphology.

Our reasonings on the three key topics, which have been treated in this subsection,
do not naively claim to be that the overall approach can be based on a straightforward
application of known techniques. However, a research plan should account for all of
them as it is a necessary step towards a fruitful dialogue between experts in urban
morphology andmathematicians. These two different types of scientists should agree
upon the various assumptions that generate a model. Subsequently, mathematicians
shouldobtain simulations by computing for case studies suggestedby experts in urban
morphology, who should provide an interpretation of what is shown by simulations
towards an improvement of the quality of urban areas. Indeed, this is the key feature
of any interdisciplinary research.

It is an ambitious and challengingprogramwhichgoes towards a systems approach
to urban morphology as anticipated by visionary ideas proposed by various authors,
for instance (Ball 2012; Batty 2009, 2013; D’Acci 2014). It is not an easy task, but
it is worth trying also for the benefit of our society.
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A Topological Representation for Taking
Cities as a Coherent Whole

Bin Jiang

It is possible that one day computer programs designed for
cognition might be able to pick out these centers and rank order
them by their degrees of life….

Alexander (2002–2005, Book 1, p. 365).

Abstract A city is a whole, as are all cities in a country. Within a whole, individual
cities possess different degrees of wholeness, defined by Christopher Alexander as
a life-giving order or simply a living structure. To characterize the wholeness and in
particular to advocate for wholeness as an effective design principle, this paper devel-
oped a geographic representation that views cities as a whole. This geographic rep-
resentation is topology-oriented, so fundamentally differs from existing geometry-
based geographic representations. With the topological representation, all cities are
abstracted as individual points and are put into different hierarchical levels, accord-
ing to their sizes and based on head/tail breaks—a classification and visualization
tool for data with a heavy-tailed distribution. These points of different hierarchical
levels are respectively used to create Thiessen polygons. Based on polygon–polygon
relationships, we set up a complex network. In this network, small polygons point to
adjacent large polygons at the same hierarchical level and contained polygons point
to containing polygons across two consecutive hierarchical levels. We computed the
degrees of wholeness for individual cities, and subsequently found that the degrees of
wholeness possess both properties of differentiation and adaptation. To demonstrate,
we developed four case studies of all China and UK natural cities, as well as Beijing
and London natural cities, using massive amounts of street nodes and Tweet loca-
tions. The topological representation and the kind of topological analysis in general
can be applied to any design or pattern, such as carpets, Baroque architecture and
artifacts, and fractals in order to assess their beauty, echoing the introductory quote
from Christopher Alexander.
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1 Introduction

Geographic representation or representing the Earth’s surface constitutes one of the
main research areas in geographic information systems (GIS) and science. Existing
geographic representations, such as raster and vector, are essentially geometry-based
because of involved locations, directions, and sizes. These representations aremainly
driven by a static map metaphor (Yuan et al. 2005; Goodchild et al. 2007) for repre-
senting and characterizing the Earth’s surface. They can be used to measure things
and to assess the relationship of things at local scales, such as spatial dependence.
However, things are not measurable, or measurement depends on the measuring
scales because of the fractal nature of geographic phenomena (e.g., Goodchild and
Mark 1987; Batty and Longley 1994; Chen 2012). Spatial dependence is just one of
two spatial properties. The other is spatial heterogeneity across all scales. Geometry-
based representations fail to capture the spatial property of heterogeneity across all
scales (Jiang et al. 2008). To better understand geographic forms or cities’ structure,
we must rely on topology-based representations, e.g., the topological representation
of named or natural streets (Jiang and Claramunt 2004; Jiang et al. 2008). This paper
develops another topological representation that views cities as a whole. We refer
to topology as an instrument that enables us to see the underlying spatial hetero-
geneity, or scaling property of far more small things than large ones. The topology
used in current GIS, however, is essentially geometry-based, referring to adjacent
relationships of basic geometric elements such as points, lines, polygons, and pixels.

The geometry-based topology is a key principle for defining efficient data struc-
ture with adjacent relationships stored in databases, which can significantly reduce
data storage, and subsequently speed up search and retrievals. The topology or pla-
nar topology is a rigorous method for identifying digitizing errors such as self-
intersecting polygons, islands, overshoots and undershoots, and slivers (Corbett
1979; Theobald 2001). One typical example is the topologically integrated geo-
graphic encoding and referencing (TIGER), which was developed by the US Census
Bureau in the 1970s. With the TIGER, adjacent geometric elements, such as points,
lines, and polygons, are clearly defined and stored in the data structure. For example,
two polygons can have one of eight possible relationships: Disjoint, contains, inside,
equal, meet, covers, covered by, and overlap (Egenhofer and Herring 1990). Another
use of topology in the GIS literature is with cartograms, in which geometric aspects
such as distances and areas are dramatically distorted, but the underlying topolog-
ical relationships are retained. The most well-known example of cartograms is the
London Underground map, devised in 1933 by Harry Beck. Both topological data
structures and cartograms still retain some geometry. In the London Underground
map, the geographic locations of stations are still relatively correct, although the
distances between stations are distorted. With both topological data structures and
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cartograms, one, however, cannot see the underlying scaling of far more small things
than large ones; see Jiang et al. (2008) for details. This makes our use of topol-
ogy unique—the topology among meaningful geographic features, such as streets,
cities, buildings, mountains, and rivers, because the topology enables us to see the
underlying scaling property or hierarchy.

We put forward a topological representation that takes cities as a coherent whole
and enables us to see their underlying scaling hierarchy. This representation makes it
possible for a configurational analysis based on the concept of wholeness (Alexander
2002–2005; Jiang 2015b, 2016). See Sect. 2 for an introduction to wholeness and
its 15 fundamental properties. Based on the configurational analysis, we can see
clearly that individual cities are differentiated from and adapt to each other to form a
coherent whole. With the topological representation, we can compute the degrees of
wholeness or beauty of individual cities for better understanding cities’ structure.We
develop some useful visualization methods (c.f., Sect. 4 for case studies) to illustrate
the underlying scaling of cities in terms of their sizes and their degrees of wholeness.
We further demonstrate the properties of differentiation and adaptation of cities and
provide eventually analytical evidence for and insights into the structure-preserving
or wholeness-extending transformations (Alexander et al. 1987, 2002–2005) as the
fundamental urban design principles.

Section 2 introduces the concept of wholeness or living structure and its 15 geo-
metric properties. Using 100 city sizes that strictly follow Zipf’s law (1949), Sect. 3
illustrates the topological representation for viewing cities as a coherent whole. To
further demonstrate how the topological representation adds new insights into the
cities’ structure, Sect. 4 reports two major properties of differentiation and adap-
tation from case studies by applying the representation to China and UK natural
cities. Section 5 further discusses the implications of the topological representation
and wholeness for planning cities with a living structure. Finally, Sect. 6 draws a
conclusion and points out to future work.

2 Wholeness or Living Structure, and Its 15 Fundamental
Properties

Wholeness is defined as the structure that exists in space by all various coherent
entities (called centers) and how these centers are nested in, and overlap with, each
other (Alexander 2002–2005). Thus, wholeness is a phenomenon that is inherent
to space or matter, rather than just what is perceived as the gestalt (Köhler 1947).
For the sake of simplicity, we use the Sierpinski carpet as a working example for
introducing the concept of wholeness. The carpet is created iteratively, or generated,
by removing one-ninth of the square of size 1 by 1 (Fig. 1a). In theory, this process
continues indefinitely, but we limited it here to three scales: 1/3, 1/9, and 1/27. The
different squares of the carpet are not fragmented but are awholewith a high degree of
wholeness, called living structure. However, the carpet is not a typical living structure
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Fig. 1 The Sierpinski carpet acting or perceived as a whole (Note The Sierpinski carpet with the
three hierarchical scales: 1/3, 1/9 and 1/27 (a) is represented as a complex network as a whole,
consisting of many individual nodes (b), in which the dot sizes represent the degrees of wholeness,
and the gray and blue lines indicate relationship respectively within a same scale and across two
consecutive scales.)

Table 1 The 15 properties of the living structure or wholeness (Alexander 2002–2005)

Levels of scale Good shape Roughness

Strong centers Local symmetries Echoes

Thick boundaries Deep interlock and ambiguity The void

Alternating repetition Contrast Simplicity and inner calm

Positive space Gradients Not separateness

often seen in reality, given its strict definitions or exactitude. It is strictly defined both
globally and locally in terms of the square shapes. It is strictly defined by the constant,
exact 1/3 scaling ratio. This strictness or exactitude makes the carpet different from
most living structures in reality, such as trees, mountains, coastlines, and cities.
These real-world living structures are transformed—so-called wholeness-extending
transformations—under the guidance of the 15 geometric properties, which are also
called transformations (Table 1), whereas the carpet is created by following some
strict mathematic rules. Despite the strictness, the carpet shares the same spirit of
wholeness or living structure. A living structure is a geometrical coherence made
of, or more precisely transformed by, the 15 fundamental properties. As a living
structure, the carpet possesses many of these properties, although it also misses
some. The carpet contains one, eight, and 64 squares respectively at three levels
of scale 1/3, 1/9, and 1/27, indicating that there are far more small squares than
large ones. These squares are not fragmented but constitute an interconnected whole
(Fig. 1b).

The notion of far more small things than large ones refers to a recurring pattern
so should be rephrased more truly as numerous smallest things, a few largest things,
and some in between the smallest and the largest (Jiang and Yin 2014). The different
scales form a continuum in the carpet and make it whole (Fig. 1b), so it creates life.
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There are many strong centers in the carpet, creating a sensation of centeredness in
a recursive manner. For example, the largest square is a strong center surrounded by
the eight middle-sized squares, which constitute strong centers surrounded by the
64 smallest squares. Each square is surrounded by a boundary, but it is less obvious
in the carpet. The property of alternating repetition is missing in the mathematical
carpet, but it often appears in real carpets; seeAlexander (1993, 2002–2005) formore
examples. In the carpet, the spaces between the black squares (the white part) are
positive spaces but are not as well-shaped as the black squares. Inmany good designs,
such as theNollimap ofRome, the ground space (the spaces between figural patterns)
is as well-shaped as the figure space, forming positive spaces. The carpet is a good
shape, since it consists of many squared shapes. The carpet is locally and globally
symmetrical. This is true for most of real carpets. In the carpet, the local symmetries
are all the same and uniform. This appearance lacks alternating repetition. However,
a living structure is not necessarily globally symmetrical, but local symmetries are
essential. The Alhambra plan, well studied by Alexander (2002–2005), is a typical
example of local symmetries.

The property of deep interlock and ambiguity is clearly missing in the carpet,
but it appears in many real carpets. The black and white contrast is obvious in the
carpet. The property of gradient is less obvious with the carpet. Roughness is com-
pletely missing in the carpet because of exactitude of the shapes and scaling ratio.
The property of echoes, in which the parts echo the whole, is shown in the carpet.
The largest square is the void. Each of the eight middle-sized squares is surrounded
by eight smallest squares, forming a kind of simplicity and inner calm, just as the
eight middle-sized squares. None of the squares are separated from each other, but
form a scaling hierarchy, which underlies the complex network as a whole (Fig. 1b).
With the complex network, there are two kinds of links: those among the same scales
that are undirected or mutually directed; and those across two consecutive scales
that are directed from smaller to larger ones. The property of not separateness, or
the 15 properties in general, advocate for a new worldview in which we see things
in their wholeness, which underlies the topological representation we put forward
in this paper. This new worldview differs fundamentally from the twentieth-century
mechanistic worldview. Wholeness evokes a sense of beauty that we can experience,
life comes from wholeness, and eventually order emerges from wholeness. Whole-
ness is therefore the source of life, or beauty or order (or good design), which all can
be interchangeably referred to. The wholeness that produces life and evokes beauty
in buildings and cities is “a direct result of the physical and mathematical structure
that occurs in space, something which is clear and definite, and something which can
be described and understood” (Alexander 2002–2005, Book 1, p. 62). The physical
and mathematical structure can be described as a hierarchical graph (Jiang 2015b,
2016), which helps address not only why a design is beautiful, but also how much
beauty the design has. The proposed topological representation aims to characterize
the structure for cities as a coherent whole.



340 B. Jiang

3 The Topological Representation for Taking Things
as a Whole

The topological representation takes cities as awhole. To illustrate the representation,
let us create 100 cities that exactly follow Zipf’s law (1949): 1, 1/2, 1/3, …, and
1/100. The 100 cities are given some random locations in a two-dimensional space
(Fig. 2a). According to their sizes, the cities are put into three different hierarchical
levels based on head/tail breaks—a classification and visualization tool for data
with a heavy-tailed distribution (Jiang 2013a, 2015a). The locations of the cities
at the different hierarchical levels are respectively used to create Thiessen polygons
(Fig. 2b). Based on the polygon–polygon relationships, we set up a complex network,
in which small polygons point to large ones at a same level, and contained polygons
point to containing polygons across two consecutive levels (Fig. 2c). This complex
network can help compute the degrees of wholeness for individual cities (Jiang
2015b, 2016), which are represented by the dot sizes (Fig. 2c). Unlike the city sizes,
the degrees of wholeness are well adapted to their surroundings. It is clear that the
cities statistically demonstrate the scaling property of far more smalls than larges,
because of Zipf’s law (1949). However, they are not correctly arranged geometrically
or according to central place theory (Christaller 1933, 1966), since the cities are given
some random locations. Nevertheless, given this spatial configuration and according
to the theory of centers (Alexander 2002–2005), individual cities obtain strength or
wholeness from others. The computed degrees of wholeness or beauty are still put
at the three hierarchical levels (Fig. 2c).

)c()b()a(

Fig. 2 The topological representation viewing cities as a whole (Note One hundred fictional cities
with the sizes of 1, 1/2, 1/3, …, and 1/100 in three hierarchical levels, indicated by red, green and
blue, are given some random locations (Panel a), the Thiessen polygons of the cities with the cities
on the top (Panel b), and the complex network showing scaling hierarchywith dot sizes representing
the degree of wholeness (Panel c). The cities in Panels a and b are differentiated from each other
but lack local adaptation. The representation of cities in Panel c shows not only cities differentiation
but also their adaptation to each other and to the whole network. In this connection, the point pattern
in Panel c is more whole than that of those cities in Panels a and b.)
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There are essentially two types of beauty or harmony shown in the pattern of
Fig. 2c: one type among nearby things that are well adapted to each other with more
or less similar sizes, and the other type across all scales that are differentiated from
each other with far more small sizes than large ones. Comparing the initial city
sizes and degrees of wholeness, we notice that some cities move up or down in the
hierarchical levels, while some remain unchanged. Observing carefully, those cities
that remain unchanged or move up have good support from others, while those that
move down lack or have less support. From this observation, we can understand that
the degrees of wholeness are essentially exogenous, rather than endogenous. In other
words, cities move up or down along the hierarchal levels because of the other cities
in the interconnected whole, rather than just themselves. In fact, these cities moving
up or down in the hierarchical levels can be directly linked to cities’ expanding
and shrinking, which often occurs in reality. For example, the uppermost green city
was growing, whereas the lowermost red city was shrinking. Cities’ expansion and
shrinkage, or urban structure and dynamics in general, can be better understood from
the point of view of wholeness. Cities are not isolated, but support (and are supported
by) others within a whole. In this regard, the degrees of wholeness can be thought
of as ideal “city sizes” that ought to be, under the spatial configuration. These city
sizes are harmonized with surroundings, with differentiation across all scales and
adaptation among those nearby. In the following case studies, we examine the city
sizes and the degrees of wholeness in three different ways: (1) Power law detection
(with three parameters α, Xmin, p) and ht-index (differentiation), (2) calculation and
visualization of ht-index (differentiation and adaptation), and (3) correlation between
sizes and wholeness (adaptation).

The topological representation is developed primarily for showing cities’ struc-
ture from the perspective of topology and wholeness. However, it can be applied to
carpets, city plans, building facades, and virtually any other designs. They can be
quantitatively examined if they are a living structure and further be computed for the
degrees of beauty for individual coherent centers and the whole.When it is applied to
designs, the key issue is to identify all latent centers, and their support relationships
or topology, to set up a complex network representing the wholeness. Degrees of
wholeness can then be computed relying on the mathematical model of wholeness
(Jiang 2015b, 2016). The computed degrees of wholeness possess both properties
of differentiation and adaptation, reflecting the underlying spatial configuration or
arrangement of the centers. Alexander (2002–2005) referred to spatial configuration
as geometry or living geometry. This should be more clearly called topology, hence
the topological representation. The representation and topological analysis enable
us to see the two transformation processes of differentiation and adaptation; see
more details in the next section. The city sizes, or their equivalent occupied space
of the Thiessen polygons, demonstrate differentiation, while the cities’ growth and
shrinkage show how cities adapt to their surroundings in the whole. We will fur-
ther discuss these two transformation processes in Sect. 5. Before that, we apply the
representation to some case studies.
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4 Living Structures of China and UK Natural Cities

We applied the topological representation to China (mainland) and UK (main island)
natural cities to demonstrate that they are living structures. Natural cities in the
context of this paper refer to naturally, objectively derived high-density patches using
large amounts of streets nodes or tweeted locations, and based on head/tail breaks
(Jiang 2013a, 2015a). Natural cities, different from conventional concepts of cities
defined or imposed by statistical or census authorities, provide a new instrument for
better understanding urban structure and dynamics. This study examines the cities’
structure and, specifically, how cities of each country are differentiated from, and
adapt to, each other to form a coherent whole from both statistical and topological
perspectives. These perspectives enable us to see cities as a geometrically coherent
whole, rather than an arbitrary assembly. Some visualization methods are developed
to illustrate the underlying scaling hierarchy of the cities’ structure. In this paper, we
adopted a recursive definition of geographic space, in which all cities of a country
constitute a living structure, as do all hotspots of a city (Fig. 3). We took China and
UK each as a whole, as well as Beijing and London natural cities each as a whole,
for detailed investigations.

4.1 Data and Data Processing

The case studies are based on two datasets: 2,728,143 streets nodes in China (Long
et al. 2016), and 3,281,935 tweeted locations in the UK during June 1–8, 2014
(previously studied in Jiang et al. 2016) (Table 2). The 3 million locations were used
to build up a huge triangulated irregular network (TIN) for each country. The TIN
consists of far more short edges than long ones. The short and long edges respectively
indicate high and low densities. All the short edges constitute individual patches
called natural cities (see Jiang and Miao 2015 for a tutorial). After having extracted
all the natural cities, we then took Beijing and London natural cities, respectively,

Fig. 3 A recursive definition
of geographic space (Note
Geographic space is not
closed, which implies that a
country is part of a continent
or the globe.)

Country City Hotspot
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Table 2 Numbers of
locations and derived natural
cities and hotspots

Case studies Locations Cities/hotspots

China 2,728,143 4322

Beijing 157,755 6054

UK 3,281,935 4664

London 203,986 8630

containing 157,755 and 203,986 locations, and each of the natural cities repeated
the above processes to get individual hotspots in the cities. The hotspots to a city
are what cities are to a country, so countries, cities, and hotspots constitute nested
relationships as illustrated in Fig. 3.

Following the procedure in Fig. 2, these natural cities and hotspots were then topo-
logically represented. The data processing was carried out mainly through ArcGIS
and other related scripts for computing the degrees of wholeness. To make the paper
self-contained, we briefly describe the data processing here. Use the head/tail breaks
and base on city sizes to classify the centroids of the natural cities into different hier-
archical levels. Create Thiessen polygons from the centroids, as shown in Fig. 2. For
convenience of ArcGIS users, this step can be done by: (1) ArcToolbox > Proximity >
Create Thiessen Polygons (using a country’s bounding box); and (2) Geoprocessing
> Clip (using a country boundary). Write a simple script to create a complex network
for all the Thiessen polygons; small cities point to adjacent large cities for those at
a same level, and contained polygons point to containing polygons across two con-
secutive levels. Based on the complex network, compute the degrees of wholeness
for individual Thiessen polygons or equivalently individual cities or hotspots.

After the above data processing, we derived large amounts of natural cities: 67,700
for China and 124,608 for the UK. In order for the amounts of natural cities and
hotspots to be of the same magnitude, we respectively chose the large cities by
following the head/tail breaks for detailed investigation (Table 2)—the first head
4,322 large cities in China and the second head 4,664 large cities in the UK. These
cities or hotspots are used to further examine the properties of differentiation and
adaptation.

4.2 Visualization of Differentiation and Adaptation

We found that cities are differentiated from each other in terms of the sizes and
their degrees of wholeness. The differentiation can be characterized by a power
law distribution and ht-index (Jiang and Yin 2014) for respectively measuring the
hierarchy and the hierarchical levels. Figure 4 illustrates the natural cities in China,
with the background and foreground respectively showing the six hierarchical levels
of Thiessen polygons and the largest cities on the top three levels. We can clearly see
that the pattern ofwholeness is just slightly different from that of sizes, indicating that
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(a) (b)

Fig. 4 China natural cities (4,322 in total) as a living structure from both cities’ sizes and their
degrees of wholeness (Note There are six hierarchical levels in terms of (a) the cities’ sizes, with the
65 largest cities on the top four levels; and (b) the degrees of wholeness, with the 70 most beautiful
cities on the top four levels.)

sizes are well adapted to their surroundings. There are a few expanded cities, such as
Shanghai and Shenyang, for they are surrounded or supported by many others. The
pattern for the degrees of wholeness (Fig. 4b) is considered the most harmonized
and adapted. On the other hand, the pattern for city sizes (Fig. 4a) resembles that of
the degrees of wholeness. In fact, the city sizes and degrees of wholeness are well
correlated with an R square of 0.82.

We visualized the complex network of cities with the foreground and background
respectively representing links across scales or levels (blue lines) and within a same
scale or level (gray lines) to further illustrate the underlying scaling hierarchy or the
fact that cities are differentiated from and adapted to each other. The six hierarchical
levels of China’s natural cities are shown in Fig. 5. Compared to the hierarchy based
on the cities’ sizes (Fig. 5a), more cities are forced to the highest hierarchical levels
in terms of the degrees of wholeness (Fig. 5b). Therefore, there are three cities at
the two highest levels in terms of the cities’ sizes, whereas there are six at the two
highest levels in terms of the degrees of wholeness.

We further examined the power law distributions (with three parameters) and ht-
indices (Table 3). While examining p value in some cases in which the largest city or
the hottest spot is too big (sometimes more than three times larger than the second
largest city), we excluded it. This is to follow the concept of primate city, which was
empirically well observed and mathematically proven (Jefferson 1939; Chen 2012).
Although there are two cases inwhich the p value is zero, their ht-indices are still very
high around 5 and 6, indicating some heavy-tailed distributions. It should be noted
that the power law of cities’ sizes is purely statistical, while the degrees of wholeness
is not only statistical but also geometrical, indicating the property of adaptation. All
these analytical results point to the fact that cities in a country constitute a living
structure.



A Topological Representation for Taking Cities … 345

)b()a(

Fig. 5 Scaling hierarchy of China cities’ sizes and their degrees of wholeness (NoteBoth the cities’
sizes and their degrees of wholeness possess six hierarchical levels a for cities’ sizes, and b for
degrees of wholeness, indicating that the properties of differentiation and adaptation.)

Table 3 Power law detection results and ht-indices for cities sizes and their degrees of wholeness
(Note The power law detection is based on the robust method introduced in Clauset et al. (2009),
while the ht-index is based on Jiang and Yin (2014))

Case studies Sizes/wholeness α Xmin p ht

China Sizes 1.86 37 0 6

Wholeness 2.14 0.0005103 0.18 6

UK Sizes 2.66 106 0.05 5

Wholeness 2.28 0.0000487 0.07 6

Beijing Sizes 2.34 16 0.71 4

Wholeness 2.44 0.0000430 0.05 6

London Sizes 2.20 23 0.04 6

Wholeness 2.26 0.0000244 0 5

The living structure appears not only at the country level but also at the city level.
To illustrate, the London natural city consists of 8,630 hotspots, the smallest of which
are a patch with three locations. Both the sizes and the degrees of wholeness follow
very well a power law distribution, with α being 2.20 and an ht-index greater than
5 (Table 3). The spatial distribution of some of the largest hotspots is illustrated in
Fig. 6a, with five at the two highest levels, and the most beautiful hotspots (Fig. 6b)
with eight at the highest level. Similar to Fig. 5 at the country level, Fig. 7 illustrates
the complex networkwith the hierarchical tree in the foreground. It should be noted in
Fig. 6 that some small hotspots have the highest degrees of wholeness, thus becoming
the most beautiful. This is understandable, since they get many supports from their
surroundings, so become well adapted to wholeness. The Beijing natural city has
a similar structure, although the ht-index is only 4. Despite the fact that the two
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Fig. 6 London natural city consisting of 8,630 hotspots as a living structure from both cities’ sizes
and their degrees of wholeness (Note There are six hierarchical levels in terms of a the sizes of
hotspots with the 32 largest on the top three levels, and five hierarchical levels according to b the
degrees of wholeness with the 165 most alive spots on the top three levels.)

)b()a(

Fig. 7 Scaling hierarchy of London hotspot sizes and their degrees of wholeness (Note The hotspot
sizes and their degrees of wholeness respectively possess a six and b five hierarchical levels,
indicating the nature of differentiation and adaptation. Note that there are the top two levels at the
center in (a))

patterns in Fig. 6 look dramatically different, the hotspot sizes correlate well with
the degrees of wholeness. Except for the largest spot, the R square value is 0.87.
To some extent, the R square indicates how cities’ sizes adapted to each other; the
higher the R square, the more adapted the cities.

Through the case studies, we found that cities in a big country as a whole have
a higher degree of wholeness than a city by itself. This is understandable, just as
the human body is more complex than the human brain because the latter is part of
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the former. The results of the case studies provide further evidence to support the
wholeness-oriented design, in particular, the differentiation and adaptation processes.
Through the topological representation and analysis, we illustrated and demonstrated
that cities are a living structure, and so is a city by itself. The living structure illus-
trated at the city level is closely related to the concepts of vitality, imageability, and
legibility, which underlie the theory of the image of the city (Lynch 1960). These
concepts, togetherwith beauty, life, order, andwholeness, all sound subjective but are
actually measurable and computable through the degrees of wholeness. For example,
the image of the city can be formed simply because of the underlying living structure
(Jiang 2013b). There is little doubt that those largest or most beautiful nodes (repre-
senting cities or hotspots) in the inner circles of Figs. 5 and 7 constitute the image
of the country and city.

We can add a few remarks on the living structure to this point. First, the point
pattern in Fig. 2c is more whole than that in Fig. 2a or b. This is because the degrees
of wholeness under the influence of spatial configuration are more adapted to each
other than to the cities’ sizes. Second, with respect to Figs. 5 and 7, the foregrounds
are hierarchal trees, while the foregrounds and backgrounds together constitute com-
plex networks (Jiang 2015c). In other words, cities are near decomposable in terms
of Simon (1962), or cities are not trees but semi-lattices (Alexander 1965). Third,
the results from the case studies point to the two properties of differentiation and
adaptation at both country and city levels. According to Alexander (2002–2005),
differentiation and adaptation, or the living structure in general, appears at all scales
ranging from the Planck length (10−43 m) to the scale of the universe itself (1027

m), virtually from the infinitely small to the infinitely large. Based on these ana-
lytical insights, we further discuss and elaborate the implications of the topological
representation and analysis.

5 Discussions on the Topological Representation
and Analysis

The topological representation is rooted in the living structure (Alexander
2002–2005), in the central place theory (Christaller 1933, 1966), and in fractal geom-
etry (Mandelbrot 1982), as well as in the new definition of fractal: a set or pattern is
fractal if the scaling of far more small things than large ones recurs multiple times
or with ht-index being at least three (Jiang and Yin 2014). All these theories have
one common thing in which they differ from Euclidean geometry, which essentially
deals with regular or simple shapes. The geometry dealing with the living structure
is referred to as living geometry, which “follows the rules, constraints, and contin-
gent conditions that are, inevitably, encountered in the real world” (Alexander et al.
2012, p. 395). Beyond fractal geometry, living geometry aims not only for under-
standing things but also for making things. Unfortunately, modernist urban planning
and design is very much (mis-)guided by Euclidean geometric thinking (Mehaffy
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and Salingaros 2006). As a devastated result, modern architecture and city planning
(Corbusier 1989) inevitably lead to dead or lifeless buildings and cities. Their design
or structure lacks differentiation and adaptation and is therefore not living structure.
To create sustainable built environments, we therefore must abandon the Euclidean
geometric thinking. What we want to abandon is the Euclidean geometric thinking
rather than Euclidean geometry. Euclidean geometry is essential for fractal geome-
try, because one must first measure things with Euclidean geometry in order to see
far more small things than large ones. In this connection, Jiang and Brandt (2016)
provide detailed arguments as to why the Euclidean geometric thinking is limited in
understanding complex geographic forms and processes.

The analytical evidence and insights about the living structure developed in the
present paper add further implications on the wholeness-oriented design. Any design
or planning should respect the wholeness, and retain it and further extend it. This
is the design philosophy Alexander (Alexander 2002–2005) advocated through his
theory of centers, in order to effectively create living structures in buildings, cities,
and artifacts. This wholeness-oriented design philosophy applies not only to cities
and buildings but also to any artifacts in pursuing the living structure or beauty.
Any design or structure must include many substructures across many scales that are
differentiated from each other to form a scaling hierarchy. On the one hand, there
is adaptation across all scales by a constant scaling ratio of approximately 2 or 3,
also called scaling coherence (Salingaros 2005). On the other hand, the substruc-
tures must adapt to each other at same or similar scales. This design philosophy is
in line with complexity theory, which states that cities emerged either autonomously
or in some self-organized manners (e.g., Portugali 2000). The wholeness-oriented
design reflects what humans, across different countries and cultures, did in the past
centuries before the 1920s in creating buildings, cities, and artifacts. The two prop-
erties of differentiation and adaptation help us not only correctly conceive of but also
beautifully create architecture. If we differentiate a space in a way that treats it as
a coherent whole, it would lead to a living structure for the space and even beyond
towards a larger space. Practically speaking, wholeness-oriented design must be
guided by the 15 properties discussed in Sect. 2. In this regard, many practical ways
of creating living structure that are guided by scientific principles, rather than artis-
tic standards, have been thoroughly discussed (e.g., Salingaros 2013; Mehaffy and
Salingaros 2015).

The topological representation or the analysis in general helps us clearly under-
stand some misperceptions in modern urban planning and design. First, the order
comes only from regular shapes or grids, governed by geometrical fundamentalism
(Mehaffy and Salingaros 2006). In fact, what looks chaotic or disorderly on the
surface could hold hidden or deep order. This hidden order is characterized by the
scaling law of far more small things than large ones. This order recurs across all
scales, ranging from the smallest to the largest. Second, the order comes from a tree
structure. This is a deadly misperception (Alexander 1965). As demonstrated in the
above case studies and elsewhere (Jiang 2015c), a city is not a tree, but a complex
network. In other words, a complex network is no less orderly than a tree. Different
from a tree, parts in a complex network often overlap, nest, and interact each other.
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However, both complex networks and trees share the same scaling hierarchy of far
more small things than large ones. The thirdmisperception is that symmetry is always
global. In fact, many living structures are full of local symmetries, yet lack global
symmetry. For example, neither the Alhambra plan nor the Nolli map is globally
symmetric. The global shape must adapt to both natural and built environments, and
numerous local symmetries can enhance degrees of wholeness or order (Alexan-
der 2002–2005). Fourth, cities are less orderly than the Sierpinski carpet; similarly,
coastlines are less orderly than Koch curves. In fact, both cities and the Sierpinski
carpet, or coastlines and Koch curves, share the same scaling or fractal or living or
beautiful order: the former being statistical (Mandelbrot 1982), and the latter being
rigid. To summarize and to paraphrase Alexander (2002–2005), the order in nature
is essentially the same as that in what we build or make: buildings, cities or artifacts.

The two properties of differentiation and adaptation are governed by two funda-
mental laws: Scaling law and Tobler’s law. Scaling law refers to some heavy-tailed
distributions formany natural and societal phenomena. It can be simply phrased as far
more small things than large ones; or numerous smallest things, a few largest things,
and some in between the smallest and the largest. The existing geometry-based repre-
sentations cannot well address this scaling property of geographic features. Instead,
the topological representation developed in this paper provides a useful instrument
for seeing the scaling property. Tobler’s law—the first law of geography—refers to
the effect of spatial autocorrelation or dependence, widely studied in the geography
literature. Tobler’s law states that “everything is related to everything else, but near
things are more related than distant things” (Tobler 1970, p. 236). Current spatial
analysis and spatial statistics in particular concentrates too much on the effect of
spatial dependence, yet little on scaling law. Scaling law and Tobler’s law comple-
ment each other for characterizing the Earth’s surface: the former across all scales
being global, universal, while the latter on a single scale being local; the former on
heterogeneity, while the latter on homogeneity; the former characterized by power
law statistics and fractal geometry, as well as living geometry, while the latter by
Gaussian statistics and Euclidean geometry. These two laws are fundamental not
only to geographical phenomena but also to any other living structure that recurs
between the Planck length and the size of the universe itself.

6 Conclusion

Cities are not isolated but are coherent entities within an interconnected whole. This
situation is the same for a single city that consists of many coherent hotspots. This
paper developed a topological representation that takes cities as a whole or hotspots
as awhole to uncover their underlying scaling hierarchy, and to further understand the
city as a problem in organized complexity (Jacobs 1961).We adopted a recursive def-
inition of geographic space, under which a country acts as a coherent whole, as does
any individual city. This paper provided analytical insights to advocate forwholeness-
oriented design, particularly the differentiation and adaptation principles. To a great
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extent, this study provided scientific evidence for the claim that the order in nature
is essentially the same as that in what we build or make (Alexander 2002–2005).
The kind of topological representation and analysis can also be applied to modern
architecture and urban design to objectively judge whether or not certain buildings
and cities are stiff and lifeless in terms of the underlying structure. This is in line
with what Alexander (2002–2005) claimed that the goodness of built environments
is not a matter of opinion, but a matter of fact.

This paper clarified some misperceptions in urban design. The order or structure
illustrated through the case studies cannot be characterized by Euclidean geometry or
Gaussian statistics. For example, many living structures (except for carpets because
of their rectangular shapes) lack global symmetry but full of local symmetries. A
complex network is no less orderly than a tree. To put it in another way, a city is
not a tree, but a complex network (Alexander 1965; Jiang 2015c). Living structures
are governed by two laws: Tobler’s law at the same scale and scaling law across all
scales, or equivalently the two spatial properties of dependence and heterogeneity.
We further pointed out two types of coherence or adaptation: across all scales for
those being far more small things than large ones, and at the same scale for those
being more or less similar. The kind of topological representation can be applied to
any works of art. The key issue is to identify the coherent entities or centers, and
importantly their nested and overlapping relationships, so that a complex network can
be set up for further computing their degrees of beauty or life. Ultimately, this paper
provides analytical evidence and insights to support the wholeness-oriented design,
particularly the two fundamental design processes of differentiation and adaptation.
In future, we will seek applications of the topological representation for analysis and
prediction of geographic phenomena.
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AMultiscale Clustering of the Urban
Morphology for Use in Quantitative
Models

Patrick M. Schirmer and Kay W. Axhausen

Abstract Geo-spatial data available to researchers and practitioners has increased
substantially over the last decades, offering new opportunities for analyzing and
characterizing locations and their spatial environment in an objective way. Various
studies in the field of urban planning and design have given recommendations on
“good urban form”, suggesting that especially characteristics of the urban morphol-
ogy inform the quality of locations and additionally influence spatial behavior.While
we find a growing number of quantitative spatial models such as hedonic price mod-
els, location choice models, or applied machine learning algorithms, characteristics
describing the urban morphology are still rarely reported in these. One reason can be
found in the limited knowledge on how to characterize the urban morphology best.
In this chapter, we address this deficit and define attributes that are suitable to charac-
terize the urban morphology in quantitative means at different scales. We show how
these can be processed from a data model that is simple enough to allow for repro-
ducibility in most study areas and process them for the case study of Switzerland.
Finally, we use the attributes to define urban typologies through clustering methods.
These are compared on their outcome, their consistency, and interpretation.

1 Introduction and State of the Art

While the methodologies to model spatial effects in quantitative terms have substan-
tially increased throughout the last decades—reaching from discrete location choice
to machine learning algorithms, researchers failed to focus on how to best describe
spatial characteristics through objective measures in such models (Marshall 2012).

The representation of the urban environment has often been simplified to socioe-
conomic distributions available in census data (Schirmer et al. 2014), whereas urban
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morphology has long be ignored. This is incomprehensible as the built environment
forms a long-lasting element of urban landscapes allowing for analyses at different
scales. This setting is not only important for the character of an area, but in conse-
quence defines the outline of its possible usage and the options of activities, i.e., it
has substantial impact on spatial decisions and their economic effects.

Alexander et al. (1977) give an early description of patterns for cities, neighbor-
hoods, buildings as answers to design problem, but miss to describe algorithms on
how to evaluate these. Later publications focus on analyzing the configuration of a
network and definition of street typologies (Hillier andHanson 1984;Marshall 2004)
which can be linked to wayfinding and location choice of retail (Hillier 1996; Bafna
2003; Sevtsuk 2010). In recent years, we also find attempts to classify buildings and
blocks using morphological attributes (Meinel et al. 2008).

However, as Gil et al. (2012) state, “the analytical process is laborious and
not entirely objective” and “there is a need to integrate different morphological
approaches to obtain a more complete and complex set of urban environmental
attributes.” One issue is the missing representation of different scales. Within this
chapter, we want to address this limitation and propose set of attributes that represent
the built environment at different scales and can be derived through geoprocessing
routines.

The structure of urban areas is often described and compared through aggregated
characteristics (top-down). Lampugnani et al. (2007) compare the structure of differ-
ent cities using a square-kilometer of their city center. The bottom-up view is looking
at the location instead. Each location is evaluated based on its individual characteris-
tics. Neighboring locations do not necessarily have the same characteristics, e.g., the
distance to the block border can vary and the building types may be very different.
The bottom-up view respects these differences and groups locations that are compa-
rable into urban typologies, independent of their spatial distribution. Following Gil
et al. (2012) one can make use of cluster analysis to define such urban typologies.
We propose to define urban typologies for different scales using the morphologic
attributes. We report on this approach using three clustering algorithms on a case
study covering a large part of the canton of Zurich.

2 Data Model

2.1 Local and Global Data

The amount of available geolocated data has exponentially risen throughout the last
decade. Most of these form local datasets that are specific to a region; they vary
in structure and content for different regions while global datasets use the identical
datamodel. Google Earth, GoogleMaps,Google Inc. (2013a, b), andOpenStreetMap
(OpenStreetMap contributors 2017) form examples of global data. Studies of dif-
ferent regions depend on such data or have to extract comparable information from
local data. As the access to global data is still limited to researchers we propose a
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Fig. 1 Initial objects represented in the proposed data model: buildings, blocks, and streets. Source
Cadastral survey of Canton Zurich and c©2011 Swisstopo (JA100120)

data model that is flexible enough to allow for integration of datasets from different
origins.

2.2 An Object Driven Data Model

Our data model relies on buildings, blocks, and streets, which form components of
the built environment that are available as geodata in most countries. As the trans-
formation of these objects in the real world requires construction activity, they form
long-lasting structural components of the built environment. The mayor information
is derived from the geometries in the data—the use of further attributes is avoided to
the greatest possible extent, to keep the process as generic as possible. An overview
of the data model uses and attributes is given in Fig. 1.

Buildings are represented through the building composite, which groups touch-
ing buildings into one volumetric object. They have a polygon as geometry and the
information on their height (2.5D). Streets are represented through the connecting
network of centerlines. Their configuration and capacity follow the definition as
given in OpenStreetMap, i.e., streets get classified into motorway, primary (arte-
rials), secondary (collectors or distributors), and tertiary roads (local streets). The
differentiation of bridges and tunnels is recommended for simplifying the cleaning
of the network topology. Blocks are defined as the polygon which is formed through
enclosing streets and include only the attributes given by their geometry.

2.3 Methods of Geoprocessing

While geodata allow to link user-defined attributes to the geometry, also the geometry
as such contains information. The kind of information one can derive depends on
the geometry’s feature type. A point will only define a location, but forms the basis
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for Euclidean distance calculation and kernel densities. A line has a starting point
and end point which defines an orientation and a specific length, a polygon consists
of lines forming a closed line-string and covering a certain area. The connection of
several lines forms a closed shape such as a polygon or a network which allows to
apply graph analysis.

Through means of geoprocessing methods, feature types can be transformed and
additional characteristics can be extracted, e.g., it is possible to define the orientation
of a polygon through partitioning it into its lines and summing up the individual
lengths per orientation (also see Sect. 3.1).

3 Scales and Attributes

In most quantitative spatial models—such as location choice models—the focus lies
on the characteristics of individual locations and not on arbitrary zonal definitions.
This should also be reflected at the higher scales, so that we propose the use of
scales of perception that refer to the actual location. Six scales of perception are
proposed for the description of the objects in the data model: building, composition,
neighborhood, district, municipality, and region (Fig. 2).

This classification is believed to reflect main characteristics of the planning guide-
lines and designs in the fields of architecture, urban design, and urban planning,
although the implied data model cannot cover all characteristics and details of these
disciplines.

3.1 Building

The geometry and volume of buildings, i.e., their morphological characteristics, also
define the architectural type of a building. These attributes can be grouped according
to the initial feature type:

Polygon Characteristics Buildings and blocks are represented as volumes in 2.5D,
i.e., through polygons and an attribute on its height. The geometry of a polygon
includes information on the area and the perimeter as well as its compactness. This

Fig. 2 The shape and morphologic skeleton of example buildings
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allows to distinguish linear housing from closed forms or compact, detached housing.
Besides we find the number and size of inner polygons, i.e., courtyards in a building.

Following Meinel et al. (2008), we extract the bounding box and enclosing cir-
cle of buildings and derive their area, perimeter, and compactness. Furthermore, the
characteristics of the enclosing objects and the initial objects are evaluated against
each other in form of ratios.

Volumetric Information The volume is used to build the ratio of volume to area of
facade, and height allows to estimate floor space, assuming a general floor height per
land use. If given, the use of the number of stories is of advantage.

Topological Skeleton A skeleton is a line-string that represents a thinned version
of shapes boundary, but keeps the topological information (Lee 1982; Ogniewicz
and Kbler 1995), i.e., where each point of the line-string lies within the polygon and
has the maximum distance to the closest boundary (equidistant to boundary). The
skeleton of a building allows to extract typological information as the length, width,
and orientation of a building but also to characterize its shape through evaluating the
number of unconnected lines (“dead-ends”) and the number of connected lines.

3.2 Composition

By relating blocks, networks, and buildings to each other, we characterize the imme-
diate environment of a location, i.e., its “composition”. While the building form does
mainly represent architectural characteristics, the composition does reflect the spatial
configuration of buildings and their perception, i.e., elements of urban design. One
can distinguish the configuration of a building to other buildings, blocks, and streets.

Influence Zone The distance to the next building allows to differentiate loosely
spread buildings from grouped buildings. We propose a topological skeleton of the
unbuilt space to determine the “morphological influence zone” of a building (see
Fig. 3). This influence zone forms a polygon that allows to measure the same charac-
teristics as those in Sect. 3.1, including the ratio to the area covered by the building
and the volume of the building.

Courtyards A courtyard forms a semipublic space which can be of substantial ben-
efit for a location. Depending on buildings’ footprints and heights the space between
buildings can form a courtyard, even when they do not touch each other, as long as
its access is perceived as “closed”. This perception strongly depends on the width of
the access in relation to the height of the nearby buildings.

Street and Block The positioning of a building in relation to the streets defines its
perception from the public space. One can differentiate the distance from the block
border, the number of enclosing streets, the percentage of a facade that is visible



360 P. M. Schirmer and K. W. Axhausen

Fig. 3 Influence zone of buildings, permeability of block (mid) and degree of closure (right). Source
Based on Cadastral survey of Canton Zurich

from the streets and the orientation toward the streets. They can be derived from the
building skeleton and the outer polygon shape.

Similar to courtyards, also the character of a street depends on its section: therefore
not only on the width of the street is relevant, but the ratio to the height of the
associated buildings.

The Voronoi on buildings also reflects the visual permeability of a block and
allows to measure the number of axial looks through the block (see Fig. 3).

The degree of closure is defined as the length of the building facades along the
street in ratio to the actual perimeter of a block. Urban blocks are expected to have
more construction along the block border, than rural blocks, i.e., a higher degree of
closure.

Figure3 visualizes the degree of closure, permeability, and influence zone as
proposed here.

3.3 Neighborhood and District

The neighborhood represents the walkable surrounding while the district is defined
as the accessible space when using various transport modes in a given time. Both
include primarily densities, measured as Euclidean distance (neighborhood) or net-
work distance (district). The Euclidean distance of 300m is used as approximation
for a walkable surrounding and the network distance of 1min freeflow travel time as
extent for the district (Fig. 4).

Densities Density of building footprints or of floor space is a common measure in
community design. It is normally measured in reference to other polygonal objects,
e.g., the parcel or a zone. With the growing size of these reference objects, this mea-
sure can be inconsistent with individual location characteristics, especially with a
high variance of construction across the reference polygon. To avoid these, a prede-
fined Euclidean distance can be used instead, i.e., within a walkable neighborhood
of 300 m.
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Fig. 4 Neighborhood characteristics capture the densities of the built environment and the network
structure in the close surrounding of a location. Source Generated data based on Cadastral survey
of Canton Zurich and c©2011 Swisstopo (JA100120)

The Euclidean density is appropriate for the direct neighborhood of buildings,
but ignores barriers to access within the neighborhood. A network distance based
density represents a cumulative opportunities measure which respects barriers, i.e.,
the number of objects accessible in a certain time (Bhat et al. 2000; Vickerman 1974;
Wachs and Kumagai 1973). Our definition of a district reflects these considerations:
densities get measured as the number of opportunities in the area that is accessible
in one minute driving.

Network Structure Various networks analyses on graphs have been developed and
discussed (Newman 2010). Marshall (2004) gives a good overview of these with a
focus on street networks. One can differentiate attributes characterizing the network
structure and those relating the network to destinations along it as discussed in
Sect. 3.4.

Dill (2004) reviews the literature and distinguishes connectivity measures based
on intersection density, street density, percent of four-way intersections, connected
intersection ratio, the percentage of grids, and pedestrian route directness. The net-
work attributes we propose are based on these previous studies and evaluate the
number of intersections, links, length, and number of dead-ends in the district of a
location, i.e., within one minute freeflow distance.
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Local Access Clifton et al. (2008) highlight that the accessibility measures on the
level of a neighborhood are diverse and include among others the number of com-
mercial and retail locations within walking distance, pedestrian connectivity or con-
nectivity accessibility (Holtzclaw 1994; Song and Knaap 2003; Randall and Baetz
2001; Dill 2004).

Sevtsuk (2010) introduces further network-based characteristics as extensions of
the gravity-based model as remoteness, the cumulative distance, cumulative number
of turns or cumulative number of intersections required to reach specific points of
interest in a given network radius.

These characteristics refer to information not given in our morphologic data
model, so that we can only sum up the densities of buildings and their floor space.

3.4 Municipality and Region

The position of a location in a municipality or region defines the uniqueness and role
of the location. On a municipal level, the topological information serves to charac-
terize the urban landscape, network structure, accessibility, and proximity to urban
center around locations. The weight and prominence of these urban centers across
multiple municipalities are part of the analyses in a regional scale (Christaller 1933).
Both scales are mainly operationalized by urban and regional planning disciplines.

Settlement Area Administrative borders of municipalities do not have necessarily
represent morphological characteristics. They form political regions, but the current
extent of the settled area often differs substantially from these. Through merging the
buffer around buildings (dissolved buffer) we can define the morphologic settlement
area; small areas need to be filtered to represent only conglomerations of buildings.

The shape and extent of this one can then be described through means of the
attributes already mentioned in Sect. 3.1. The position of a location inside the settle-
ment area is described through the distance to the boundary.

Centrality and Accessibility While object specific network measures have already
been discussed in relation to the district (Sect. 3.3), the topological information can be
used to quantify structural characteristics of cities and regions. Centrality measures,
namely, closeness, betweenness and degree Newman 2010 are used to study the
relevance of a node within a network.

Different weights or costs can be applied to the road segments in the calculation
of centrality measures. Three cost functions are proposed: a constant of one per link,
the length of a link, and the freeflow travel time per link. The latter can be estimated
through assuming a certain speed per street type.

Accessibility calculations on floor space and buildings are used to represent local
and regional differences within the urban landscape (Hansen 1959). The accessibility
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Fig. 5 Municipalities can be characterized by their settlement area (gray), networks (black), and
global or local centers (red and orange). SourceGenerated data based on Cadastral survey of Canton
Zurich and c©2011 Swisstopo (JA100120)

as distance weighted sum of opportunities (or gravity typemeasure) uses the freeflow
travel time in the distance decay function to sum the opportunities of a location.

UrbanCentersAssuming a higher density of construction for urban centers, one can
analyze the built structure and define the location of urban centers in an algorithmic
definition. The spatial distribution of built densities can be quantified through means
of the interpolated accessibility measures of buildings. This represents a smoothed
surface, which can be analyzed and described using methods of terrain analysis
(Wilson and Gallant 2000).

The topographic or orometric prominence defines the height of a peak in the
geomorphological classification of mountains. It is measured in relation to the lowest
contour line encircling it and no higher summit (see Fig. 5). Applying this method
on the accessibility measures allows to distinguish the location of a center, i.e., its
peak, but also its local weight (peak height), global weight (height above sea level),
and its catchment area (area of lowest contour line). Each location is evaluated by
the distance to its closest center and the abovementioned values of the center. On a
regional scale, we can evaluate the catchment area of the cities largest center and the
distance to the next center with a higher global value (Fig. 5).
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4 Examples of Location Types

After having defined a set of attributes to characterize themorphology in the different
scales, we want to explore their suitability to define urban typologies in these scales.
First, wewant to summarizewhat kind of typologies should be the expected outcome.

4.1 Building

In their study of Stuttgart in Germany, Herrmann and Humpert (2001, p. 235ff)
differentiate buildings based onmorphologic characteristics into point-like buildings,
linear buildings, buildings clusters, open and closed construction in a row, space
defining developments on large scales and courthouses. They define a total of 22
subgroups for these, which differentiate modern and traditional housing. Similarly,
Hecht et al. (2013) differentiate residential from nonresidential and define 10 types of
buildings based on themain use and the shape of a building (Fig. 6). An earlier version
of their paper differentiates multifamily houses into detached and closed forms and
classifies “industrial multifamily housing” according to their height, which results
in a total of 16 types (Meinel et al. 2008). None of these classifications make a finer
differentiation of morphological characteristics, e.g., through reflecting the length of
a building or the orientation of a building. On the other side, they all refer to a mix of
building-specific characteristics and composition-specific characteristics, which are
modeled as distinct scales in this chapter. We thus expect to find between 15 and 20
types for the building morphology. Through grouping the attributes of composition
and buildings the outcome of the combined clustering is also evaluated. Up to 30
different types are expected for this typology.

Fig. 6 Building types as described by Hecht et al. (2013). Source Hecht et al. (2013)
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4.2 Composition

The composition describes the spatial interaction of buildings, blocks, and the streets.
To the authors’ knowledge, these kinds of attributes have not been reported previously
to define urban types. However, some of the proposed characteristics are found in
combination with building attributes to define types of buildings, e.g., when defining
that detached buildings form a block (see above). Hecht et al. (2009) use several of
the proposed attributes on buildings and blocks to define building types and later
block types, but ignore the network structure.

Early tests showed that the degree of closure and permeability of a block, as well
as the orientation of the building to the street are the dominating effects that can be
differentiated in the clusters at that scale. It is unclear howmany types of composition
exist, but based on these findings one would expect between 10 and 15 types to be a
suitable assumption.

4.3 Neighborhood

Neighborhood attributes evaluate built densities and network structure. One would
expect to find core areas, disconnected areas and the border of settlements as typo-
logical definitions of these, but to the authors’ knowledge, such descriptions with the
proposed attributes have not been reported in the literature yet. The examples in Fig. 7
illustrate different schemes of networks, parcels and buildings, which give an idea of
the variation to expect. It should at least be possible to differentiate these types, which
vary in connectivity measures, network densities, the number of intersections or

Urban Villa Gruenderzeit Historic Center Industrial Conversion

Fig. 7 Examples of urban structures in Zurich. Source c©2011 Swisstopo (JA100120)
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dead-ends and the density measures of buildings. However, one might further expect
to find local differences related to these measures and thus a substantially higher
number of neighborhood types than the five presented by Herrmann and Humpert
(2001, p. 210).

4.4 Municipality

The scale of municipalities refers to the location, weight and catchment area of
centers, as well as the accessibility and connectivity of locations. The building
floor space and the network of streets are used as basis for this evaluation, as the
points of interests or information on the use in a building are not given. Herrmann
and Humpert (2001, p. 102) distinguish five types of urban centers based on their
catchment area, which can be compared to the Central Place Theory proposed by
Christaller (1933): cities (100,000 inhabitants), districts (50,000–100,000 inhabi-
tants), quarters (25,000–50,000 inhabitants), major neighborhood center (15,000–
25,000 inhabitants), minor neighborhood center (5000–15,000 inhabitants).

The Federal Office of Statistics of Switzerland differentiates nine types of munic-
ipalities based on density, size, and accessibility and 25 categories using socioeco-
nomic criteria (Swiss Federal Statistical Office (BFS) 2012).

The attributes at the scale of municipality presented in Sect. 3.4 combine macro-
scopic characteristics, e.g., the size of the settlement or the catchment area of an
urban center with local differences which can differ for neighboring locations, such
as the connectivity measures. We thus expect to find between 10 and 20 types in the
case study.

5 Clustering

5.1 Classification Versus Clustering

Hecht et al. (2009) introduce a rule-based classification based on the morphological
characteristics of buildings, blocks, and their interaction. They predefine the types of
buildings through weighting the impact and range of their morphological attributes.
This method involves the training of the data on a reference sample. The advantage
of supervised classification is the comparability of typologies across study areas: As
their definition is static, we can observe the variation of behavior, price, and urban
structure according to these types. Common classification techniques that allow to
extract rules of a training set are decision trees, random forest trees, and regression
trees (Hecht et al. 2013). The drawback of this method is the lack of usability in
morphologically substantially different areas, as the training set needs to refer to all
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Fig. 8 Processing work frame as reported in this case study

existing types. If the predefined typologies do not cover all observations, we fail in
assigning locations to individual types or misclassify objects.

Gil et al. (2012) take an alternative approach in form of unsupervised learning
techniques, where the classification is not known a priori. They use a k-means cluster
analysis to distinguish what they call urban typologies, i.e., each cluster represents
one typology. In unsupervised classification, the number and content of classes are
not predefined but data-driven. In consequence, the number and characteristics of
attributes used to define a cluster are less rigid. On the other hand, the resulting
clusters can vary across studies and reduce their comparability: The comparison can
only be achieved through running the clustering on a dataset which groups all the
observations.While this is a substantial drawback we do not knowwhat kind of types
to expect in our case study. As the types are unknown, cluster analysis is used, but
the number of expected clusters will be guided by our expectations. Figure8 gives
an overview of the applied processing which will be explained.

5.2 Methodology

Various techniques of cluster analysis have been presented (Xu et al. 2005). Typi-
cal clustering methods include hierarchical clustering (connectivity based), centroid
based clustering (k-means and k-medoids), and density-based clustering.

Hierarchical clustering proceeds in stages, beginning by defining every observa-
tion as an individual cluster. These get incrementally grouped based on their distance
to other clusters until all observations are grouped into one cluster. The user gets a
hierarchical tree of clusters and can define the appropriate clustering. A drawback of
this method is its sensibility to noise. Furthermore, the required memory is propor-
tional to the square of the number of groups in the initial partition, which strongly
reduces the practical applicability to large datasets.
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Centroid-based clustering uses the number of clusters defined a priori by the
user to group the observations. These algorithms are also referred to as relocation
methods due to the assignment of observations to cluster centers, which get iteratively
optimized so that the squared distance from the observations to these get minimized.
We differentiate k-means from k-medoid (Hartigan and Wong 1979; Kaufmann and
Rousseeuw 1990). The earlier uses centroids and their Voronoi diagrams to find the
optimal clustering while the later one uses data points of the observations as cluster
centers instead. According to its implementation k-medoid is more robust to noise
and outliers as compared to k-means because it uses the “mean (equivalent to the
sum) of the dissimilarities of the observations to their closest medoid” instead of
squared Euclidean distances (R Core Team 2014). The drawback of these techniques
is that the algorithms prefer clusters of similar size: The values of the observations
need to be scaled and to be of the same metric scale.

Density-based spatial clustering defines clusters as areas of higher density at the
observations point (Ester et al. 1996). This handles noise and outliers and makes
the clustering less sensitive to the irregular spatial distribution of data points: While
k-means has a tendency to cluster in form of ellipsoids, density-based clustering can
handle irregular cluster forms. The drawback is that the user has to make definitions
for the size of neighborhood and the minimum number of points, which serve as
density criterion. These require adaption to every dataset, which reduces the generic
implementation across case studies, so that we did not implement this approach.

Latent class clustering as a probabilistic, model-based clustering has become
popular throughout the last decade (Vermunt and Magidson 2002). These statistical
models assume that the observed data “are generated by amixture of underlying prob-
ability distributions in which each component represents a different group or clus-
ter” (Fraley and Raftery 1998). They are sometimes referred to as mixture models,
Bayesian classification, latent class cluster analysis or distribution-based clustering.
These distributions are optimized to fit the data using an expectation–maximization
algorithm and can be compared using statistical criteria. Characteristics of the distri-
butions, i.e., the shape, volume, and orientation, are estimated and can be constrained
or varied across the clusters, resulting in different model outputs (Fraley and Raftery
1998). A criterion such as the Bayesian information criteria is used to define the
best model. In consequence, the algorithm allows overlap of clusters and addition-
ally gives a measure of uncertainty that represents the quality of the clustering for
each observation. Magidson and Vermunt (2002) compare it to k-means and find it
not only to perform better than k-means, but to have substantial benefits due to its
probabilistic classification.

5.3 Principal Component Analysis

Principal component analysis (PCA) is a linear transformation of variables into a
lower dimensional space, i.e., it reduces the number of variables while retaining a
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maximum amount of information. Such PCA on the standardized variables is used
to remove the correlations.

Following the Kaiser criteria, only those principal components (PC) are included
that have an eigenvalue higher than 1. In our case study, this works well, except for
the scale of composition, where many attributes have a low correlation, leading to
an eigenvalue smaller than 1. To keep the applicability of the method as generic as
possible the variation of algorithms across scales is avoided. Instead of the Kaiser
criteria, all PC are used that explain a minimum of 95% of the variation. Hubert et al.
(2005) introduce a robust principal component analysis, which is less sensitive to
outliers and is also applied in our case study.

5.4 Number of Clusters and Runtime

The reprojected data into the principal components, i.e., the scores, form uncorre-
lated data that are used for the cluster analysis. A key to k means cluster analyses is
selecting the number of clusters. Differentmethods to define these have been applied:

The Elbow Method Running the cluster analysis with the k-means algorithm on
different number of clusters allows to observe the change in explained variance. This
explained variance is then plotted against the number of clusters. These plots show
the expected convergence with a growing number of clusters and in theory allow to
define the ideal number of clusters (Fig. 9a, b). One should choose the number of
clusters where adding another cluster does not give much better modeling results.
This method is sometimes called the elbow method, because of the expected angle
in the graph at the location of the elbow criterion. Our tests with samples of 10,000
observations showed variation, but we do not see any elbow criteria when running
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Fig. 9 Explained variance per cluster for scale object
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it on all observations. The variety in the data results in a smooth curve that does not
allow for definition of elbow criteria and also highlights the ambiguous definition of
number of clusters to take for k-means. A further drawback of this approach is the
manual definition of ideal number of clusters, which does reduce its generic appli-
cation on different scales and study areas.

The Indexes of NbClust The library NbClust of R groups various algorithms to
find the ideal number of clusters in a data-driven approach. Referring to the initial
expectation for the scale of objects, we found the indexes of Hartigan, the cubic clus-
tering criterion (CCC), and Calinski and Harabasz (CH) to be the most appropriate.
However, the NbClust package did not converge when run on the large dataset, so
that we had to run it on a subset of 1000 observations. Due to the variation in small
datasets observed for the elbow method, we repeated this run in 50 iterations and
recorded the results of each run. Table 1 shows the results that were reported most
often and its frequency.

The Silhouette Following Rousseeuw (1987), the silhouette of a k-means cluster-
ing can be used to control the quality of a clustering result. In the case study, this
tends to result in inappropriate small number of clusters as compared to the earlier

Table 1 Estimated number of clusters per scale

Method Building Composition Neighborhood Municipality

K-means centroid

Silhouette (best) 2 2 2 2

Silhouette
(second)

3 3 3 3

Silhouette (third) 4 4 4 4

NbClust
(hartigan)

3 (14/50) 3 (20/50) 3 (14/50) 3 (14/50)

NbClust (CCC) 2 (37/50) 2 (44/50) 2 (14/50) 2 (35/50)

NbClust (CH) 18 (4/50) 34 (4/50) 49 (7/50) 47 (5/50)

K-means medoid

Silhouette (best) 2 2 3 2

Silhouette
(second)

20 3 2 9

Silhouette (third) 22 10 4 3

Latent class

BIC (kmax = 50) 50 50 40 50

Predefined

based on
expectation

25 15 15 20
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expectation.

The summary of the proposed number of clusters is given in Table 1. These are not
uniform across the different methods tested, i.e., one might question if there is a clear
definition of the clusters at all.While our early tests showed that, the clustering results
follow the expectations ratherwell, further studiesmay concentrate on transformation
o limitation of attributes to facilitate the clustering. On the easy to evaluate scale of
buildings, this is not required—they distinguish the expected types when using a high
number of cluster. To guide the clustering the ideal number of clusters is predefined
in different versions per scale and their outcome is evaluated: object (15, 20, 25),
composition (5, 10, 15), object and composition (20, 25, 30), neighborhood (5, 10,
15), municipality (10, 15, 20), neighborhood and municipality (15, 20, 25).

The runtime for latent class clustering is tremendously higher than for k-means
or k-medoid. Whether the results are any better as compared to these faster methods
will be evaluated later.

As reported above the k-means and k-medoid clustering was run for a different
number of clusters, to evaluate the effect of the cluster sizes. Due to the long calcula-
tion time, the latent class clustering was only run for the number of clusters proposed
by the Bayesian information criteria (BIC). The user only defines themaximumnum-
ber of clusters kmax to test, which was set to 50 in our case study. This showed a
tendency to define kmax as the ideal number of clusters, except for the scale of
neighborhood and the combined scales (object and composition, neighborhood, and
municipality). Some of the individual clusters contain only very few observations,
and additionally, we find cluster with high correlation. To avoid such effects, a lower
kmax was defined based on the definitions already used for k-means and k-medoid.

6 Clusters Results

In the following the cluster outcomes of k-means, k-medoid and the latent class
clustering will be discussed. For simplification, the models get abbreviated to k3 (k-
means clustering), c3 (k-medoid clustering), and l1 (latent class clustering), while
k1, k2, c1, c3 stand for the alternative cluster numbers with k-means and k-medoid.

Three approaches are taken to evaluate the cluster outcomes: 1. To view the spatial
distribution and spatial interpretation of the clusters we print them in maps, showing
one cluster per map. 2. The boxplot per cluster allows to get a deeper insight into
the distribution and variance per PC. 3. Starplots (spider diagrams) give an overview
of the median for each principal component and allow a comparison of clusters on
multiple dimension (Figs. 10 and 11).

Object Size and dispersity as well as linearity and orientation are the dominant com-
ponents to distinguish the building types across the different algorithms. K-means
defines the clusters primarily on size and dispersity (PC1) and respects the extremes
in the other dimensions—only linearity and orientation (PC4) gets less respected in
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Fig. 10 Using starplots for comparing clusters. Example on the scale municipality
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Kmedoid clustering (c3, Type 23)

Kmeans clustering (k3, Type 2)

Kmeans clustering (k3, Type 23)

Kmedoid clustering (c3, Type 22)

Latent class clustering (l1, Type 18)

Latent class clustering (l1, Type 22)Kmeans clustering (k3, Type 2)

Fig. 11 Examples of clustering results and number of observations on the scale of buildings. Source
Cadastral survey of Canton Zurich

this approach. These clusters allow for easy visual interpretation in maps and follow
intuitive expectations on building types best. Meanwhile, k-medoid tends to sepa-
rate using linearity and orientation (PC4) in the clusters. The results partly follow
the ones of k-means, but we find a mix of different object sizes and building forms
within each cluster. Furthermore, c3 will show many clusters with similar character-
istics, indicating that a low number of clusters is more appropriate (c2, c1) with this
approach. The simulation-based approach of the latent class clustering leads to higher
variation in the distribution per dimension as compared to k-medoid and k-means.
These clusters show a good recognition of urban blocks and open block structures,
butmix building sizes and building forms evenmore than k-medoid (Figs. 12 and 13).

Composition The dimensions proposed in the PCA indicate that the clusters should
distinguish the clusters based on the permeability of the block structure, the isolation,
and density of construction. Similar to the scale of object, the descriptive analyses
of the clusters show the best separation of the PC and also the highest consistency
on different numbers of clusters for the k-means clusterings. All dimensions get
respected in this clustering.
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Kmedoid clustering (c3, Type 9)Kmeans clustering (k3, Type 9)

Kmeans clustering (k3, Type 11) Kmedoid clustering (c3, Type 14) Latent class clustering (l1, Type 9)

Latent class clustering (l1, Type 5)

Fig. 12 Examples of clustering results and number of observations on the scale of composition.
Source Cadastral survey of Canton Zurich

The high variance across neighboring locations reduced the interpretation inmaps.
However, we often find them comparable to building types, especially urban housing
(urban villas), historic centers and urban blocks (irregular morphology of buildings,
but clear block structure and densities) get well defined. Furthermore, buildings in
second row, i.e., in the core of blocks without direct street access, get well identi-
fied. Asmany attributes explain characteristics that are specific to buildings types, we
review also the combined the attributes of building features and composition features.

Object and Composition The results for the different algorithms suggest that clus-
ters are primarily separated through their building morphology, and only then further
separated based on their spatial relations. As in previous observations on scale build-
ing, k-means shows a more coherent differentiation of building types than k-medoid
and the latent class clustering. Both latter form clusters of mixed morphologies but
comparable composition features.

The combination of object and composition attributes thus reduces the clear sep-
aration of the building typologies. However, the combined use of both set of features
is useful for a subset of building types, which have already been identified in scale
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Kmedoid clustering (c3, Type 14)

Kmeans clustering (k3, Type 15)

Kmeans clustering (k3, Type 29)

Kmedoid clustering (c3, Type 15)

Latent class clustering (l1, Type 19)

Latent class clustering (l1, Type 13)

Fig. 13 Examples of clustering results and number of observations on the scale of object and
composition. Source Cadastral survey of Canton Zurich

composition.

Neighborhood The neighborhood attributes combine densities and network char-
acteristics in different extends for each location, i.e., smoothed (continuous) spatial
distributions with almost discrete spatial distributions. Characterizing both types of
features proves to create different results per clustering approach: The k-means clus-
tering represents the variation in larger extends, i.e., of densities very well, but we
find local differences of the network having low impact. Such local differences of
the network (PC3) get well identified by k-medoid, which also will characterize the
isolation (PC4) of a location in the cluster outcomes. The latent class clusters form a
mix of both, respecting all dimensions, but formingmore overlaps in the distributions
per cluster.

Viewing the representation as maps we observe the k-means and the latent class
approach lead to spatial distribution of clusters that form areas of relatively homo-
geneous boundary and reflect the distance to settlement border, whereas this is less
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Kmedoid clustering (c3, Type 14)

Kmeans clustering (k3, Type 6)

Kmeans clustering (k3, Type 13)

Kmedoid clustering (c3, Type 12)

Latent class clustering (l1, Type 15)

Latent class clustering (l1, Type 9)

Fig. 14 Examples of clustering results and number of observations on the scale of neighborhood.
Source Cadastral survey of Canton Zurich

found for k-medoid.

Municipality The features in scale municipality combine descriptions that vary
locally (microscopic) with descriptions that vary only on wider scale (macroscopic).
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Kmedoid clustering (c3, Type 5)

Kmeans clustering (k3, Type 6)

Kmeans clustering (k3, Type 10)

Kmedoid clustering (c3, Type 17)

Latent class clustering (l1, Type 5)

Latent class clustering (l1, Type 18)

Fig. 15 Examples of clustering results and number of observations on the scale of municipality.
Source Cadastral survey of Canton Zurich

Example for the earlier is the network betweenness, example for the latter the acces-
sibility of buildings. Similar to the scale neighborhood we observe that the cluster
algorithms weight these dimensions differently. K-means primarily represent the
macroscopic attributes while k-medoid respects microscopic differences. The clus-
ters of the latent class approach respect all dimensions, which leads to a less clear
separation per cluster (Figs. 14, 15 and 16).

Neighborhood andMunicipalityThe combined scales of neighborhood andmunic-
ipality show that k-means and k-medoid clustering distinguish the same PCs as in
the individual scales while the latent class respects again all PCs, but having a wider
variation per cluster. In the maps, the latent class clusters are the easiest to read and
represent the catchment areas of urban centers.
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Kmeans clustering (k3, Type 16)

Kmeans clustering (k3, Type 20)

Kmedoid clustering (c3, Type 25)

Kmedoid clustering (c3, Type 23) Latent class clustering (l1, Type 9)

Latent class clustering (l1, Type 5)

Fig. 16 Examples of clustering results and number of observations on the scale of neighborhood
and municipality. Source Cadastral survey of Canton Zurich

7 Summary and Discussion

In this chapter, we show that urban morphology can be used to characterize the
spatial configuration of urban settlement at different scales, through conducting a
case study of the canton of Zurich. The quantitative attributes proposed allow for use
in most quantitative models. Moreover, the processing is coded and thus objective
and reproducible. It runs independent of the scale of the study area and allows to
visualize and quantify key feature of the built environment. In that sense, it is a step
forward to allow for systematic application in quantitative models and comparison
of study areas.

Besides the direct use of the attributes, principal component analyses and cluster
analysis have been applied. The robust principal component analyses have proven to
be suited to handle outliers and reduce correlation among attributes. The resulting
principal components create an additional insight to read the spatial structure through
more generic descriptions such as connectivity, urbanity, or isolation. For the current
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case study, we used the full set of attributes for each principal component—a possible
extension would be a selection of loadings to use per principal component.

Through means of clustering analyses, the principal components were used to
define urban typologies. Three clustering algorithms have been applied and com-
pared: k-means clustering, k-medoid clustering, and latent class clustering, all of
which allow for application in large datasets. While showing differences for the
methods and cluster sizes test, all of these results show clear trends for the resulting
urban typologies. Buildings get well separated into architectural types. The compo-
sition supports the definition of specific building types, such as the historic centers,
urban villas, and isolated locations, but is not of use for definition of typologies.
Neighborhood typologies are less clear to define and either form areas of similar
densities or distinct locations with common network characteristics—representing
both would require to define a large number of typologies. Last the typologies on
scale of municipality form districts through integrating centers, catchment areas, and
accessibilities.

The proposed data model is kept simple to allow for application in any study
area. Obviously, this limits the spatial dimensions that are represented, e.g., points
of interests, public transport networks, or sociodemographic characteristics are not
represented. In our opinion, most important extensions to this model would be the
integration of the topography and public transport networks as well as a systematic
definition of points of interests and land use information. However, the low availabil-
ity of these information on a homogeneous level currently reduces their application
in different study areas, and the proposed approach proves to be a good alternative.
Furthermore, our recent studies on location choice and real estate prices have shown
that the urbanmorphology explains a large part of these—while further attributes can
help to fine-tune the models, it is recommended to use the morphologic description
as a key element.

This chapter shows that the proposed methods allow to describe locations and
distinguish similar locations at the different scales. Assuming that a household has
a preference for a certain location type, e.g., a building type, this allows to capture
such preferences. Furthermore, it allows to “map” the spatial structure through trans-
forming multiple continuous attributes into discrete types. Finally, the urban types
remove the correlations across the individual variables. All these reasons make it an
interesting and valid approach to analyze a study area, even though they do not allow
for comparison across different regions.

The urban types of different scales proposed here show correlations which rep-
resent planning constraints and developers behavior. For example, single family
housing (scale object) is rarely found in the city center (scale municipality) but often
located near open fields (scale composition). These correlations can only be seen
through the definition of urban types as proposed here. They allow to better under-
stand the urban structure and to evaluate the results of planning constraints, e.g., as
undertaken in zoning maps.

However, the proposed definitions of urban types also were found to be prob-
lematic for multiple reasons. 1. The interpretation of the urban types is not obvious.
While building types form discrete observations known to us, the urban types of
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the other scales require detailed analyses to become readable. This reduces their
applicability and the comparability to other study areas. A predefinition of standard
types for the different scales could be of benefit—urban types then would have to be
classified in a rule-based classification. 2. The processing of the clusters is not objec-
tive if the number of clusters is user-defined. While such results can guide the user
to define standard types that represent different dimensions of space, a standardized
preprocessing of the attributes might help to better distinguish clusters automatically.
3. The value of urban types in the scale composition needs further evaluation. Most
variables appear to be uncorrelated so that the PCA is not needed. Furthermore, the
resulting types are hard to understand, partly correlated with building types. How-
ever, some of the variables proposed in this scale can help to better identify specific
building types in future work.

The spatial attributes proposed allow for objective comparison and modeling
of spatial behavior, but require a high effort to calculate these. Their calculation
demand a large set of computationally intensive geoprocessing operations and prior
knowledge on these. This shows the need to move forward through making such
spatial characteristics easily accessible for research and practice in a standardized
way. With the creation of UrbanDataLab (UrbanDataLab.net), we want to offer this
service in making data available to research and practicals, so that a standardized set
of spatial descriptions can be applied in a wide range of studies. Visit us at www.
urbandatalab.net, for additional information or if interested in applications.

Foreword and Acknowledgments This chapter is the first attempt toward a systematic compari-
son of the morphology of urban areas, which has been developed as part of a Ph.D.-Thesis at the
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in the Journal of Transport and Landuse—JTLU (Schirmer and Axhausen 2016). We would like to
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works.Their interaction is involved in the emergenceof the urban form.Wepropose in
this chapter to introduce an approach to urbanmorphology grasping both aspects and
their interaction. We first define complementary measures and study their empirical
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1 Introduction

1.1 Urban Morphology

The structure of urban systems determine their functional properties at several scales,
and the urban morphology both participates in the emergence of urban functions
and determines how they evolve and how they are used by the agents (Batty and
Longley 1994). For example, relationships between urban form, mobility practices,
and sustainability of metropolitan areas can be established (Le Néchet 2010).

Several approaches can be taken to study urban morphology. At the microscopic
scale, in operational urbanism, for example, urban morphology is defined as “the
characteristics of the material form of cities and fabrics” (Paquot 2010). A simi-
lar positioning is taken by architecture, considering forms at the scale of buildings
(Moudon 1997). At themesoscopic scales, Tsai (2005) introduces indicators to quan-
tify urban form, considered as the spatial distribution of population. LeNéchet (2009)
recalls the necessity of a multidimensional measure. It is however possible to obtain
a robust description of urban form with a small number of independent indicators
by a reduction of the dimension (Schwarz 2010). It is also possible to use indexes
from fractal analysis, such as systematically applied by Chen (2016) to classify urban
forms. Other more original indexes can be proposed, such as by Lee et al. (2017)
which use the variations of trajectories for routes going through a city to establish a
classification and show that it is strongly correlated with socioeconomic variables.
An other entry is through the topology of urban networks, and more particularly
road networks, for which (Lagesse 2015) gives a broad overview. Finally, geogra-
phers also consider at the macroscopic scale the spatial distribution of cities and their
populations as the form of the urban system (Pumain 2011).

The link between urban morphology and the topology of the underlying relational
network has been suggested in a theoretical approach by Badariotti et al. (2007).
D’Acci (2015)models cities as isobenefit lines for agents and suggests in opening the
link between the distribution of amenities and networks and flows, highlighting the
open question of coevolutive processes between the urban form and spatial networks,
in the sense of circular causalities.

There is to the best of our knowledge no contribution in the literature considering
the interaction between the built environment and networks as an intrinsic process of
the emergence of the urban form.This chapter thus aims at sketching an exploration of
this concept at the mesoscopic scale, through empirical data analysis and modeling.
More precisely, our contribution is twofold: (i) we introduce indicators quantifying
simultaneously themorphology of population spatial distribution and the topology of
road networks, and study empirically their values and spatial correlations, including
thus the interactions between both in the quantification of the form; (ii) we describe
and explore a model of urban morphogenesis, aiming at capturing these interaction
processes in the emergence of the form.

The rest of this chapter is organized as follows. We first detail the rationale of
our approach to urban form, in particular the scale and objects considered. The
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second section develops the methodology used to quantify urban form, from the
point of view of morphological indicators, network topology indicators, and their
correlations. Empirical results for Europe are then described, to then be used to
calibrate a model of urban morphogenesis that we detail and explore. We finally
discuss potential developments and applications of this work.

1.2 Urban Morphology and Interactions Between Networks
and Territories

Through relocation processes, sometimes induced by networks, we can expect the
latest to influence the distribution of populations in space (Wegener and Fürst 2004).
Reciprocally, network characteristics can be influenced by this distribution. We pro-
pose therefore here to study a coupled approach to the urban form, given by synthetic
indicators for these two subsystems, and by correlations between these indicators. At
the scale of the system of cities, the spatial nature of the urban system is captured by
cities position, associated with aggregated city variables. We propose to work here
at the mesoscopic scale, at which the precise spatial distribution of activities is nec-
essary to understand the spatial structure of the territorial system. We will therefore
use the term of morphological characteristics for population density and the road
network.

The choice of “relevant” boundaries for the territory or the city is a relatively open
problem which will often depend on the question we are trying to answer (Páez and
Scott 2005). In this way, Guérois and Paulus (2002) show that the entities obtained
are different if we consider an entry by the continuity of the built environment (mor-
phological), by urban functions (employment area, for example) or by administrative
boundaries. Boeing (2017a) furthermore shows that statistics of network measures
significantly change when the scale of study switches from neighborhood to cities
and metropolitan areas. Similarly, Cottineau et al. (2017) show that scaling expo-
nents also strongly depends on boundaries and thresholds chosen to define the urban
area.

To tackle this ontological issue of the object under study, we (i) stay at a high
resolution; and (ii) compute field values with a small enough offset to obtain contin-
uous values. At the chosen scale, we can assume that territorial characteristics, for
population and network, are locally defined and vary in an approximately continu-
ous way in space. We will compute therefore the indicators on spatial windows of
fixed size, taken of the order of magnitude of 100km (in practice 50km, following
Raimbault (2018a) which furthermore shows a low sensitivity of indicators when
comparing with windows of 30 and 100km), but with a small enough offset. Thus,
the construction of fields of morphological indicators will allow us to endogenously
reconstruct territorial entities through the emergent spatial structure of indicators at
larger scales.
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2 Measuring Morphology: Method

We detail in this section the indicators used to quantify morphology, both for popu-
lation distribution (urban morphology) and for network topology.

2.1 Urban Morphology

Our quantification of the urban form in itself, in the sense of properties of the spatial
distribution of populations, is taken from a previous work developed in Raimbault
(2018a). We recall here the formal definition of morphological indicators. We work
with gridded population data (Pi )1≤i≤N 2 , where M = N 2, di j is the Euclidean dis-
tance between cells i, j , P = ∑M

i=1 Pi the total population and P̄ = P/M the average
population per cell.We use the following indicators: (i) rank-size slope γ , expressing
the degree of hierarchy in the distribution; (ii) entropy of the distribution (Le Néchet
2015), given by

E =
M∑

i=1

Pi

P
· ln Pi

P
(1)

(iii) spatial autocorrelation given by Moran index (Tsai 2005) defined as

I = M ·
∑

i �= j wi j
(
Pi − P̄

) · (
Pj − P̄

)

∑
i �= j wi j

∑
i

(
Pi − P̄

)2 (2)

where the spatial weights are taken aswi j = 1/di j ; and (iv) average distance between
individuals (Le Néchet 2009) given by

d̄ = 1

dM
·
∑

i< j

Pi Pj

P2
· di j (3)

where dM is a normalization constant taken as the diagonal of the area on which the
indicator is computed in our case.

The first two indexes are not spatial and are completed by the last two that take
space into account. Following Schwarz (2010), the effective dimension of the urban
form justifies the use of all.

2.2 Network Measures

We consider network aggregated indicators as a way to characterize transporta-
tion network properties on a given territory, the same way morphological indicators
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yielded information on urban structure. They are assumed thus to capture another
dimension of urban form. We propose to compute some simple indicators on same
spatial extents as for population density, to be able to explore relations between these
static measures.

Static network analysis has been extensively documented in the literature, such
as through the typology of urban street networks obtained by Louf and Barthelemy
(2014) on a cross-sectional study of cities. Similarly,Moosavi (2017) uses techniques
from deep learning to establish a typology of urban road networks for a large number
of cities across the world. The questions behind such approaches are multiple: they
can aim at finding typologies or at characterizing spatial networks, at understanding
underlying dynamical processes in order to model morphogenesis, or even at being
applied in urban planning such as Space Syntax approaches (Hillier and Hanson
1989). We aim here at characterizing urban morphological properties.

We introduce indicators to have a broad idea of the form of the network, using a
certain number of indicators to capture the maximum of dimensions of properties of
networks,more or less linked to their use.These indicators summarize themesoscopic
structure of the network and are computed on topological networks obtained through
simplification steps that will be detailed later. If we denote the network with N =
(V, E), nodes have spatial positions �x(V ) and populations p(v) obtained through
an aggregation of population in the corresponding Voronoï polygon, and edges E
have effective distances l(E) taking into account impedances and real distances (to
include the primary network hierarchy). We then use:

• Characteristics of the graph, obtained from graph theory, as defined by Haggett
and Chorley (1970): number of nodes |V |, number of links |E |, density d, average
length of links d̄l , average clustering coefficient c̄, number of components c0.

• Measures directly related to distances within the network: diameter r , Euclidean
performance v0 (defined by Banos and Genre-Grandpierre (2012)), average length
of shortest paths l̄.

• Centrality measures: these are aggregated at the level of the network by taking
their average and their level of hierarchy, computed by an ordinary least squares
of a rank-size law, for the following centrality measures:

– Betweenness centrality (Crucitti et al. 2006), average ¯bw and hierarchy αbw:
given the distribution of centrality on all nodes, we take the slope of a rank-size
adjustment and the average of the distribution.

– Closeness centrality (Crucitti et al. 2006), average c̄l and hierarchy αcl .
– Accessibility (Hansen 1959), which is in our case computed as a closeness
centrality weighted by populations: average ā and hierarchy αa .

Network performance is close to the rectilinearity measure (straightness) pro-
posed by Josselin et al. (2016), which show that it efficiently differentiates rectilinear
networks and radio-concentric networks that are both recurring urban networks. Our
indicators are conceived to capture network topology but not the use of the network:
developments with suited data could extend these analyses to the functional aspect of
networks, such as performance measures computed by Trépanier et al. (2009) using
massive data for a public transportation network.
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2.3 Correlations

Local spatial correlations are computed on spatial windows gathering a certain num-
ber of observations, and thus of windows on which indicators have been computed.
We denote by l0 the resolution of the distribution of indicators. The estimation of
correlations is then done on squares of size δ · l0 (with δ which can vary typically
from 4 to 100). Correlations are estimated using a standard Pearson estimator. Our
approach is equivalent to computing geographicallyweighted correlations (Brunsdon
et al. 2002) with a Heaviside window.

δ gives simultaneously the number of observations used for the local estimation of
correlation, and the spatial range of the corresponding window. Its value thus directly
influences the confidence of the estimation. We can indeed derive the behavior of the
correlation estimator as a function of the size of the sample. Under the assumption
of a normal distribution of two random variables X, Y , then the Fisher transform of
the Pearson estimator ρ̂ such that ρ̂ = tanh(ẑ) has a normal distribution. If z is the
transform of the real correlation ρ, then a confidence interval for ρ is of size

ρ+ − ρ− = tanh(z + k/
√

N ) − tanh(z − k/
√

N ) (4)

where k is a constant. As tanh z = exp(2z)−1
exp(2z)+1 , we can develop this expression and

reduce it. We obtain

ρ+ − ρ− = 2 · sinh (2k/
√

N )

cosh (2z) + cosh (2k/
√

N )
(5)

Using the fact that cosh u ∼0 1 + u2/2 and that sinh u ∼0 u, we indeed obtain
that

ρ+ − ρ− ∼N�0 k ′/
√

N (6)

This expected asymptotic confidence interval will be of use when studying the
behavior of correlations as a function of δ.

3 Empirical Application

Wecan nowgive implementation details and results for the application of thismethod
to local territorial systems of Europe. All source code and results for this section are
available on the open repository of the project at https://github.com/JusteRaimbault/
CityNetwork/tree/master/Models/StaticCorrelations.

https://github.com/JusteRaimbault/CityNetwork/tree/master/Models/StaticCorrelations
https://github.com/JusteRaimbault/CityNetwork/tree/master/Models/StaticCorrelations
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3.1 Urban Morphology

As this work extends (Raimbault 2018a), the empirical values of morphological
indicators for population distribution are taken from it. We recall that the imple-
mentation of indicators must be done carefully, since computational complexities
can reach O(N 4) for the Moran index, for example: we use convolution through
fast Fourier transform, which is a technique allowing the computation of the Moran
index with a complexity in O(log2 N · N 2).

Indicators are computed on 50km width square windows with grids of reso-
lution 500m, computed from the Eurostat population dataset (EUROSTAT 2014).
According to Batista e Silva et al. (2013) which details its construction, our aggre-
gation should allow us to avoid biases at high resolutions. The spatial distribution of
indicators unveils typical local and regional regimes, which (Raimbault 2018a) syn-
thesizes using unsupervised learning. They typically contain a metropolitan regime,
a medium-sized city regime, a rural regime (split in two between North and South),
and a mountainous regime.

3.2 Network Topology

3.2.1 Data Preprocessing

The implementation of network indicators requires a preprocessing from raw data
that we detail first. We assume to work only with the road network. Indeed, data for
the current road network is openly available through the OpenStreetMap (OSM)
project (2012). Its quality was investigated for different countries such as Eng-
land (Haklay 2010) and France (Girres and Touya 2010). It was found to be of a
quality equivalent to official surveys for the primary road network. We will however
simplify the network at a sufficient level of aggregation to ensure the robustness of
results.

The network constituted by primary road segments is aggregated at the fixed
granularity of the density grid to create a graph. It is then simplified to keep only the
topological structure of the network, normalized indicators being relatively robust
to this operation. This step is necessary for a simple computation of indicators and
a thematic consistence with the density layer.

Recent tools such as the one proposed by Boeing (2017b) provide algorithms to
operate an extraction of network topology. The algorithm we use is very similar but
is necessary as our approach necessitates special tuning for the following points: (i)
aggregation of data at the level of raster cells, which resolution can be variable; and
(ii) construction of networks on significant areas (continental scale), made possible
in our case by a parallelization of the computation.

We keep only the nodes with a degree strictly greater or smaller than two, and
corresponding links, by taking care to aggregate the real geographical distance when
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constructing the corresponding topological link. Given the order of magnitude of
data size (for Europe, the initial database has 	44.7 · 106 links, and the final simpli-
fied database 	20.4 · 106), a specific parallel algorithm is used, with a split-merge
structure. It separates the space into areas that can be independently processed and
then merged. We detail it in the following.

3.2.2 Network Simplification Algorithm

We detail here the road network simplification algorithm from OpenStreetMap data.
The general workflow is the following: (i) data import by selection and spatial aggre-
gation at the raster resolution; (ii) simplification to keep only the topological network,
processed in parallel through split/merge.

OSM data are imported into a pgsql database (Postgis extension for the
management of geometries and to have spatial indexes). The import is done using
the software osmosis (2016), from an image in compressed pbf format of the
OpenStreetMap database (the dump was retrieved from http://download.geofabrik.
de, in July 2016). We filter at this stage the links (ways) which possess the tag
highway, and keep the corresponding nodes.

The network is first aggregated at a 100m granularity in order to be consistently
used with population grids. It furthermore allows to be robust to local coding imper-
fections or to very local missing data. For this step, roads are filtered on a relevant
subset of tags that we take within motorway, trunk, primary, secondary,
tertiary, unclassified, and residential. For the set of segments of cor-
responding lines, a link is created between the origin and the destination cell, with a
real length computed between the center of cells and a speed taken as the speed of
the line if it is available.

The simplification is then operated the following way:

1. The whole geographical coverage is cut into areas on which computations will
be partly done through parallel computation (split paradigm). Areas have a fixed
size in number of cells of the base raster (200 cells).

2. On each subarea, a simplification algorithm is applied the following way: as long
as there still are vertices of degree 2, successive sequences of such vertices are
determined, and corresponding links are replaced by a unique linkwith real length
and speed computed by cumulation on the deleted links.

3. As the simplification algorithm keeps the links having an intersection with the
border of areas, a fusion followed by a simplification of resulting graphs is nec-
essary. To keep a reasonable computational cost, the size of merged areas has to
stay low: we take merge areas composed of two contiguous areas. A paving by
four sequences of independent merging allows then to cover the full set of joints
between areas, these sequences being executed sequentially.

We have then at our disposition a topological graph given by the links between
cells of the base raster, having distance and speed attributes corresponding to the
underlying real links. This topological graph for Europe has been made available

http://download.geofabrik.de
http://download.geofabrik.de
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as an open database on the dataverse repository at https://doi.org/10.7910/DVN/
RKDZMV.

3.2.3 Empirical Values of Network Indicators

Network indicators have been computed on the same areas as urban form indicators,
in order to put them in direct correspondence and later compute the correlations. We
show in Fig. 1 a sample for France.

The spatial behavior of indicators unveils local regimes as for the urban form
(urban, rural, metropolitan), but also strong regional regimes. They can be due to the
different agricultural practices depending on the region for the rural, for example,

Fig. 1 Spatial distribution of network indicators. We show indicators for France, in correspon-
dence with morphological indicators described previously. We give here the average betweenness
centrality ¯bw, the hierarchy of closeness centrality αcl, the average clustering coefficient c̄, and the
number of nodes |V |

https://doi.org/10.7910/DVN/RKDZMV
https://doi.org/10.7910/DVN/RKDZMV
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implying a different partition of parcels and also a particular organization of their
serving. For network size, Brittany is a clear outlier and rejoins urban regions, wit-
nessing very fragmented parcels (and a fortiori also of a land property fragmentation
in the simplifying assumption of corresponding parcels and properties). This is partly
correlated to a low hierarchy of accessibility. The South and the East of the extended
Bassin Parisien are distinguishable by a strong average betweenness centrality, in
accordance with a strong hierarchy of the network.

The same way as for urban form, this spatial variability suggests the search of
variables regimes of interactions between indicators, as we will do for later through
their correlations.

3.3 Effective Static Correlations and Non-stationarity

3.3.1 Spatial Correlations

We show in Fig. 2 examples of correlations estimated with δ = 12 in the case of
France. With 20 indicators, the correlation matrix is significantly large in size, but
the effective dimension (the number of components required to reach the majority
of variance) is reduced: principal components analysis shows that 10 components
already capture 62% of the variance, and the first component already captures 17%,
what is considerable in a space where the dimension is 190.

Figure3 gives the spatial distribution for all Europe, for a sample of correlations
between indicators: ρ[αcl , I ], ρ

[
γ, α

]
, ρ

[ ¯bw, γ
]
, ρ[αbw, αcl ], ρ

[|V | , l̄
]
, ρ

[
γ, rγ

]

(with rγ adjustment coefficient for γ ). We see interesting structures emerging, such
as the hierarchy and its adjustment which exhibit an area of strong correlation in

Fig. 2 Examples of spatial correlations. For France, themaps giveρ
[ ¯bw, γ

]
, correlation between

the average betweenness centrality and the hierarchy of population (left) and the first component
of the reduced matrix (right)
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Fig. 3 Spatial correlations for Europe. The estimation is done here with δ = 12

the center of Europe and negative correlation areas, or the number of nodes and the
path length which correlate in mountains and along the coasts (what is expected
since roads do several detours in such topographies) and have a negative correlation
otherwise.

It is possible to examine within the correlation matrix the bloc for urban form, for
the network, or for crossed correlations, which directly express a link between prop-
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erties of the urban form and of the network. For example, a certain correspondence
between average betweenness centrality and morphological hierarchy that we obtain
allows to understand the process corresponding to the correspondence of hierarchies:
a hierarchical population can induce a hierarchical network or the opposite direction,
but it can also induce a distributed network or such a network create a population
hierarchy—this must be well understood in terms of correspondence and not causal-
ity, but this correspondence informs on different urban regimes. Metropolitan areas
seem to exhibit a positive correlation for these two indicators, as shows Fig. 2, and
rural spaces a negative correlation.

In order to give a picture of global relations between indicators, we can refer to
the matrix obtained for δ = ∞: for example, a strong population hierarchy is linked
to a high and hierarchical betweenness centrality, but is negatively correlated to the
number of edges (a diffuse population requires a more spread network to serve all
the population). However, it is not possible this way to systematically link indicators,
since they especially strongly vary in space.

Furthermore, to give an idea of the robustness of the estimation, we investigate for
the correlations estimated on the full dataset (corresponding to δ = ∞) the relative
size of confidence intervals at the 95% level (Fisher method) given by |ρ+−ρ−|

|ρ| , for
correlations such that |ρ| > 0.05. Themedian of this rate is at 0.04, the ninth decile at
0.12 and the maximum at 0.19, which means that the estimation is always relatively
good compared to the value of correlations.

This suggests a very high variety of interaction regimes. The spatial variation of
the first component of the reduced matrix confirms it, what clearly reveals the spatial
non-stationarity of interaction processes between forms, since the first and second
moments vary in space. The statistical significance of stationarity can be verified in
different ways, and there does not exist to the best of our knowledge a generic test
for spatial non-stationarity. Zhang and Zhou (2014) develop, for example, a test for
rectangular regions of any dimension, but in the specific case of point processes.
We use here the method of Leung et al. (2000) which consists in estimating through
bootstrap the robustness of geographically weighted regression models. These will
be developed below, but we obtain for all tested models a significant non-stationarity
without doubt (p < 10−3).

3.3.2 Variations of the Estimated Correlations

We show in Fig. 4 the variation of the estimation of correlation as a function of
window size. More precisely, we observe a strong variation of correlations as a
function of δ, what is reflected in the average value of the matrix given here (which
extends, for example, from ρ(4) = 0.22 to ρ(80) = 0.12 for average absolute cross-
correlations). An increase of δ leads for all measures a shift toward positive values,
but also a narrowing of the distribution, these two effects resulting in a decrease of
average absolute correlations, which approximatively stabilize for large values of δ.

Such a variation could be a clue of a multi-scalar behavior: a change in window
size should not influence the estimation if a single processwould be implied; it should
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Fig. 4 Variation of correlationswith scale, for correlations computed onEurope. (top) Average
absolute correlations and their standard deviations, for the different blocs, as a function of δ; (bottom)
normalized size of the confidence interval δ · |ρ+ − ρ−| (confidence interval

[
ρ−, ρ+

]
estimated

by the Fisher method) as a function of δ
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only change the robustness of the estimation. Let sketch in a simplified case how this
link can be done. To simplify, we consider processes with two characteristic scales
which linearly superpose, i.e., which can be written as

Xi = X (0)
i + X̃i (7)

with X (0)
i trend at the small scales with a characteristic evolution distance d0,

and X̃i signal evolving at a characteristic distance d � d0. We can then com-
pute the decomposition of the correlation between two processes. We assume that

Cov
[

X (0)
i , X̃ j

]
= 0 for all i, j , and denoting εi = σ

[
X (0)

i

]

σ
[

X̃i

] the rate between standard

deviations of trend and signal. Developing the correlation ρ [X1, X2] by bilinearity
and developing the resulting expression at the first order under the assumption that
εi � 1 gives the following approximation:

ρ [X1, X2] =
(
ε1ε2ρ

[
X (0)
1 , X (0)

2

]
+ ρ

[
X̃1, X̃2

])
·
(

1 − 1

2
(ε21 + ε22)

)

(8)

The overall correlation is thus corrected by both an attenuation and an interference
factor.

Let apply this result to our problematic. We observe the following reasonable
assumptions: (i) for areaswith a size smaller than the stationarity scale of correlations
(which we have shown empirically to exist at least for some indicators), estimating
the covariance of noise should be equivalent on any smaller window in terms of
estimator values; (ii) trends, if they exist, have a very low variance, i.e., εi � 1; (iii)
trends are uncorrelated. Combining these three hypotheses with Eq.8 implies that
ρ(δ) should decrease with δ if they are verified.

This confirms in this ideal case the observed empirical variation in Fig. 4.
A formal demonstration of this hypothesis for more general type of processes and
less restricting assumptions remains however out of the scope of this work.

An other signature of a possible multi-scalarity is shown by the variation of the
normalized size of the confidence interval for correlations, which in theory under
an assumption of normality should lead δ · |ρ+ − ρ−| to remain constant, since
boundaries vary asymptotically as 1/

√
N ∼ 1/

√
δ2 as obtained in Eq.6, follows the

direction of this hypothesis of processes superposed at different scales as proposed
previously.

Thus, processes are non-stationary, and this stylized insight suggests that they are
the product of the superposition of processes at different scales. We however recall
that the notion ofmulti-scalar process is otherwise very broad, and canmanifest itself
in scaling laws, for example, West (2017). An approach closer to the one we took is
given by Chodrow (2017) which measures intrinsic scales to segregation phenomena
by using measures from information theory.
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3.3.3 Typical Scales

We also propose to explore the possible property of multi-scalar processes by the
extraction of endogenous scales in the data. A geographically weighted principal
component analysis (GWRPCA) (Harris et al. 2011) as exploratory analysis suggests
weights and importances that vary in space, which is in consistence with the non-
stationarity of correlation structures obtained above. There is no reason a priori that
the scales of variation of the different indicators are strictly the same.We propose thus
to extract typical scales for crossed relations between the urban form and network
topology.

We implement therefore the following method: we consider a typical sample
of indicators (four for each aspect, see the list in Table1), and for each indicator
we formulate all the possible linear models as a function of opposite indicators
(network for a morphological indicator, morphological for a network indicator),
aiming at directly capturing the interaction without controlling on the type of form or
of network. These models are then adjusted by a geographically weighted regression
(GWR)with an optimal range determined by a corrected information criteria (AICc),
using the R package GWModel (Gollini et al. 2013). For each indicator, we keep
the model with the best value of the information criteria. We adjust the models on
data for France, with a bisquare kernel and an adaptative bandwidth in a number of
neighbors.

Results are presented in Table1. It is first interesting to note that all models have
only one variable, suggesting relatively direct correspondences between topology and
morphology. All morphological indicators are explained by network performance,
i.e., the quantity of detours it includes. On the contrary, the network topology is
explained by Moran index for centralities, and by entropy for performance and the
number of vertices. There is thus a dissymmetry in relations, the network being
conditioned in a more complex way to the morphology than the morphology to
the network. The adjustments are rather good (R2 > 0.5) for most indicators, and

Table 1 Interrelations between network indicators and morphological indicators. Each rela-
tion is adjusted by a geographically weighted regression, for the optimal range adjusted by AICc

Indicator Model Range (km) Adjustment (R2)

Average distance d̄ d̄ ∼ v0 11.6 0.31

Entropy E E ∼ v0 8.8 0.75

Moran I I ∼ v0 8.8 0.49

Hierarchy γ γ ∼ v0 8.8 0.68

Average betweenness
¯bw

¯bw ∼ I 12.3 0.58

Average closeness c̄l c̄l ∼ I 13.9 0.26

Performance v0 v0 ∼ E 8.6 0.86

Number of nodes |V | |V | ∼ E 8.6 0.88
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p-values obtained for all models (for the constant and the coefficient) are lower
than 10−3. Concerning the scales corresponding to the optimal model, they are very
localized, of the order of magnitude of ten kilometers, i.e., a larger variation than
the one obtained the correlations. This analysis confirms thus statistically, on the one
hand, the non-stationarity and, on the other hand, gives a complementary point of
view on the question of endogenous scales.

4 Urban Morphogenesis Model

After having characterized empirically urban morphology from the point of view of
interactions between the built environment and networks, we propose to gain indirect
knowledge on processes involved in the emergence of the form through modeling,
by introducing a model of urban morphogenesis which aims at capturing empirical
results obtained above.

4.1 Model Rationale

Urban settlements and transportation networks have been shown to be coevolving, in
the different thematic, empirical, and modeling studies of territorial systems devel-
oped up to here. As we saw, modeling approaches of such dynamical interactions
between networks and territories are poorly developed. We propose in this section to
realize the first entry at an intermediate scale, focusing on morphological and func-
tional properties of the territorial system in a stylized way. We introduce a stochastic
dynamical model of urban morphogenesis which couples the evolution of population
density within grid cells with a growing road network.

The general principles of themodel are the following.With an overall fixed growth
rate, new population aggregate preferentially to a local potential, for which parame-
ters control the dependence to various explicative variables. These are in particular
local density, distance to the network, centrality measures within the network, and
generalized accessibility. Rui and Ban (2014) show in the case of Stockholm the very
strong correlation between centrality measures in the network and the type of land-
use, what confirms the importance to consider centralities as explicative variables for
themodel at this scale.We generalize thus themorphogenesismodel studied inRaim-
bault (2018a), with aggregation mechanisms similar to the ones used by Raimbault
et al. (2014).A continuous diffusion of population completes the aggregation to trans-
late repulsion processes generally due to congestion. Because of the different time
scales of evolution for the urban environment and for networks, the network grows at
fixed time steps: a first fixed rule ensures connectivity of newly populated patches to
the existing network. Different network generation heuristics are then included in the
model, which are expected to be complementary. Figure5 summarizes the general
structure of the morphogenesis model.
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Synthetic or real initial grid and network

Indicators: Network topology, Urban morphology,
Lagged correlations

Grid Network
Nodes and Links

- Distance to roads
- Centralities- Population Density
- Accessibility

Population Cells

Fig. 5 Structure of the coevolution model at the mesoscopic scale

4.2 Model Description

The model is based on a squared population grid of size N , whose cells are defined
by populations (Pi ). A road network is included as a vectorial layer on top of the grid,
similarly to Raimbault et al. (2014). We assume at the initial state a given population
distribution and a network.

The evolution of densities is based on a utility function, influenced by local char-
acteristics of the urban form and function, that we call explicative variables. Let
xk(i) be a local explicative variable for cell i , which will be among the following
variables: population Pi ; proximity to roads, taken as exp(−d/dn)where d is the dis-
tance by projection on the closest road, and dn = 10 is fixed; betweenness centrality;
closeness centrality; accessibility.

For the last three variables, they are defined as previously for network nodes,
and then associated to cells by taking the value of the closest node, weighted by a
decreasing function of the distance to it, i.e., of the form xk = x (n)

k (argmin j d(i, j)) ·
exp

(−min j d(i, j)/d0
)
, with x (n)

k the corresponding variable for nodes, the index j
being taken on all nodes, and the decay parameter d0 is in our case fixed at d0 = 1 to
keep the property that network variables are essentially significant at close distances
from the network. We consider then normalized explicative variables defined by
x̃k(i) = xk(i) − min j xk( j)/(max j xk( j) − min j xk( j)).

The utility of a cell is then given by the following linear aggregation:

Ui =
∑

k

wk · x̃k(i) (9)

where x̃k are the normalized local explicative variables, andwk areweight parameters,
which allow to weight between the different influences. Alternatives to this simple
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utility function include, for example, Cobb–Douglas functions, what are equivalent
to a linear aggregation on the logarithms of variables.

A time step of model evolution includes then the following stages.

1. Evolution of the population following rules similar to Raimbault (2018a). Given
an exogenous growth rate NG , individuals are added independently following
an aggregation done with a probability Uα

i /
∑

k Uα
k , followed by a diffusion of

strength β to neighbor cells, done nd times.
2. Network growth is done through multi-modeling as proposed by Raimbault

(2017b) and explored by Raimbault (2018c), knowing that this takes place is
the time step is a multiple of a parameter tN , which allows to integrate a differen-
tial between temporal scales for population growth and for network growth. The
different heuristic used for adding links are: (i) nothing (baseline); (ii) random
links; (iii) deterministic potential breakdown; (iv) random potential breakdown
(Schmitt 2014); (v) cost-benefits (Louf et al. 2013); and (vi) biological network
growth (Tero et al. 2010).

The fact that the aggregation of population follows a power law of the utility
provides flexibility in the underlying optimization problem by agents, since as Jos-
selin and Ciligot-Travain (2013) recall, the use of different norms in spatial optimal
location problems corresponds to different logics of optimization.

The parameters of the model that we will make vary are then: (i) aggregation-
diffusion parameters α, β, Ng, nd ; (ii) the four weight parameterswk for the explica-
tive variables, which vary in [0; 1]; network growth parameters for the different
heuristics (see Raimbault (2018c)). Output model indicators are the urban morphol-
ogy indicators, topological network indicators, and lagged correlations between the
different explicative variables.

4.3 Simulation Results

The model is implemented in NetLogo, given the heterogeneity of aspects that have
to be taken into account, and this language is particularly suitable to couple a grid of
cells with a network. Urban morphology indicators are computed thanks to a Net-
Logo extension specifically developed. Source code and results for the modeling
part are available at https://github.com/JusteRaimbault/CityNetwork/tree/master/
Models/MesoCoevol.

We propose to focus on the ability of the model to capture relations between
networks and territories, and more particularly the coevolution. Therefore, we will
try to establish if (i) the model is able to reproduce, beyond the form indicators, the
static correlationmatrices computed previously; and (ii) themodel produces a variety
of dynamical relations in the sense of causality regimes developed by Raimbault
(2017a).

The model is initialized on fully synthetic configurations, with a grid of size
50. Configurations are generated through an exponential mixture in a way similar

https://github.com/JusteRaimbault/CityNetwork/tree/master/Models/MesoCoevol
https://github.com/JusteRaimbault/CityNetwork/tree/master/Models/MesoCoevol


An Urban Morphogenesis Model Capturing Interactions … 401

to Anas et al. (1998): Nc = 8 centers are randomly located, to which a popula-
tion is attributed following a scaling law Pi = P0 · (i + 1)−αS with αS = 0.8 and
P0 = 200. The population of each center is distributed to all cells with an expo-
nential kernel of shape d(r) = Pmax exp (−r/r0) where the parameter r0 is deter-
mined to fix the population at Pi , with Pmax = 20 (density at the center). We
have indeed Pi = ∫∫

d(r) = ∫ 2π
θ=0

∫ ∞
r=0 d(r)rdrdθ = 2π Pmax

∫
r r · exp (−r/r0) =

2π Pmaxr20 , and therefore r0 =
√

Pi
2π Pmax

. An initial network skeleton is generated
by sequential closest components connection.

We explore a Latin Hypercube Sampling of the parameter space, with 10 repeti-
tions for around 7000 parameter points, corresponding to a total of around 70,000
model repetitions, realized on a computation grid by using the OpenMole model
exploration software (Reuillon et al. 2013). The simulation results are available at
https://doi.org/10.7910/DVN/OBQ4CS.

4.3.1 Static and Dynamical Calibration

Themodel is calibrated at the first order, on indicators for the urban form and network
measures, and at the second order on correlations between these. We introduce an ad
hoc calibration procedure in order to take into account the first two moments that we
detail below.More elaborate procedures are used, for example, in economics, such as
Watson (1993) which uses the noise of the difference between two variables to obtain
the same covariance structure for the two corresponding models, or in finance, such
as Frey et al. (2001) which define a notion on equivalence between latent variables
models which incorporates the equality of the interdependence structure between
variables.We avoid here to add supplementarymodels and consider simply a distance
on correlation matrices. The procedure is the following.

• Simulated points are the ones obtained through the sampling, with average values
on repetitions.

• In order to be able to estimate correlationmatrices between indicators for simulated
data, we make the assumption that second moments are continuous as a function
of model parameters, and split for each heuristic the parameter space into areas to
group parameter points (each parameter being binned into 15/k equal segments,
where k is the number of parameters: we empirically observed that this allowed
to always have a minimal number of points in each area), what allows to estimate
for each group indicators and the correlation matrix.

• For each estimation done this way, that we write S̄ (indicators) and ρ[S] (corre-
lations), we can then compute the distance to real points on indicators dI (R j ) =
d(S̄, R j ) and on correlation matrices dρ(R j ) = d(ρ[S], ρ[R j ]) where R j are the
real points with their corresponding correlations, and d an Euclidean distance
normalized by the number of components.

• We consider then the aggregated distance defined as d2
A(R j ) = d2

I (R j ) + d2
ρ(R j ).

Indeed, the shape of Pareto fronts for the two distances considered suggests the

https://doi.org/10.7910/DVN/OBQ4CS
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Fig. 6 Calibration of the morphogenesis model at the first and second order. (top left) Sim-
ulated and observed point clouds in a principal plan for urban morphology indicators. (top right)
Simulated and observed could points in a principal plan for network indicators. (bottom left) Sim-
ulated and observed point clouds in a principal plan for all indicators. (bottom right) Distributions
of distances on correlations dρ , for the different heuristics

relevance of this aggregation. The real point closest to a simulated point is then
the one in the sense of this distance.

Figure6 summarizes calibration results. Morphological indicators are easier to
approach than network indicators, for which a part of the simulated clouds does not
superpose with observed points. We find again a certain complementarity between
network heuristics. When considering the full set of indicators, few simulated points
are situated far from the observed points, but a significant proportion of these is
beyond the reach of simulation. Thus, the simultaneous capture of morphology and
topology is obtained at the price of less precision.

We however obtain a good reproduction of correlation matrices as shown in Fig. 6
(histogram for dρ , bottom right). The worse heuristic for correlations is the biolog-
ical one in terms of maximum, whereas the random produces rather good results:
this could be due, for example, to the reproduction of very low correlations, which
accompany a structure effect due to the initial addition of nodes which imposes
already a certain correlation. On the contrary, the biological heuristic introduces
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Fig. 7 Causality regimes for the coevolution model. (top) Trajectories of classes centers in
terms of ρ[τ ] between the different explicative variables. (bottom) Phase diagram of regimes in
the parameter space for wk , represented here as the variation of diagrams for (wbw,wcl ), along the
variations of wroad (in rows) and of wpop (in columns)
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supplementary processes which can possibly be beneficial to the network in terms
of independence (or following the opposed viewpoint be detrimental in terms of
correlations). In any case, this application shows that our model is able to resemble
real configurations both for indicators and their correlations.

4.3.2 Causality Regimes

We furthermore study dynamical lagged correlations between the variations of the
different explicative variables for cells (population, distance to the network, closeness
centrality, betweenness centrality, accessibility). We apply the method of causality
regimes introduced in Raimbault (2017a). Figure7 summarizes the results obtained
with the application of this method on simulation results of the coevolution model.
The number of classes inducing a transition is smaller than for the RDBmodel, trans-
lating a smaller degree of freedom, and we fix in that case k = 4. Centroid profiles
allow to understand the ability of the model to more or less capture a coevolution.

The regimes obtained appear to be less diverse than the ones obtained by Raim-
bault (2017a) or for a macroscopic model of coevolution by Raimbault (2018b).
Some variables have naturally a strong simultaneous correlation, spurious from their
definitions, such as closeness centrality and accessibility, or the distance to the road
and the closeness centrality. For all regimes, population significantly determines the
accessibility. The regime 1 corresponds to a full determination of the network by
the population. The second is partly circular, through the effect of roads on popula-
tions. The regime 3 is more interesting, since closeness centrality negatively causes
the accessibility: this means that in this configuration, the coupled evolution of the
network and the population follow the direction of a diminution of congestion. Fur-
thermore, as population causes the closeness centrality, there is also circularity and
thus coevolution in that case. When we locate it in the phase diagram, this regime is
rather sparse and rare, contrary, for example, to the regime 1 which occupies a large
portion of space for a low importance of the road (wroad ≤ 0.3). This confirms that
the coevolution produced by the model is localized and not a characteristic always
verified, but that it is however able to generate some in particular regimes.

5 Discussion

5.1 Quantifying Urban Form

We have first shown empirically the non-stationarity of interactions between the
morphology of the distribution of populations and the topology of the road network.
Various developments of this analysis are possible.

Population density grids exist for all regions of theworld, such as the ones provided
by Stevens et al. (2015). The analysis may be repeated on other regions of the world,
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to compare the correlation regimes and test if urban system properties stay the same,
keeping in mind the difficulties linked to the differences in data quality.

The research of local scales, i.e., with an adaptive estimation window in terms of
size and shape for correlations, would allow to better understand the way processes
locally influence their neighborhood. The validation criteria for window size would
still be to determine: it can be as above an optimal range for explicative models that
are locally adjusted.

The question of ergodicity, crucial to urban systems (Pumain 2012), should also
be explored from a dynamical point of view, by comparing time and spatial scales
of the evolution of processes, or more precisely the correlations between variations
in time and variations in space, but the issue of the existence of databases precise
enough in time appears to be problematic. The study of a link between the derivative
of the correlation as a function of window size and of the derivatives of the processes
is also a direction to obtain indirect informations on dynamics from static data.

Finally, the search of classes of processes on which it is possible to directly
establish the relation between spatial correlations and temporal correlations is a
possible research direction. It stays out of the scope of this present work, but would
open relevant perspectives on coevolution, since it implies evolution in time and an
isolation in space, and therefore a complex relation between spatial and temporal
covariances.

5.2 Modeling Urban Morphogenesis

We have then proposed a coevolution model at the mesoscopic scale, based on a
multi-modeling paradigm for the evolution of the network. The model is able to
reproduce a certain number of observed situations at the first and second order,
capturing thus a static representation of interactions between networks and territories.
We are therefore able to produce the emergence of the urban form in a coupled way,
suggesting the relevance of this approach.

It also yields different dynamical causality regimes, being however less diverse
than for the simple model studied by Raimbault (2017a): therefore, a more elaborate
structure in terms of processes must be paid in flexibility of interaction between
these. This suggests a tension between a “static performance” and a “dynamical
performance” of models.

An open question is to what extent a pure network model with preferential attach-
ment for nodes would reproduce results close to what we obtained. The complex
coupling between aggregation and diffusion (shown by Raimbault (2018a)) could
not be easily included, and the model could in any case not answer to questions on
the coupling of the dynamics.
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5.3 Implications for Policies

Although remaining theoretical and stylized in the case of the model, our results
could give useful insights for policies. First, in terms of empirical computation
of correlations, a direct interpretation of their values can inform on the underly-
ing dynamics of the territorial system and suggest issues on which planners must
be alerted: for example, a high positive correlation between population hierarchy
and network betweenness hierarchy will imply structural congestion effects. The
coupling with sustainability indicators such as Le Néchet (2010) does with energy
consumption, could also provide useful insights for sustainable territorial planning.
Second, a more refined calibration of the model should allow understanding bet-
ter territorial dynamics in precise cases: for example, focusing on the best network
heuristic would provide the most probable processes ruling network evolution, and
make experiments on these (e.g., implementing them differently by changing their
parameters, or replacing with other processes), given performance indicators. This
last point is of particular interest, as it could provide insights into the combination of
top-down (planned) and bottom-up network evolution processes, as both are included
in the model.

Conclusion

Wehave introduced a novelmethodology to quantify urban formby coupling the built
environment (captured by the spatial distribution of population) with road networks,
which uses corresponding indicators and their spatial correlations. We studied their
empirical values for Europe and the behavior of correlations as a function of scale.
This coupled approach was complemented by a morphogenesis model based on
a coevolution paradigm which precisely considers strong relations between both
aspects. The calibration of the model on empirical data suggests that such coupled
processes indeed occur in the emergence of the urban form and function. The two
complementary axes of this work therefore pave the way toward more integrative
approaches to urban morphology.

Acknowledgements Results obtained in this paper were computed on the vo.complex-system.eu
virtual organization of the EuropeanGrid Infrastructure (http://www.egi.eu).We thank theEuropean
Grid Infrastructure and its supporting National Grid Initiatives (France-Grilles in particular) for
providing the technical support and infrastructure.

http://www.egi.eu


An Urban Morphogenesis Model Capturing Interactions … 407

References

Anas, A., Arnott, R., and Small, K. A. (1998). Urban spatial structure. Journal of Economic Liter-
ature, 36(3): pp. 1426–1464.

Badariotti, D., Banos, A., andMoreno, D. (2007). Conception d’un automate cellulaire non station-
naire à base de graphe pour modéliser la structure spatiale urbaine: le modèle remus. Cybergeo:
European Journal of Geography.

Banos, A. and Genre-Grandpierre, C. (2012). Towards new metrics for urban road networks: Some
preliminary evidence from agent-based simulations. In Agent-based models of geographical sys-
tems, pages 627–641. Springer.

Batista e Silva, F., Gallego, J., and Lavalle, C. (2013). A high-resolution population grid map for
europe. Journal of Maps, 9(1):16–28.

Batty, M. and Longley, P. A. (1994). Fractal cities: a geometry of form and function. Academic
Press.

Boeing, G. (2017a). A multi-scale analysis of 27,000 urban street networks. arXiv preprint
arXiv:1705.02198.

Boeing, G. (2017b). Osmnx: New methods for acquiring, constructing, analyzing, and visualizing
complex street networks. Computers, Environment and Urban Systems, 65:126–139.

Brunsdon, C., Fotheringham, A., and Charlton, M. (2002). Geographically weighted summary
statistics–a framework for localised exploratory data analysis. Computers, Environment and
Urban Systems, 26(6):501–524.

Chen, Y. (2016). Normalizing and Classifying Shape Indexes of Cities by Ideas from Fractals. arXiv
preprint arXiv:1608.08839.

Chodrow, P. S. (2017). Structure and information in spatial segregation.Proceedings of the National
Academy of Sciences, 114(44):11591–11596.

Cottineau, C., Hatna, E., Arcaute, E., and Batty, M. (2017). Diverse cities or the systematic paradox
of urban scaling laws. Computers, environment and urban systems, 63:80–94.

Crucitti, P., Latora, V., and Porta, S. (2006). Centrality measures in spatial networks of urban streets.
Physical Review E, 73(3):036125.

D’Acci, L. (2015). Mathematize urbes by humanizing them. cities as isobenefit landscapes: psycho-
economical distances and personal isobenefit lines. Landscape and Urban Planning, 139:63–81.

EUROSTAT (2014). Eurostat geographical data. http://ec.europa.eu/eurostat/web/gisco.
Frey, R., McNeil, A. J., and Nyfeler, M. (2001). Copulas and credit models. Risk, 10(111114.10).
Girres, J.-F. and Touya, G. (2010). Quality assessment of the french openstreetmap dataset. Trans-

actions in GIS, 14(4):435–459.
Gollini, I., Lu, B., Charlton, M., Brunsdon, C., and Harris, P. (2013). Gwmodel: an r pack-
age for exploring spatial heterogeneity using geographically weighted models. arXiv preprint
arXiv:1306.0413.

Guérois, M. and Paulus, F. (2002). Commune centre, agglomération, aire urbaine: quelle pertinence
pour l’étude des villes? Cybergeo: European Journal of Geography.

Haggett, P. and Chorley, R. J. (1970). Network analysis in geography. St. Martin’s Press.
Haklay, M. (2010). How good is volunteered geographical information? a comparative study of
openstreetmap and ordnance survey datasets. Environment and planning B: Planning and design,
37(4):682–703.

Hansen, W. G. (1959). How accessibility shapes land use. Journal of the American Institute of
planners, 25(2):73–76.

Harris, P., Brunsdon, C., and Charlton, M. (2011). Geographically weighted principal components
analysis. International Journal of Geographical Information Science, 25(10):1717–1736.

Hillier, B. and Hanson, J. (1989). The social logic of space. Cambridge university press.
Josselin, D. andCiligot-Travain,M. (2013). Revisiting the optimal center location. a spatial thinking
based on robustness, sensitivity, and influence analysis. Environment and Planning B: Planning
and Design, 40(5):923–941.

http://arxiv.org/abs/1705.02198
http://arxiv.org/abs/1608.08839
http://ec.europa.eu/eurostat/web/gisco
http://arxiv.org/abs/1306.0413


408 J. Raimbault

Josselin, D., Labatut, V., and Mitsche, D. (2016). Straightness of rectilinear vs. radio-concentric
networks: modeling simulation and comparison. arXiv preprint arXiv:1609.05719.

Lagesse, C. (2015). Read Cities through their Lines. Methodology to characterize spatial graphs.
arXiv preprint arXiv:1512.01268.

LeNéchet, F. (2009). Quantifier l’éloignement aumodèle de bussière: monocentrisme contre “acen-
trisme”. In Neuvièmes rencontres de Théo Quant, pages 19–p.

Le Néchet, F. (2010). Approche multiscalaire des liens entre mobilité quotidienne, morphologie et
soutenabilité des métropoles européennes: cas de Paris et de la région Rhin-Ruhr. PhD thesis,
Université Paris-Est.

Le Néchet, F. (2015). De la forme urbaine à la structure métropolitaine: une typologie de la con-
figuration interne des densités pour les principales métropoles européennes de l’audit urbain.
Cybergeo: European Journal of Geography.

Lee, M., Barbosa, H., Youn, H., Holme, P., and Ghoshal, G. (2017). Morphology of travel routes
and the organization of cities. Nature communications, 8(1):2229.

Leung, Y., Mei, C.-L., and Zhang, W.-X. (2000). Statistical tests for spatial nonstationarity based
on the geographically weighted regression model. Environment and Planning A, 32(1):9–32.

Louf, R. and Barthelemy, M. (2014). A typology of street patterns. Journal of The Royal Society
Interface, 11(101):20140924.

Louf, R., Jensen, P., and Barthelemy, M. (2013). Emergence of hierarchy in cost-driven growth of
spatial networks. Proceedings of the National Academy of Sciences, 110(22):8824–8829.

Moosavi, V. (2017). Urban morphology meets deep learning: Exploring urban forms in one million
cities, town and villages across the planet. arXiv preprint arXiv:1709.02939.

Moudon, A. V. (1997). Urban morphology as an emerging interdisciplinary field. Urban morphol-
ogy, 1(1):3–10.

OpenStreetMap (2012). Openstreetmap. http://www.openstreetmap.org.
Osmosis (2016). Osmosis. http://wiki.openstreetmap.org/wiki/Osmosis.
Páez, A. and Scott, D. M. (2005). Spatial statistics for urban analysis: a review of techniques with
examples. GeoJournal, 61(1):53–67.

Paquot, T. (2010). L’abc de l’urbanisme. IAU - UPEC.
Pumain, D. (2011). Systems of cities and levels of organisation. In Morphogenesis, pages 225–249.
Springer.

Pumain, D. (2012). Urban systems dynamics, urban growth and scaling laws: The question of
ergodicity. In Complexity Theories of Cities Have Come of Age, pages 91–103. Springer.

Raimbault, J. (2017a). Identification de causalités dans des données spatio-temporelles. In Spatial
Analysis and GEOmatics 2017.

Raimbault, J. (2017b). Modeling the co-evolution of urban form and transportation networks. In
Conference on Complex Systems 2017.

Raimbault, J. (2018a). Calibration of a Density-basedModel of UrbanMorphogenesis. forthcoming
in PlOS ONE. arXiv:1708.06743.

Raimbault, J. (2018b). Modeling the co-evolution of cities and networks. arXiv preprint
arXiv:1804.09430.

Raimbault, J. (2018c). Multi-modeling the morphogenesis of transportation networks. In Artificial
Life Conference Proceedings, pages 382–383. MIT Press.

Raimbault, J., Banos, A., and Doursat, R. (2014). A hybrid network/grid model of urban morpho-
genesis and optimization. In 4th International Conference on Complex Systems and Applications,
pages 51–60.

Reuillon, R., Leclaire, M., and Rey-Coyrehourcq, S. (2013). Openmole, a workflow engine specif-
ically tailored for the distributed exploration of simulation models. Future Generation Computer
Systems, 29(8):1981–1990.

Rui, Y. andBan,Y. (2014). Exploring the relationship between street centrality and land use in stock-
holm. International Journal of Geographical Information Science, 28(7):1425–1438. https://doi.
org/10.1080/13658816.2014.893347

http://arxiv.org/abs/1609.05719
http://arxiv.org/abs/1512.01268
http://arxiv.org/abs/1709.02939
http://www.openstreetmap.org
http://wiki.openstreetmap.org/wiki/Osmosis
http://arxiv.org/abs/1804.09430
https://doi.org/10.1080/13658816.2014.893347
https://doi.org/10.1080/13658816.2014.893347


An Urban Morphogenesis Model Capturing Interactions … 409

Schmitt, C. (2014). Modélisation de la dynamique des systèmes de peuplement: de SimpopLocal à
SimpopNet. PhD thesis, Paris 1.

Schwarz, N. (2010). Urban form revisited—selecting indicators for characterising european cities.
Landscape and Urban Planning, 96(1):29 – 47.

Stevens, F. R., Gaughan, A. E., Linard, C., and Tatem, A. J. (2015). Disaggregating census data for
population mapping using random forests with remotely-sensed and ancillary data. PLoS ONE,
10(2):1–22.

Tero, A., Takagi, S., Saigusa, T., Ito, K., Bebber, D. P., Fricker, M. D., Yumiki, K., Kobayashi,
R., and Nakagaki, T. (2010). Rules for biologically inspired adaptive network design. Science,
327(5964):439–442.

Trépanier, M., Morency, C., and Agard, B. (2009). Calculation of transit performance measures
using smartcard data. Journal of Public Transportation, 12(1):5.

Tsai, Y.-H. (2005). Quantifying urban form: compactness versus’ sprawl’. Urban studies,
42(1):141–161.

Watson, M. W. (1993). Measures of fit for calibrated models. Journal of Political Economy,
101(6):1011–1041.

Wegener, M. and Fürst, F. (2004). Land-use transport interaction: state of the art. Available at SSRN
1434678.

West, G. (2017). Scale: The Universal Laws of Growth, Innovation, Sustainability, and the Pace of
Lifein Organisms, Cities, Economies, and Companies. Penguin.

Zhang, T. and Zhou, B. (2014). Test for the first-order stationarity for spatial point processes in
arbitrary regions. Journal of agricultural, biological, and environmental statistics, 19(4):387–
404.



Continuum Percolation and Spatial Point
Pattern in Application to Urban
Morphology

Hoai Nguyen Huynh

Abstract One of the important problems in studying urban morphology is to be
able to quantify urban objects using mathematical descriptions or measures. Doing
so allows one tomake a comparison amongst different types of geometry/morphology
in urban systems, and effectively classify them. A number of techniques have indeed
been developed in urban/geographical analysis. Here in this work, we propose a
method to quantify spatial patterns of a set of points based on the idea of percolation,
that is rooted inmathematical physics and has been applied to various fields. Employ-
ing the idea of percolation enables us to characterise the relative spatial arrangement
of points in a set. In particular, themethod could be applied to analyse the distribution
of different point datasets in urban context and illustrate how it could characterise and
classify their spatial patterns. We show that different spatial distributions of points
can generally be classified into four groups with distinctive features: clustered, dis-
persed or regularly distributed at single or multiple length-scales. In applying to
urban morphology, the results could enable quantitative discussion on the existence
of two different forms of urban system: well-planned and organically grown.

Keywords Urban morphology · Spatial point pattern · Buffer radius · Cluster ·
Percolation · Geometry

1 Introduction

For a long time, the pattern of human settlement has always been a subject of much
interest across different fields of Science, from Geography, Archaeology to Statis-
tics (Small et al. 2005; Helbing et al. 1997; Anschuetz et al. 2001; Mellars 2006;
Schumacher 1976; Zucchetto 1983). Over time, urban systems have become ever
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more important as a form of human settlement on the globe. As such, the study of
urban morphology, the study of the spatial structure of people’s physical living space
in which their daily activities take place, forms a major component of settlement or
urban research as a whole. A good understanding of the morphology of an urban
system provides us with the comprehension of its current status of development or
even the living condition of people inside it. On the other hand, the knowledge of
spatial organisation of an urban system could unveil the dynamical processes behind
its growth and development, and allows us to gain insights into the way the system
operates and evolves.

Traditionally, as mentioned, urban study has been performed by geographers,
archaeologists or statisticians. However, urban systems, or ‘cities’ in modern terms,
are typical examples of highly complex systems in which overwhelmingly many
agents interact in non-trivial and nonlinear manners over a wide spectrum of spatial
and temporal scales (West 2017; Bettencourt et al. 2007; Batty 2017). The results
of such tangled interactions are the emergence of unexpected global patterns that
cannot be derived from solely knowing the local behaviours of individual agents.
It is this emergence property that has attracted researchers in theoretical fields like
Mathematics or Physics to apply their tools to provide different and unconventional
perspectives on urban systems.

One of the toolboxes which proves very useful in tackling complexity problems
is that from Statistical Physics. The framework of Statistical Physics is particularly
suitable for dealing with complex systems which have multiple agents, interacting
locally with each other in simple but nonlinear manners (Viswanathan et al. 2014;
Bertin 2016). The result of such interactions is a complex pattern at the level of
the entire system, usually with long-range correlation that normally coexists with
a critical state, signified by a phase transition and characterised by the notion of
universality class. One such tool is the well-studied percolation phenomena with
long-established literature in both AppliedMathematics and Theoretical Physics. As
will be seen in this chapter, we will apply the techniques in percolation to analysing
the cluster structure of sets of points, which could represent either transport points,
be it road junctions or transport stations, or various sites in the urban context.

Spatial point pattern analysis is a well-studied field with various applications in
biology (e.g. spatial distribution of cells obtained from bio-imaging (Burguet and
Andrey 2014)), ecology (e.g. location and distribution of species (Knegt et al. 2010))
or geography (e.g. spatial patterns of people’s location or movement and physical
entities, both natural like terrain and artificial like infrastructure (Fotheringham et al.
2000)). There have been many different methods developed either specific to each
problem or aimed to be a general approach applicable to a wide range of problems
(Illian et al. 2008). Most of them have been mainly concerned with identifying
whether or not a point pattern distribution is complete spatial randomness (CSR),
which implies that the mechanism underlying the process of generating the points is
likely to be a homogeneous Poisson with little inter-event correlation. It appears that
most of the analysismethods utilise the nearest-neighbour information based on some
metric. Well-known methods like Ripley’s K-function (Ripley 1976, 1977) or pair
correlation function (Stoyan and Penttinen 2000) also require proper identification of
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observation window which can become very complicated in the case of locations of
urban entities because the domain of such is normally not a simple square or rectangle
due to the geography and topography of the system. Furthermore, these methods are
also known to be sensitive with respect to the boundary conditions for the domain
(Li and Zhang 2007). Here we propose a method that is simply based on the relative
position among points in a domain without requiring the knowledge of its boundary.
The method is inspired by the ideas in ordinary critical phenomena (e.g. Uzunov
2010), percolation in particular (Stauffer et al. 1994). In percolation or ordinary
critical phenomena in general, there is a control parameter that can be tuned to drive
the system of interest to different desired states possessing distinct properties. The
transition from one state to another takes place at some special value of the control
parameter which is called a critical value. A percolation system is a collection of
many sites each of which can be either percolating or non-percolating with a certain
probability. This probability of a site being percolating (or non-percolating) is the
control parameter in the percolation system. When the percolating probability is
low, most of the sites are non-percolating, blocking the path to go from one end
of the system to the other. When the percolating probability is high, most of the
sites are percolating, allowing such path to exist. The length of the shortest such
path is typically the (linear) size of the largest contiguous cluster connecting the
neighbouring percolating sites. It has been shown that there exists a critical value
of the percolating probability—the critical point—at which the system transits from
being not percolating to being so. The behaviours of the system approaching the
critical point can then be used to classify the system, i.e. identifying its universality
class (Stanley 1999). These behaviours include the critical exponents (and scaling
function (Hinrichsen 2000)) characterising the scaling of the size of the percolating
cluster, among many other quantities.

Bringing this idea of percolation to studying the spatial point pattern, we introduce
a control parameter that changes the state of a spatial point. To serve this purpose,
the state of a point should reflect its connectivity to the surrounding points. A cluster
should then be a group of neighbouring sites that share the same state. As we vary
the control parameter and, hence, change the state of the points, the clusters would
change. Analysing the properties of these clusters would allow us to classify the
system of points of interest.

In what follows, we first present the method we employ to study the pattern of a
spatial point distribution, including the quantities we define to analyse its structure.
The analysis yields the characteristic distances of a distribution of points and how they
can be used to classify different distributions. Finally, we discuss several technical
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aspects of the proposed method including the comparison with other knownmethods
in the literature, and the applicability and interpretationwhen applying to study urban
morphology.

2 Percolation in Mathematical Physics

2.1 Description

The idea of percolation is indeed very simple. On a lattice (in discretised space),
which can be thought of as a porous media, every site1 can be either occupied,
meaning a liquid is passing through it, with a certain probability p or otherwise
empty. At a small value of p, it is very difficult for the liquid to pass through the sites
and only small clusters of (adjacent) occupied sites exist (see Fig. 1a–c). But at large
value of p, a large cluster is formed spanning one edge to the opposite (Fig. 1d–f).
That means the liquid can now easily percolate through the media. The graph of
percolation probability against the occupation probability would show a sharp pick
up near p equal to 0.6, which is known as the percolation threshold (pc ≈ 0.5927)
(Newman and Ziff 2000) on a two-dimensional square lattice, when there ‘suddenly’
exists a giant cluster that spans one side to the other of the lattice.

Simply put, at small value of p, most sites are empty and no large clusters exist.
At the other end of large value of p, most sites are occupied and a so-called giant
cluster exists. So, what happens in between? By the argument of continuity, we know
the transition from small clusters to a giant cluster must take place somewhere. It
has been studied and found that there exists a critical value pc of the occupation
probability p. When p approaches pc both from above and below, all sorts of scaling
behaviours come in to play, for example the divergence of correlation length in the
system that is characterised by a power law (Stauffer et al. 1994).

2.2 Phase Transition

It is clear that the higher the percolating probability is, the easier the sites are con-
nected to one another other, and vice versa. The percolating probability is then
viewed as a control parameter in the system. The transition occurs when the con-
trol parameter is adjusted to a critical value (called the critical point) at which the
system transits from one state (or phase) to another with distinct properties, namely
the non-percolating and percolating phases respectively at low and high percolating

1The description is for site percolation, the similar idea applies to bond percolation. In bond per-
colation, a link between a pair of sites is traversable, meaning a liquid can flow through it, with
probability p or otherwise blocked.
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Fig. 1 Realisations of sites’ configuration on a square latticewith different occupation probabilities
p. On average, for uniform site-percolation model, the density (or fraction) of occupied sites equals
the probability p of every site being occupied

probabilities. The behaviour of the system approaching the critical point can then be
used to classify the system, i.e. identifying its universality class (Stanley 1999).

When the system is at the critical point, many physical quantities diverge in a
manner that can be described by a power law

X(p) ∝ |p − pc|−βX , |p − pc| � 1, (1)

whose behaviour is solely characterised by the exponent βX > 0. X could quantify
some relevant properties of the system, for example, correlation length (distance
beyond which the states of two points, on average, become uncorrelated) or average
cluster size, etc. A small value of the exponent βX indicates a slow divergence of
X, whilst a larger one means that X diverges fast. In physics literature, the set of
exponents βX together with other mathematical descriptions are used to characterise
the universality class of a physical system (Hinrichsen 2000).

Applying that idea of transition in standard percolation, we find the clusters of
points in our data by defining a parameter distance ρ that sets the maximum nearest
neighbour distance between a pair of points in the same cluster. Once a cluster is
identified, its size is defined as the number of points in the cluster, and area as the
union area of circles of radius ρ centred at all the points. Intuitively, we know that
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for small parameter distance ρ, most points belong to distinct clusters while at large
parameter distance, most points belong to a single cluster. A transition is expected
to take place in between.

3 Continuum Percolation and Spatial Arrangement
of Points

3.1 General Ideas

We propose a procedure to characterise the spatial pattern of a set of points, that is
based on the idea of continuum percolation (Meester et al. 1996) (see also random
disk models or Gilbert disk (Boolean) model (Balister et al. 2008)). The procedure
involves identifying clusters of points, whose pairwise distance does not exceed a
parameter value ρ, and quantifying the growth of the clusters as the parameter ρ

changes its value. This distance parameter (also known as buffer radius in spatial
analysis) ρ sets out the neighbourhood of a point, which could be related to its
connectivity. A larger value of ρ means an extensive vicinity for the point, allowing
access or connection to more other points to form a common cluster.

Mathematically, we consider a domainD inR2, in which there are N points, each
of which is located at coordinates (xi , yi ). We then construct the clusters based on
the buffer radius ρ. Any point j, whose Euclidean distance

di j �
√(

xi − x j
)2

+
(
yi − y j

)2
(2)

from point i is less than or equal to ρ, belongs to the same cluster as i (Fig. 2).2 We
denote η(ρ) as the number of clusters given the buffer radius ρ. For each cluster,
we define its size ξ(ρ) as the number of points in the cluster whereas its area A(ρ)

the union of area of circles of uniform radius ρ centred at the points in the cluster.
To make different domains comparable, we normalise the clusters’ size ξ(ρ) by the
number of points N in the domain (i.e. as fraction of points), while the clusters’ area
A(ρ) by the union of area �(ρ) of circles of radius ρ centred at all N points in the
domain D. In this analysis, we are interested in the cluster with either largest size
ξmax (ρ) or largest area Amax (ρ), which may not be necessarily the same one. For
simplicity of discussions, and unless stated otherwise explicitly, the descriptions of
cluster size ξ below also hold for cluster area A.

In applying the idea of the percolation cluster to analyse the spatial pattern of a
set of points, the buffer radius ρ plays the role of the control parameter. For different
values of ρ, the system could be argued to be in different phase, namely, a segregate

2This step is similar to the procedure in DBSCAN algorithm in computer science literature (Ester
et al. 1996) when no noise is considered, i.e. smallest cluster size is 1 or a point is allowed to form
a cluster of its own.
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Fig. 2 Illustration of the cluster identification based on buffer radius ρ. Points (indicated as �, with
circle of radius ρ centred at it) belonging to the same cluster are marked with same colour. The
cluster with largest size is coloured red, and it grows as ρ increases. A cluster of size 1 is coloured
grey with dashed circle around it. (Tip to read clusters: a point (�) must be of the same colour as
the circle (�) enclosing it.)

phase for small values ofρ and anaggregatephase for large values ofρ. The transition
from one phase to the other takes place in the intermediate regime of ρ. When ρ is
small, there are many small clusters as most points are not connected due to limited
vicinity, resulting in a large number of clusters η(ρ). The size of largest cluster
ξmax (ρ), therefore, stays small and slowly increases due to this disjoint structure.
As ρ enters an intermediate regime, ξmax(ρ) increases faster than it does in the
small-ρ regime. This is when the larger clusters merge together making a significant
expansion in size of the largest cluster. At the same time, η(ρ) starts to decrease when
small clusters merge to form larger ones. By this time, the largest cluster would have
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already encompassed most of the points in the domain, leading to very mild change
in its size ξmax (ρ) as ρ increases further into the regime of large ρ.3 The picture
above illustrates that as ρ is tuned, the system undergoes a change in its state, from
a segregate to an aggregate phase, via a region of ‘phase transition’ corresponding
to the intermediate regime of ρ, which has been well studied in physics (Domb et al.
2001), with a prime example of percolation (Stauffer et al. 1994;Meester et al. 1996).

The idea of percolation, in fact, has been employed in a number of urban-related
studies. These include modelling the growth of cities (Makse et al. 1998) as a variant
of percolation (i.e. correlated percolation), analysis of road network in Britain using
percolation cluster to determine the hierarchical and organisational structure of cities
and regions (Arcaute et al. 2016), analysis of the global urban land cover pattern to
show a transition from separated clusters to a gigantic component at the country
scale (Fluschnik et al. 2016), or application to modelling of urban retail locations
(Piovani et al. 2017). However, while the cluster size appears in most of the studies,
the cluster area has not previously been considered. In this chapter, we shall see that
the combination of analysis of profiles of both the largest system size ξmax (ρ) and
area Amax (ρ) transit through the intermediate region would allow us to characterise
the spatial pattern of a set of points.

3.2 Characterisation of Spatial Distribution of Points

The growth pattern of the clusters of points as the buffer radius parameter ρ varies
could be used to quantify the spatial pattern of the set of points. When ρ increases,
more points at farther distance can now join to belong to the same cluster as previously
disjoint points, making the clusters merge to increase their size. Since the largest
cluster size ξmax (ρ) increases monotonically with ρ, there exists a representative
characteristic distance ρ�

ξ at which ξmax (ρ) effectively exhibits the most significant
increase. As ρ approaches ρ�

ξ , the profile ξmax (ρ) could exhibit different behaviours,
showing either a sharp narrow or a gradual wide-range increase. To account for that,
it is alsomeaningful to introduce a quantity σξ , called spread of transition, tomeasure
the overall width of the increases in the profile of ξmax .

3.2.1 Peak Analysis

In order to calculate the characteristic distanceρ�
ξ and its spreadσξ ,wemakeuse of the

profile of the first derivative ξ
′
max (ρ) � dξmax (ρ)

dρ of the largest cluster size (similarly,

we use A
′
max (ρ) � dAmax (ρ)

dρ for the cluster area), which measures its growth. If the
profile of ξmax(ρ) exhibits a sharp increase, its first derivative produces a single

3Strictly speaking, the size and area of a cluster are step functions of the buffer radius ρ, but we
assume in this study that the profiles ξmax (ρ) and Amax (ρ) can be approximated by smooth functions
so that their derivatives exist at all points (see Sects. 3.2.2 and 3.2.3).
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dominant peak. On the other hand, if ξmax(ρ) increases gradually over a wide range
of ρ, multiple scattering peaks are present in the profile of ξ

′
max (ρ). To identify these

peaks, we consider the profile of ξ
′
max (ρ) (and A

′
max (ρ)) at every value of the buffer

radius ρ ranging from ρmin � ρ1 to ρmax � ρM in the step of δρ � ρi+1 − ρi , ∀i .
Since the values of the buffer radius are discrete, a point ρi , ξ

′
,max (ρi )) is a peak if

and only if

{
ξ

′
max (ρi ) > ξ

′
max (ρi−1)

ξ
′
max (ρi ) > ξ

′
max (ρi+1)

(3)

This discrete nature also produces a lot of small noisy peaks. For practical purpose,
these noisy peaks could be filtered out by offsetting the entire profile of ξ

′
max (ρ) by

a sufficiently small amount (usually less than 0.5% of the maximum possible peak,
which is 1, after normalisation) and considering only the positive remaining peaks.

3.2.2 Characteristic Distances Among Points

Once the peaks have been properly identified, the characteristic distance ρ�
ξ could

be calculated to be the mean of ρ of all peaks, as the representative value of ρ the
transition in largest cluster size takes place, since all peaks in the derivative ξ

′
max (ρ)

contribute to the growth of the cluster ξmax (ρ). However, since not every peak is
contributing equally to the growth, a measure of the characteristic distance ρ�

ξ must
take into account the effects of their strength. It follows that a high peak indicates a
more significant increase in cluster size (a major merger) than those indicated by a
lower one. Hence, the average of all values of ρ†

ξ,i at which a peak i occurs, weighted

by the height ξ
′
max

(
ρ
†
ξ,i

)
� dξmax (ρ)

dρ

∣∣∣
ρ�ρ

†
ξ,i

of the peaks, is an appropriate measure of

this characteristic distance, i.e.

ρ�
ξ �

∑
i ξ

′
max

(
ρ
†
ξ,i

)
ρ
†
ξ,i

∑
i ξ

′
max

(
ρ
†
ξ,i

) (4)

Similarly, we have for the cluster area

ρ�
A �

∑
i A

′
max

(
ρ
†
A,i

)
ρ
†
A,i

∑
i A

′
max

(
ρ
†
A,i

) (5)

It should be noted that every peak in ξ
′
max (ρ) signifies the existence of one or a

few clusters of points located at a farther distance than those in the current largest
cluster. This thus provides us with information on the length scales of distribution of
points within the set. If there are many peaks, the points are distributed in clusters
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separated by different distances. On the other hand, the existence of a few peaks
implies an almost uniform distribution of points that are (approximately) equidistant
from one another. In either case, it is without a doubt that there exists a characteristic
distance in the spatial distribution of points. This characteristic distance should tell
us the length scale above which the points are (largely) connected and below which
they are disconnected.

It is noteworthy that ρ�
ξ and ρ�

A are different from the average of pairwise distance
among all points in the set because they encode the connectivity of the points in
terms of spatial distribution. In other words, the two characteristic distances are the
measure of typical distance between points in the set in the perspective of global
connectivity of all points. In the context of points in an urban system, they translate
to the distance one has to traverse to get from one point to another in order to explore
the entire system. It then follows that a large value of characteristic distance implies
a sparsely distributed set of points, i.e. a low density of points per unit area (Huynh
et al. 2018).

The analyses of peaks in size profile ξ
′
max (ρ) and area profile A

′
max (ρ) provide

different perspectives on the spatial distribution of points. The size quantifies the
number of points with respect to the distance while the area further takes into account
the relative position of the points. There is no redundancy in the consideration of the
two measures, but rather, one is complementary to the other. This comes to light in
the next Sect. 3.2.3 when the combination of the two allows us to classify distinct
types of distribution of points.

3.2.3 Quantification and Classification of the Spatial Distributions
of Points

The characteristic distances introduced above inform us on the points of transition of
cluster size and area but they do not tell us how the size and area of the cluster transit
from small to large value, i.e. how the cluster grows. This, however, can be easily
characterised by further exploiting the analysis of peaks in ξ

′
max (ρ) (and A

′
max (ρ))

discussed in Sec. 3.2.1. As discussed above, if the cluster grows rapidly through
the transition, there are very few peaks in ξ

′
max(ρ), and all of which are sharp and

localised. On the other hand, the peaks are scattered over a wide range of ρ should the
cluster grow gradually. The standard deviation of the location ρ

†
ξ,i of the peaks, or the

spread of transition σξ for cluster size, is a good measure of such scattering. Again,
however, a low peak that is distant from a group of localised high peaks should not
significantly enlarge the spread. Therefore, the standard deviation of ρ

†
ξ,i needs to be

weighted by the height ξ
′
max

(
ρ
†
ξ,i

)
of the peaks, i.e.

σξ �

√√√√√√
∑

i ξ
′
max

(
ρ
†
ξ,i

)(
ρ
†
ξ,i − ρ�

ξ

)2

∑
i ξ

′
max

(
ρ
†
ξ,i

) (6)
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Fig. 3 Illustration of the quantities yielded from analysis of peaks in the size and area profile of
the largest cluster

Similarly, we have the spread of transition for cluster area

σA �

√√√√√√
∑

i A
′
max

(
ρ
†
A,i

)(
ρ
†
A,i − ρ�

A

)2

∑
i A

′
max

(
ρ
†
A,i

) (7)

An illustration of the characteristic distance ρ�
ξ (and ρ�

A) and the spread σξ (and ρA)
is depicted in Fig. 3.

Once we have quantified themeasures of the largest cluster size and largest cluster
area, we shall argue that the combination of these quantities allows us to characterise
the pattern of relative position of points in a set. In particular, the combination of
the two spreads of transition defined in Eqs. (6) and (7) enables us to construct the(
σξ , σA

)
diagram (see Fig. 4) to discuss different regions corresponding to different

types of spatial point distribution. In general, there are four types of distribution that
can be identified from the spreads of transition in size σξ and area σA. The first one
is the region of small σξ ≈ σA in which both ξmax (ρ) and Amax (ρ) exhibit a sharp
rise. This is the case of a system of regularly distributed points in which the points
are (approximately) equally distant from each other, e.g. grid points. Outside this
region, going along the diagonal line of σξ ≈ σA, the second type could be identified
in which both ξmax (ρ) and Amax (ρ) exhibit a gradual increase and almost every peak
in ξ

′
max (ρ) has a respective peak in A

′
max (ρ). When the σξ and σA differ significantly,

we have two other types of pattern, one below and one above the diagonal line. To
discuss these two types of pattern, we recall that the size of a cluster is the number
of points in that cluster, whereas its area the union area of circles of radius ρ centred
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Fig. 4 Interpretation of different patterns of spatial point distributions given different values of the
pair

(
σξ , σA

)

at the points in the cluster. Above the diagonal, in the region of σξ 	 σA, the peaks
in ξ

′
max (ρ) tend to spread over a wider range of ρ than those in A

′
max (ρ), implying

clustered points and compact coverage area. In such distributions, there are jumps
in the size of the largest cluster size that do not give rise to a jump in its area. This
happens when the points of an acquired cluster are compact, contributing very little
increase in the area of the largest cluster. If the acquired cluster is not compact, i.e.
its points span a larger area, there might be a significant increase in the area of the
largest cluster. On the other side, below the diagonal, in the region of σξ � σA, the
peaks in ξ

′
max (ρ) tend to bemore localised than those in A

′
max (ρ), implying dispersed

points and broad coverage area. In such distributions, there are jumps in the area of
the largest cluster area that do not give rise to a jump in its size. This happens when
the points of an acquired cluster are stretched apart (but still within the buffer radius
so that they belong to the same cluster). This way, the increase in the area of the
largest cluster is more significant than that in its size.

3.3 Comparison with Other Methods

There are a few well-established methods in the literature to analyse the spatial
pattern of a set of points. Among them, the most popular method in the geographical
analysis is probably the Ripley’s K-function (Ripley 1976, 1977). The method of
pair correlation function (Stoyan and Penttinen 2000) is also widely used in the field
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of forestry to understand the pattern of trees’ location in an area. These methods
are mainly concerned with the null hypothesis whether the pattern of the points in
the set is complete spatial randomness (CSR). If not CSR, the pattern can further be
determined to be either regular or clustered.

TheRipley’sK-functionmethod centralises about the functionK , which is defined
as the expected number of neighbourswithin distanced froma randomly chosen point
rescaled by the density λ of points in the domain of interest. The function K(d) of
the set of points is then compared against that of a homogeneous Poisson process4

(or CSR pattern), which is known to be KPoisson(d) � πd2. When the value K(d)
is larger than that of KPoisson(d), the points are said to be clustered at distance d
because more neighbours are expected within distance d of a point than in a Poisson
process. Conversely, when the value K(d) is smaller than that of KPoisson(d), the
points are said to be regular at distance d. On the other hand, the pair correlation
functionmethod utilises the pair correlation function g between two points at distance
u (Penttinen et al. 1992) which is related to the Ripley’s K-function via

K (d) � d∫
0
g(u)2πddu

In both cases, the function K (or g), however, involves the density λ of points in
the domain and, hence, requires a proper identification of the area of the domain. An
overestimate or underestimate of the density can significantly alter the behaviour of
the function K . Visually, an immense domain seeing the points clustering in a small
area would yield very small λ and, hence, significantly boost up K(d), making it
incorrectly larger than KPoisson(d). Contrarily, a tight domain may artificially make
K(d) smaller than KPoisson(d). In the study of forestry, the domain is usually taken to
be the range of the coordinates of the trees’ location, which is a rectangular bounding
box, due to the nature of the observation. However, in the case of urban entities like
road junctions, the bounding boxmight not be a proper identification of the domain of
the points because of their irregular distribution pattern due to unknown underlying
urban growth processes. These methods could be difficult to apply in analysing the
spatial patterns of points in an urban context like in the distribution of road junctions.

4 Interpretation of the Patterns in Urban Morphology

In the coming section, we discuss how the analysis method described in Sect. 3.2
could be applied to quantify different patterns in urban morphology. For this dis-
cussion, we refer to the points in an urban system as spatial locations of important
entities that could be used as a representative set of points in an urban system. Such

4In this process, each point is randomly and independently located in the domain. The process has
it name from the fact that the number of points in a sub-region of a certain size follows a Poisson
distribution.
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Fig. 5 An example of single-scale regular point pattern. The pattern is generated by adding small
random displacement to points of a regular lattice, which comprises 2025 (45× 45) points spanning
an area of 10 km × 10 km. The values of the characteristic distances are ρ�

ξ � 240m and ρ�
A �

240m. The measures of spread of transition are σξ � 0m and σA � 0m (there is only a single
peak, resulting in vanishing standard deviation as obtained from Eqs. 6 and 7; in general, σξ and
σA should stay small)

a set could nominally be, for example the locations of road junctions. In a recently
published study, the method has been applied to a case study of spatial distribution
of locations of public transport points in different cities in the U.S. (Huynh et al.
2018).

4.1 Single-scale Regular Pattern

The bottom-left corner of the
(
σξ , σA

)
plot (Fig. 4) represents the set of points

whose values of the spreads σξ and σA are very small. That means the profiles of
ξmax (ρ) and Amax (ρ) exhibit sharp transition with localised peaks in both ξ

′
max (ρ)

and A
′
max (ρ). This signifies a characteristic length scale at which most of the points

are (approximately) equally spaced from each other, e.g. grid points (see Fig. 5).
There is a sharp transition at the value of the characteristic distances ρ�

ξ ≈ ρ�
A: the

largest cluster transits from occupying a modest fraction to almost the entire of the
points in the set. One could take the boroughs of Bronx, Brooklyn and Manhattan of
NewYork city as typical examples of such kind of distribution. The pattern of spatial
points in these cities appears very regular. In fact, by inspecting their street patterns,
one can easily tell the pattern of parallel roads in one direction cutting those in the
other, dividing the land into well-organised polygons with almost perfect square and
rectangular shapes. Apparently, this feature was a result of top-down planning and
design that happened before the infrastructure was being built in the city (Barthelemy
et al. 2013).
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Fig. 6 An example of multiple-scale regular point pattern. The pattern is generated by superim-
posing different sets of single-scale pattern (of different densities) like in Sect. 4.1. There are in
total 2041 points spanning an area of 10 km × 10 km. The values of the characteristic distances are
ρ�

ξ � 315.080m and ρ�
A � 314.357m. The measures of spread of transition are σξ � 23.185m

and a similar value for σA � 25.172m

4.2 Multi-scale Regular Pattern

The set of points in a city can also be distributed in a regular manner but at different
length scales (Chen and Wang 2013; Nie et al. 2015). For example, the entire set
of points can be divided into several subsets and within each subset, the points are
(quasi-)equally distant from each other (see Fig. 6). At larger length scale, i.e. ρ

increases further, these subsets of points are again (quasi-)equally distant from each
other, i.e. hierarchical structure. The buffer radius ρ can thus be thought to play the
role of a zooming parameter. In this multi-scale regular pattern, the profile of the
largest cluster size ξmax (ρ) and area Amax (ρ) experience a significant jump every
time ρ changes its zooming level. At the lowest level are individual transport point.
When ρ zooms out to the second level, the points that are closest to each other start
to form their respective clusters. Moving to the next level, the nearby clusters start
joining to form larger cluster but there will be many of these ‘larger clusters’, i.e.
the largest cluster is of comparable size or area to several other clusters. The most
important feature of this spatial pattern is that the jumps in the profile of ξmax (ρ)

correspond well to those in Amax (ρ), even though the locations of the jumps are
spread apart. That leads to the (approximate) equality of the spread of transitions σξ

and σA despite their not being small.

4.3 Clustered Pattern

There are cases in which the jumps in the profile of largest cluster size ξmax (ρ) do
not correspond to those in the area Amax (ρ) and vice versa. In such cases, the spatial
distribution of the transport points deviates from regular patterns. We first consider
the scenarios in which σξ 	 σA. For such distributions, the points are clustered and
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Fig. 7 An example of clustered point pattern. The pattern is generated by first defining a fixed
number of centres (3 in this case) and then randomly adding points surrounding them with density
decaying away from the centres. There are in total 2000 points spanning an area of 10 km × 10 km.
The values of the characteristic distances are ρ�

ξ � 258.747m and ρ�
A � 277.752m. The measures

of spread of transition are σξ � 65.474m and a smaller value for σA � 17.603m

tend to minimise the coverage area (see Fig. 7). When σξ 	 σA, there are jumps
in the size of the largest cluster size that do not give rise to a jump in its area. This
happens when the points of an acquired cluster are compact, contributing very little
increase in the area of the largest cluster. If the acquired cluster is not compact, i.e. its
points span a larger area, there might be significant increase in the area of the largest
cluster and, hence, a peak would be reflected by its contribution to σA. However, the
size measure is not affected as it only tells the number of points that are included in
the cluster but not their relative location with respect to each other.

4.4 Dispersed Pattern

At the other end, we have the scenarios of σξ � σA, in which the points are dispersed
and tend to maximise the coverage area. When σξ � σA, there are jumps in the area
of the largest cluster that do not give rise to a jump in its size. This happens when
the points of an acquired cluster are dispersed (but still within the buffer radius so
that they belong to the same cluster, see Fig. 8). This way, the increase in the area of
the largest cluster is more significant than that in its size, resulting σξ � σA.

If the feature of single-scale regular spatial pattern (when both σξ and σA are
small) is a result of well-designed and top-down planning in an urban system, the
other spatial patterns (either σξ or σA is not small) can be interpreted as a consequence
of urban system development under local constraints. In the former case, the urban
system appears to be of organised type while in the latter, it can be said to be of
organic type because its spatial features develop in an ad hoc manner as the city
grows. Thus, our analysis on the spatial patterns in urban systems provides more
nuances of their morphology and insights into different possible growth processes
as the systems progress through their development.
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Fig. 8 An example of dispersed point pattern. The pattern is generated by scattering points with
uneven density. There are in total 2000 points spanning an area of 10 km × 10 km. The values of
the characteristic distances are ρ�

ξ � 124.322m and ρ�
A � 191.146m. The measures of spread of

transition are σξ � 30.875m and a larger value for σA � 67.361m

The proposed method in this chapter provides quantitative measures of spatial
pattern of a set of points, that can be applied to, for example, the road junctions
in the context of urban systems. The public road junctions play an important role
in forming the backbone of any modern urban system. For example, street network
serves the essential role of enabling flow or exchange of various processes in the city,
whose overall patterns could be captured by the intersections, which in turn define
the pattern of land parcels.

The results from the analysis in this work unveil different types spatial patterns
in urban systems. The patterns are shown to be either of organised type, in which the
entities are well spaced as if they were built top-down, or of organic type, in which
the entities are spaced with multiple length scales as if they grew spontaneously
(Cheng et al. 2003; Makse et al. 1998; Longley et al. 1992). It should be noted
that while these two types of patterns have been discussed in other literature like
architecture or urban geography, the emphasis of this study is the quantification of
the perceived spatial patterns found in different urban systems, via σξ and σA, that
allows comparison among them.
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Urban Compactness: New Geometric
Interpretations and Indicators

Stephen Marshall, Yi Gong and Nick Green

Abstract The ‘compact city’ concept is prominent in contemporary planning policy
debates about ideal urban forms. However, the property of compactness itself is not
well defined, and is sometimes confused or conflatedwith density. This chapter devel-
ops a new geometric interpretation of compactness with specific indicators—relating
to diameter and perimeter—that can capture this property in the urban context. The
chapter demonstrates these compactness indicators first by application to theoretical
geometric shapes and then a range of English urban areas. The chapter reflects on the
interpretation of the core concept of compactness, and suggests additional indicators
such as ‘built compactness’ and ‘population compactness’.

1 Introduction

The idea of a compact city as an ideal city has a long tradition. Idealised cities of
the Renaissance were often depicted as bounded polygons, with walled enclosure
separating the urban from the rural surrounds. Historically, the compact city has not
only been a Utopian ideal but a pragmatic one grounded in geometric reality: walled
cities of compact shape had the advantage of minimising the length of perimeter wall
to enclose the maximum area of city (Barrow 2008). More recently, the late twentieth
century rise of environmentalism and concern for ‘sustainable’ development led to
renewed favour for compact cities whose dense form could in principle minimise
land take and reduce travel distances, minimise energy and so on (for example, in
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the UK, Urban Task Force 1999; ODPM 2003; DCLG 2007; Dempsey 2010; West-
erink et al. 2013; Wolsink 2016). As mainstream advocacy for compact cities grew,
researchers and commentators questioned the supposed benefits of compactness (see,
for example, Breheny 1992a; Frey 1999; Echenique et al. 2009; Ferreira and Batey
2011). There is now an ongoing, outstanding debate on the merits or otherwise of the
compact city, and the idea is sufficiently mature to have encouraged empirical studies
of its ongoing validity and effectiveness (for example, Chettri and Corcoran 2013;
Westerink et al. 2013; Bunker 2014; Wolsink 2016; Tappert and Drilling 2018).

However, this debate is hindered by the lack of a common consistent basis for
agreeing what a compact city is, or specifying particular attributes such as ‘com-
pactness’. Without agreement on what compactness means, the articulation of policy
options and the evaluation of the performance of compact cities are likely to remain
confused and contested.

In fact, we can identify two distinct uses of the term compact. The first broad sense
is to use compact as a label for a typical kind of city, where a ‘compact city’ has a
package of attributes, usually featuring a combination of density, containment and
proximity of services, often associated with mixed land uses and transport accessi-
bility; this general definition can reasonably be dubbed a ‘standard’ definition (Jenks
et al. 1996; Burton 2002; Dempsey 2010). The second narrower sense is of com-
pactness being a specific geometric property of urban form. The two senses are not
mutually exclusive: a compact city may include geometric compactness as one of its
attributes. While the compact city is well aired in the urban literature, compactness
as geometric property is less well articulated, and it is this second topic that this
chapter focuses on. This focus is not to claim that the term compact should only be
used to refer to a specific geometric property; but we suggest that when compactness
is used as a property, it should be clearly defined, conceptually distinct from density.
Better articulation of the narrower geometric conception of compactness should, in
turn, support the better articulation of arguments in the broader compact city debate.

This chapter explores the concept of compactness and how this property might be
captured and applied to settlements. The aim is to provide a clearer articulation of
the geometric property of compactness through new interpretations and indicators,
which may then be used for onward application, testing and debate. Following this
introduction, Sect. 2 reviews existing concepts of urban compactness within the
‘compact city’ policy debate, and then Sect. 3 reviews compactness as a geometric
property. Then, we develop new interpretations and indicators of compactness, which
are illustrated with reference to some theoretical geometric shapes (Sect. 4), and
subsequently applied to selected urban settlements (Sect. 5). In Sect. 6, we then
reflect on the core meaning of compactness and suggest further interpretations of
different kinds of compactness. Finally, we draw conclusions on the potential use of
such compactness indicators, in future urban analysis and policy debates.
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2 Compact Cities

Whatever the merits of compact cities, we need to be clear about what is meant
by a compact city is in the first place, and interpretations of urban compactness in
contradistinction to density. In this section, we shall first look briefly at the context
of the compact city policy debate, before focusing in on existing conceptions of
urban compactness, and then finally discuss briefly, what we can learn from the
corresponding case of density.

2.1 The Compact City Policy Debate

The compact city is generally promoted as a form of ‘sustainable’ city and an anti-
dote to ‘sprawl’. In the UK, the compact ideal attempts to address the perceived
problems brought about by the long-held English preference for a suburban lifestyle
(Rasmussen 1982; Breheny 1997; Breheny and Hall 1999; Champion 1989, 2001;
Power 2001). The compact city has been associated positively with ‘energy, opportu-
nity, diversity and excitement’ (Rogers and Power 2000; Power 2001; Rogers 2011),
fashionable notions of ‘loft living’ (Zukin 1982), healthy social networking (Bre-
heny et al. 1993), walking, cycling and the use of public transport, and (hence)
‘green urbanism’ and ‘sustainability’ (Jenks et al. 1996; Edwards 2005).

And yet, the compact city remains a contested notion. As Neumann points out, it
is a concept that seems slightly unsure of itself: there is a preponderance of question
marks in the titles of articles dealing with the compact city (Neuman 2005), perhaps
because many of the merits of urban intensification and the compact city have been
based on assertion and theory rather than empirical evidence (Breheny 1992a, b;
Jenks et al. 1996; Williams 2000; Williams et al. 2000; Vallance et al. 2005). Several
chapters have questioned whether the compact city is a ‘sustainable’ urban form
from a variety of points of view (Burton 2002; Bramley et al. 2006; Gaigné 2009;
Dempsey 2010). Even if a compact city is in principle desirable, there are question
marks over how to achieve ‘compaction’ through infill and intensification, not only
in terms of physically accommodating new buildings and access roads within the
existing urban fabric, but also taking account of consumer demand for living at high
density in specific locations (Arup 2005; Echenique et al. 2009). Judgement on these
matters relies on an understanding of what is meant by ‘compact’ in the first place.

2.2 Urban Compactness

In a chapter called ‘Measuring Urban Compactness in UKTowns and Cities’, Burton
(2002) notes that there are variouswaysof definingbothurban compactness andurban
density; but none of them are completely satisfactory. For example, compactness
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can be defined in terms of how well connected it is; in other words, it could be
physically diffuse, but ‘compact’ in the sense that travelling around it is quick and
easy (Burton 2002). Burton goes on to point out an even looser definition of compact
(self-contained) before noting that in the UK context, compact carries a less abstract
and more literal interpretation: the compact city is a moderately sized ‘free-standing,
[self-]contained urban settlement’ that is nonetheless ‘large enough to support the
whole range of services and facilities’ (Burton 2002, p. 220).

Burton argues that urban compactness could be analysed using a wide variety
of indicators, some of which are to do with density of different uses rather than
density of urban form per se (Burton 2002). She suggests that besides high population
density, a compact city might be expected to have a high density of built form (which
equates to net density); a pattern of decentralised concentration; and high-density
residential forms such as apartment blocks, or terraced houses (Burton 2002). To
capture compactness, Burton combines indicators, arguing in effect that compactness
is a somewhat holistic concept that provides a conceptual summary of thewide variety
of different facets that most settlements have (Burton 2002). In this schema, urban
form is considered in terms of the density of built form or of population; or of variety
and proximity of facilities. Crucially, the actual physical shape of a place is not
mentioned.

This inconclusive state of affairs is reflected in more recent attempts to pin down
urban compactness (for example, Tsai 2005; Angel et al. 2005)—or its antithesis,
sprawl (Galster et al. 2001)—using various coefficients and indices. These tend to
be devised on an ad hoc basis, for particular places and purposes, using particular
datasets; but basically, there seems to be no single satisfactory measure of compact-
ness, a symptom that there is not even agreement in principle as to what compactness
really means. When it comes to measuring compactness using specific quantitative
indicators, it is interesting that so often density is used as a component of or proxy for
compactness (see, for example Burton 2000, 2002; Abdullahi et al. 2015; Mojaheri
et al. 2016). It is our contention that density is an unsatisfactory proxy for compact-
ness, but the pursuit of specific indicators of compactness could yet learn from how
density is defined and applied.

2.3 Learning from Density

Density itself is a contested issue, with a plethora of different kinds of measures of
density available, which have significance for different parts of the debate. At the
broadest level, we can distinguish between physical (e.g. buildings per hectare) or
demographic (e.g. inhabitants per hectare) properties, between interpretations of net
and gross densities and between physical and perceived density (see, for example
Berghauser Pont and Haupt 2007; Boyko and Cooper 2011; Dovey and Pafka 2014).
Even a specific seeming category such as net residential density may be measured
in various ways, such as dwellings per hectare, or bedrooms per hectare, or people
per hectare TCPA (2003).
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Without going into all the details of the density debate, we can nevertheless form
three useful lessons. First, we have to be clear how a property such as density (or com-
pactness) is defined,with appropriate indicators, in any situation, to allowmeaningful
interpretation and comparison. Second, there aremany indicators possible; there is no
single correct indicator but different indicators suit different purposes. Third, despite
the plethora of density indicators, there is yet a clear sense of what density means that
all density indicators have in common: they all refer to ‘something’ enclosed within a
given area. Ideally, we should be able to do the same for compactness. The challenge
is to develop a concept of compactness that is conceptually explicit (and inter alia
distinct from density), and quantifiable, and is also meaningful for application in the
context of urban debates.

3 Geometric Interpretations of Compactness

Compactness is considered as probably ‘the single most important aspect of geo-
graphic shapes’ (MacEachren 1985, p. 65). Its geographical application includes not
only urban physical form, but also river catchment basins (Bárdossy and Schmidt
2002), spatial decision support systems (Vanegas et al. 2010) electoral ward bound-
aries (Flaherty and Crumplin 1992) and linguistic regions (Angel et al. 2010). Com-
pactness has mathematical interpretations (Sundström 2010) both in topology with
respect to compact space (Arkhangel’skii 2001) and in geometry with respect to
isoperimetry (Pólya and Szegő 1950). The concept also has application in such
diverse contexts as electronic components (Lefkaditis and Tsirigotis 2009), galax-
ies, lava flows, buildings and organisms (Angel et al. 2010).

Due to the multiplicity of contexts involved, and the previous attention given to
reviewing indicators of compactness, we do not attempt to review all measures here,
but provide a summary overview referring to existing sources, to which the reader is
referred for fuller discussion. Here, we give most attention to those indicators that
are most useful in giving insights of concern to urban compactness.1

Table 1 lists 31 compactness measures. This is not intended as a complete indica-
tion of the exact meaning of every interpretation of area, diameter and so on, nor the
assumptions behind the calculations (which also relate to some of the constants), and
for these the reader is directed to the original sources. Rather, the table is intended as
a summary overview, to give a rapid impression of the diversity of different combina-
tions of the same kinds of indicators, almost all of which contain area, and perimeter
or diameter or radius, in some combination.

1Ironically, that most abstract of disciplines, mathematics uses the case of urban compactness to
illustrate the ‘isoperimetric problem’, concerning optimisation of area while minimising perimeter
(Ashbaugh and Benguria no date), also referred to as the ‘Queen Dido’ problem, from Virgil’s
account in the Aeneid concerning the challenge to build the city of Carthage within the bounds laid
out by a strip of oxhide (for example, as discussed by Lord Kelvin 1894).
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Table 1 Catalogue of 31 selected compactness indicators or proxies

Compactness indicator or proxy Alternative name Source

Area

1 AI /AC (M); (F)

2 AI /A (M); (F)

3 A/AC (F)

4 A∩/AU (M); (F)

5 AO/A Exchange (A)

Diameter or radius

6 DI /DC (M); (F)

7 Dmin/Dmax (F)

8 rA/rC (F)

9 1 − [�|100(ri/� ri) − (100/n)|/200] (M); (F)

Perimeter

10 PA/P (F)

Area with diameter or radius

11 A/π(0.5D)2 (M)

12 √
(A/π )/(0.5D) � √

(4A/π)/D (M); (L)

13 4A/πD2 Roundness (T); (L)

14 (2
√

(π A))/r Perimetera (A)

15 2
√

(A/π)/DC
Range (A)

16 rC
/√

(A/π) Girth (A)

Area with perimeter

17 0.282P
/√

(A) (M)

18 A/(0.282P)2 (M); (F)

19 P2/A Circularity (T)

20 4πA/P2 Thinness; Circularity (T); (L)

21 P/2
√

(π A) (B)

22 P1/F
/√

(4π A) (B)

23 (2
√

(π A)
/

Ph
Detour (A)

24 (Σi Pi /pi )
/

n (S)

(continued)
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Table 1 (continued)

Compactness indicator or proxy Alternative name Source

Area with distance increments

25 A/πds Cohesion (A)

26 (2
√

(A/π))
/
3dcs

Proximity (A)

27 3ds
/√

(A/π) Depth (A)

28 1 − dr /r Dispersion (A)

29 1.2732
√

(A/πds) Traversal (A)

Area with X, Y coordinate variance

30 A/2π(σ 2
X + σ 2

Y ) (M); (F)

31
√(

A/2π
(
σ 2

X + σ 2
Y

)) (M); (F)

Symbols A area, I inscribed circle, C circumscribed circle, AO overlap area, A∩ Area of intersection
of shape and circle of same area, AU Area of union of shape and circle of same area, D Diameter
or longest axis or Feret diameter, ds distance increment, dcs distance to the ‘proximate centre’ of a
shape, dr average radial distance, F fractal dimension, min minimum, max maximum, n number of
radial lines or number of patches used in calculation, P Perimeter, PA circumference of equal area
circle, Ph perimeter of convex hull, Pi circle perimeter, pi patch perimeter, r radius, ri radius i of n,
rA radius of circle having same area as shape, σ 2

X and σ 2
Y are the variance of X and Y coordinates

of each elemental area dA. Note Symbols may be changed from original for consistency within
this table. In some cases, exact or rough equivalents are used (e.g. circumference � ‘perimeter’ of
circle)
aThis is equivalent to measure 10 above (Angel et al. 2010, p. 459)
Sources (A) Angel et al. (2010); (B) Bárdossy and Schmidt (2002); (F) Flaherty and Crumplin
(1992); (L) Lefkaditis and Tsirigotis (2009); (M) MacEachren (1985); (S) Silva et al. (2014); (T)
Teknomo et al. (2004)

All indicators in Table 1 are dimensionless.2 The simplest indicators of compact-
ness are those involving a simple ratio of two properties. More typically, compact-
ness is expressed as some kind of ratio typically involving area (A), perimeter (P) or
diameter (D), and some constants. In a subset of cases, the measure of compactness
compares some property of a shape—be it area, perimeter or diameter—to some
reference shape, such as a circle of the same area (or perimeter) as the given shape,
or relative to an inscribed or circumscribed circle. Curiously, none of the indicators
involves a combination of area, diameter and perimeter.

MacEachren (1985) evaluated the utility of the different kinds of indicators for
measuring compactness. He found that those indicators capturing the dispersion of
elements of a shape’s area were more accurate than those reflecting the overall prop-
erties of the whole shape (such as area, perimeter or diameter). However, the latter
are more easily calculated, and MacEachren acknowledges that another measure of

2This is not to say all possible indicators are dimensionless: Teknomo et al. (2004) equate compact-
ness with the simple ratio of perimeter to area (P/A); and Flaherty and Crumplin (1992) exhibit an
indicator A/0.282P.
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compactness (
√

(A/π)
/
0.5D originally suggested by Schumm (1963) to be reason-

ably useful in terms of trading off accuracy for ease of calculation.
Of course, the usefulness all depends on which aspect of compactness one is

interested in. Some of the indices, while able to disaggregate the positions of different
parts of a geographical shape, may be overly concerned with their distance to an
abstract centroid, but the idea of a centroid is practically unheard of in the real-world
compact city debate. Meanwhile, Schumm’s index although simple omits perimeter,
which may well be of less interest for some purposes (e.g. political boundaries) but
nonetheless of interest for urban area boundaries. Indeed, MacEachren concedes
(1985, p. 66) that there may be cases where irregularity or length of a border may be
of significance.

The measurement of perimeter is sensitive to the scale of resolution at which the
measurement is made—this relates to Mandelbrot’s classic problem ‘How long is
the coast of Britain?’ (1967). That said, as Bárdossy and Schmidt (2002, p. 938)
point out, this is not a problem as long as the same scale of resolution is used for
measurement is the same when comparing two or more cases. The possibility of
using perimeter should therefore not be discarded.

Angel et al. (2010, p. 444) emphasise that there is—and can be—no single best
indicator of compactness. The search for a single metric or a composite metric that
fully characterises shape compactness in a manner that always corresponds to out
intuiting of what makes shapes compact is doomed to fail. Accordingly, these authors
do not claim that their indicators of compactness are the only possible 10 or 11, and
acknowledge that there may be more. Usefully, they provide five criteria which any
measure of compactness should be able to fulfil, to be considered (in effect) useful
andmeaningful. These are very reasonable criteria to apply to compactnessmeasures,
and shall be borne in mind when developing our own:

1. The index must correspond to a recognisable property of the shape that is asso-
ciated with a recognisable function or set of forces.

2. There must be real-world examples that illustrate this property… at both the low
end and the high end of the index.

3. The index must apply to all two-dimensional geometric shapes, including those
made up of several non-contiguous patches.

4. The index must be dimensionless (independent of the size of the shape) as well
as directionless (independent of its orientation).

5. The index must vary between 0 and 1, with the value of 1 assigned to the circle
as the shape with maximum compactness (ibid.).

There are some clear lessons emerging from this review. First, compactness seems
to be typically regarded as a dimensionless measure, something to do with area,
diameter and/or perimeter, in which the circle is the most compact shape. Second,
however, there is no single measure of geometric compactness—it is not a single
strictly defined mathematical entity (in the way that, say, a radius or centroid is).
Rather there is a ‘proliferation’ of possible measures (MacEachren 1985, p. 65).
Finally, compactness can have a wide variety of uses in different contexts, and the
utility and value of the measures chosen will depend on the purpose to which it is
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put. In this chapter, the purpose to which we now return to is interpreting urban
compactness.

4 A New Interpretation and Indicator of Compactness

Here, wemove forward to develop new interpretations and indicators of compactness
for application to urban areas. The aim is to develop indicators that are precisely
definable and quantifiable, and yet whose interpretation is simple and intuitive for
use by urban planners. First, a qualitative interpretation of compactness is offered;
this is followed by a quantitative formulation, which is then illustrated with reference
to some theoretical geometric shapes. Throughout, we interpret the compactnesswith
respect to the shape of the built-up area.

4.1 Interpreting Compactness

If we accept that the most compact theoretical shape is the circle, then we need to
consider ways in which an urban area boundary is not compact. Here, we suggest
three instrumental ways of not being compact, due to (i) elongation, (ii) convolution
and (iii) dispersal.3 These cases are illustrated in Figs. 1, 2 and 3, respectively. Each
involves an increase in diameter and/or perimeter relative to area.

The foregoing suggests developing an indicator of compactness that includes some
relation of the area enclosed to both the perimeter and the diameter—something that
none of the indicators from the literature do (Table 1). The perimeter is required
to ensure that more convoluted shapes (and not merely those with the most distant
extremities) are considered less compact, while diameter is required to ensure that
those urban shapes with greatest elongation or dispersal are accounted for, and not

(a) (b) (c)

Fig. 1 Elongation. The diameter increases relative to area, from the most compact (a) to least
compact shape (c)

3This is not to say that we are concerned with all of the ways in which an urban shape does or
does not reflect the properties of a circle—for example, a circle has translational and rotational
symmetry, and is consistently curved and perfectly convex; but these are properties that no urban
area (boundary) has.
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(a) (b) (c)

Fig. 2 Convolution. The perimeter increases relative to area, from the most compact (a) to least
compact shape (c)

(a) (b) (c)

Fig. 3 Dispersal. The perimeter (and possibly overall diameter) increases relative to area, from the
most compact (a) to least compact shape (c)

just those whose boundaries are most convoluted. A quantitative formulation is now
proposed.

4.2 Quantification of Compactness

Implicit in the foregoing demonstrations are the following observations: (i) compact-
ness seems to be related to minimising diameter relative to area, (ii) compactness
seems to be related to minimising perimeter relative to area and (iii) the circle is the
most compact form. Hence, a potential quantitative indicator for compactness is to
define compactness as follows:

C � 4A

D P
(1)

where

C compactness,
A area,
D diameter, and
P perimeter.

By this formulation, incorporating the constant 4, a circle has a maximum com-
pactness equalling unity:

C � 4A

D P
� 4πr2

2r · 2πr
� 1.0 (2)
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Table 2 Examples of compactness values for different geometric shapes

Shape Area (A) Diameter
(D)

Perimeter (P) Compactness (C)
� 4A/DP

(a)

Radius r

πr2 2r 2πr 1.00

(b)

Each
radius ½r

πr 2 4r 4πr 0.25

(c) πr2 2.41r 4πr 0.415

(d) πr2 4r 4πr 0.25

(e)

Side
length x

x2 1.41x 4x 0.71

(f)
Length
5x

5x2 5.1x 12x 0.327

(g) 5x2 3.16x 12x 0.527

(h) 5x2 4.24x 20x 0.236

The compactness values of a range of geometric shapes are given in Table 2. The
compactness indicator is successful insofar as the compactness values have a good fit
with an intuitive interpretation of the compactness of these shapes. The first four cases
in Table 2 are based on circles, where each configuration has the same area. The first
(a) is a single circle whose compactness is 1.0. The subsequent three configurations
each is less compact, due to (b) elongation with convolution, (c) convolution and
(d) dispersal. The second four cases are based on squares, where the last three have
the same area. Compared with the single square (e), the cross shape (g) is relatively
compact, although it has some convolution, case (f) is less compact due to elongation
and case (g) due to convolution verging on non-contiguity and dispersal. Insofar as
the cases in Table 2 are purely geometric shapes, they could apply to any geometric
objects, including solid objects or building floor plans. However, we now need to see
how the indicator would apply to urban settlements.
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5 Application to Urban Areas

Our new compactness indicator is now applied to some selected settlements. First,
an initial illustration and calculation is given for the case of Cambridge. Then, we
show application to 20 English settlements. Finally, we contrast the compactness
values with density values. In each case, we use UK 2001 Census data, based on the
definition of an urban area as ‘an area of urban land use of 20 hectares or more with
1,500 or more residents’.4 In other words, ‘urban areas’ here are actually based on a
criterion relating to density, rather than administrative boundaries.

5.1 Initial Illustration

Figure 4b displays the Cambridge Urban Area (in white) on top of the Google Map
(a). The boundary of the Cambridge urban area can be seen to lie snugly with its
built-up area, especially in Fig. 4c.

From the database, the area (A) of Cambridge urban area is 36.04 km2. The
diameter (D) is 12.62 km and perimeter (P) is 133.94 km. Using Eq. 1 returns a
compactness value of 4A/DP � 0.085.

5.2 Compactness for a Range of Urban Areas

Wenowdemonstrate a larger set of results for 20 English settlements (Table 3). These
include ten of the larger cities in England (Fig. 5a), plus ten others that represent a
variety of different kinds of boundary shapes which yield a range of compactness
values (Fig. 5b). It is convenient to express urban compactness as a percentage in this
context where, as we can see, most values lie under 0.1 (10%). This general finding
of itself suggests that settlements turn out to be not very compact, relative to any
possible theoretical shape of object.

Beverley has a high compactness, it is suggested, because it is small and so its
boundary will be less convoluted than larger settlements. The urban area of Lough-
borough is compact, and its approximation to a solid circle is apparent. Kingston
upon Hull has a relatively high compactness partly because it has a long stretch of
relatively straight waterfront boundary. Brighton also has this, but the overall effect is
a linear settlement, with a relatively low value. Longton is less compact both by being
elongated and convoluted, and by being dispersed into separate urban area ‘blocs’
(polygons). West Yorkshire—a conurbation—is straggling with linear elements and
punctured with many voids, and is the least compact of all.

4English Urban Areas, 2001 from Edina UKBorders (https://www.census.ac.uk/search/Full_
display.aspx?id=1081) This work is based on data provided with the support of the EPSRC and
JISC and uses boundary material which is copyright of the Crown and the ED-LINE Consortium.

https://www.census.ac.uk/search/Full_display.aspx%3fid%3d1081)
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Fig. 4 Cambridge Urban
Area (Google Maps)

a) Google Map around Cambridge

b) Cambridge Urban Area from 2001 UK census
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Fig. 4 (continued)

c) Close up to Cambridge Airport

Table 3 Density and compactness values for selected English settlements

Urban area Residential
density (persons
per ha)

Area A (km2) Diameter D
(km)

Perimeter P
(km)

Compactness C
(%)

Beverley 41 7.09 4.52 20.11 31.2

Brighton/Worthing/
Littlehampton

49 94.09 37.99 241.98 4.1

Bristol 39 139.76 20.14 316.78 8.8

Cambridge 36 36.04 12.62 133.94 8.5

Greater London 51 1623.13 78.00 1940.68 4.3

Greater Manchester 40 556.47 43.44 1310.91 3.9

Kingston upon Hull 37 80.39 17.21 144.83 12.9

Leicester 43 101.64 20.95 215.66 9.0

Liverpool 44 186.06 28.24 305.26 8.6

Longton 30 4.10 8.06 63.52 3.2

Loughborough 40 13.78 5.63 39.86 24.5

Nottingham 39 158.43 27.24 436.62 5.3

Sheffield 42 162.19 24.10 419.37 6.4

Southampton 42 72.76 14.35 182.67 11.1

Teesside 32 114.30 21.91 268.30 7.8

The Potteries 38 96.64 21.59 320.02 5.6

Tyneside 42 210.72 33.27 607.31 4.2

West Midlands 38 599.66 41.38 666.33 8.7

West Yorkshire 41 369.97 40.30 1285.92 2.9

Weymouth 41 13.56 8.99 87.62 6.9
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Leicester
9.0%

Bristol
8.8%

West Midlands
8.7%

Liverpool
8.6% Sheffield

6.4%

Nottingham
5.3%

Greater London
4.3%

Tyneside 
4.2%

Greater Manchester
3.9% West Yorkshire

2.9%

Fig. 5 a Compactness values for ten major cities or conurbations of England. b Compactness
values for selected urban areas
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Beverley 
31.2%

Loughborough
24.5% Kingston upon Hull

13%

Southampton
11.1% Cambridge

8.5%

Teesside 
7.8% Weymouth

6.9% Potteries
5.6%

Brighton/Worthing/Littlehampton
4.1%

Longton
3.2%

Fig. 5 (continued)
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In general, larger urban areas tend to be less compact compared with smaller
urban areas. This may be explained by the fact that urban areas tend to be built of
relatively small units (such as buildings and plot boundaries) that do not significantly
or systematically increase in sizewith settlement size.Whereas an individual building
footprint or urban plot may be rectangular or square (or even circular), and hence
be relatively compact, an aggregation of buildings, as more buildings are added, is
increasingly less likely to retain its compactness, as its boundary perimeter is likely
to become increased, due to being more and more convoluted.

As one can infer from Fig. 5, some of these values of compactness are somewhat
sensitive to the way the urban area boundaries are drawn as polygons. However, this
arguably goes for any data relating to any ‘artificial’ cartographic features such as
boundaries; the question becomes whether the boundary, and hence the compactness
indicator is capturing something useful or not. In some cases, settlements will be
less compact than they would otherwise be because they include polygons outside
the core urban area. But arguably this is as it should be: the existence of such out-
liers, and their contribution to the effect of dispersal, is after all one of the things
that compactness is trying to capture. Conversely, ‘subtracting’ from an urban area
can reduce compactness. Southampton, Tyneside and Teesside are all less compact
than they might have otherwise been due to their being divided by rivers where the
boundaries along both sides of the river increase the perimeter. Yet this reflects real-
ity: these cities really are less compact than they would have been had they not been
divided by rivers.

Overall, the demonstration shows in principle the intuitive sense in which the
property of compactness is captured; in Fig. 5, the boundary shapes of Beverley
and Loughborough are clearly intuitively more compact than Brighton or Longton,
however those shapes were arrived at or whatever they are representing in detail.

5.3 Compactness Distinct from Density

We have argued that compactness is conceptually distinct from density and we have
developed an indicator of compactness that logically should give different results
from density since it uses different parameters. The independence of the two prop-
erties is apparent when we plot compactness against residential density for our 20
settlements (Fig. 6). This is confirmed by a Spearman correlation which suggests
that the relationship is statistically insignificant (r (20) � –0.053, p � 0.826).

6 Compactness Revisited

Here, we revisit the interpretation of compactness. First, we examine how compact-
ness can be interpreted with respect to parts of a settlement. Then, we scrutinise the
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Fig. 6 Compactness versus residential population density Source 2001 Census, Office for National
Statistics

core meaning of compactness in relation to area, diameter and perimeter. And finally,
we suggest further indicators of compactness.

6.1 Wholes and Parts

How does the compactness of a whole settlement relate to the compactness of the
parts? Let us find out by looking inmore detail at theCambridge case. TheCambridge
urban area has six individual polygons as shown in Fig. 7, of which compactness
varies from 0.07 to 0.23, with an average compactness of 0.15. However, the com-
pactness of Cambridge urban area as awhole is 0.085, which is substantially different
from the average compactness of the components (Table 4).

This situation is different from area and hence density. Areas are simply additive,
so that the whole is the sum of the parts. Accordingly, the weighted average of the
densities of two or more separate areas will (unlike compactness) equal the density
of the sum of the areas. This will mean the decision to include ‘outliers’ (non-
contiguous areas) which will affect values of compactness or density in different
ways. For example, if we take ‘Cambridge’ to mean only the contiguous core area
(polygon 2), then we reduce the area by just under a quarter, but the compactness
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Fig. 7 Cambridge urban
area showing six discrete
bounded areas

doubles. This implies that compactness is more ‘elastic’ than area and measures
based more simply on area, such as density.

Compactness can therefore be interpreted as a property of the whole that affects
how we analyse sample parts of urban areas. For example, we can take a sample area
‘x’ from city X, where the overall city X is not compact, but the sample area x could
be perfectly compact. Conversely, we can take a noncompact sample area ‘y’ from
a compact city Y (Fig. 8). This situation is different from density, in the sense that

Table 4 Breakdown of compactness values by polygon

Area A (km2) Diameter D (km) Perimeter P (km) Compactness C
(%)

Polygon 1 0.3 1.5 11.0 15

Polygon 2 29.0 11.5 69.8 14

Polygon 3 0.2 1.1 3.3 23

Polygon 4 1.39 3.4 12.7 13

Polygon 5 3.8 6.9 31.2 7

Polygon 6 0.3 1.5 5.9 15

Average 5.8 4.3 22.3 15

Total 36.0 12.6 133.9 8.5
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if area X is dense overall we could reasonably expect a sample ‘x’ to be dense too,
and similarly for Y and y.

In this case, compactness is clearly sensitive to the choice of boundary of the sam-
ple, but as argued before, this sensitivity is arguably not a weakness, but reinforces
the idea that compactness is all about boundedness of discrete urban wholes—or dis-
crete parts—as opposed to being (like density) conceivable as a continuously varying
‘material property’ distributed through an urban area. The apparent compactness val-
ues of shapes in Fig. 8 are not ‘artifacts’ or ‘figments’ of the way the boundaries are
selected; rather, they are faithful reflections of the boundary shapes. Shapes x and Y
really are rather compact, whereas X and y really aren’t. In each case, compactness
is a property of the discrete whole or the discrete part.

The boundary issue can be summed up this way. Many attributes of a city—for
example, physical size, population or density—will be sensitive to how the boundary
is drawn. In such cases, one does not want idiosyncrasies of the boundary to ‘intrude’
in influencing unduly the attribute under scrutiny. But in the case of compactness,
the boundary itself is positively what is under scrutiny.

6.2 The Core Meaning of Compactness

Compactness, then, can be seen as a property of a whole bounded shape (or whole
set of shapes), in a way that reflects the character of its boundary. Indeed, with
the suggested definition of compactness (4A/DP), compactness is actually directly
proportional to area, which at first sight may seem counter-intuitive or paradoxical
since intuitively we might expect something compact to occupy less area, and hence
expect that compactness would be inversely related to area, as density is.

Fig. 8 Sample areas x, y cut out from overall urban areas X, Y
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The answer suggested is that the essential sense of compactness is captured in
the denominator: compactness represents ‘something’ divided by the product of
diameter and perimeter. This is equivalent to the way that the fundamental sense of
density is to do with ‘something’ divided by area—for example, population density
or employment density.5 In these conventional manifestations of density, we can have
any parameter on the numerator, and as long as area is on the denominator, then the
whole indicates some kind of density. By extension, we suggest that we can have
any property divided by the product of diameter and perimeter, and call that property
some kind of compactness.

What the foregoing definition of compactness (Eq. 1) does is to make area itself
the quantum that is fitted into a given perimeter and diameter. And this does seem
to correspond with intuitive concepts of compactness. A compact shape here means
one that encloses a high amount of area relative to its perimeter and diameter. By
such means, compactness may be considered rightfully to be directly proportional
to area; where area is in effect a proxy for some urban quantity to be accommodated
within a given footprint. After all, the positive sense of urban compactness is not just
about internal distance minimisation, but also about minimising the impact of the
urban footprint, in terms ofminimising perimeter and diameter. This interpretation of
compactness also fits with the intuitive sense of something being virtuously ‘small on
the outside, big on the inside’. In fact, we can see that compactness need not involve
area at all, but that the ‘active ingredient’ or essence of compactness is captured by
the reciprocal of the product of diameter and perimeter. As such, the numerator could
be any property of interest, just as with density.

6.3 Further Kinds of Compactness

In our original general definition, compactness relates to how much area can be
fitted within a boundary of a given diameter and perimeter. We can relabel this
original property 4A/DP as ‘area compactness’ or ‘A-compactness’, denoted by CA,
where circumstances demand a more specific term. Then, just as there is not just
one kind of density—we could have been building density or population density
and so on—we can have different kinds of compactness—building compactness and
population compactness and so on. Some examples are now suggested (Eqs. 3–6).

Built compactness

CB � AB

A
C � AB

A
• 4A

D P
� 4AB

D P
(3)

where

5This is referring to the urban and geographical contexts of properties such as population density,
employment density and so on. In physics, of course, density is associated with volume.
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CB built compactness or B-compactness,
AB built-up area (area of building footprints).

Floorspace compactness

CF � 4AF

D P
(4)

where

CF floorspace compactness,
AF total floorspace (area) within given perimeter P.

Population compactness

CP � 4I

D P
(5)

where

CP population compactness,
I number of inhabitants within given perimeter P.

Employment compactness

CE � 4E

D P
(6)

where

CE employment compactness,
E number of employees within given perimeter P.

Note that both built compactness (CB) andfloorspace compactness (CF)will give a
more three-dimensional feeling of compactness, than the original area-based version
of compactness (CA) because these take account not only of properties associated
with the two-dimensional boundary, but also the third dimension through what is
built ‘up’ on it. Built compactness implies the presence of a third dimension, while
floorspace compactness can reflect the influence of multi-storey buildings.

The foregoing suggests that, in principle, anything that could be expressed as a
kind of density (population, employment, etc.) could have a corresponding value
of compactness, where in each case the numerator is the same but the denominator
is changed from area to the product of diameter and perimeter. Hence, we see that
compactness is not only distinct from density, and not just another one of a plethora
of variants of density proxies, but is a property in its own right, almost like a whole
new property, with its own corresponding plethora of variants.
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7 Conclusions

This chapter has suggested a new way of interpreting compactness geometrically,
relating to the reciprocal of the product of the diameter and perimeter of a given area.
We believe that the core indicator of compactness (4A/DP) is simple enough that it is
intuitively easy to understand and relatively easy to compute. Being based on three
variables—area, diameter and perimeter—it is able to capture something useful about
urban compactness. This relates to dispersal, elongation and convolution, which, in
turn, relate to policy concerns about settlements straggling, sprawling, coalescing
with each other, which are not routinely captured quantitatively in ‘compact city’
debates.

We believe that the 4A/DP indicator, as well as being ‘new’ (and as far as we know
unique in combining A, D and P), meets all five of the attributes of a useful indicator
suggested by Angel et al. (2010), and can capture a certain sense of compactness that
is under-reported in the literature: to do with the maximising content with minimum
containment—relating some kind of functional ‘capacity’ against physical ‘cost’.
Our interpretation of compactness leads not just to one extra indicator, but opens
up a new ‘dimension’ populated by a number of compactness indicators, including
built compactness (B-compactness) (CB) and floorspace compactness (CF), which
can reflect urban compactness in the third dimension.

The measure of compactness developed here (4A/DP) is focused on the shape
of the urban area. This is considered appropriate since we believe this is ultimately
what planners are intuitively trying to get at when talking in the narrow sense about
compactness. This core concept of geometric compactness can be used in conjunction
with other characteristics to help articulate wider aspects of ‘compact city’ debates.

Because of the way compactness is defined, this property is clearly conceptually
distinct from density, and its independence in practice has been confirmed through
empirical results for urban settlements (Fig. 6). This means planners and others can
no longer afford to assume that compact means dense or vice versa. The separate
identity of density and compactness makes a useful ‘linguistic division of labour’ as
it allows us to use these terms consistently to refer to different underlying properties.
It implies that policymakers should evaluate more than one kind of ‘compact city’;
we could have urban areas that are compact but not dense, or dense but not compact,
as well as cities that are both dense and compact.

We believe that the articulation of compactness herein constitutes a concrete con-
tribution to the articulation of urban pattern properties and it is not an end point,
but a stepping stone towards further applications. Future research could include the
following:

• The expansion of empirical investigations, including comparison of compactness
against other urban form variables such as density or polycentricity, and also
sensitivity testing, to understand, for example, the sensitivity of compactness to
settlement size and scale of measurement.

• The extension of compactness interpreted in the third dimension of the urban
fabric, including potential application to the compactness of buildings.
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• The consideration of the performance of urban areas of different degrees of com-
pactness, such as relating compactness to travel distance, energy use and other
measures relating to ‘sustainability’.

As it stands, the conceptual focus on the meaning of compactness can on its own
help to clarify and even redefine certain aspects of the compact city debate. The
analysis herein suggests that urban settlements—other than the smallest, simplest
entities—are not particularly compact, relative to theoretical geometric shapes. This
suggests that planners focus attention on the extent to which compactness is an opti-
misable planning goal. Towhat extent are idealised ‘compact cities’ really about den-
sity or compactness? And what different kinds of compactness might be desirable?
Compaction could imply containment (maintaining discretely bounded settlements)
but it could also imply infill, consolidation and creeping coalescence—outcomes
pointing in different directions. Should planners prioritise accessibility within a com-
pact boundary, or between discrete compact settlements? An elongated or convoluted
urban–rural boundary could actually be welcomed for its exposure of residents to
open land locally, but not so good in terms of urban footprint impacting on the coun-
tryside. What are the relative merits of roughly round settlements (which could be
low density) versus linear settlements (which could be high density) suitable for serv-
ing by public transport? Resolving these questions of compactness—leading beyond
contemporary preoccupations with density, or ancient ones about city walls—could
help answer to what extent compact cities really could be ideal cities.
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Using Google Street View for Street-Level
Urban Form Analysis, a Case Study
in Cambridge, Massachusetts

Xiaojiang Li and Carlo Ratti

Abstract City streets are a focal point of human activities in urban areas. As an
important element of urban form, streets are also a major interface of the social
interaction between urban dwellers and urban built environment. Quantifying the
urban built environment is thus important for us to understand the potential impact
of the urban built environment on urban dwellers. The publicly accessible Google
Street View (GSV), which captures the streetscape appearances of cities around the
world, provides a very good tool for urban studies at a fine level. In this study, we
illustrated using GSV for describing and mapping urban form at street-level in terms
of the enclosure of street canyons in Cambridge, Massachusetts. We further mapped
and analyzed the influence of street enclosure on solar radiation reaching the street
canyons by estimating the sunlight duration in street canyons. Some other potential
applications of GSV data were also introduced in this paper. The results of this
study would shed new light on future urban studies using the publicly accessible and
globally available GSV data. Other researchers may find the method illustrated in
this study is directly deployable for different studies related to urban form analysis.

1 Introduction

City streets are a focal point of human activities in urban areas (Li et al. 2017). As an
important element of urban form, streets are amajor interface of the social interaction
between urban dwellers and urban built environment. The openness of street canyons
influences human perception of the environment, and enclosed street canyons may
give a feeling of oppressiveness to pedestrians (Asgarzadeh et al. 2012, 2014). The
urban form would also influence the energy balance in street canyons, which would
further affect human thermal comfort and exposure to sunlight (Carrasco-Hernandez
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et al. 2015; Li et al. 2017). This effect on human thermal comfort is more obvious
during hot summer.

Quantifying the urban form is thus important for us to understand the potential
impacts of the urban built environment on urban dwellers. Based on digital city
models, various metrics can be calculated to describe and quantify different aspects
of urban form. With the availability of high-resolution digital city models, it would
be also possible to simulate the transmission of solar radiation within street canyons
(Gal et al. 2009; Ratti and Richens 2004). However, digital city models cannot fully
represent the streetscapes because most digital city models oversimplify the complex
geometries of street canyons (Carrasco-Hernandez et al. 2015). In addition, the urban
vegetation, which is a very important part of the urban natural system, is usually not
included in those digital citymodels (Li et al. 2018).What ismore, the high-resolution
building city models are not always available in many cities.

The publicly accessibleGoogle StreetView (GSV),which captures the streetscape
appearances of cities around the world, provides a very good tool for urban studies
at a fine level. GSV was first introduced in 3D city modeling (Torii et al. 2009;
Lee 2009; Micusik and Kosecka 2009) because the panoramic sequences in GSV
can be used to reconstruct the 3D model of streetscapes. Since GSV represents
the physical appearance of streetscapes and may have more direct connection with
human perception of environment, GSV was further used to map human perception
of environment using crowdsourcing method (Salesses et al. 2013; Naik et al. 2014).
Based on time-series GSV images, Naik et al. (2017) measured the changes in the
physical appearances of neighborhoods in five U.S. cities. The strong associations
between the social characteristics and the streetscape appearance changes show that
the GSV-based method can help to predict neighborhood improvement.

In this study, we illustrated using GSV for describing and modeling the enclosure
of street canyons in Cambridge, Massachusetts. We estimated and mapped the sky
view factor (SVF), which is a very important parameter of urban form, at street-level
using GSV. We further mapped and analyzed the spatial distributions of sunlight
duration in urban street canyons in Cambridge, MA during leaf-on seasons based on
the generated hemispherical images from GSV panoramas.

2 Data Preparation

2.1 Google Street View (GSV) Panorama Collection

GSV panoramas can be collected from Google Server using Google Maps Applica-
tion Programming Interfaces (APIs). In this study, in order to collect GSV panora-
mas to represent the urban form, we first created sample sites every 100 m along
the streets. Figure 1a shows the generated sample sites along streets in Cambridge,
Massachusetts. Based on the coordinates of these sample sites, we further collected
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Fig. 1 The workflow for GSV panorama collection, a the created sample sites in Cambridge,
Massachusetts, b the metadata of GSV panoramas, c a GSV panorama of one sample site

the metadata of GSV panoramas in the study area. Here is an example of collecting
the metadata of a GSV panorama located at (42.359048, −71.093574),

URL: http://maps.google.com/cbk?output=xml&ll=42.359048,-71.093574
Metadata of the a GSV panorama
{
   "copyright" : "© 2017 Google", 
   "date" : "2017-9", 

"location" : {
      "lat" : 42.358964, 
      "lng" : -71.093537 
   }, 

"pano_id" : " 4G5km0yE7QsmzxE7YBPRYw",
   "pano_yaw_deg": " 341.80734"
}

Based on the panorama IDs in the metadata, GSV panoramas can also be down-
loaded. Figure 1 shows the workflow of collecting GSV panorama metadata and the
final GSV panoramas. In this study, we developed a Python script (Appendix A)
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to download tiles of GSV panoramas and mosaic them to a panorama for each site
using the panorama ID as input.

2.2 Geometric Transform of Google Street View (GSV)
Panoramas

The collected GSV panoramas are in the form of equidistant cylindrical projection as
shown in Fig. 1c. For urban form studies, the cylindrical projection GSV panoramas
need to be transformed to equidistant azimuthal projection. Figure 2 shows the geo-
metric model of transforming cylindrical projection to azimuthal projection. A GSV
panorama with width of Wc and height of Hc can be re-projected to an azimuthal
hemispherical image with the width and height ofWc/π . For any pixel (xf , yf ) in the
generated hemispherical image, the corresponding pixel in the cylindrical panorama
should be (xc, yc),

xc � θ

2π
Wc

yc � r

r0
Hc (1)

where r and θ are the distance of the pixel (xf , yf ) to the center of the hemispherical
image and the zenith angle, respectively (Fig. 2).

Considering the fact that the central column in the cylindrical image represents the
driving direction of the GSV vehicle rather than the true north direction. Therefore,
the generated hemispherical images need to be further rotated by the yaw angle to
make sure the generated hemispherical images represent the north, east, south, and
the west direction correctly. The yaw angle can be accessed from the metadata of
GSV panorama in Sect. 2.1. The pixel (xf , yf ) in the synthetic hemispherical images
should be further converted into (xf ′, yf ′) in the rotated hemispherical images as,

x′
f � xf cosϕ − yf sin ϕ

y′
f � xf sin ϕ + yf cosϕ

ϕ � 360 − yaw (2)

where yaw is the yaw angle from the metadata of GSV panorama.

2.3 Image Classification

The sky extraction is a requisite step to derive urban form information from hemi-
spherical images. In this study, we applied the object-based image classification
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Fig. 2 Geometrical transform of equidistant cylindrical projection to equidistant azimuthal projec-
tion (hemispherical image)

method to classify the hemispherical into sky pixels and non-sky pixels the sky
(Li et al. 2018). Hemispherical images were first segmented into homogeneous and
physically meaningful objects based on the mean-shift algorithm (Comaniciu and
Meer 2002; Li et al. 2018). Figure 3b shows segmentation results on hemispherical
images. Compared with the original hemispherical images (Fig. 3a), the segmented
images have enhanced difference between sky pixels and non-sky pixels.

Since sky pixels are usually brighter than non-sky pixels and non-sky greenery
pixels usually have higher values in the ExG (2×green− blue− red) image, we used
the brightness and ExG to extract the sky pixels from the segmented hemispherical
images . TheOtsu’smethod (Otsu 1979)was then used to find the optimum thresholds
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Fig. 3 The classification of sky pixels in three generated hemispherical images, a the original
hemispherical images generated from GSV panoramas, b the segmented images using mean-shift
algorithm, c the sky classification results

to separate sky pixels and non-sky pixels. Those pixels that have higher Brightness
and lower ExG values than optimum thresholds are sky pixels. Figure 3c shows the
classification results of sky pixels on three generated hemispherical images based on
the above spectral and geometrical rules.
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3 Estimating and Mapping the Sky View Factor
in Different Seasons

The sky view factor (SVF) is an important parameter of urban form. The SVF was
proposed by urban climatologists to describe the amount of solar radiation reaching
the street canyons. The SVF is defined as (Steyn 1980),

SVF � 1

πr20

∫

Sp

dSp (3)

where r0 is the radius of the hemispheric radiating environment, Sp is the area of
the circle sky area projected on the ground. When the sky is totally obstructed the
SVF is zero, and the SVF is one when there is no obstruction for a site. In summer,
building blocks and tree canopies act as major obstructions of sky in street canyons,
while building block is the main obstruction in winter since trees are leafless. There-
fore, in this study, we used the GSV-based photographic method and the building
height model-based simulation method to estimate and SVF in summer and winter,
respectively.

The photographic method is one of the standard methods for SVF estimation. In
this study, we used the hemispherical images generated from GSV panoramas taken
in summer to estimate the SVF in street canyons of Cambridge during summer.
The photographic method (Steyn 1980; Johnson and Watson 1984) first divides the
fisheye image into n concentric annular rings of equal width, and then sums up all
annular sections representing the visible sky. The SVF is then calculated as

SVF � 1

2π
sin

( π

2n

) n∑
i�1

sin

(
π (2i − 1)

2n

)
αi (4)

where n is the total number of rings, i is the ring index, and αi is the angular width
in ith ring. Based on previous studies (Chen et al. 2012), in this study, we set the n to
37. Since GSV panoramas used in this study were captured during leaf-on seasons,
therefore, building blocks and street trees both act as obstructions of solar radiation in
street canyons. The estimated SVFusingGSV-based photographicmethod represents
the openness of street canyons in summer.

In winter, trees are leafless and building blocks act as the main obstruction. There-
fore, we further estimated the SVF in winter using the simulation method based on
building height model and ray-tracing algorithm. In the simulation method, the SVF
can be estimated based on the simulation of light radiation in the building height
model with consideration of the obstruction of building blocks only. The SVF can
be calculated as (Gal et al. 2009),

SVF � 1 − 1

360

359∑
α�0

sin2βα (5)
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where βα is the obstruction angle of the obstruction building at horizontal direction
of α, and can be calculated as the following formula considering the fact that GSV
panoramas were captured at a height of 2.5 m,

βα � max(βα,i) � max

(
arctan

Hα,i − 2.5

Dα,i

)
(6)

where βα,i is the obstruction angle of building i along the horizontal direction α,Hα,i

is the height of building i, and Dα,i is the distance between the building i and the site
of the GSV panorama.

Figure 4a shows the spatial distribution of the SVF values in winter with the con-
sideration of the obstruction of building blocks only. The central and southern parts of
the study area, which around Harvard Square and Kendall Square, have significantly
lower SVFvalues than other regions. This is because of the large numbers of high-rise
buildings in there. In summer, the street tree canopies would also act as obstruction
and should be considered in calculating the real SVF. Figure 4b shows the spatial
distribution of the SVF map in summer using the GSV-based photographic method,
which considers the obstruction effects of both the building blocks and the street tree
canopies. There is no obvious pattern in the SVF distribution after considering the
obstruction effects of both buildings and street trees in the study area.

Fig. 4 The spatial distributions of SVF in Cambridge,MA and hemispherical images with different
SVF values, a the SVF map in winter when building blocks are the major obstruction, b the GSV-
based photographic SVF map in summer when tree canopies and buildings both act as obstruction
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4 Estimating Direct Sunlight Duration in Street Canyons

The sunlight duration, which measures the duration of sunlight in a given period,
is an important climatological parameter influencing the human thermal comfort
within street canyons. It would also influence pedestrian activities in street canyons
during hot summer. The sunlight duration in street canyons is influenced by the
spatial configuration of urban features and the orientation of streets. Based on the
hemispherical images generated from GSV panoramas, it is possible to estimate the
spatio-temporal distribution of the sunlight duration at street level.

The sun positions can be calculated with high accuracy, as it varies with the
location of those sites and time. By overlaying the hemispherical image and sun path
for a given day at one site, it is possible tomeasure the duration of sunshine throughout
a day for the site. Figure 5 shows the overlays of sun positions on hemispherical
images from 5:00 a.m. to 7:00 p.m. on September 1st at three sites.

By assuming that the sunlight would be blocked if the sun were not located in the
open sky areas on the hemispherical images, we calculated the sunlight duration for
one site as the duration of sunlight not blocked by obstructions for this site within the
street canyon. The calculation was based on the assumption that the weather is sunny
and cloudless. Although the result may not represent the real sunlight duration in
cloudy or raining day, this simulation would give an estimate of the potential sunlight
duration theoretically, which would provide a reference for urban planning.

Figure 6 shows the spatial distributions of direct sunlight duration at site level and
block group levels on August 1st. Different parts of the study area have very different
spatial distributions of sunlight duration. Generally, the northwestern and eastern
parts of the study area have longer sunlight duration. This study also shows that it is
possible to estimate the spatio-temporal distribution of sunlight durationwithin street
canyons at large scales with a fine temporal resolution. Considering the abundance of
GSV data in cities around the world, the proposed automatic method would provide
a huge impetus to all studies relating street canyons level solar radiation.

Fig. 5 The overlay of the sun path of September 1st, 2014 on three hemispheircal images taken in
September
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Fig. 6 The spatial distribution of direct sunlight duration in Cambridge, MA

5 Other Potential Applications

The globally available and publicly accessible street-level images would bene-
fit urban environmental studies at street-level dramatically for cities around the
world. For example, based on the proposed green view index calculated from GSV
images (Li et al. 2015), the Treepedia (http://senseable.mit.edu/treepedia) project
was launched to map and compare the spatial distributions of street greenery for
cities around the world. Currently, the Treepedia project has mapped street greenery
formore than 30 cities around theworld. Figure 7 shows the spatial distribution of the
green view index in Boston. Environmental metrics derived fromGSV images would
help urban planners, public health researchers, and social scientists to investigate the
interaction of physical environment and human beings from a new perspective at fine
level.

The progress in artificial intelligence research would make deriving more infor-
mation possible from street-level images. Figure 8 shows the image classification
results using the PSPnet (pyramid scene parsing network) deep learning algorithm
(Zhao et al. 2016) on GVS images. Different kinds of urban features along the streets
can be recognized accurately, which would be useful for urban planning.

Google has collected street-level images for most countries of the world and
Google keeps updating the street-level images database periodically. In 2014, Google
launched the time-machine tool in Google Street View service, and users can access
the historical GSV images. It would make studying the temporal changes of the
streetscapes possible using the street-level images. Figure 9 shows the changes of
streetscapes at two sites of Cambridge, Massachusetts in GSV panoramas.

Other than Google Street View, there are more and more street-level images
providers, such as Tencent Street View, Baidu Street View, Bing Maps Streetside,
andMapillary, etc. The coming autonomous vehicle technologies would also provide

http://senseable.mit.edu/treepedia
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Fig. 7 The green View index map in Boston from Treepedia

abundant street-level images for urban studies in future. Future urban form studies
will benefits significantly frommore abundant street-level images andmore advanced
image processing algorithms.

6 Discussion and Conclusion

This study presented a case study in Cambridge, MA using the publicly accessible
Google Street View (GSV) panoramas and building height model to derive quantita-
tive information of urban form at street-level. Based on the quantitative information
derived from GSV panoramas and the building height model, it is possible to esti-
mate the spatio-temporal distributions of sky view factor (SVF) and the sunlight
duration at the street canyon level. Different from the building height model, the
GSV panoramas represent the actual appearance of streetscape, therefore, the GSV
images would be a perfect data source for mapping the urban form with considera-
tion of the urban natural ecosystem. With combination of the building height model,
it is possible to map the spatio-temporal distribution of SVF and sunlight duration
in different seasons. The GSV would also be a surrogate for those study areas with
high-resolution digital city models not available.

This study showed that that GSV is a very promising data source for urban studies
considering its public accessibility and global availability. The developed workflow



468 X. Li and C. Ratti

Fig. 8 Image classification results on GSV images using pyramid scene parsing convolutional
neural network

Fig. 9 The changes of streetscape at two sites of Cambridge, MA in GSV panoramas
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for urban form analysis in this study is totally automatic and without any human
intervention. Therefore, it is possible to simply and rapidly estimate the SVF and
sunlight duration at street-level for any city with GSV service available. The GSV-
based method is suitable for large-scale SVF estimation can help researchers, urban
planners and managers better understand the influence of urban form on the urban
microclimate, urban air pollution migration, and human perception of urban envi-
ronment.

While this study has showed using GSV to estimate and map the urban form
information quantitatively, there are still some limitations that should be addressed in
future applications. First,GSV imageswere capturedwithin street canyons, therefore,
GSV is only suitable for estimating the urban form informationwithin street canyons.
Combining with different data sources would help us to make a better understanding
of the urban form.

In addition, although the SVF and direct sunlight duration are important parame-
ters for understanding the urban form and its performance in cities, the performances
may vary in different cities. In the future study, more parameters need to be consid-
ered to better represent the human experience in street canyons.

Although GSV images make it possible accurately derive fine-level urban form
information at a large scale, future studies should also consider giving more focus
on humans. With the advancement in deep learning and abundance of human GPS
trajectories, it is possible to derive more information from street-level images and
better investigate the interaction between humans and urban built environment at a
fine level.

Acknowledgements We would like to thank Bill. Y. Cai for providing the technical support in
processing Google Street View images based on convolutional neural networks.

Appendix A

The code for collecting Google Street View panoramas from Google’s server based
on the Google Maps API, https://github.com/xiaojianggis/skyview.
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Examining Spatial Structure Using
Gravity Models

Martijn Burger, Frank van Oort and Evert Meijers

Abstract In this chapter, we discuss the use of gravity models in the study of spatial
structure. Using the recent discussion on functional polycentricity as a background,
we argue that the gravitymodel approach has one obvious advantagewhen examining
spatial structure: it can simultaneously assess functional polycentricity and spatial
interdependencies within one modelling framework. The chapter concludes with a
discussion of methods that can be applied to estimate the gravity model.

1 Introduction

Fifty years ago, the French geographer Jean Gottmann (1957, 1961) envisioned
the rise of a super-metropolitan region along the northeastern seaboard of the United
States, stretching from just north of Boston all the way toWashington DC. Gottmann
named this new urban form after the Peloponnesian city Megalopolis, founded by
Epaminondas of Thebes as the seat of the Arcadian league in an attempt to form a
political counterweight to Sparta. According to Gottmann (1961, p. 4), ‘the name
applied to [this area] should … be new as a place name but old as a symbol of the
long tradition of human aspirations and endeavour’. Indeed, the Greek Megalopolis
was planned on an enormous scale; the city was populated through the enforced
transfer of inhabitants from 40 local villages and was encompassed by 9 km in
circumference of strong walls (Baigant 2004). Although Epaminondas’ Megalopolis
did not succeed as hoped and gradually faded into oblivion, Gottmann was optimistic
about the future of the new Boston–Washington corridor Megalopolis. He felt the
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region could function effectively as an interregional polycentric urbanised system
that still had many characteristics of a single city. Gottmann (1961, p. 5) argued that:

We must abandon the idea of the city as a tightly settled and organized unit in which people,
activities, and riches are crowded into a very small area clearly separated from its nonurban
surroundings. Every city in this region spreads out far and wide around its original nucleus;
it grows amidst an irregularly colloidal mixture of rural and suburban landscapes; it melts on
broad fronts with other mixtures, of somewhat similar though different texture, belonging
to the suburban neighborhoods of other cities.

Gottmann considered theMegalopolis to be the emergent form of spatial organisa-
tion, characterised by high average population densities and the flow of high volumes
of people, goods, capital and information. Functional relationships between the dif-
ferent parts of the Megalopolis would be of the utmost importance for its ability to
function as a single city. The Megalopolis reflected the enlarged scale of urban life
and the shift from a single metropolis with a principal centre to an urban network
with multiple centres. Gottmann also emphasised the importance in the Megalopolis
of inter-state cooperation and governance organised on larger geographical scales
than the local scale. He claimed local governments would inadequately fulfil the
needs of these large cities and their ever-expanding suburbs and sub-centres. The
Megalopolis would be characterised by a marriage of urban and rural modes of life,
leading to maximum freedom of movement and a perfection of the modern urban
lifestyle, one that would remedy the problems of the congested city and the backward
village. Visions for the city similar to Gottmann’s were also expressed in (earlier)
planning concepts such as the Garden City (Howard 1902), Broadacre City (Wright
1935), and the Regional City (Stein 1964).

2 Functional Spatial Structure

Gottmann’s vision of the Boston–Washington corridor as a polycentric urban net-
work was radical in the 1950s and broke with the conventional conceptualisations of
cities as local hierarchical urban systems.1 This was stressed again by Short (2007),
updating much of Gottmann’s analysis and referring to the area as a ‘liquid city’ to
stress the fluidity of the city and region at large. Today, super-regions like the North-
eastern Seaboard in the United States, the Greater Southeast in the United Kingdom,
the Flemish Diamond in Belgium, the Randstad in the Netherlands, and the Rhein-
Ruhr and Rhein-Main areas in Germany have gained considerable attention in the
academic literature (see e.g. Hoyler et al. 2008; Florida et al. 2008; Burger et al.
2014c). Although it should be acknowledged that Gottmann’s original concept was
predominantly morphological in nature, he later (in response to critiques) stressed
the functional aspects of the various centres in the Megalopolis (Hall 1997). On the
one hand, the Megalopolis is a polycentric super-region of cities in close proximity

1For an exception at the city-level, see Harris and Ullman (1945) and Alonso (1956).
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to each other. On the other hand, without the functional and complementary relation-
ships between places like Boston, New York, Philadelphia and Washington DC it is
hard to argue that Megalopolis could be regarded as a truly integrated polycentric
region, since it does not function as such. Accordingly, it can be argued that for a
super-region to function as a coherent polycentric networked urban entity:

(1) There should not only be a balance in the city size distribution, but also a certain
balance in the distribution of functional linkages between places.

(2) There should be a certain extent to which the places within the Megalopolis are
functionally linked.

The first condition has been referred to as ‘functional polycentricity’ (Green,
2007). The second addresses the requirement that there is a significant degree of
spatial integration or spatial interdependencies. Hence, (a) spatial structure should
not only be addressed by looking at the mere existence of multiple centres within
one area, but also by looking at the functional linkages between places within an
area and (b) functional polycentricity and spatial interdependencies can be regarded
as two defining elements of a polycentric urban super-region (Burger and Meijers
2012).

In analytical work on spatial structure, it is important not to conflate the degree of
spatial interdependencewith the degree of functional polycentricity: they are different
theoretical constructs (Burger and Meijers 2012; Vasanen 2013). There are spatial
systems that are strongly networked as well as monocentric, and there are spatial
systems that are not networked at all but are polycentric. In fact, previous empirical
research has shown that there is no correlation between the degree of functional
polycentricity and degree of spatial interdependence, indicating that they should be
treated as two distinct aspects of the spatial organisation of regions (Burger et al.
2011; Burger and Meijers 2012).

2.1 Functional Polycentricity

Over the past decades, the urban systems literature has seen a surge in papers that
attempt to measure spatial structure along the monocentricity–polycentricity dimen-
sion. Accordingly, measuring the degree of a balanced distribution with respect to
the importance of centres within a given territory is the focus in these papers. In
this literature, it has been debated whether monocentricity–polycentricity refers to
only morphological aspects of the urban system or whether it should also incorporate
relational aspects between the centres that constitute the urban system in question
(Green 2007; Meijers 2008; Burger and Meijers 2012). In other words, should one
measure the importance of centres on locational (internal) characteristics or on the
basis of flows? This distinction is also represented in Fig. 1. Morphological mea-
sures of monocentricity–polycentricity capture the size distribution of the urban
centres within a territory, where a more balanced distribution of centre size (usually
expressed in terms of population sizes) equates with a polycentric spatial structure



474 M. Burger et al.

Morphologically Monocentric Morphologically Polycentric

Func onally Monocentric Func onally Polycentric

Fig. 1 Morphological versus functional spatial structures Source Burger and Meijers (2012)

(see e.g. Kloosterman and Lambregts 2001; Parr 2004; Meijers and Burger 2010).
Functional monocentricity–polycentricity measures, on the contrary, take the func-
tional connections (e.g. commuting, shopping, knowledge collaboration and trade
flows) between the settlements into account, and consider a more balanced, multi-
directional set of relations to be more polycentric (Green 2007; Burger and Meijers
2012). Within a functional polycentric system, there is a more equal balance in the
distribution of inflows, meaning that functional relationships are not only directed
at one centre (like in a monocentric urban system), but two-sided (reciprocal) and
crisscross (also existing between smaller centres) (Van der Laan 1998; De Goei et al.
2010; Burger et al. 2011; Li and Phelps 2018).

It is important to note that studies that adhere to the functional dimension
of monocentricity–polycentricity do not dismiss the morphological approach, but
extend it to include also the pattern of functional interaction between the urban
centres. The approach generally taken has many similarities with the morphological
approach, using—for example—also urban primacymeasures and rank-size distribu-
tions (based on network data) to assess spatial structure (see, e.g. Van der Laan 1998;
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Meijers 2008; Meijers and Burger 2010; Burger et al. 2011; Veneri and Burgalassi
2012).

2.2 Spatial Interdependencies

Functional polycentricity does not so much address the existence or strength of func-
tional relationships between centres within a given territory, but rather the balance
in the distribution of these functional relationships. However, another pre-condition
for a region like the Megalopolis to exist would be a certain degree of spatial inte-
gration or spatial interdependencies. Without functional relationships between the
historically and geographically separate parts of a region, it is hard to argue that
the places within a territory function as a region. Methods to measure the degree of
spatial interdependencies include network density (Green 2007), connectivity fields
(Vasanen 2013), geographical scope of functional relations (Burger et al. 2013) and
the gravity model (De Goei et al. 2010; Van Oort et al. 2010; Hanssens et al. 2014;
Coombes and Champion 2016).

3 Gravity Models and Spatial Structure

The gravity model approach has one obvious advantage when examining spatial
structure: it can simultaneously assess functional polycentricity and spatial interde-
pendencies within one modelling framework. Using the gravity modelling frame-
work, one can employ Newton’s law of universal gravitation to gauge the interaction
between spatial units. These interactions can be any kind of functional relationships
between places within a region, ranging from commuting and shopping flows to
business trade and investment flows. The model holds that the gravitational force
between two spatial units is directly proportional to the product of the mass of the
interacting spatial units and inversely proportional to the physical distance between
them. Traditionally, the gravity model can be expressed by

Ii j � K
Mβ1

i Mβ2
j

dβ3
i j

,

where I ij is the interaction intensity, e.g. the number of people travelling between
places i and j, K a proportionality constant, Mi the size of place i, Mj the size of
place j, dij the physical distance between the two places, β1 the potential to generate
flows, β2 the potential to attract flows and β3 an impedance factor reflecting the
rate of increase of the friction of distance. If an area is functionally polycentric
and the places are spatially interdependent, then network structures of commuting,
trade, shopping, and other types of functional relations within this area should be
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solely determined by the size of the places and the distance between them. In other
words, once the size of places and distance between places are controlled for, in an
equilibrium situation there should be no additional flows or interactions.

With regard to spatial interdependencies, one would expect that the interdepen-
dencies between places are two-sided (or exchange) and crisscross (periphery–pe-
riphery; Burger et al. 2011) in character: places should be both sender and receiver of
relationships and interdependencies between places at different levels of the original
urban hierarchy (e.g. core–periphery relationships) should not be stronger than the
interdependencies between places at the same level of the hierarchy (e.g. core–core
relationships or periphery–periphery relationships). The degree of spatial interde-
pendencies within an area can be determined by assessing to what extent a region
functions as one place. If this would be the case, we would see that controlling for
size and distance, interdependencies within places (or between places within one
part of the region) should not be stronger than interdependencies between places (or
places across different parts of the region).

4 Estimation of the Gravity Model

By taking logarithms of both sides of gravity equation and including a disturbance
term, the multiplicative form can be transformed into a linear stochastic form. It
results in an equation that is testable using ordinary least squares, in which the
disturbance term εi j is assumed to be identical and independently distributed (i.i.d):

ln Ii j � ln K + β1Mi + β2Mj − β3di j + εi j

The model above can be extended to a panel data framework, so that it becomes
possible to study the development of spatial interactions over time (see e.g. De Goei
et al. 2010). In addition, the empirical gravity model can be easily augmented to
include other factors than size and distance. Most notably, dummy variables that
reflect the type of relationship between places (e.g. core-periphery vs crisscross; or
within a subregion vs. between subregions; see Fig. 2), can be included in themodel to
test the degree of functional polycentricy and spatial interdependencies in a region.
Also barriers between places, like lack of physical accessibility, or language and
cultural differences between places, can be introduced to test whether these hamper
or stimulate interaction.

The models can be estimated using OLS, but the application of a linear regres-
sion model often results in inefficient, inconsistent, and biased estimates (Flow-
erdew and Aitkin 1982) since the underlying assumptions of normal distribution
and homoskedasticity are often not satisfied. For this reason, the use of alternative
regression techniques such as count data model is then judged more appropriate.
Applications of count data model in assessing spatial structure can be found in the
work of De Goei et al. (2010), Van Oort et al. (2010) and Hanssens et al. (2014). A
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Fig. 2 Example of different spatial interdependencies within a region SourceVanOort et al. (2010)

more elaborate account of the estimation of gravity models can be found in Burger
et al. (2009) and Broekel et al. (2014).

5 Concluding Remarks

Although the gravity model provides a framework to simultaneously assess different
aspects of functional spatial structure, a difficulty in the assessment of both func-
tional polycentricity and spatial interdependencies still constitutes the multiplexity
of urban networks (Burger et al. 2014b) and integration (Meijers et al. 2018) as well
as individual-level heterogeneity (Burger et al. 2014a). First, the spatial structure of
different types of functional relationships is not necessarily identical and a region
can, therefore, appear to be polycentric or spatially integrated based on the analysis of
one type of functional linkage but loosely connected based on the analysis of another
type of functional linkage (Burger et al. 2014a). Second, spatial interdependencies
between different centres could have institutional and cultural dimensions besides
functional dimensions (Meijers et al. 2018). Third, even when a single type of flow is
taken into account, there may be a wide variety in spatial interaction patterns that can
be attributed to differences among people or firms (Burger et al. 2014a). Addressing
this heterogeneity is important, as networks of flows are built up by heterogeneous
individual and group behaviour, and structural changes and policies that benefit one
group may harm another.
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Urban Morphogenesis: Putting
Mathematics in Its Place

Roger White

Abstract Mathematics is essential in a formal treatment of urban morphology
because the complexity of urban form is best represented as a mathematical object, a
fractal. Mathematics is equally important in models of morphogenesis. Nevertheless,
mathematics in itself is incapable of representing morphogenetic processes and must
be embedded in algorithms in order to capture the temporality of morphogenesis. In
the case of straightforward processes of urban self-organisation, conventional simu-
lation models are sufficient. However to capture the creativity of cities—their ability
to create new agents and new types of agents with new rules of behaviour—uncon-
ventional algorithms are required, algorithms that alter themselves during execution.
Ultimately algorithms, not mathematics, provide the natural language of morpho-
genesis.

1 Introduction

Cities are beautiful creations, whether from the street, the air or in our imagination.
And morphology is the surface that presents that beauty to us. But why do we
study cities? Often in order simply to understand these wonderful creations. But we
also study them for more practical reasons—for example, to make planning more
effective. For this we need to go deeper, to understand the processes that generate
the city and its morphology: we need to understand urban morphogenesis.

Traditionally urban morphology was the subject of the mapmaker and the artist,
with artists producing bird’s eye views of entire towns, panoramic views from strate-
gic vantage points, or street views; some artists, notably the vedutisti, specialised in
representative street scenes. Morphogenesis was the province of the historian, who
described the appearance of notable new buildings, significant changes to streets and
public spaces, and town extensions. While this descriptive, humanistic approach is
appealing in its realism and in the richness of its detail, it doesn’t open the door
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to an understanding of a generic morphogenetic process. Yet the very fact that we
are comfortable applying the word “city” to settlements on five continents over a
span of four millennia suggests that we believe there is a common theme, with vari-
ations of course, in the processes that generate these structures. This belief has led
to the development of a range of scientific approaches to understanding the process
of morphogenesis, and these approaches inevitably involve mathematics in one way
or another.

2 Morphogenesis: Conventional Approaches

From a mathematical perspective, the morphology of both cities and urban systems
is essentially fractal (e.g. Batty and Longley 1994; Frankhauser 1994; Thomas et al.
2008), whether in terms of the edge of the urbanised area, the land use pattern, the
form of infrastructure networks or various scaling relationships. As a mathematical
object, a fractal is the result of an iterated rule. In the world of natural and human
systems, a fractal structure is the signature of a complex system—that is, a system
that is the product of a process of self-organisation. In other words, time is involved,
either implicitly or explicitly. This is reflected in the contributions in this volume:
most are focussed either on the fractal nature of urban morphology, or on processes
of urban morphogenesis, most of which generate fractal morphologies.

Scaling laws (e.g. those discussed by Bettencourt (2013) or West (2017)) are also
an expression of the fractal nature of cities, though most of them do not describe
spatial forms. These are typically derived statistically by regressing the characteristic
of interest, such as energy use, against city size. They are not, of course, laws in the
sense of the laws of physics, but rather robust statistical regularities that emerge as a
result of a number of underlying processes interactingwith each other. In this case, the
mathematics, typically in the form of a power function, emerges as a descriptor of an
empirical regularity. In the case ofmodels developed to explain fractal morphologies,
the mathematics is embedded in a simulation model—e.g. a negative exponential
distance decay equation may be included in a dynamic transportation model—and
themodel then generates the fractal spatial structure, such as a fractal land use pattern.
What is notable is that in both cases the mathematics, while essential, is contained
in a non-mathematical structure—the data in the case of the scaling laws, and the
algorithm in the case of the simulation models.

In contrast, approaches which are exclusively mathematical, where the mathe-
matics is not subordinated to either data or an algorithm, essentially fail as models of
morphogenesis. Key examples are the land use models derived from microeconomic
theory—e.g. those of Alonso (1964), Muth (1969), Angel and Hyman (1976), Fujita
(1989) or Papageorgiou (1990). In each case, in order to write equations which can
be solved, radical simplifying assumptions must be made about the actors in the
system—the individuals, businesses, and organisations that need land; and even then
the equations can only be solved for a one-dimensional space. Thus, in spite of the
fact that the mathematics is in some cases quite elaborate (e.g. triple integrals), the
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results are always simple: concentric bands of homogeneous land use with perfect
radial symmetry. These models produce no fractal land use patterns. Furthermore,
there is no representation of the process by which the patterns could be generated,
and so the models cannot represent the growth of a city. In other words, they are
exercises in mathematics that add little to our understanding of either morphology or
morphogenesis. It is perhaps significant that no such models are represented among
the contributions to this volume. On the other hand, mathematical models such as
these can be valuable when embedded in simulation models (e.g. Caruso et al. 2007;
White 1977;White et al. 2015), because they then become part of a process. Inside the
simulation algorithm, the equations do not have to be solved because they are iterated
instead, thus generating change from one time period to the next; and because they do
not have to be solved, the restriction to one-dimensional space can be dropped. The
result is that, as part of an algorithm, they can generate realistic land use patterns, and
patterns that evolve over time. However, there is a deeper reason that mathematics
as a stand-alone modelling technique is not always sufficient, and this limitation is
not overcome by embedding the mathematics in a conventional simulation model.
The reason is strong emergence.

3 Complexity: From Weak to Strong Emergence

Most urban simulation models, whether agent based (ABM) or based on cellular
automata (CA) or other techniques, represent applications of the theory of complex
self-organising systems. In this approach, order emerges in a bottom-up process from
the interaction of the individual agents in an ABM or cells in a CA. The approach
originates in physics, and it is entirely appropriate for many physical systems. For
example, in the paradigmatic case of the self-organisation of a convection cell in a pot
of water heated from below, when the temperature differential between the bottom
and the top of the water column exceeds a threshold value, the random motions of
the molecules are no longer sufficient to move the heat from the bottom to the top
by conduction, and the trajectories of the molecules become biased in an upward
direction in some regions and downward in others. This bias is self-reinforcing, so
that convection cells develop, which are much more efficient at moving the heat up
and out of the water. These convection cells are macro-scale patterns of movement
in the water, which previously was homogeneous in that it exhibited only micro-
scale, random motions of the water molecules. The threshold temperature where the
convection cells begin to appear is a bifurcation point. This process was simulated
at the level of individual molecules by Prigogine and Stengers (1984). Atmospheric
circulation models are similar in principle, and generate large scale patterns such
as the jet stream or hurricanes. In both cases, the large-scale circulation patterns
that appear are instances of weak emergence. And in both cases, we know that the
only agents involved are the relevant molecules or other particles, which behave
in accordance with the laws of physics and chemistry, although in the case of the
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atmospheric circulation models we must aggregate to the level of cells in order to
make the computations feasible.

Biological systems, however—and in particular human systems—are fundamen-
tally different. They are not simply collections of particles interactingwith each other
in accordance with the laws of physics and chemistry, although they depend on those
laws. As the biologist Rosen (1991) pointed out, all living systems contain models
of themselves and the relevant parts of their environment, and act on the basis of
those models. DNA is the medium of the most basic of these models, with neural
systems providing another substrate, one that permits more flexible models. Human
systems also include external models embodied in works of art, literature, scientific
publications, and, of particular interest to us, computer programs. The fact that the
models are part of the systems being modelled makes these systems self-referential,
and self-reference generates problems such as paradox and contradiction in logic and
mathematics. This is the fundamental reason that the biological and social sciences
have always seemed somewhat problematic as science in the strict sense of the word,
and the reason that mathematical models in these fields often seem somewhat inap-
propriate or inadequate. Furthermore, a structure that contains a model of itself can
act on itself and its environment: it is an agent. Agency introduces top-down causa-
tion. The order in systems containing agents is not simply the result of bottom-up
processes directed by physical laws; it is also influenced by the agents’ models. This
introduces intentionality into the ordering process.

In urban modelling, it is standard practice to treat human systems as if they were
essentially physical ones. The behaviour generated by the intentions of individuals
typically has strong statistical regularities, so behavioural rules can be used as if
they were physical laws. This works because we are normally trying to model the
emergence of spatial patterns, and in this context, human agents can reasonably be
treated as particles. With this approach our models generate the patterns in a process
of bottom-up self-organisation, a process strictly analogous to the appearance of
convection cells in the pot of water.

Both urban morphology and convection cells are instances of weak emergence.
What emerges is a spatial pattern in the particles or agents that were already there. No
new agents or types of agents are generated in the model. Since in the case of urban
morphology we are modelling the emergence of patterns, it would seem that models
producing weak emergence are appropriate, and this is usually the case—especially
when the modelling horizon is relatively short or the agents are aggregated and thus
generalised, as when various retail agents, whether supermarket or art gallery, are
collected into a category called “commercial” and treated as a single type. But in
general, the most important cases of self-organisation in human systems are not
instances of weak emergence.

Human systems generate not only new patterns, but new agents, and new types
of agents with new types of rules. For example, a number of families and businesses
individually deciding to settle in the same area will eventually produce a dense
settlement which may have many of the characteristics of a city—economically and
socially it will function as one. It will have a distinctive urban morphology, and
we can model its emergence with a CA or an ABM. But the settlement as a whole
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is not an agent, because its behaviour is simply the aggregate of the interactions
of the individual agents that compose it. This is again a case of weak emergence
by self-organisation. However, at some point, the individual agents may decide to
incorporate the settlement as a city. The city, as a legal entity with a number of powers
(e.g. to issue regulations, pass laws, sign contracts) is now an agent, and a new kind
of agent; it is different from the original person and business agents. This is a case of
strong emergence. But what is the process by which it occurred? We can, of course,
describe the individual events involved, as well as the enabling circumstances, but
this would be a return to the descriptive approach of the historian. In other words, we
are forced to step outside themodelling framework: in the framework of conventional
modelling, the appearance of a new type of agent must be treated as an exogenous
event.

Modelling strong emergence in a system is difficult, because the phenomenon
represents the structural evolution of the system: the system ceases to be the system it
was and becomes a new one. To model strong emergence requires that the simulation
model re-program itself as it executes, so that the program itself evolves as it runs. In
some cases, it is relatively straightforward to design such a model. For example, an
agent-based model of the evolution of an economic system (Straatman et al. 2008)
consists initially of a relatively small number of firms (firm agents) producing several
products, some of which are used as inputs by other agents to produce other goods,
while others are final consumer goods, purchased by people (person agents) who
provide labour inputs. In this initial form, the dynamics quickly stabilises so that
a stable pattern of production, consumption and prices emerges—a case of weak
emergence. However, the model also includes a module that occasionally adds new
agents, and some of these are different from existing agents: they use different inputs
to produce an existing good (this represents a new process) or they produce a new
product, which can subsequently be used by other new agents as an input to other
novel processes or products. The system thus grows in size and complexity. However,
because of constraints representing limitations on resources and the necessity for
profitability, this growth is occasionally interrupted by crasheswhere firms, products,
and processes are eliminated, with the result that over the long run the system is
restructured and becomes larger as it becomes more efficient.

This is a very simple example, where strong emergence is always of a single kind
(a firm using a different set of inputs to produce a new type of product). Nevertheless,
the example makes clear the reason that strong emergence cannot be handled by a
purely mathematical model, even though at any particular iteration the model looks
mathematical. In essence, each agent is represented by an equation that shows the
output of a product as a function of the inputs, and since the output of some agents
is the input of others, the economic system as a whole is represented by the set
of simultaneous equations. This is very similar to the input–output model widely
used in economics. At this point, the system is purely mathematical. But from one
iteration to the next, the number of equations in the system changes, as does the set
of variables. Yet an equation, or a set of equations, cannot spontaneously generate
a new variable, or generate a new equation to relate the new variable to existing
variables, or alter existing equations to include the new variable. These actions can
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only be accomplished by an algorithm as it is executed step by step in a computer.
Including a variable “t” to represent time, as is done in a conventional dynamical
model, does not alter this situation. It allows us to model the dynamics of a particular
system, but it does not enable us tomodel the evolution of that system as it continually
transforms itself to become another system, thus generating a sequence of systems,
each the product of the previous one. The deep reason that an algorithm can be
creative by continually transforming itself into novel algorithms is that because it
must be executed step by step on a computer, it embodies actual, natural time rather
than a representation of time, and the future, in natural time, is open (White and
Banzhaf 2019).

This is the fundamental limit of mathematics: a mathematical system cannot
be creative because it is ultimately static and tautological. Mathematicians can be
creative and invent newmathematics, and computers executing certain types of algo-
rithms can be creative, as the executing algorithm alters itself to become another,
unexpected algorithm; but mathematics is not and cannot be creative. Algorithms are
the proper language of morphogenesis because they can be creative and thus capture
the creative nature of cities.
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Not Only … But Also: Urban
Mathematical Models and Urban Social
Theory

Trevor Barnes

Abstract The chapter makes an argument that mathematical urban models should
be joined with urban social theory. The two were separated historically was not
because of any philosophical incommensurable difference but a result of internal
sociological factors within the discipline of geography during the early 1970s. A
model for integratingmathematical and social theoretical urban approaches is offered
that draws on the work of the historian and philosopher of science, Peter Galison,
and his idea of a trading zone.

1 Introduction

As an undergraduate studying geography at University College, London (UCL),
1975–1978, I received a schizophrenic education as it related to the urban. I took
two courses in quantitative methods and modelling. I learned about the Garin-Lowry
model (Garin 1966); applied the power law distribution to verify Zipf’s Law; derived
Alonso’s (1964) concentric rings of urban land use; and read the relevant parts of
August Lösch’s (1954, 118) Economics of Location such that I could answer a ques-
tion onmyfinal exam about the number ofwhole settlementswithin any givenmarket
area. Even more extreme, I became so obsessed by the Box–Jenkins family of auto-
correlation models that early on a Saturday morning I would leave my North London
bed-sit to go to the Library at UCL’s Bartlett School of Planning. There I would
stare until my brain hurt at the seeming never-ending number of papers contained
in the journal Environment and Planning A, and found only at that library, which
used those models to represent mathematically contemporary urban and regional
economies (see for example the series of papers by Bennett 1975a, b, c, d). I would
continue reading those papers into late afternoon preferring to be with those winning
ARMA equations than to be with my beloved winning Arsenal football team that
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played also on a Saturday afternoon not that far up the road at Highbury. Such was
my devotion to mathematical modelling.

The other half of my urban geographical education was something completely
different. It was non-mathematical urban social theory, mostly from the political
left. It was Harvey (1973) on Marx, along with works by Ambrose and Colenutt
(1975) on the economic injustices of The Property Machine, Castells (1977) on ide-
ological contradictions embedded within The Urban Question, and Bunge (1971)
on the many racial inequalities found in Fitzgerald (including a dark mirror version
of Alonso’s celebratory urban model but illustrating only deep-suboptimality for
Detroit’s black inner-city residents; Bunge 1971, 133–34). Along with these sub-
stantive urban materials, we were also taught what was bad about mathematical
modelling, learning instead about the positive possibilities of other methods such
as hermeneutics, phenomenology and especially the dialectic. Our touchstone here
was not Environment and Planning A, but luridly coloured copies of Antipode: A
Radical Journal of Geography. That journal was thought so seditious it was locked
away behind the Geography Library counter in a special sturdy wooden cabinet. It
could be read only at designated tables under the watchful eye of the beadle. Equally
seditious, but even harder to access, was Olsson’s (1975) Michigan Geographical
Publication #15, Birds in Eggs. A post-graduate student once came to one of our
classes bearing his dog-eared copy. He said he was there ‘to disturb us’ by reading
from it. He did, but nowhere near as much as Olsson himself. He visited the UCL
Geography Department in spring 1977, during my second year as an undergraduate.
In his departmental seminar, he gave a brilliant triumphal performative rendering of
the dialectic that he set against a regressive, status quo, power-laden mathematical
equals sign (Barnes 2012). There was no doubt which side he was on.

Missing frommy undergraduate curriculum, however, was how these two intellec-
tual bodies of work related to one another. It appeared as if they lived in two separate
solitudes. One could practice either urban mathematical modelling or urban qual-
itative social theory. Any middle ground was seemingly excluded. I believed that
until I took a seminar at the end of my last year when we discussed the dyspeptic
debate between Harvey (1972a) and Berry (1972) on how to do urban geography.
On the surface that debate appeared as another illustration of the excluded middle:
Berry maintained that doing urban geography meant using only rigorous mathemat-
ical models, while Harvey averred that the sole way forward was through deploying
urban Marxist social theory along with its dialectical method. As we were picking
sides to support someone said, drawing on the name of a well-known Peter Cook
and Dudley Moore BBC tv comedy show running at the time, ‘Why can’t it be ‘Not
only … But also’?’ Exactly, I thought, why can’t it?

In the rest of this short essay, I would first like to explain how the supposed
dualism between urban mathematical modelling and urban social theory initially
emerged (andwhich I believewas for sociological rather than philosophical reasons);
and second to make a case for collapsing that dualism and instead adhering to an
approach of ‘Not Only…But Also’. That is, to suggest that it is possible, and indeed
desirable, to utilize both urban mathematical modelling and urban social theory.
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2 Mathematics Modelling Versus Social Theory

To understand why the dualism between mathematical and non-mathematical
approaches to urban geography emerged in the first place one must go back further
in the story to the arrival of geography’s quantitative revolution during the 1950s.
That revolution began at selected sites in the United States, initially the University of
Washington at Seattle, and the University of Iowa, Iowa City. Later it spread to the
University of Chicago, University of Michigan, Northwestern University, and Ohio
State, along with European centres at the Universities of Cambridge, Bristol, and
earlier than both, Lund (Barnes 2004). Much of the focus of that early quantitative
work was urban-economic and represented by writings, for example on central place
theory, hierarchical urban diffusion and urban morphology. In this context, Brian
Berry’s work was especially notable. After he gained his Ph.D. from the University
of Washington, Seattle, in 1958, he was appointed to the University of Chicago. In
1961, Berry became Director of The Center of Urban Studies that specialized in
mathematical modelling of city form, particularly Chicago’s.

Geography’s quantitative revolution was part of a larger movement that occurred
within US social sciences and humanities during the post-War period and generated
by the Cold War and the rise of the military-industrial-academic complex (Barnes
2008). Fromearly on, in that process the discipline of economicswas front and centre.
More than any other social science, it emphasized the importance of mathematical
modelling. As an end, it had been pioneered in economics particularly by Samuel-
son (1947) in his signal text, Foundations of Economic Analysis. The volume was
jam-packed with mathematical modelling techniques, making economics increas-
ingly like a branch of physics. Samuelson’s text was not politically innocent, though,
but rested on neoclassical economic assumptions that acclaimed among other things
individual rationality, the benefits of market competition, stable equilibrium, and
dexterous movements of Adam Smith’s invisible hand in realizing optimality. Fur-
thermore, Samuelson was scornful about both those who failed to use mathematics,
as well as thosewho sympathizedwithMarxist social theory alongwith its dialectical
method. In his 1961 Presidential Address to the American Economics Association,
Samuelson (1962, 12) snubbed Marx by calling him ‘a minor post-Ricardian’.

When geographers first drew on mathematical models within the quantitative
revolution they often drew on neoclassical economics (King 1979). Consequently,
when social theory entered urban geography from the early 1970s, and represented by
such works as Harvey’s, Castells’ and Bunge’s, all of them Marxist-inspired, it was
not surprising that it disparaged neoclassical economics. Furthermore, the criticism
made of neoclassicism by social theorists was extended to any user of mathematics.
All quantitative work found in urban geography was written off. This was perhaps
clearest in David Harvey’s writings. In 1972, he made a powerful statement against
both neoclassicism and quantitative methods in an essay that appeared in Antipode,
‘Revolutionary and counter-revolutionary theory in geography and the problem of
ghetto formation’ (Harvey 1972b).
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His paper specifically attacked the economic basis of William Alonso’s and
Richard Muth’s mathematical urban models ‘built on neoclassical marginalist prin-
ciples’ (Harvey 1972b, 8). But Harvey also stretched his critique to apply to any user
of quantitative methods in urban geography. As Harvey (1972b, 6) wrote:

[Geography’s] quantitative revolution has run its course and diminishing marginal returns
are apparently setting in as … [it] serve[s] to tell us less and less about anything of great
relevance…. There is a clear disparity between the sophisticated theoretical and method-
ological framework which we are using and our ability to say anything really meaningful
about events as they unfold around us. … In short, our paradigm is not coping well. It is ripe
for overthrow.

He further twisted the knife of criticism by also contending that formal theory
was ‘counter-revolutionary’, which he defined as:

A theory which may or may not appear grounded in the reality it seeks to portray, but which
obscures, be-clouds, and generally obfuscates … our understanding of that reality. Such a
theory is usually attractive (and hence gains currency) because it is logically coherent, easily
manipulable, esthetically appealing, etc., but it is in fact divorced from the reality it purports
to describe (Harvey 1972a, 41).

Here the die was cast creating an excluded middle. Harvey linked the ‘logically
coherent’, the ‘easily manipulable’, and the ‘esthetically appealing’, that is, for-
mal modelling, with irrelevance. In fact, worse than irrelevance because ‘attention
[was diverted] from fundamental issues to superficial or non-existent issues’ (Har-
vey 1972b, 41). This is what made mathematical modelling a form of ‘counter-
revolutionary theory’, and anathema for any self-respecting user of social theory.

As a logical argument, Harvey’s contention goes as follows: neoclassicism is
model-based and mathematical; social theory and particularly radical geography are
against neoclassicism; therefore, social theory and radical geography are against
mathematical models. Such a syllogism is logically flawed, however. It is an exam-
ple of the fallacy of affirming the consequent. While the premises are right in that
neoclassical economics is quantitative and mathematical, and social theory and rad-
ical geography are against neoclassicism, the conclusion does not follow. This is
because mathematical modelling can be undertaken without necessarily invoking
neoclassical economics.

On logical grounds, then, Harvey (and radical geography) was wrong to reject
mathematical models, producing a false binary between urban mathematical mod-
elling and urban social theory. Historically it was wrong too. If we go all the way
back, Marx himself was keen to mathematize his work, learning differential calculus
and undertaking complex arithmetical calculations to figure numerical values for
prices and profit rates (Smolinski 1973). More recently, there have been also formal
mathematical presentations of Marx’s social theory including its application to the
urban both as a system and as a single city entity. Indeed, after I left UCL to attend
graduate school at the University of Minnesota I tried in one of my doctoral thesis
chapters to join social theory and mathematical modelling. I brought together the
Garin-Lowry model with Marx’s theory of labour value and land rent with Sraffa’s
theory of joint production (Barnes 1983, ch. 3).
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A pivotal moment in urban studies was when Harvey rejected the quantitative rev-
olution and accepted ‘revolutionary theory’. At that juncture, ‘either/or’ emerged in
the study of the city: either urban mathematical modelling or urban social theory. On
logical grounds, however, Harvey’s argument was shaky, and later was contradicted
by counter-examples including inmy ownwork. Not that Harvey did anything under-
hand. In many ways, it was a brilliant manoeuvre. But it had larger consequences,
producing a binary that was hard to shake, in fact stubbornly holding to the present.

3 From Either/or to not Only/but also

Consequently, while urban mathematical modelling and urban social theory are not
intrinsically in opposition, they are rarely presented together. As Kwan (2004, 756)
says, and who writes about the relationship of mathematical modelling and social
theory more generally within human geography, the typical relation between the two
sides of this apparent binary is ‘mutual indifference and the absence of dialogue’.
So, how can people be encouraged to speak to one another across this divide which
though as I’ve argued is artificial acts no less as a real barrier?

My suggestion derives from science studies, the interdisciplinary body of lit-
erature concerned in part with how scientific knowledge is forged from divergent
elements that enter it. Galison’s (1998) work on ‘trading zones’ is especially ger-
mane. Set within the history of twentieth-century physics, it is based on his study
of the interaction among different types of scientists concerned with the problems
of detecting, recording and theorizing microparticles. In spite of these differences,
however, those scientists managed to get along and work together, combining their
insights as part of a single project.

The idea of the trading zone came from economic anthropology. It was used in
that field to understand how exchange occurred between societies with very different
values and meanings, objects of importance, and languages. Despite these dissimi-
larities, exchange still was able to proceed, fostered by the development of a pidgin
trading language, an intermediary between the trading parties’ parent languages.
Neither fully dependent nor independent of those languages, pidgin laid betwixt and
between both native languages (it was a hybrid). The development of a trading lan-
guage was a first step in dialogue and gaining mutual interest between the different
trading parties.

Galison (1998) works through the idea of a trading zone by studying three differ-
ent groups of physicists: theoreticians, experimentalists, and instrumentalists. Each
of them during the twentieth-century deal with a variety of issues—technological,
experimental, metrological, mathematical and conceptual—as they endeavour to rep-
resent and explainmicroparticles. Furthermore, each hail from a different intellectual
tradition, speaking a different language, mobilizing different methods, and holding
different objects in esteem. Nonetheless, at specific moments in the research on
microphysics, as Galison demonstrates, each group is willing to engage in trading,
to improvise using pidgin, and to set aside its differences in order to work together
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with others on a common problem. Galison’s (1998) prime example is the serendip-
itously established RadLab at MIT during the Second World War that engendered
co-operation and trading among these three very different scientific partners. No
superordinate principle emerged among the three groups of scientists as they worked
together at the RadLab, no grand theory of everything. But as Galison shows, in the
end, common purposes were achieved, and dazzling accomplishments realized.

My suggestion is for trading zones to be established between urban mathematical
modellers, who are found in abundance within this book, and urban social theo-
rists, who are barely represented. Of course, this not surprising. For almost the last
half century, these two tribes of social scientists have led separate lives, inhabiting
quite different camps, speaking different languages, although each studying the same
entity, the city. Admittedly co-operation will be very difficult to foster. Much water
has now passed under the bridge separating them. There is at best mutual suspi-
cion, if not mutual disdain. But as Galison’s study demonstrated, it is possible for
quite different intellectual communities, with sometimes opposing epistemologies
and ontologies, to work together, to produce results that are novel and creative, that
literally change the world. To do so means setting aside prejudices and identifying
particular issues and sites where conversation and trading might occur. Afterwards,
the parties may go back to their respective corners, but the hope is that the very
interaction makes a difference to both, producing excitement, inspiration and imag-
ination, resulting in something new, although as yet undefined. Next time it might
even produce a book called, The Mathematics of Urban Morphology and Urban
Social Theory.
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Urban Morphology or Townscape?
Wholes Made of Many Parts

Ron Johnston

Abstract Early fieldwork in a number of cities showed that townscapes—street
patterns, plot sizes and building styles—rarely developed as planned wholes but
rather as a congeries of mini-regions with separate characteristics inserted within
the pre-urban cadaster, such as filed boundaries. Research led by Conzen, Ward,
Whitehand and Larkham has developed this argument in considerable detail but there
remain many lacunae for studies of emerging urban forms that could be undertaken
using modern tchnology.

In my student days I had homes in Leeds and Manchester, two nineteenth-century
industrial cities very different from the village in southern England where I had spent
my first 18 years. As I moved through those two cities––on foot and by bus––I was
intrigued by the micro-details of the townscape, how the streets didn’t quite join up
in many places and the building styles suddenly changed––things I could have noted
in the town where I went to school (Swindon), but which were totally ignored. Then
I moved to Australia and a very different city––Melbourne––but the same features
stood out again: the townscape wasn’t a whole but a series of independent parts,
bolted together with no apparent attempt at unity.

All was revealed when I came across a paper by Ward (1962) which provided
the answers I had been seeking. The key, in his terms, was the ‘pre-urban cadaster’:
new pieces of urban fabric were added to the built-up area, not necessarily on its
fringe, within the pre-existing pattern of landholdings. That pattern varied spatially
in its nature, between the smallholdings into whose boundaries much of southern
Leeds had been extended and the larger holdings––where I lived––to the north of
the city. In many parts on the outskirts of south Leeds, almost all holdings in the
mid-nineteenth century were of ten acres or less; in parts of north Leeds, on the other
hand, as much as half of all holdings were of ten acres or more. The rows of terraced
housing––many of them of the back-to-back variety––and the streets onto which they
faced were inserted into many of those holdings. In some cases they were contained
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within the boundaries of individual fields, hence Ward’s conclusion (Ward 1962,
p. 166) that ‘the location, the size and the shape of land holdings have been shown
to have had a significant effect on the characteristics of the urban plan’––a situation
that he claimed was representative of northern England’s other industrial towns, and
which my unstructured field observations in Manchester appeared to confirm (on
which see Sutton 2013) as did a later paper by Mortimore (1969) on Bradford.

In Melbourne, my Ph.D. thesis was designed to bring together an appreciation
of the city’s social geography––based on the then emerging work on social area
analysis––and elements of its townscape, notably the street pattern, building types
and the distribution of shopping centres of varying size and composition (on building
types, see Johnston 1969; on shopping centres, Johnston 1966a, 1968a). Much of the
city’s expansion occurred in the twentieth rather than the nineteenth century, but the
same relationship between the pre-urban (albeit only relatively recently established)
pattern of landholdings and the city’s street pattern was clearly displayed. My paper
on the city’s streets (Johnston 1968b) clearly identified breaks in their alignment
that coincided with one or both of parish and landholding boundaries, both in their
orientation and the fact that, for example, north–south streets oftendidn’t quitemeet at
those boundaries. Aerial photographs quite clearly identified where those boundaries
had been. Furthermore, differing types of street plan––rectangular grids as against
less regular patterns––were clearly associated with different types of social area; the
city’s social geography was apparent in those elements of its townscape.

By then I had also encountered Conzen’s (1960) classic work on town-plan anal-
ysis, and seen how in some parts of a town areas that had initially been developed
at relatively low densities were filled-in––what he termed repletion (something that
Whitehand and Larkham 1991, later brought up-to-date in the British context). In
a very different context, this is what I observed in parts of suburban Melbourne,
notably those areas initially developed at very low densities for the city’s upper-
middle classes. By the mid-twentieth century, many of these individual properties
in their large suburban estates were being abandoned and replaced by new devel-
opments at higher densities. In many cases, a new street (a cul-de-sac in a lot of
them) was inserted to serve the smaller, but still relatively high status, homes and,
especially, associated gardens in areas that changed their appearance but not their
social standing. Mapping those redivisions of suburban space provided complemen-
tary evidence of the location of Melbourne’s high-status residential areas (Johnston
1966b).

That was where my work on townscapes ended, and although I observed similar
characteristics inmynext homecity––Christchurch,NewZealand––Imadeno formal
study of them, though my arguments were confirmed when ‘Con’ Conzen visited for
a year and I took himonfieldwalks through various parts of the city’s townscape.And
although my next home––Sheffield––bore all of the characteristics I had observed
in Leeds and Manchester a decade earlier, plus some contemporary developments
charted elsewhere by Whitehand (2001), they did not attract my attention, apart
from noting the uniformity that large public housing estates had imposed on the city,
something that was not the case inNewZealand cities where, prior to the introduction
of multi-storey flats a dominant feature was that no pair of adjacent dwellings should
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look the same from the street, even if the only variation was in the orientation of a
basic house plan on the plot.

Townscape analysis, building on the foundations laid, in particular, by Conzen
was the chosen subfield of a small group-based on the University of Birmingham,
led by Jeremy Whitehand with, later, Peter Larkham (who has summarised much
of the group’s work––Larkham 2006). In a wide-ranging literature, they and their
associates have identifiedmanyof the features of evolving townscapes, both historical
and contemporary, and the agents involved in creating the parts which combined to
make what in some cases was a rather chaotic whole. Modern planning has to some
extent improved on that: new settlements have been planned as wholes––although
most of them have had later extensions––and the layouts of new subdivisions have
had to conform to planning policies with regard, for example, to street layouts and
building styles: nevertheless, the separate parts are usually readily identified onmaps
and plans and in the field.

Whitehand’s research has identified many of the separate components of these
emerging townscapes. His early work on fringe belts, for example (Whitehand 1967),
illustrated how certain land uses were placed at the edge of a built-up area during
periods when expansion was slow––and such residential development that did take
place was at relatively lower densities than at periods of rapid expansion (Whitehand
1975). When urban growth resumed, they often remained as somewhat anomalous
elements within the burgeoning residential and commercial areas––cemeteries and
public parks, for example, as well as allotments and playing fields. Some were later
translated into other uses with, for example, residential areas inserted into the fringe
belts just as had been the case on the edge of Leeds or in the infilling of low-density
housing estates in Melbourne.

Townscapes––British in the case of Whitehand’s research but certainly not con-
fined to there––are thus composed of what he terms morphological periods (White-
hand and Carr 1999, 2001), characterised by their street patterns, their built forms
and architectural styles (reflecting the different architects and designers involved),
and the size and use of the plots on which the buildings are placed: most of them
are residential areas, but commercial and industrial areas (including shopping and
service centres) add further diversity to the scene. Townscapes, to use a term less
popular these days than a few decades ago, are a congeries of regions––they look
and feel different, and different types of people live in them.

Townscape description and analysis are now a very minor interest among urban
and historical geographers, but the separate units identified in such work provide the
frameworks within which the lives of modern city residents are structured: they both
create and constrain their action and activity spaces.

And therein lies the challenge for new generations of researchers attracted by
the wealth of big data now available and the software packages within which
they can analyse, even visualise, them and undertake their work in what is now
termed urban analytics. While much of their expertise might be expended using the
available technology to evaluate a city’s liveability––how easy is it to navigate its
street system?––to understand how that structure has emerged requires analysis of
how the street pattern and the built form within it have been created. Alongside
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research into the urban whole, attention could be focused on its many parts, that
congeries of regions––some big, many tiny––that formed the building blocks within
which agents created the myriad parts of complex, complicated, frequently chaotic
wholes. And the construction of geocoded databases could appreciably assist in the
development of what Whitehand (1975, 1977, 1992) frequently called for and made
steps towards—theory building: as he noted early on (Whitehand 1975, p. 211) most
research on urban form has been ‘idiographic, providing little basis for either repli-
cation or further development’. The possibilities are surely endless, for comparative
studies providing foundations to a wider appreciation of how urban forms have been
formed.
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Extending Urban Morphology: Drawing
Together Quantitative and Qualitative
Approaches

Peter J. Larkham

Abstract This chapter explores the complex and varied nature of ‘urban morphol-
ogy’ and how a traditional, largely qualitative approach could be extended by the
range of current and potential quantitative techniques to form a ‘new urban morphol-
ogy’. The problems and advantages of innovative and interdisciplinary research are
explored. The potential of such a ‘new urban morphology’ is in developing more
robust and comprehensive approaches to understanding urban form, incorporating
the multiple dimensions of scale, dynamics, production, and consumption.

1 The Nature of Urban Morphology

Cities are increasingly large and complex artifacts. It seems fundamental and was
recognised by Bobek as early as 1927,

1
that urban morphological research should

recognise the essential trinity of function, form and change through time: cities
are artifacts in both space and time, and they inevitably change. Venerandi et al.
(2017, p. 1057) note that, amongst built environment disciplines, urban morphology
has ‘peculiarly’ made change a central focus. Skeates (1997, p. 8) writes of ‘the
formless mess that is produced by urbanisation’, and Crang (2000, p. 304) that ‘the
city is becoming an all-encompassing infinite space … the urban arena is made of
fragmented spaces and pathic objects without a coherent totality’. If we consider
Shanghai, one of the world’s largest cities (24.15 million, area 6.340 km2 and den-
sity 3,854persons/km2: http://www.worldpopulationreview.com) then the sheer scale
and complexity of the urban object are made unmissably clear (Fig. 1). The world’s
population, and the rate of urbanisation, continue to grow; the problem will continue
to become more intractable. Yet there is a great range of tools to help deal with
urban scale and complexity, particularly of urban form. These have been developed

1This was Bobek’s first methodological paper, written at the age of 23.
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Fig. 1 Aerial view of Shanghai (radics.geza, Creative Commons)

piecemeal over several decades and draw from a wide range of disciplines, research
traditions and philosophies. At a time when interdisciplinarity is being heavily pro-
moted as the new dominant research paradigm, it is timely to explore how some of
these traditions could work better together, and some of the issues arising for urban
morphology.

There are, as might be expected, confusions in ‘urban morphology’. If ‘morphol-
ogy’ is ‘the study of form’ as its Greek suffix implies and as is used in disciplines such
as biology (Thompson 1917) and medicine,2 then ‘urban morphology’ is ‘the study
of urban form’. However, ‘morphology’ is commonly used in the urban context to
mean ‘form’: although technically misleading (Larkham 2002), this has now become
generally accepted—including amongst urban morphologists. There are many other
examples that could be interpreted as misuse of terms. Does this lack of precision
hinder our understanding or facilitate discourse? Some have long sought precision
in terms (Conzen 1969), though there is a danger of producing ‘profuse nomen-
clature with little meaning’, for which some early work was criticised (Whitehand
1981, p. 4). Amongst two disciplinary users of urban morphology, Samuels (1990,
pp. 433–434) noted,

if architects seem to use morphological terms loosely, without precision, then geographers
must be tolerant. It is one of the attractions of the nexus of concepts, ideas and approaches
that occupy the field of urban morphology that they are capable of being appropriated for
use by different professions in different contexts who seek to use them for their own purpose

2Note the volume of medical citations when searching Google Scholar for ‘morphology’.
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… [Morphology] is open to approach by various disciplines with their own methods and any
attempt to restrict or straight-jacket the discourse could stifle it.

Much early work on urban form was essentially descriptive and classificatory—-
morphography (Fritz 1894; Dickinson 1934), even sometimes a spatial art history
(Kunstgeographie) (Shaefer 1928). Topography was recognised as important in early
German work, leading to its use especially where traditional documentation was
absent or incomplete—an approach called ‘urban constitutional topography’ (städtis-
che Verfassungstopographie) (Frölich 1938). A developmental perspective was also
incorporated—a morphogenetic approach, recognising the detailed town plan as, in
essence, a historical document in its own right (cf. Strahm 1950). Work in recent
decades has substantially extended this from the more descriptive aspects of form to
a critical exploration of the processes (agents and agency, cf. Larkham and Conzen
2014) that create, shape and reshape the physical form itself. For, as Pesaresi and
Bianchin (2001, p. 56) state, urban form is ‘the physical appearance of social reality’.
In fact, much of the work in the tradition that has promoted urban morphological
research, founded the International Seminar on Urban Form and its journal, Urban
Morphology, has been broadly historico-geographical (cf. Whitehand 1977) and
historico-architectural (the Italian process-typological tradition, cf. Cataldi 2003).
An important strand of French work, again largely historical, has proceeded albeit
with less direct contribution to ISUF in recent years (Panerai et al. 1997; Moudon
1997 identified these three national ‘schools’). Although there have been suggestions
that historical work has dominated the activities and output of ISUF, this historical
dimension is now seen as significant in informing a range of public policy from urban
design to planning for urban resilience: ‘a rigorous approach towards analysing urban
form from an evolutionary perspective is now, more than ever, relevant in interpret-
ing its future trajectories’ (Verenadi et al. 2017, p. 1057, citing Batty 2009). And
a range of other work has emerged, from disciplines and researchers that may well
not consider themselves as ‘urban morphologists’, including mathematics, computer
science, remote sensing, climatology, and others. The relationship between urban
form and design has become evident in the professions of urban planning and urban
design—for example being identified as one of the significant areas of knowledge
contributing to ‘what an urban designer should know’ (Moudon 1992).

Given the variations in ‘morphology’ and its constituent national and disciplinary
parts, it is also pertinent to examine ‘what is an urbanmorphologist’ (Ley 2012). This
is not as obvious as it may seem. Those who study and publish on urban form come
from somany distinct disciplines, and publish in somany journals, that it may indeed
be perceived as too disparate, not a unified field of knowledge at all. Certainly, some
papers do not explore urban form per se, but rather the influence of urban form on
variables such as urban microclimate, energy use, behaviour, and the long list goes
on. Yet these works can shed welcome light, even if indirectly, on urban form, and
the complex interrelationships between such factors, the physical form itself, and the
means of production and consumption. ‘Urban morphology gains much, especially
methodologically, by encompassing so many kinds of researchers. Indeed it may be
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seen as a vanguard scientific field, in which interdisciplinary and transnational work
was characteristic long before it became fashionable more widely’ (Ley 2012, p. 78).

But is urban morphology a science? Much of its work seems rooted in the qualita-
tive approaches of the arts and humanities. Yet there seems to have been awidespread
move since the mid-twentieth century at least for such disciplines to seek to adopt
the mantle of science, hence the rise of ‘social science’.3 Developments in science
and technology are boosted by war (see the rise in patents immediately after 1945:
Dienner 1963) and their perceived success and predictability4 leads to these more
quantitative approaches, based on measurement and replicability, being used for
resource allocation. TheOxford English Dictionary definition of science is ‘the intel-
lectual and practical activity encompassing the systematic study of the structure and
behaviour of the physical and natural world through observation and experiment’.
If one broadens the definition of ‘observation’ to the systematic collection of data,5

most morphology would be included. Experimenting, however, is a different mat-
ter: the expense of urban experimentation would largely relegate this to the virtual
sphere, or to the ultimate in blue-sky thinking, space exploration (Millward 1979, see
pp. 119–120; Greason 2011). A further suggested definition of ‘science’ is ‘a process
of constructing predictive conceptualmodels’ (Gilbert 1991, p. 73).Much urbanmor-
phological work is concept-rich (see Whitehand’s discussion of M. R. G. Conzen’s
historico-geographical study of Alnwick: Whitehand 1981, pp. 15–16). Some of
these concepts have been of enduring and international relevance; for example, the
fringe-belt concept (the stadtrandzonen of the geomorphologist Louis (1936) was
developed by Conzen in his Alnwick study (1960), its economic grounding explored
by Whitehand (1972) and their international relevance discussed by Conzen (2009),
and described by Openshaw (1974, p. 10)6 as perhaps ‘the most important develop-
ment in urbanmorphology so far’). Yet few of the concepts have resulted in ‘models’,
fewer still have been ‘predictive’. It is in the recent, more quantitative, applications
that an extended urban morphology would seem to fit this definition.

2 Contributions to a ‘New Urban Morphology’?

In exploring a possible ‘new urban morphology’ I am thinking of the parallel with
geography half a century ago, and the impact of the ‘quantitative revolution’ (cf.
Haggett 1967)—though, ideally, without the negative connotations of an artificial
‘old/new’ dichotomy, for there is stillmuch of value on traditional, qualitative, critical

3By which I mean more than sociology; though settlements are social constructs hence sociology
has a place, probably under-recognised, in urban morphology.
4Though military history shows their frequent fallibility.
5Though ‘observation’, physical engagement in the field, is a valuable constituent of much mor-
phological research (Larkham 2018).
6Interestingly given the focus of this chapter, Stan Openshawmoved from explicitly urban morpho-
logical research to computation, automated geographical analysis tools, GIS, artificial intelligence
and fuzzy logic applications.
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urban morphology. To paraphrase Kwan and Schwanen (2009, p. 283), ‘antagonism
between critical and quantitative [morphologies] is not beneficial to the discipline
… quantitative [morphology], when integrated with a critical sensibility and used
appropriately, can be a powerful tool’. Some have suggested that ‘there is still no
established agreement on a method for the analysis of urban form’ (Venerandi et al.
2017, p. 1057) and that there is an evident lack of a quantitatively rigorous, compre-
hensive and systematic framework for the analysis of urban form (Dibble 2016). The
range of quantitative approaches now being developed and used in morphological
contexts is likely to move us closer to this goal, simultaneously facilitating complex
and meaningful comparative study. Yet it is the interpretation of such findings that
will tell us more about the interrelationship between cities, form and function; so the
following discussion explores a (very selective) range of applications rather than the
techniques themselves.

First, it should be acknowledged that quantification, in terms of measurement, has
been central to ‘traditional’ morphological approaches such as metrology at the plot
(Sheppard 1974; Slater 1981) and block (Siksna 1997) scales. But surely we need
to move beyond ‘quantifying and describing’ urban landscapes (Civco et al. 2002),
although that is a necessary starting point. Understanding the geometric properties
of urban forms can contribute to understanding—even if, in the absence of docu-
mentation, this is by inference—the processes of shaping the urban form. Hence we
can differentiate areas of distinct form characteristics, and infer that these plan units
were laid out at different times (Baker and Slater 1992). Measurement remains a
popular activity (cf. Fleischmann 2018), and there are multiple-measure approaches
that seek to provide a better understanding of urban physical form (for example, the
seven-variable ‘Morpho’ approach of Oliveira and Medeiros 2016).

However, one aspect that quantification and computational approaches facilitate
is modelling. ‘Computers act as the laboratory for experimentation on phenomena
which is represented digitally with its manipulation being virtual’ (Batty 1976). Yet
the gap between urban morphology and urban modelling identified several years
ago (Stanilov 2010) remains. At the larger scale Maske et al. (1998) model urban
growth patterns, and their model offers the possibility of predicting the global prop-
erties (such as scaling behaviour) of urban forms. Many others have explored urban
growth patterns using various modelling approaches such as cellular automata (He
et al. 2008; Barredo and Demicheli 2003) and similar approaches can be applied to
urban decline (Banzhaf et al. 2007). Likewise, land-use change can be modelled (Al-
shalabi et al. 2013). With a focus on just one component of urban form, Barthélemy
and Flammini (2008) model urban street patterns. Thompson’s ‘laws of growth’ and
‘theory of transformations’ (1917), a fundamental approach to morphology, is of
enduring value7 wherein computer modelling is held to be ‘growing today, essential
tomorrow’: Sharpe 2017). It seems likely that this is equally true for urbanmorphol-
ogy.

7See the special issue of the journal Development (2017, vol. 144, no. 23).
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Ideas of emergence and applications of complexity theory, the latter often
expressed through fractal analysis, have been applied to the complex, adaptive sys-
tems of cities and their varied and changing forms. But

complexity implies unpredictability, relativism of a kind that classical science and indeed
social science find hard to deal with. It is further compounded by the fact that most complex
systems span the physical – human divide, uniting the two cultures, thus opening up a veri-
table Pandora’s box involving free will and self-determination. Cast within an evolutionary
framework in which systems like cities, economies, and societies evolve from the bottom
up, this implies that their future is unknowable, hence unpredictable (Batty 2009, p. 955).

This does rather contrast with the many modelling studies which have claimed to be
predictive.

At the largest spatial scale, computational approaches and ‘big data’ allow rep-
resentation and modelling of urban patterns at the city, region, national and even
international scales. Much of the modelling work discussed below has been at this
larger spatial scale. This raises the issue of the scale of ‘traditional’ urban morphol-
ogy, suggested as the small scale of ‘ordinary urban components (streets, blocks,
plots, buildings): ‘it is the interest on this scale which distinguishes the tradition
of Urban Morphology from others which … have predominantly observed cities at
a much larger scale’ (Venerandi et al. 2017, p. 1057, their emphasis). The terms
‘macromorphology’ and ‘micromorphology’ that have been used in studies of urban
form (e.g. Cui et al. 2013; Chen 2012) seem to have been used rather loosely, with-
out specific delimitation of scale. Kropf (2014) also emphasises the smaller scale of
spaces within buildings and elements of architectural form, especially in the con-
text of parts and wholes. But urban morphology per se has scarcely looked at wider
scales, the urban as a whole, or ‘town and country’ or ‘urban and regional’ planning
(or, more recently in Europe, spatial planning).

At a smaller scale, Venerandi et al. (2017) develop a systematic and quantitative
(though, as they say, ‘not yet comprehensive’)methodof analysis of the formof places
(five areas in London)which have undergone significant change in both physical form
and social composition at various times since c. 1945. This allows them to identify
links between form and social change at the neighbourhood scale—and scale emerges
as a significant aspect. This, therefore, becomes a study of gentrification, and its
physical consequences. The physical variables measured are: street edge, building
footprint, density, street width, coverage ratio, centrality, front height and built front
ratio. They demonstrate that ‘features of ‘traditional’, fine-grained, perimeter block-
based urban form’ are clearly correlated with gentrification, quantitative evidence for
qualitative discussions of theorists such as Ruth Glass and Jane Jacobs. Interestingly
they use street width as part of a measure of ‘centrality’ (‘gentrified areas are found
to sit between urban main streets, which constitute their boundaries’, p. 1070). Street
widths in built-up areas are difficult to change, although the nature of the surface
and its use could be changed (the Dutch woonerf concept, for example); and other
smaller scale physical changes could equally linkwith social change (for example the
journalist Jonathan Raban characterised gentrification in the 1960s as ‘the knockers-
through are here’—creating larger living spaces by knocking out partition walls:
Moran 2007). So Venerandi et al. do provide a useful morphometric approach, but
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are careful to state that their results do not imply ‘any causal or universal relationship
betweenmorphological and social dynamics’ (p. 1956). A qualitative approach could
unpack causality.

The variability/homogeneity of an urban fabric is often an issue for planning
decision-making, especially in the context of conservation. How much change will
a building alteration or insertion make to an urban fabric, particularly if it is felt
desirable to preserve certain characteristics of the area? Quantitative techniques can
produce precise responses, replicable in different areas, potentially allowing repli-
cability (better known as consistency) in decision-making. Hijazi et al. (2017) use
a GIS-based method to analyse data extracted from 2D building footprints obtained
from open source data (OpenStreetMap), which they applied in Zurich in areas ‘with
obvious discrepancies in their spatial configurations’ (p. 1107). Measuring building
edge angles and footprint areas, they can identify patterns that could characterise
‘historical quarters with denser and smaller buildings [which] tend to have more
organic urban fabric with winding street systems’ (p. 1117). Different cities could,
of course, have more rectilinear historic quarters. They suggest that their system
‘could be trained to analyze historical quarters and learn from past examples about
how to achieve or preserve the organic arrangement of the urban fabric. This mea-
sure can also be used as a goal function for a computational synthesis method … to
automatically create new spatial configurations with a defined level of homogeneity’
(p. 1118). Other methods of calculating homogeneity have been developed; Haghani
(2009), for example, uses a fractal analysis approach, calculating a ‘fingerprint’ for
specific areas from air photograph data. With a sequence of air photographs span-
ning several decades he can measure the extent of change over time. The procedure
is a little complex, though, and the measure of fractal complexity is affected by,
for example, tree foliage cover and is therefore seasonal. Rashed et al. (2006), in
contrast, use ‘a ‘soft’ approach… to identify and measure the composition of chang-
ing morphology from multi-temporal, multi-spectral satellite images … capable of
deriving spatially continuous variables quantified at the sub-pixel level’. Hijazi et al.
recognise that their approach could be used ‘to analyze correlations between people’s
emotional responses to urban environments with the measured homogeneity levels
of the corresponding spatial configuration’ (p. 1118).

A wide range of studies attempts to make links between urban form and other
variables. Xiao et al. (2016) relate urban form (in terms of urban configuration,
specifically ‘network accessibility matrices’ to property prices in Cardiff. León and
March (2016) use urban configuration models and GIS to explore evacuation routes
and sheltering for tsunami evacuation in Iquique. Rose et al. (2014) relate urban
form (‘dominant residential building typologies’) to residential heat-energy demand
in Paris, London, Berlin and Istanbul. Rybarczyk andWu (2014) use a discrete choice
model to explore howmicro-morphological features affect bicyclemode choice deci-
sions. Much research of this type demonstrates correlations between form and other
variables, but are these causative links?

Typological approaches have been extended by more quantitative, multi-variable
approaches. The architectural building typology of Markus (1993) and the typomor-
phological studies of the Italian school, both of which related the historical pro-
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duction of spaces in buildings to people and decision-making, have been expended
in computational studies, for example, to archetypal buildings, streets and block
layouts (Steadman and Marshall 2005) and to urban-scale typomorphological mod-
els (Shayesteh and Steadman 2015). Shayesteh and Steadman’s model of Tehran
‘approximates reality’ and, as with other quantitative approaches, is held to be able
‘to generate various options and test what the overall built form would look like and
how it would perform’, thus providing ‘a powerful planning tool’ (p. 1145).

Space syntax has developed into a popular analytical approach for a variety of
purposes, incidentally generating lively international conferences and an online jour-
nal. It seeks to explain ‘how cities work—how space, movement, land uses, human
activity and psychology combine to create the complex forms we occupy and experi-
ence’ (Hillier 2016, p. 199). For example, Stöger (2015) generates ‘novel insights…
regarding the physical environment in which Roman city dwellers lived their daily
lives’ (p. 61), thus demonstrating the relevance of space syntax analysis to historical
urban forms where archaeological data allows. Peponis et al. (2015) explore super-
grids in a range of cities. Both of these papers explore concerns central to qualitative
or ‘traditional’ morphology in newways. Amongst other things, space syntax depicts
streets not as spaces but as networks, a useful additional perspective to the ‘tradi-
tional’ morphology. Di Bella et al. (2017) relate spatial configuration to urban crime
environments using space syntax, typical of a large number of examples of ‘applied’
morphology using this approach. More broadly, Hillier (2016) challenges space syn-
tax to explore interrelationships between spatial and social networks, posing the
fundamental question of ‘what are cities for?’.

All these are indeed new perspectives on urban form that qualitative research
could not begin to explore. However, science and technology (i.e. quantification) are
not normally concerned with how physical phenomena interact to create the varied
urban environments in which people live (Hägerstrand 1991) and, over much of the
post-war period, fields of study have tended to fragment and specialise rather than
interact and integrate.

3 Conclusion: Unhelpful Dichotomies of Old and New,
Quantitative and Qualitative—Moving Forward

… the importance of knowledge is increasingly being recognized in society today. We are
living in a societywhich is asmuch characterized by the production of knowledge as anything
else. Never before have there been so many systems of meaning requiring institutionalized
cultures of experts and their professional discourses (Delanty 2005, p. 5).

Overall, despite the range of approaches discussed here (and there aremore that could
have been included), there is a tension between ‘old’ and ‘new’ urban morphology,
and/or between disciplines, that still needs to be overcome. Ley (2012, p. 79), for
example, states that ‘there is not a satisfactory simple categorization or evaluation of
cities. To attempt to render them in such ways is bound to end in shortcomings. It is
necessary to set out clearly the scientific aim of the endeavour andmake clear that the
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categories and criteria involved are inherent in the study rather than the study object
… urban form cannot be satisfactorily reduced to numbers. Even a combination of
various arithmetic or statistical parameters will not reflect its complexity’. I suggest
that they are a reflection of complexity, albeit simplified; and these approaches are
sufficient for the purposes for which they are designed. It is the nature of the approx-
imation of reality (cf. Shayesteh and Steadman 2015) that causes concern—we need
to be wary of over-claiming and over-worrying. We might also think of how parts
can be used to reconstruct wholes (for a commentary, see Batty 2017). In particu-
lar, in terms of further developing the study of urban form, any either/or depictions
(old/new, quantitative/qualitative) are unhelpful, even if used for rhetorical impact:
they tend to fossilise established institutionalised cultures and diminish opportunities
for innovation.

Interdisciplinarity has increased in many research fields especially in the past
couple of decades, sometimes deliberately promoted by the allocation policies and
priorities of funding bodies. The argument is that this is ‘a means to address com-
plex problems that cannot be dealt with from a single disciplinary perspective alone’
(Bridle et al. 2013) and the research results are more innovative and have higher
impact. An interesting aspect is whether the collaborating disciplines are distant
(e.g. natural and social sciences; perhaps even quantitative and qualitative) or close
(Morillo et al. 2003). However, the benefits of interdisciplinary research have been
questionable, perhaps because the concept is ambiguous, because of the range of
perspectives and of potential results (Huutoniemi et al. 2010). It does appear that a
degree of interdisciplinarity can produce higher citation impact, while distant disci-
plinary collaboration may be perceived as risky and more likely to fail. There is a
risk that ‘scientific audiences are reluctant to cite heterodox papers that mix highly
disparate bodies of knowledge—thus giving less credit to publications that are too
groundbreaking or challenging’ (Yegros-Yegros et al. 2015, p. 1). Looking at the
institutional affiliations of authors of recent morphological papers (broadly based,
including those cited here), interdisciplinarity seems relatively limited and close (e.g.
between built environment disciplines and geography or history). Clearly, wider col-
laborations could be explored although the rationales for collaborations need to be
clear from the outset. Morphologists might also seek to read more widely from other
disciplines. We should be seeking to transgress disciplinary boundaries, rendering
them more permeable, synthesising disciplinary knowledge in new ways rather than
simply ‘bolting on’ new perspectives (see Friman 2010, p. 6).

One of the problems of multiple disciplines working in isolation on the same
topic is that of communication. In interwarGermany, for example, the relatedwork by
architects andplanninghistorians remained largely unknown togeographers although
they were all working on aspects of urban form in the same language; this ‘had a stul-
tifying effect on planmorphology’ (Whitehand 1981, p. 6). The problem of academic
fashion and paradigm shift may be equally serious: the wide publication (especially,
though belatedly, in English) of Christaller’s central place theory ‘presented urban
geography with perhaps its most potent functional research model … that was ulti-
mately to bring about amajor change of course in themainstream of urban geography
during and at the end of the Second World War, involving the relegation of urban
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morphology to a comparatively minor role’ (Whitehand 1981, p. 7). Today, the very
range of disciplines involved, with their own terminologies and approaches, suggests
that we should beware of mis- and lack of communication (see the example in Ley
2012, p. 79). At the very least, and to reiterate the point, morphologists may need to
read more widely, out of the ‘comfort zone’ of their home discipline’s journals.

There has been some positive evidence of comparing disciplinary approaches, or
at least ‘schools’ (of which Kropf (1993) is probably the most detailed), combin-
ing/contrasting them (see Cataldi 2013) and combining quantitative tools (Jiang and
Claramunt 2002; Ye and van Nes 2014). All appear to have been constructive and
productive, but much more could be done in terms of creative interdisciplinary work.

A key, perhaps themost important, aspect of combining quantitative and qualita-
tive approaches in urban morphology would be the ability to develop more robust,
more comprehensive approaches to understanding urban form; encompassing its
multiple dimensions, dynamics, means of production and consumption. We need to
better integrate the components of the urban landscape which have often been treated
in isolation by different, specialist, approaches.

Finally, quantitative and qualitative urbanmorphology has developed awide range
of concepts, models and tools that researchers have suggested could be useful in
urban decision-making at a range of scales. Yet it is clear that few decision-makers
on the ground engage closelywith such research products (cf.Whitehand andMorton
2004). Urban morphology as a whole, though scarcely a unified discipline, would
do well to explore the barriers to wider practical application of the results of urban
morphological research.
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Mathematics and Cities:
A Long-Standing Relationship Fit
for the Future?

Christopher D. F. Rogers

Abstract Mathematics helps us to deal with time and space, an important truism
for those individuals who work on behalf of society to impose order on nature. Civil
engineers in particular have to seek to harmonise their creations with the natural
environment while working within temporal and special constraints. For example,
engineers have to synthesise natural and man-made rhythms, meaning that timings
need to be synchronised, often with a very high degree of precision. Their creations
need to be harmonised with the natural landscape, and while some can hug the
contours of the landscape, canals, railways, pipelines, tunnels andmajor roads need to
cut through it such that they are linear or curved in plan and uniform in gradient. This
is simple geometry made complicated by myriad engineering calculations. As we
transition to a world of autonomous vehicles and robotics to mimic human thinking
and actions, multiple data feeds and near instantaneous conversions into intelligent
movements stretch our capacity to make calculations. Harmonising this with our
infrastructure and urban systems to yield a safe, efficient and effective world today,
and one that is sustainable and resilient as we look to the far future, is one of the
most important mathematical challenges of the modern age. Mathematics pure and
simple, or applied and complicated, permeates everything we do, therefore.

Cities respond to rhythms that range from decades or longer to heartbeats or shorter.
As a civil engineer, one ofmy primary roles is to support civilised life in cities—cities
and their citizens are effectively my clients. Therefore, my creations, as a civil engi-
neer, likewise need to respond to these timescales, and it is largely as a result of the
need to respond ‘in time’ that mathematics becomes a vital part of my role. Perhaps
counter-intuitively, this does influence the urban form in cities as I will attempt to
demonstrate.

The other primary influence of mathematics on my role as a civil engineer under-
pins the civil engineer’s charter, which states that ‘civil engineers direct the great
forces of power in nature for the use and convenience of humankind’. This has con-
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notations of people taming nature and imposing their own patterns onto the landscape
of the natural environment. These two themes are necessarily interdependent and are
brought together in this article, which attempts to the (long) past, the present and the
future. The two themes will weave in and out of the narrative that follows.

Looking back hundreds of years to a period in history when the UK was more of
an agrarian society, time as a concept was unimportant. The working day was largely
controlled by daylight hours, and synchronisation of timewas largely unnecessary. A
call to a gathering, for example, a church, could be achieved by ringing of bells, while
early clocks had a single hand and struck on the hour. A degree of precision beyond
~5 min was unnecessary. Indeed towns and cities operated to their own timings, and
these varied across the country, perhaps naturally because the hours of dawn and
dusk likewise varied across the country. Our shaping of time came in the form of
organising work, religion and leisure—imposing our social rhythms onto the natural
diurnal pattern. It was only with the advent of the railways in the UK that a standard
UK time needed to be established to synchronise cross-country journeys. Transport
was thus the catalyst for this development.

Aswith time, our settlement patterns reflected only local considerations: the needs
of safety—town and citywalls, yet taking advantage of natural features such as rivers,
hills and cliffs—and provision of resources. As such, towns grew upon rivers (trade)
and at crossing points, or where a day’s travel on foot (two or four) would bring
goods to market. Not much reflection of mathematics here, then. Societal order, for
example, the structuring of the urban form into grid patterns or other geometric forms,
which appeared in some cultures, provided a nod to the influence of mathematics
perhaps.

The Romans imposed artificial patterns on the UK landscape, for example, organ-
ising their settlements in grid formation and their transport using straight roads, cre-
atedwith remarkablemathematical precision, that hugged the ground. For this reason,
roads can be traced over mountains in the Lake District (High Street is a spectacular
walk) yet there was little attempt to change the contours, even though in Italy they
hadmastered the art of dealing with contours in aqueducts and viaducts—stated to be
remarkable feats of engineering. One question associated with these feats is whether
there was conscious use of mathematics, or simply engineering understanding.

The original dominant mode of mass transport in the UK until around three hun-
dred years ago was by water. Many of the original city settlements occurred on navi-
gable rivers, which afforded the means of trade with distant partners. Water transport
provided one means of accessing resources, while others had to be obtained locally.
In terms of water supply, this could be drawn from wells tapping into the ground-
water below or, as cities grew, piped in from reservoirs. In terms of food, this would
often be supplied via a network of local roads. These influences shaped the original
urban form in cities, and mathematics will most certainly have played a part in all
this, albeit that it largely remains hidden.

Artificial waterways developed to assist in themass transport of goods, and to a far
lesser extent people, across the countryside—thus the canal system emerged. Both
the space available to receive the waterway and, in particular, engineering in the local
topography that would allow for canals to be constructed as sub-horizontal transport
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routes with a minimum of changes in height (i.e. locks), will have shaped this aspect
of the urban form. It can be seen that some cities radically changed their point of
focus when the canals arrived, and therefore the local road system was adjusted to
suit. Mathematics will have dictated both the route of the waterway and the points
of crossing, whether above or below, and while it will have been influenced by local
features of topography and geology, mathematics was being used in the design of
tunnels, cuttings, embankments and bridges to form viaducts and aqueducts, as well
as in precise levelling techniques.

As new mechanised forms of transport developed, railways became the dominant
form of mass transport of goods and people, and these too will have responded to the
local topography and geology, the requirement here being gentle curves and modest
gradients. Moreover, it is the advent of the railways that brought the issue of time
into play. Once a network of railway lines had been developed, then timetables and
scheduling became important, and mathematics evidently had a role to play in this.
Once more the point of focus of cities will have been adjusted to accommodate the
railways, and hence mathematics will have been used, even if only tacitly, in this
shaping. Perhaps the main point in all this, however, is that mathematics will have
been employed alongside engineering knowledge and technological development to
engineer the railway system and its crossing points. It is for this reason that the urban
form around the railway systemwill have been shaped by themathematics associated
with the engineering of the system.

In the same vein, road and air transport has developed with a progressively greater
emphasis on the application of mathematics to facilitate it. As the progression took
place, what we see are evermore complex and interrelated systems that now need
to synthesise many modes of transport in order for cities to work and their citi-
zens to move around. The mathematics associated with this synthesis of movement
—whether it be pedestrian, bicycle, car, taxi, tram, light rail, bus or a longer dis-
tance mode of transport—has become ever more sophisticated. What we now see are
systems of operation that are nimble, or perhaps smart, in that where possible flows
are adjusted to maximum effect by regulating the speeds across the system, while
adjusting for multiple points of ingress and egress from these systems, and real-time
information on the transport system (the location of the ‘vehicles’, estimated times of
arrival, quickest routes)—split-minute timings allied to almost instantaneous infor-
mation feeds.

Highly sophisticated sensor systems are now being applied to vehicles to adjust
their operation in response to all of the movements around them, all of the move-
ments associated with the city systems with which they are interdependent, leading
ultimately to autonomous vehicles—multiple split-second responses to vast numbers
of data feeds, all controlled by sophisticated algorithms. The transport routes of the
future, and the structure and form of the built environment, will be shaped by these
developments as assuredly as canals, railways and roads did before them.

The obvious question that arises from this latter discussion is ‘what will the
future hold in this regard?’, and this is where the research base of the author provides
some answers. Systems are becoming far more sophisticated, interconnected and
autonomous—‘smart’ if you will, although ‘smart’ is only ‘truly smart’ if it delivers
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on all of the future agendas (Rogers 2018; Cavada et al. 2016; Rogers et al. 2014) that
make our systems, and city living more generally, sustainable (Rogers 2018; Brunt-
land 1987), resilient (Lombardi et al. 2012; Rogers et al. 2012a, b), adaptable and
liveable (Leach et al. 2016, 2017a, b). The power of distributed sensors creating the
Internet of Things, where things talk to other things without humans being involved,
is part of this future. Some of these developments we can foresee, especially where
they simply enable what we do now to be done more efficiently, whereas some can-
not. Human interaction with these new ‘smart’ systems also comes into question,
and this raises a more complex question: what will a citizen of the future be like? A
current doctoral study at the University of Birmingham is addressing precisely this
question, though there are many informed guesses that we can make on the basis of
the way that younger generations have radically changed their behaviour … much,
unbeknown to them, being the result of advanced mathematics. As for the systems,
their operation to deliver ‘just in time’ with a minimum of waste will reach new
peaks—lights coming on and going off, doors opening automatically, taps opening
and closing, indoor environmental conditions being controlled, for example, perhaps
via thought processes. Such developments will introduce onlyminor local changes to
the shape of our environment, though when summed their effect might be noticeable.

The physical infrastructures that deliver these system services will be transformed
from a steadily deteriorating and progressively failing state (the proliferation of pot-
holes in roads became a topical concern in the UK in 2018) via better mathematical
models of material degradation combined with comprehensive sensing systems, new
and more resilient materials (self-healing concrete), far more intelligent forms of
maintenance, and better operational control. The resources used to build and oper-
ate city systems will be marshalled more effectively, acknowledging ‘one planet’
principles so that resource scarcity and resource security do not cripple our future
way of life (Palafox et al. 2017; Rogers et al. 2017; Rogers 2017). A mathematically
constructed digital twin of our cities and city systems will be created to assist in this,
and once we have a mathematical model, we can explore structural changes in cities
with ease, leading to potentially far-reaching changes in the sure knowledge that they
will make our ways of life easier, better and friendlier to the planet. Could there be
a more profound way of mathematics shaping cities of the future?

Trusting to this way of doing things provides some comfort, but the alignment of
future cities with the aspirations of cities and their citizens is a missing, yet vital,
feature.Methods have been developed, both via theUKGovernment Foresight Future
of Cities project (Hunt and Rogers 2015; Government Office for Science 2017a, b,
c, d) and many allied research programmes (Hunt et al. 2012, 2013), to explore the
future using a variety of ‘what if?’ questions (Rogers et al. 2012b; Dunn et al. 2014).
All have value as they prompt the user into thinking well beyond the present. The
scenario techniques that I prefer are those that focus far into the future, beyond a
time when predictions and projections have a relevance (Rogers 2017), and those
that describe extremes (Lombardi et al. 2012; Rogers et al. 2012b). Such scenarios
have been used in the design of resilience in cities and to shape cities to meet citizen
aspirations, crucially in a space that is freed from current constraints.
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Robustly developed scenarios, analysis of city systems (Bouch and Rogers 2017;
Hall et al. 2013), mathematical models that model city and extend current trends into
the future (Hall et al. 2014), and digital twins of city systems that are then combined
into a single, synthesised digital twin of the city therefore provide a means of engi-
neering our future cities. As societies have developed, with exponential degrees of
sophistication and diversity, so has the mathematics that has shaped them. There is
no reason to suppose that this paradigm will not continue into the future, with math-
ematically derived safeguards to ensure that our sophisticated ‘just in time’ systems
are resilient to unexpected changes or shocks. Is this, then, a call to trust in the power
of mathematics to deliver a better future? It parallels, yet puts into context, the idea
that we need to trust in technology to deliver future sustainability and resilience, but
it brings this perspective more directly onto the shape of our future cities.
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Mathematics and/as Humanities–Linking
Humanistic Historical to Quantitative
Approaches

Tino Mager and Carola Hein

Abstract The article reflects the state of mathematics between the natural sciences
and the humanities. By arguing that mathematics is a humanities subject, it sug-
gests a close connection between mathematics and urban morphology studies. This
also applies to the discrepancy between quantitative and qualitative methodological
approaches. New types of research based on quantitative methods reveal previously
unknown aspects of urban phenomena. They will play an increasingly important
role in future research, and it is a challenge for the humanities to effectively integrate
mathematical perspectives on the human habitat.

1 Mathematics as Humanities

There is something delightful in mathematics that the humanities are lacking and that
has inspired other scientists: The beauty of truth emerging from itself. This dynamic
ismostly abstract but serves as a basis for describing theworld. Both the objectivity of
mathematics and its ability to prove an infinite number of individual cases by a finite
logical procedure are enviable. Unfortunately, this form of derivation of validity is
virtually impossible in the humanities, where correlations can hardly be represented
by elegant theories or formulas.

Mathematics and the humanities have a common starting point, largely hidden
from view due to the contemporary relevance of applied mathematics and its inter-
twining with the natural sciences, technology, and engineering. The foundations of
what we call mathematics today were present at the beginning of history. The fun-
damental importance of counting objects or forming numerical contexts has proven
itself in everyday life over thousands of years. This knowledge was further developed
and used by the ancient Egyptians and Babylonians to build the pyramids and create
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calendars. Eventually, knowledge about numbers and their calculation itself became
the object of reflection in the heyday of Greek antiquity. The Pythagoreans began
to develop a philosophical interest in mathematics and set up logical evidence as a
means of finding an objective truth. The study of mathematics became a theoretical
matter, a purely intellectual examination with no necessary reference to the applica-
tion; the mathematician Helmut Hasse concluded that “mathematics of the classical
Greek epoch is pure humanities in content and methods.”1

Today, mathematical philosophies soften the distinction between pure and applied
mathematics to the extent that they trace all humanities and natural sciences back
to algorithmic roots.2 The emergence of the so-called digital humanities exemplifies
this reconnection of mathematics and humanities. It signals a shift from qualitative
to quantitative approaches in the humanities. Thereby, the latter is often regarded as
tools for data management only. This not only reduces their potential unnecessarily,
but also largely ignores a whole range of possible contributions to the humanities.
How can research in the humanities and natural sciences be integrated in a way that
is equally challenging in and enriching to both fields?

2 Quantitative Approaches in Urban Morphology

Examining the history of architectural and urban design, we can see many moments
when scholars integratedmathematics and humanities. Overmany centuries, humans
have tried to bring an understandable order to the diversity of urban and architectural
forms, often using mathematical formulas not only to implement a reliable system
of structure, but also to provide a supernatural meaning based on numerology. The
use of particular numbers has played an important role in both Chinese architec-
ture and in European design traditions. The designation of architectural styles and
the countless setups of architectural order by various antiquarians, archeologists,
and architectural historians were and are means of intellectual organization. From
proportions of columns to counting window axes or applying the golden ratio, archi-
tectural historians have long worked with numerical and geometrical assessments.
In some cases, their analysis became the starting point for new architectural and
urban design theories, including the principles of the Leonardo da Vinci’s Vitruvian
man, and Leon Baptista Alberti’s theories on the esthetics of proportionality.3 The
German architect Ernst Neufert’s standardization of interior objects and architec-
tural elements, a much reprinted standard handbook for architects, is a more recent
example of both the power of numbers in architectural design and the role such sys-

1Hasse, Helmut. “Mathematik als Geisteswissenschaft und Denkmittel der exakten Naturwis-
senschaften”. Newly edited by Gabriele Dörflinger. Heidelberg: Universitätsbibliothek, 2008, p
3. URL: http://archiv.ub.uni-heidelberg.de/volltextserver/12976/1/StudGen.pdf [access: 13 March
2018].
2Kanitschneider, Bernulf. Kleine Philosophie der Mathematik. Stuttgart: Hirzel, 2017.
3Leon Battista Alberti, Sebastiano Serlio, Andrea Palladio, Leonhard Christoph Sturm and Claude
Perrault are but a few famous writers that refined and established the classical order.
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tematization as played in shaping design. The analytical mapping of urban spaces
and their usage is yet another example of mathematical formulas that humanities
scholars use in writing the history of the built environment.

Over centuries, such standardizations have provided an overview of existing
forms, but they have also distorted the understanding of the built environment of
the past. These systematizations and typologies are often only a partial represen-
tation of the diversity of the built environment. Vernacular architecture and urban
morphologies that are beyond scientific focus––including workers’ housing, slums,
suburban urbanization, and settlement forms resulting fromflight andmigration––are
often excluded from architectural histories that largely stick to the canon of “capital
A” architecture.4

The desire to construct an architectural or urban history that is comprehensive (not
selective or based on temporal and spatial preferences), is an attractive starting point
for humanists turning to quantitative approaches. In a recent paper, for example, the
urban planner Geoffrey Boeing extended several quantitative methods to the analysis
of the complexity of urban form; for example, he used network-based spatial clus-
tering to identify agglomerations of jobs or amenities.5 The result is a multilayered
typology of temporal, spatial, visual, fractal, and network measures that advance
our understanding of urban complexity. Mathematical approaches, algorithms, and
artificial intelligence can help us analyze and compare forms and structures that
are virtually unmanageable for human brains in terms of quantity and complexity.
The following two examples illustrate some novel possibilities: Vahid Moosavi, a
researcher in Machine Learning, a field applying data to train computers for specific
tasks without explicit programming, demonstrated that deep learning can allow a
scholar to compare the complexity and shape of more than one million urban pat-
ternsworldwide.6 Using publicly available data fromOpenStreetMap and a specially
tuned artificial neural network, he analyzes the shape of patterns in a broad variety
of urban settlements across the planet, comparing them for similarities and grouping
them into a large number of types based on rectangularity and complexity. The net-
work focuses on geometric similarities without looking for man-made concepts or
order structures, circumventing linguistic and conceptual conditions which bias our
thinking about built forms. It “sees” no linear or dispersed settlements, no medieval
town centers, no sprawl or suburbs. Rather, it discovers formal similarities that can
be expressed mathematically, for example by assigning closely related structures
a specific color. The result is a visualization of the current worldwide distribution
of the similarities and differences of human settlements, revealing novel insights
on global correlations and developments without referring to canonical categories.
Quantitative methods can further deepen these insights, for example by generating

4E.g.,: The Political Meaning of Informal Urbanisation (Roberto Rocco, Jan van Ballegooijen| TU
Delft), Eine Architekturgeschichte der Armut (Britta Hentschel| ETH Zürich).
5Boeing, Geoff. “Measuring the Complexity of Urban Form and Design”, 2017, http://geoffboeing.
com/publications/measuring-complexity-urban-form/ [access: 19 March 2018].
6Moosavi, Vahid. “Urban morphology meets deep learning: Exploring urban forms in one million
cities, town and villages across the planet”, 2017, https://arxiv.org/abs/1709.02939 [access: 20
March 2018].
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connections to aspects of economy, politics, social conditions, or culture––as far as
they are available digitally.

Computer vision––methods enabling computers to recognize and understand
image content—can also be used for classic basic research. COMPOSITO, a research
project at the University of Heidelberg, investigates the automatic recognition of
architectural elements in early modern architecture.7 The goal is to identify a struc-
ture’s architectural elements––for example, column capitals, window lintels, rustic
masonry––and to find other buildings with similar features. This approach aims to
simplify the comparative study of buildings and to help scholars investigate the spread
of architectural styles much more comprehensively than before. Furthermore, COM-
POSITO experiments with the search for similarities through unsupervised learning.
This means that it examines and classifies objects for similarities that do not cor-
respond to any architectural categories, but are found by the algorithm itself. The
results, which are purely formal in nature and not influenced by implicit knowledge,
may, conversely, catalyze qualitative analyses of individual objects.

Another program that integrates quantitative methods into other research on the
built form is the ArchiMediaL project, carried out by researchers of the Delft Univer-
sity of Technology and the Vrije Universiteit Amsterdam.8 It uses publicly available
data and the capabilities of a neural network to facilitate a deeper investigation of
built form. In a first step,Mapillary street view images of today’s Amsterdam provide
a basis for image content matching, helping identify the buildings captured in more
than 3,60,000 historical photographs of the city.9 This enables the creation of a street
view of Amsterdam’s past. It will also allow for adding a historical layer to the neu-
ral network’s training set, to make it more sensitive for recognizing the architectural
content of more visual representations of the city’s past. The ultimate goal is for
the project to analyze imagery beyond photography––paintings, drawings, sketch-
es––and to automatically detect buildings in these images. The outcome will be a
complete set, across space and time, of the visual representations of Amsterdam’s
architecture. In combination with nonarchitectural data (e.g. cadastral information,
election results, local income, etc.), this data set allows for automated analyses cor-
relating architecture with urban planning and other societal conditions. The sheer
amount of cases may lead to insights beyond the scope of traditional humanistic
methods that are restricted by the amount of scholars working on the project.

The experiences gained from this kind of research on Amsterdam will help schol-
ars understand how to investigate images that have less data available. That is, mil-
lions of images with architectural content lack titles, meta tags, or annotations. This
matters especially if the content belongs to vernacular architecture and urban form,
still underrepresented in research and not part of historical architectural and urban

7COMPOSITO -ArthistoricalAnalysis ofArchitecture viaComputerVision is a project conductedby
BjörnOmmer, Peter Bell andMichael Arnold at theHeidelberg Collaboratory for Image Processing.
8ArchiMediaL is a cooperation between historians of architecture and urban form (Carola Hein,
Beate Loeffler, TinoMager, Dirk Schubert) and computer scientists (Victor deBoer, Jan vanGemert,
Seyran Khademi, Ronald Siebes). URL: http://archimedial.eu.
9Thehistorical images are from the collectionofStadsarchiefAmsterdamandavailable atBeeldbank
Amsterdam. URL: http://beeldbank.amsterdam.nl.
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canons. Primarily, these shortcomings apply to data of non-Western architecture.
Overcoming themwill enhance the further investigation and understanding of global
networks of architectural ideas and techniques that lie behind the migration and
evolution of form.10

Quantitative methods––in this case, the automatized analysis of form by com-
puter vision—are particularly helpful in tracing developments and distributions of
architectural and urban form beyond the main recognized architectural highlights.
Moreover, they allow scholars to do this without having to precisely name specific
features linguistically in the metadata, as they can refer to purely visual aspects.
Eventually, image content matching, powered by computer vision, will help us nav-
igate and search in visual sources as easily as we conduct research in text sources
today. Then it won’t matter if the object of interest is referred to as, e.g., wind-
mill, tuulimylly, ανεμóμυλoς, or , as the search will concentrate on the visual
representation of the linguistic term.

Linked data approaches, in this case that means the semantic interlinking of visual
content and attributes, will further help to open up visual sources that are currently
difficult to access due to foreign language, or deviating or even incorrect labeling.11

Ideally, such approaches will work across public and private archives, libraries, and
collections, providing scholar access to all existing sources for a specific object—or
to millions of objects. The restriction is less technical than political––the willing-
ness of archives, institutions, and private parties to allow open access to the source
material—complicated by legal questions that are rather blurry for nonexperts. In
the short term, however, it is clear that technology and mathematics will change the
character of studies of urban morphology.

3 Imminent Changes

But quantitative methods and automatic data processing cannot replace human expe-
rience or qualitative information processing: It will hardly be possible to carry out
individual studies––which rely on the deep knowledge of regional historical develop-
ments and on interdisciplinary knowledge—by using approaches that are essentially
based on algorithmic approximation or even nonhuman intelligence. What these
approaches can do, however, is overcome the previous focus on comparatively few
objects and the reliance on types, which is only of limited validity to reality. The
possibility of examining hundreds of thousands of objects, in conjunctionwithworld-
wide data acquisition, will give us a more global perspective beyond the types and

10E.g. Hein, Carola: Port Cities: Dynamic Landscapes and Global Networks. London: Routledge
2011.
11Löffler, Beate; Carola Hein; Tino Mager. “Searching for Meiji-Tōkyō. Heterogeneous visual
media in times of global urban history, digitalization, and deep learning”. In: Global Urban
History, 20 March 2018. URL: https://globalurbanhistory.com/2018/03/20/searching-for-meiji-
tokyo-heterogeneous-visual-media-and-the-turn-to-global-urban-history-digitalization-and-deep-
learning/ [access: 21 March 2018].

https://globalurbanhistory.com/2018/03/20/searching-for-meiji-tokyo-heterogeneous-visual-media-and-the-turn-to-global-urban-history-digitalization-and-deep-learning/
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canons limiting much of today’s scientific thinking. This will also have an effect on
classification, which is useful as an aid to thinking, but hitherto applies only to parts
of reality. Novel classes will result from factors that have not yet been taken into
account and are of greater complexity, which will make them more applicable.

Quantitative approaches can thus help us better explore urban forms and mor-
phologies. To win this broader perspective, humanists will be obliged to deal more
intensively with quantitative methods and their possibilities, as well as the possibili-
ties of integrating them with qualitative methods. The main step, however, lies in the
challenge of developing research questions in cooperation with computer scientists
that enrich both fields. In this way, the potential of new technologies can be mean-
ingfully exploited and at the same time a mutual interest can be generated. Since
the human sciences are known to be difficult to monetize, they must be particularly
creative in order to attract computer scientists (competing with more profitable areas
such as, e.g. bioengineering). Incentives will include groundbreaking research in
areas such as deep learning and computer vision. Ultimately, classical approaches
in architectural and urban history will also benefit: new insights will contribute to
stimulating new qualitative research, based on unprecedented results made possible
only by cutting edge quantitative methods.



Urban Forms, Agents, and Processes
of Change

Vítor Oliveira

Abstract Urban morphology describes and explains the physical form of cities.
Adopting a dynamic perspective, it explains howdifferent agents change that physical
form over time and how diverse processes are involved in this transformation. Urban
morphologymay also offer insights on prescription for the design of new urban forms
and for the transformation or conservation of existing forms. This chapter focuses
on two dominant approaches in urban morphology, the historico-geographical and
the process-typological. While briefly presenting the origins and main developments
of each of these approaches, it goes one step further debating how these two can be
combined with other approaches presented in the book to offer better description,
explanation, and prescription of the physical form of cities.

1 Urban Morphology

Urban morphology (Oliveira 2016; Kropf 2017) is the study of the physical form of
cities and of the agents and processes shaping its transformation over time. When
addressing a city, an urbanmorphologist starts his/her analysis by the physical formof
the city, eventually by a limited number of elements of urban form (for instance streets
or plots). He can then add to this physical base some additional layers of information
of a social, economic, or environmental nature, according to the main goals of the
study. He might also have an interest on the different agents, both direct and indirect,
that shape the form of those elements over time (including developers, architects,
builders, local authority planning officers, and local politicians). In addition, hemight
have a concern on the specific processes of transformation that occur, from planned
change (for instance, under the framework of a plan) to more “random” change.

The relevance of urban morphology is based on the fact that way how we build
and organize our cities has an impact on different aspects of our urban life. For
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instance, the way how we lay down our streets on the ground and on how we erect
our buildings has an influence on the amount of energy that we consume in transports
and buildings (Silva et al. 2017). If we think that the three main sectors responsible
for our energy consumption are exactly transports and buildings, and also industry,
we start to realize the importance of understanding these phenomena, especially if
we consider the pressing issue of climate change.

Urban morphology had its origins at the end of the nineteenth century, in Central
Europe, in a number of works on urban geography. It had a golden age in the first
three decades of the twentieth century and then, it lost importance, as urban functions
and urban structures become the major concerns of urban geographers. In the second
half of the twentieth century, there were again innovative contributions to the study
of urban form, stimulated by the activities of geographers and architects. Some of
these individual contributions led to the development of schools of thought, fed by
an increasing number of researchers in different parts of the world. Nowadays, we
can identify four dominant schools of thought in urban morphology (Kropf 2009),
with their own theories, concepts, and methods to address the physical form of cities
and, as such, to impact the social, economic, and environmental aspects of life in
cities. This does not mean that these four approaches encompass all studies in urban
morphology. On the contrary, in the last decades, this field of knowledge has been
living a stimulating moment (see the set of national reviews published in the journal
“Urban Morphology”—for example Marzot et al. 2016).

These four approaches are the historico-geographical approach, the process-
typological approach, space syntax, and spatial analysis (including cellular automata,
agent-based models, and fractals). Due to the nature of this chapter, and the part of
the book where it is included, we’ll focus on the first and second.

2 The Historico-Geographical Approach

The historico-geographical approach had its origins in the mid-twentieth century
in the work of the German geographer MRG Conzen, particularly in his book on
the small town of Alnwick (Conzen MRG 1960)—Fig. 1. Based on the work of
Conzen, JWRWhitehand, another geographer, started to build an effective school of
morphological thought (Oliveira 2019). The foundation of the Urban Morphology
ResearchGroup (UMRG), in theUniversity ofBirmingham in 1974,would be crucial
for this purpose.

As the name suggests, this approach addresses the city through the historico-
geographical structure of the urban landscape. To do so, it focuses on three elements
of the urban landscape, its tripartite division: the town plan, including streets, plots,
and the block plans of buildings (see Conzen MP 2018 for a comprehensive review
of town plan analysis); the building fabric, and the land and building utilization.

Most important, the school has developed a number of concepts to explain the
process of urban development. We’ll focus on three of these concepts that, by their
nature, also illustrate the capacity of the approach of moving from the large to the
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Fig. 1 Alnwick, Northumberland. A study in town plan analysis—types of plan units. Source
Conzen (1960)

small scale of analysis. The fringe-belt concept draws on the acknowledgment that
the process of growth of a city is not continuous; on the contrary, it is made of a
series of outward expansions of the residential areas, and of other very different
areas—relatively open and vegetated, with a sparse street network, large plots, and
low building coverage (for a comprehensive reviews of the concept see Conzen MP
2009 and Ünlü 2013). Since the mid-1960s,Whitehand has been extending the limits
of the concept adding it a metropolitan dimension, an economic perspective, a plan-
ning and agency perspective, and an application into different cultural contexts—for
instance in China (Whitehand and Gu 2017).

The second concept is the morphological region, an area that has a unit in respect
of its form, that distinguishes it from surrounding areas. For Conzen, the climax
of the analysis of the physical development of an urban area was its division into
morphological regions (Whitehand 2009).

The last concept, the burgage cycle, focuses on the relationship between plots
and the block plans of buildings, by addressing one particular type of plot—the
burgage—and its life cycle. The cycle is a particular variant of a more general phe-
nomenon of building repletion where plots are subject to increasing pressure, often
associated with changed functional requirements, in a growing urban area.

In addition, the historico-geographical approach, and particularly Whitehand,
addresses in a systematic and explicit way the role of the numerous individuals,
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firms, and organizations involved in the ownership, design, and implementation of
changes to the building fabric (Larkham and Conzen MP 2014). Since the beginning
of the 1980s, Whitehand and his colleagues at the UMRG have been developing a
research framework that includes: the research procedures, the types of change, the
timing of the changes, the types of agents, the relations between agents, the prove-
nance of agents, the situations of conflict, and the comparison between different
functional areas (Whitehand 1992).

3 The Process-Typological Approach

The process-typological approach had its origins in the mid-twentieth century in
the work of the Italian architects Saverio Muratori, particularly in his books on the
operative histories of Venice and Rome (Muratori 1959; Muratori et al. 1963), and
Gianfranco Caniggia, notably in his books on architectural composition and building
typology written with Gian Luigi Maffei (Caniggia and Maffei 1979, 1984)—Fig. 2.
The approach launched by Muratori was further developed by his Rome assistants,
including Caniggia, that would leave to teach in a number of Italian cities including
Reggio Calabria, Genoa, and Florence. Based in Florence, Giancarlo Cataldi had a
similar role to that of JWR Whitehand in the structuring of the process-typological
approach (Cataldi et al. 2002).

Muratori (1959) defines a set of fundamental concepts—type, urban tissue, organ-
ism, and operative history. According to Muratori, a certain building type could not
be identified except within a particular application, in the urban tissue. The urban
tissue could not be identified except in its involving context, in the urban organ-
ism. The urban organism would only become real in its historical dimension, as part
of a temporal construction that is always grounded on the conditions suggested by
the past. This led to the argument of a strong relation between history and plan-
ning/architecture.

Three other concepts are fundamental in this approach: route, basic building, and
special building (Strappa 2018). The route is a regular course artificially obtained
by consolidating a spontaneous course or constructing it according to an intentional
plan. It can be classified as a matrix route, a building route, a connecting route or a
restructuring route.Within the relation between each route and in the definition of the
urban form, poles and nodes play a fundamental role. Node is the singular point of a
continuum determined by the intersection of two continuums or by the “gemmation”
of one continuum with another. Pole is the sublimation of the term node, in general,
determined by the presence of more continuums, not so intersecting, as ending or
starting from a point. The basic building is a housing unit that aggregates to form
higher grade organisms. It corresponds to a row house, a single-family building with
direct access from the route that has in common with the other unities two walls. The
special building corresponds to all the nonresidential part of the built environment,
also including those building types where the housing function is secondary to that
which gives rise to the specialization of the type (Strappa 2018).
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Fig. 2 Studi per una operante storia urbana di Venezia – Quartieiri di S. Giovanni Crisostomo,
from the eleventh century to the 1950s. Source Muratori (1959)
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4 Combining Different Approaches in the Study of Urban
Form

Given the complex nature of cities is hard to argue that each of these morphological
approaches, or others, can capture the whole complexity of their object. It might
be that in one particular situation one approach could offer more knowledge on the
object, while in another situation a second approach could be more useful. It can also
happen that in a third situation the correct thing to do would be to combine two or
more approaches. As such, we need to develop a deeper knowledge of each of these
approaches. What are its main characteristics? What are the common aspects that it
shares with other approaches and what distinguishes it? How does it deal with the
physical form of cities? Is it only focused on description and explanation or does it
lead to prescription and action?

4.1 The Historico-Geographical Approach

The historico-geographical approach shares with the process-typological approach
a focus on the building fabric (the latter draws on the building fabric as a whole to
reveal the fundamental building types, the main relations between them, and how
they evolve over time), a comprehensive framework ranging from small to large
scale analysis, and a clear statement on the importance of history offering a sense of
continuity in the production of urban forms.

It shares with cellular automata, particularly with new cellular automata methods
that are able to deal with irregular cells, an understanding of the plot as a minimum
element of analysis (although in the historico-geographical approach the geometric
characteristics of the cell are also considered). In contrast, the two approaches have
different conceptions of time: in the former, history has a fundamental role in the
description and explanation of the urban landscape; in the latter, the main concern is
with anticipating future scenarios of urban development.

Finally, the historico-geographical approach shares with space syntax a focus on
the ground plan; while space syntax is mainly concerned with streets, the historico-
geographical also acknowledges the importance of plots and the block plans of build-
ings. As in the previous comparison, these two approaches seem to have different
conceptions of time and, to a certain extent, different levels of resolution (scale).

4.2 The Process-Typological Approach

As we have seen, there is a strong relationship between the process-typological
and the historico-geographical approaches. It shares with space syntax a focus on
streets (although it does not address them with a configurational focus and takes into
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account the form and utilization of the buildings defining the streets) and on buildings
(when space syntax is applied, not at the urban but, at the building scale). Despite
its emphasis on history, in clear contrast with the cellular automata emphasis on the
anticipation of future scenarios, both approaches stress the time dimension and the
notion of process.
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Future of Streets

Andres Sevtsuk and Diane E. Davis

Abstract Rapidly evolving mobility technologies and the associated behavioral
adjustments of travelers are bringing about dramatic changes to the morphology
of cities, some of which have already begun to take root. With the seemingly endless
amounts of data that technology is producing about life in cities, new mathematical
modeling techniques will be required to fully understand the impact these changes
will have on society. As a consequence of innovation in personal mobility technolo-
gies, a combination of autonomous and electric vehicles is being seen by many as the
solution to personalized and inexpensive urban transport. In this chapter, we explore
some of the ways in which this version of the future of streets could reverse decades
worth of efforts by cities to reduce congestion and contain sprawl unless policy-
makers are proactive in responding to these disruptive forces. Without active efforts
to prioritize shared, public, and active mobility, the introduction of automated modes
for transporting both humans and goods in an already contested public realm could
mean a reversion toModernist practices of privileging speed, efficiency, and function
over human-scale interactions and serendipity. Politically contentious decisions will
need to be made around questions of social, environmental, economic, and public
health priorities to ensure that streets are made livable and accessible, particularly
for vulnerable and marginalized groups. Ultimately, recognizing that the interests of
pedestrians, bicyclists, public transit users as well as stationary street users should
take priority over those of personal vehicles (autonomous ones in particular) is key
to guiding changing urban morphologies in a way that places sustainability and
human-focused development at the forefront.

Disruptive innovations in the field of urban transportation are changing urban mor-
phology inways that require new forms of analysis and action. The combined impacts
of shared, electric, and automated vehicles on the nature and cost of urban travel could
turn out to be as transformative as the introduction of the internal combustion engine
or electric railways more than 150 years ago. And just as these nineteenth-century

A. Sevtsuk · D. E. Davis (B)
Harvard Graduate School of Design, Cambridge, USA
e-mail: ddavis@gsd.harvard.edu

© Springer Nature Switzerland AG 2019
L. D’Acci (ed.), The Mathematics of Urban Morphology,
Modeling and Simulation in Science, Engineering and Technology,
https://doi.org/10.1007/978-3-030-12381-9_29

537

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-12381-9_29&domain=pdf
mailto:ddavis@gsd.harvard.edu
https://doi.org/10.1007/978-3-030-12381-9_29


538 A. Sevtsuk and D. E. Davis

innovations fundamentally altered both city form and how people moved in space,
technological advances in personal transportation are likewise leading cities toward
a new future.

Nowhere will the transformative influence of new mobility technology play out
as palpably, contentiously, and consequentially as on city streets. How city govern-
ments, technology companies, and urban planners respond to these challenges will
not only shape the future form and function of streets, but quite likely, the resulting
transformation of streetscapeswill also decisively impact themorphology of districts,
cities, and metropolitan regions. Urban planners, policy-makers, morphological ana-
lysts, and designers need to deploy the latest mathematical modeling techniques to
proactively investigate these changes on the city, outlining ways in which techno-
logical changes will reshape cities and identifying strategies and tactics that would
steer these transitions toward more multimodal, sustainable, equitable, and healthy
outcomes.

The causes of the personal mobility revolution as manifest in the proliferation
of automated, shared, and electric vehicles have been discussed at length elsewhere
(Sperling 2018; Anderson et al. 2016). Here, we simply reiterate what aspects of
these technologies are likely to become widespread and discuss what their adoption
could mean for the design, planning, and regulation of streets.

The US transportation sector currently consumes more energy and emits more
CO2 than any other sector of the economy, including the construction or running
of buildings. More efficient electric engines are thus being embraced because they
promise to deliver considerable reductions in per mile energy use and per mile par-
ticle exhaust. While these benefits will only materialize if both power production
and electric battery manufacturing become less dependent on fossil fuels, produc-
tion technology is likely to keep improving. Carbon sequestration has lowered CO2

emissions from coal electric plants, while total renewable energy production and
consumption both reached record highs of about 10 quadrillion Btu in 2016 (EIA
2016). Given that most of US electricity is produced in-country, electric automobiles
would also keep a large share of a typical household’s monthly outlays in the national
economy, rather than foreign oil producing nations. All major auto manufacturers
are significantly investing in EV production and a number of countries, including
Norway, France, UK, and China have already committed to limiting all new car sales
to only electric vehicles by 2025. The trends suggest that urban transportation will
become electric within the next generation.

Second, driverless vehicle technology is rapidly advancing, in no small part
because it is incentivized by the large cost savings that it is expected offer to both
individual owners and Transportation Network Companies (TNCs), such as Uber,
Didi, and Lyft. While moving a passenger with a human driver currently costs TNCs
around two dollars permile, automatedAVs are projected to initially slash these costs
to less than a dollar per mile—on par with the total costs of owning a personal car.
Eventually, as technology improves and adoption increases, the cost of autonomous
robo-taxis is expected to decrease to even lower than the current gasoline and parking
costs of a private car (Rocky Mountain Institute 2016). With Uber already provid-
ing more than 6 million rides a day, and Lyft over one million, it is not hard to see
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the gargantuan monetary incentive to eliminate the use of human drivers and shift
passenger transport to shared vehicle fleets.

That said, AV technology is equally attractive for private automobile owners.
Being able to drive door to door while working on a laptop or reading a book will
make commuting a lot more attractive for a greater number of people. Most trans-
portation policy-makers agree that both privately owned and TNC-run fleets of AVs
are likely to shoot vehicle miles traveled (VMT) through the roof, shifting transit
mode share to cars and creating new demand for vehicular travel through low prices.
Even though TNCs could significantly reduce the number of privately owned and
operated automobiles as well as the volume of parking spaces needed to accommo-
date a city’s mobile population—by as much as 17 times by some idealistic estimates
(OECD/ITF2015)—they do so bymakingmuchmore use of the vehicles they deploy.
A city with fewer vehicles will paradoxically have more traffic on streets.

Some have argued that this “VMT hell” scenario can be avoided if more riders
shift to car-pooling (Sperling 2018). Car-pooling has been given a boost through Lyft
Line and UberPool services, which combine a number of passengers into the same
vehicle by offering lower rates. But these services remain small compared to both
companies’ main business of serving individual clients.1 The relatively low adoption
rate of car-pooling has been unfortunate for cities, where Uber and Lyft have already
been reported to increase overall traffic on streets, some of which comes from public
transit ridership (MAPC2018). There is little indication that electric and autonomous
vehicles are going to change this trend. Even if a car-pooled ride on Uber would cost
10 cents as opposed to 20 cents a mile, the absolute cost savings on a typical trip
might be less than a dollar—small enough for the majority of riders to opt for a
shorter, more direct, and more predictable trip.

What do these combined transformations mean for streets and how will they
impact a city’s morphology? New spatial analysis and morphological projections
are needed to explore the possible effects of shared/autonomous/electric cars on
city form. Spatial accessibility models can be used to evaluate the effects of robo-
taxis on other transportation mode shares—walking, biking, and transit use—and by
extension, the physical patterns of development that are likely to ensue. How people
will choose to travel to destinations in their city depends on the costs and benefits
of different modal alternatives. If robo-taxi trips are truly cheaper, safer, faster, and
more convenient than public transit, we are likely to witness a modal shift among
those demographic groups who benefit. But as more people shift, new congestion
will emerge as robo-taxis still take up more space to move a passenger than public
transit. Congestion and slower travel speeds thus pose a limit to automotive mobility
in dense city centers. A familiar trade-off emerges between a collective demand for
dense, mixed-use urbanism, and comfort of personal mobility in individual vehicles.
If we choose to prioritize denser forms of urbanism, then collective transit will
have to play a key role in moving people far into the future. If we don’t, we will

1Uber Pool’s share is said to be around 40% in San Francisco, one of the most active ride-sharing
cities in the US, but likely much lower in typical cities. Uber and Lyft don’t publish exact figures.
Source: Personal communication with an Uber Policy representative.
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witness an even greater increase in sprawl, dispersal, and traffic than the first rate
of motorization produced. A significant drop in mobility costs could also radically
restructure urban land values, decreasing real estate prices in downtowns and other
centers while spreading the urban land value rent gradient over a larger hinterland
around a metropolitan area. But if AVs are configured to primarily support and
complement public transit, the opposite land value pattern could emerge, inflating
prices at already existing centers and catalyzing denser development around them.
These morphological alternatives need to be modeled, simulated, disseminated, and
ultimately discussed at a political level.

Which scenarios will dominate depends to a large extent on how policy-makers
and planners respond to the disruptive forces of transportation technology (Davis
2018). Most experts agree that vehicle traffic on roadway infrastructure is likely to
increase, and there is not much cities can do to stop that (Sperling 2018). Congestion
tolls, which are in place in Singapore, London, and Stockholm, offer one remedy
against traffic externalities that single-occupant vehicles create, but such restrictions
on the free movement of automobiles have been politically contentious and very hard
to implement. Given that AVs have to be location-aware and GPS tracked anyway, it
may be that previous privacy concerns will be overcome, and that citizen pushback
about the growing number of driverless vehicles operated by private transport across
more firms will translate into greater political support for congestion charging. But
private automobile mode share is likely to grow nevertheless, and at least in part at
the expense of public transit ridership. An increase in cars and a decrease in transit
ridership are bad news for cities who have been trying to shift mode share to public
alternatives and active modes for decades. A combination of congestion tolls and
taxes on single-occupant vehicles will be necessary to curtail traffic externalities that
low-priced AVs will create, but these may be politically contentious options. And
even if successfully introduced, the question is whether such revenues will go back
into city infrastructure; and if so at what scale and for what purpose? Chicago’s ride-
share tax is expected to generate over $80 million this year, all of which the city has
committed to public transport funding. There is also a movement afoot among city
planners to increase investments into pedestrian and bicycle infrastructure. To the
extent that new mobility solutions can generate significant opportunities for revenue
that can be directed to services that have been difficult to maintain for decades, we
may begin to see a repurposing of urban infrastructure. The selection of which to
prioritize, however, will have a direct bearing on the future of streets, particularly as
some options will enhance vehicle traffic and others will reduce it.

Perhaps even more worrisome is the potential impact of AV technology on pedes-
trian interactions with cars, and on the ambulatory environment of streets more gen-
erally. The technology used to locate, guide, and drive autonomous vehicles relies
on real-time feature recognition from a range of different sensors. Incoming feature
recognition is then processed with respect to a huge database of case information
to decide which way to best operate the car in the next split second. While almost
suited to navigation amidst other cars, AV technology faces significant shortcomings
when it comes to interacting with pedestrians or bicyclists, who use eye contact and
body language to communicate with human drivers (Ball 2018). When pedestrians
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or bikers step into vehicular traffic today, a rather complex communication process
necessarily follows. Both look at each other and try to guess how the other will
behave. Will the pedestrian step on the road or not? Will the driver stop? A pedes-
trian, who has confirmed eye contact with the driver might decide to step on the road
deliberately, hoping that the car will stop. But it is never certain—the decision is
made by a human behind a wheel and fundamentally unpredictable.

These are exactly the conundrums facing artificial intelligence experts who are
deploying their skills to predict behavior in an environment where streetscapes and
the culture of pedestrian-vehicle interactions are in flux. If the pedestrian would
know that the driver always sees her and stops if she steps on the road, as in the case
with AVs, she wouldn’t think twice about the situation and could fearlessly march
forward (Miller-Ball 2016). And although terrific for walkability advocates, such
trolling would create frustration for AV operators, whose expensive machines would
consequently move much slower in pedestrian-heavy downtown traffic than conven-
tional, human-driven four-wheelers. Being able to drive at least as fast as traditional
cars on populated city streets makes a significant incentive for AV companies to
advocate for exclusive AV lanes, where pedestrians are physically separated from
cars, or for clear curb limits, the crossing of which would result in hefty jaywalk-
ing fines. Such traffic interventions would decrease pedestrian options on downtown
streets, dramatically reducing access to amenities and public spaces on foot or by
bike (Sevtsuk 2014; Sevtsuk and Kalvo 2017). In the longer run, this could alter
the location patterns of retail and service amenities along streets, moving the needle
back toward car-oriented accessibility (Sevtsuk et al. 2016). We should not forget
that the term “jaywalking”—inspired by the word “jay,” which referred to a coun-
try bumpkin—was, in fact, socially constructed by auto-advocates of the 1910s and
20s, during the first wave of mass motorization (Norton 2007). Before private auto-
mobiles came to dominate city streets, there was no need for marked crossings or
traffic lights—pedestrians could cross streets anywhere and jaywalking was really
just walking (Fig. 1).

The point here is that no matter how technologically advanced automated vehi-
cles become, their deployment on city streets competes with non-motorized activities
that many cities have come to encourage as part of their social, economic, environ-
mental, and public health priorities in the past decade. A number of mayors have
implemented traffic calming, public transit priority, and “complete streets” projects
that give more space and higher priority to pedestrians. Under Mayor Bloomberg,
and his transportation commissioner Janette Sadik-Kahn, New York City converted
more than 70 acres of the roadway to pedestrian plazas, including the world famous
Times Square (Luberoff 2016). Even so, hard-earned progress on reversing the dom-
inance of cars over pedestrians on “complete streets” is likely to face considerable
opposition from AV lobbyists (NACTO 2017).

From a purely navigational standpoint too, AV feature recognition technologywill
require clear lane markings to situate each vehicle. If people are not required to grab
the wheel when familiar road features disappear, and a vehicle gets confused—as
is the case with the differently abled, under aged, or simply passengers in the back
seat—then lane markings need to be uninterrupted and omnipresent, on every street,
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Fig. 1 Exclusively vehicular roadway, which pedestrians must cross using elevated overpasses in
Singapore. Photo by Andres Sevtsuk

intersection, and parking lot. Even a temporary road construction site will need to
rearrange lane markings to support safe AV navigation around it. Similar to airport
tarmacs, AVs could introduce a lot more “graffiti on the roads”, as Jan Gehl likes to
call it (Gehl 2010).

The widespread adoption of shared, electric, and autonomous vehicle technology
will also mean that streets will need ubiquitous pickup and drop-off zones, numerous
emergency parking spaces, and curbside electric charging stations. These latter fea-
tures are probably preferable to current parallel parking spaces, leading to fewer idle
four-wheelers on the curb and more space available for other sidewalk activities. But
there could also be competition for that extra sidewalk space from a different type
of AV—one that rolls along sidewalks. It is not merely passenger vehicles that will
transform streetscapes and cities, infrastructure networks. Due to a rapid increase in
e-commerce and home deliveries, we are already seeing a deployment of delivery
robots that take packages from autonomous delivery trucks and carry them on side-
walks to designated drop-off zones, doors, and building lobbies. Like self-driving
cars, they observe the world through sensors and try to dodge oncoming obstacles.
San Francisco streets had three such companies in competition—Dispatch, Marble,
Starship—until they became a significant nuisance to pedestrians, prompting Mayor
Ed Lee and the city’s Board of Supervisors to impose strict regulations on their
deployment at the end of 2017 (Simon 2017). Meanwhile, other cities and states are
welcoming bots on their sidewalks (Fig. 2).
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Fig. 2 Starship package delivery vehicle. Photo by Starship

As we enter into a new world where technology is transforming the city and the
ways that vehicles and pedestrians move through it, it is worth taking a step back
and reflecting on where we are heading. Before rushing to rebuild streets according
to the newest transportation technology, urban authorities and city planners should
stop and consider how proposed changes fit with existing priorities of making streets
more people-friendly and less machine-oriented, as well as more sustainable and less
unequal. The space of a street is a highly complex economic, social, and political
environment that enables communities and even democracies to work. Some of the
earliest functions of streets were, in fact, not driven by mobility needs at all, but
rather religious, cultural and social rituals (Rykwert 1978). Non-transient uses of
streets remain equally critical today. Contemporary streets function as social spaces
where face-to-face interaction occurs between passing pedestrians, where people
see others while sitting on a bench or through a glazed shop window, or where a
street performance or sidewalk gathering may contribute to the formation of a public
sphere. Streets also function as economic space that shop owners, street vendors,
and business associations cherish. They serve as play areas for children, and as
spaces of livelihood for the homeless. These competing uses often come in contact
and conflict with one another—street vendors fight over sidewalk space with shop
owners, protesters with law enforcement and homeless folks with passersby who
feel uncomfortable at their site (Loukaitou-Sideris 2011). Because of this, regulation
will play a key role in determining whether and how unmanned machines enter such
heated political battles over street turf.
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Many city transportation departments have endorsed modal frameworks that pri-
oritize people as they walk, bicycle, and take transit over trucks and cars on city
streets (Chicago DOT 2012). Though the enforcement of these priorities is relatively
new in US cities and applied only when streets require renovation, they do estab-
lish a policy framework that should be continued and extended before autonomous
technology is rolled out en masse. Pedestrians, public transit riders, and bicyclists
at the top of the pyramid should have higher priority over street space than cars and
delivery vehicles. Where transit is lacking, or not viable, multi-occupant vehicles
should be encouraged as a second best options. Single-occupant vehicles, and even
more so zero-occupant “zombie cars”, should be taxed to internalize the congestion
externality they create. Package delivery robots should not be disallowed, but they
should always give way to other users of sidewalks. All private vehicles on streets,
either human-driven or autonomous, should give way to pedestrians and bicyclists,
even when people step into vehicular lanes at unmarked locations.

Recent “complete street” design guidelines published by the National Associa-
tion of City Transportation Officials (NACTO) have advocated for a clear functional
separation between modes. A clear delineation of space for each type of activity—-
driving, walking, biking, parking—may help ensure that the less powerful and more
vulnerable users of the street still command their share of street space. However,
an excessive functional classification also has its problems and follows a Modernist
paradigm of spatial separation, creating “a place for everything and nothing out
of place”. It emphasizes what Isaiah Berlin has called a negative notion of free-
dom—freedom from interference from other modes of travel or other activities that
take place on a street (Berlin 1958). Berlin juxtaposes this approach with an alterna-
tive, positive concept of freedom—a freedom to…. In the context of street design,
positive freedommight entail freedom to veer into other modal space, to cross a street
at an arbitrary location, or to use a street for an activity that doesn’t have its own
provision—vending, sleeping, playing or gathering. An adoption of a modal hierar-
chy, such as that depicted in Fig. 3, could establish the rules for how the freedom to
divert, and freedom to improvise applies across the different modes. A positive con-
ception of freedom would ensure that pedestrians, onlookers, protesters, and street
vendors would never be confined to the spaces they have been allocated, but can
always improvise and invent, even if it interferes with the movement of vehicles or
packages. The freedom of pedestrian and bicycle movement not only enhances local
accessibility and contributes to higher built density and mixed-use development, but
also augments multimodal accessibility in a metropolitan area as a whole in ways
that automobile mode share alone can never achieve.

To the extent that building flexible streetscapes will contribute to greater public
sociability, enhance the serendipity of chance encounters, and enable the cosmopoli-
tan circumstances that define cities and produce their widespread cultural appeal,
rethinking the future of streets in terms other than pure efficiency or Modernist land
use logic may, in fact, be one of the most needed undertakings of the contemporary
era. State-of-the-art technological change will bring positive benefits in transporta-
tion servicing while also providing data and newmetrics for better strategic planning
in the face of changing city form. But if these same technological changes produce
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Fig. 3 Modal hierarchy in street design

street conditions that undermine the potential for human interaction, they will also
introduce dystopian elements into what otherwise is being heralded as a relatively
idyllic future. Let us not forget the important role that streets have played in social,
political, and cultural life over the last several centuries. From Baudelaire to Ben-
jamin, the ability to stroll has been identified as key to a vibrant public sphere and
a means of connecting citizens to each other. Many major democratic transforma-
tions have emerged out of activities emanating from interaction unfolding at the
scale of the street, as have significant innovations in city form and function—rang-
ing from the introduction of urban parks and plazas to the proliferation promenades
and arcades. Indeed, what some have termed “ambulatory urbanism”—or cities that
are built around pedestrians more than vehicles—is precisely what has defined the
most desirable cities of the world, and what differentiates European cities from their
American counterparts (Davis 2015; Gehl 2010). With the automobile technology
revolution, all this may be lost, unless we are prepared to rethink, reassess, and recon-
figure the street’s function to accommodate both past practices and future trends. It
is time for urban morphology to move from retrospective analyses of historic city
environments to projective depictions of changes in urban form, using spatial and
mathematical models that evaluate potential outcomes of the present technological
transportation revolution.
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Understanding and Quantifying Urban
Density Toward more Sustainable City
Form

Steffen Lehmann

Abstract Urban density is a term used in urban planning and design to refer to the
number of people inhabiting in a given urbanized area. Density and compactness
are two closely related, but different, criteria relevant for the transformation of cities
to become more resilient to climate change. While a high degree of compactness is
desirable, too much density can be detrimental to liveability, health, and social well-
being. More compact cities are an advantage and will help in curbing urban sprawl,
but a consolidated urban form requires urban infill at densities that support compact
self-reliant districts and mixed-use neighborhoods. The social dimension of such
density increase is likely to be a future challenge and face community resistance.
This essay argues that a quantitative approach to describe urban density helps to
better understand cities; however, urban form is alwaysmore than just amathematical
formula, including nonquantifiable qualities of cities.

1 Introduction

Cities around the world are facing an ever-increasing variety of challenges to achieve
sustainable urbanization. The issue of urban density is closely connected to how our
cities will evolve and perform in future. Urban density is a term used in urban
planning and architecture to refer to the mathematical number of people inhabiting
a given urbanized area, and the amount of floor area built on a defined site. It is an
important factor in understanding how urban development functions and architects
worldwide are searching for ideal density models for tomorrow’s sustainable cities.
Density and compactness are two closely related, but different, criteria relevant to
the transformation of cities to become more resilient to climate change. While a high
degree of compactness is usually desirable, too much density can be detrimental to
liveability, health, and social well-being. More compact and interconnected cities are
an advantage as these will help in curbing urban sprawl, but a consolidated urban
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form requires urban infill at densities that support compact self-reliant districts and
mixed-use neighborhoods. The social dimension of such density increase is likely to
be a future challenge and face increased community resistance (in Switzerland, the
average realization time for a building has risen to 8 years). This essay argues that
a quantitative approach to describe urban density helps to better understand cities;
however, urban form is always more than just a mathematical formula, including
nonquantifiable qualities of cities.

2 Defining Urban Density

In her book The Death and Life of Great American Cities, Jane Jacobs identified
density as one of the four key ingredients for thriving and diverse cities. She wrote
that in order for cities to work, “there must be a sufficiently dense concentration
of people, for whatever purposes they may be there” (1961, 36). The question of
urban density is closely connected to how our cities should evolve in the future.
Medium- to high-density living is acceptable as long as these developments also
provide for a number of requirements, such as an increase in good quality green
space within walking distance in the neighborhood. What is needed is a formula
and framework for high-quality urban density and more compact and interconnected
cities. Consolidated urban form is achieved through urban infill at densities that
support compact self-reliant and mixed-use neighborhoods. Today, density is one of
the key issues in planning that can regularly create all kinds of misunderstandings
and tension; it is an essential driver of our urban futures. We use the term “density”
to describe the average number of people, households, floor space, or housing units
on one unit of land, usually expressed in dwellings per hectare. There are different
ways of mathematically measuring the density of urban areas:

• floor area ratio: the total floor area of buildings divided by the land area of the plot
upon which the buildings are built (the development plot ratio, used as a measure
of the density of the site being developed); the ratio is generated by dividing the
building area by the site area;

• residential density: the number of dwelling units in any given area;
• population density: the number of persons living in any given area.

Theplot ratio (also calledfloor area ratio, FAR; or floor space ratio, FSR) describes
the ratio of a building’s total floor area (gross floor area) divided by the size of the
site (piece of land or plot) upon which it is built. The term refers to limits imposed
on such a ratio—for example, to the maximum allowable ratio. For instance, a FAR
of 3.0 indicates that the total floor area of a building is three times the gross area
of the plot on which it is built, as would be found in a multiple-story building. The
allowable plot area has a major impact on the value of the land, as higher allowable
plot areas yield a higher land value.

Using such zoning regulations,municipalities have found it unnecessary to include
height limitations for buildingswhen applyingmaximumfloor area ratio calculations.
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The FAR is commonly and successfully used in zoning regulations and planning
guidelines to limit the amount of construction in a certain area. For example, if the
relevant zoning ordinance permits construction on a site, and if construction must
adhere to a 0.10 FAR, then the total area of all floors in all buildings constructed on
the parcel must be no more than one-tenth the area of the parcel itself. An architect
can plan for either a single-story building consuming the entire allowable area in one
floor, or a multistory building which must consequently result in a smaller footprint
than would a single-story building of the same total floor area. However, numerous
urban planners have criticized the use of FAR regulation and argued that abdicating
purely to floor area ratios (i.e., market forces) is the opposite of aiming for enhancing
a community or neighborhood and for the diversity of ownership, as it is a poor
predictor of physical urban form. Instead of pure FAR one could use the traditional
design standards: building height, setbacks, or build to lines rules; these would also
enable planners to make reasonably accurate predictions, recognize violations, feel
secure in investment decisions and are more likely to deliver a better urban form
outcome.

Urban population densities can vary widely from city to city. Asian cities have
some of the highest densities (frequently reaching over 10,000 people per square
kilometer, and sometimes even over 20,000 people, such as in Mumbai or Hong
Kong, where a large proportion of the buildings are high-rise apartment towers).
The historical European cities have lower densities and are based on the European
compact perimeter block model, with densities in the range of 3,000–6,000 people
per square kilometer. In the United States, Canada, and Australia, urban population
densities are usually much lower, at around 1,000–2,500 people per square kilometer
(Lehmann2010;DensityAtlas 2011).Hence, three clearly identifiable city typologies
have their own characteristics, density profiles, and historical evolution:

• the European compact and polycentric mid-rise city with the traditional perimeter
block (examples are Barcelona, Paris, Berlin, or Athens): 3,000–6,000 people per
square kilometer;

• the Asian high-rise city with the distribution of individual towers (such as Shang-
hai, Beijing, Tokyo, and Bangkok): often around 10,000 people per square kilo-
meter;

• the North American and Australian low-rise and low-density city typology with
an urban downtown core surrounded by extensive urban sprawl (for example, Los
Angeles, Phoenix, Melbourne, and Perth): only 1,000–2,500 people per square
kilometer.

A high-density city is, therefore, a city that has a high average population den-
sity, high density of mixed-use built form, high-density subcenters, and high-density
forms of housing. Many researchers have argued that a denser, more compact city is
a more sustainable city (Hall 1988; Jenks et al. 1996; Hall and Pfeiffer 2000). Susan
Roaf noted, “High density (not high rise) is probably the inevitable urban future”
(Roaf 2008, 33). Today, most experts agree that compact living is sustainable living.
As an important benchmark forminimumdensities of new sustainable developments,
the literature gives the figure of a minimum of 70 dwellings (homes) per hectare, but



550 S. Lehmann

densities should preferably be closer to 100–120 dwellings per hectare, especially
along transport corridors, to support the integration of public transport, walking and
cycling to key facilities, and on-site energy generation. While a more compact city
is more sustainable, expanding the city footprint farther and farther out into critical
habitat areas, the loss of precious agricultural land and green space is now seen as
environmentally unacceptable. Cities like Portland (Oregon, USA) have achieved
good experiences by establishing an effective urban growth boundary that curbed its
sprawl since the 1970s. Recent research shows that Portland’s compact city design
has reduced the average car use by as much as 2,000 km per person per annum.

3 Defining Density with Regard to the Compact City

There has been plenty of evidence that more compact cities with higher densi-
ties encourage the use of public transport and bicycles. It supports closer ameni-
ties, increases efficiencies of infrastructure and land use, conserves valuable land
resources at the fringe, and is likely to reduce the carbon emissions of the urban
dwellers (Hall 1988; Jenks et al. 1996; Lehmann 2005; Farr 2007; Toderian 2012).
We should not be confused by the different denominations that have emerged to
describe the “compact city”, which is sometimes also called green urbanism, sus-
tainable urbanism, ecological urbanism, among others—it all means the same thing.

So, what exactly is a compact city? A compact city is a mixed-use spatial urban
form characterized by “compactness”, which defines a relatively dense urban area
linked by easy access to public transport systems and designed to have a minimal
environmental impact by supporting walking and cycling (while low-density suburbs
are incapable of supporting walking, cycling, or public transport). The compact city
with four- to eight-story urban perimeter blocks and shorter block length represents
the optimum use of space. However, the compact city concept is still controversial,
there is no single model or formula that can be replicated as all cities, and sites are
different. Development patterns with traditional urban characteristics usually have
shorter block lengths with a network system of highly connected thoroughfares, local
tree-lined streets, and residential alleys. Vehicle-dominated contexts have larger,
longer blocks, less street connectivity, and usually no alleys; this pattern of longer
blocks makes walking distances longer and, therefore, it is likely that fewer people
will walk between destinations (Lehmann 2014).

The dense and compact city also increases efficiencies in urban infrastructure
and services through shorter distribution networks. Higher density cities encourage
reduced transit through shorter trip lengths since most amenities and public transport
aremore closely located. Today, architects can easily visualize scenarios, simulate the
benefits of various density types, and inform policies and decision-making. Church-
man (1999) defines compact city policies as policies that aim to intensify urban land
use through a combination of higher residential density and centralization,mixed land
use, and limits on development outside of a clearly designated area (e.g., an urban
growth boundary). Jenks et al. (1996) outline three aspects of the compact city: it is
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high density, mixed use, and intensified. Urbanist Peter Rowe (2015) defines “urban
intensity” through a formula with four factors:Urban intensity =Density +Diversity
+ Connectedness + Compactness.

However, urban density is more than just a mathematical figure. Making neigh-
borhoods more compact and dense always needs careful consideration and a process
of optimization to balance potential adverse effects and conflicting interests (Howard
1902). Higher density is beneficial at appropriate locations, but not always in every
case. All urban areas have their particular social, cultural, environmental, and cli-
matic conditions resulting in a complex urban microclimate, and density increases
can affect urbanwind speeds. The interplay between higher density and the increased
risk of the urban heat island effect (which increases cooling energy needs) must be
properly observed and taken into consideration. Density directly influences the urban
microclimate. Negative effects on the urban climate can be improved by increasing
greenery and vegetation and choosing materials and surfaces that minimize solar
heat gain and increase the albedo effect (surface reflection).

To minimize adverse negative effects from increased densities, densification
strategies should be coupled with high-quality urban design strategies, scenario test-
ing, and real community participation, to avoid such unwanted effects as increased
traffic congestion, overshading, and loss of daylight or privacy. Planners and archi-
tects need a better understanding of the impact of their design decisions on the overall
performance of the urban precinct system and should introduce urban greenery in
the densified areas.

Living in apartments is often the more sustainable solution, as urban perimeter
blocks and residential towers share circulation systems, separating walls and roofs,
therefore requiring less construction materials and heating. In the United States and
Australia, researchers have now collected and analyzed the actual energy use data
for a large number of residential units, and there is emerging evidence that living
in inner-city high-rise buildings is a less energy-intensive lifestyle—all other things
being equal—than in equivalent low rise buildings in suburbs, despite the need for
elevators. This is mainly due to two aspects: the suburban house is most of the time
larger and very energy intensive because of the air conditioning and other consuming
devices; and the other reason is the need to commute by car to the workplace.

Nevertheless, when is a city getting too dense, and at what point is a quarter
overdeveloped? Each time, higher densities require an optimization process since
higher densities can create challenges for planners and designers; for instance, avoid-
ing overshading, overlooking, loss of daylight, and loss of privacy demands clever
design solutions. There are a number of other arguments against high density, which
include the risk of increasing traffic congestion in the area and a potential increase
in noise disturbance. We can also point to districts where densities were developed
too high and the developments failed, because the lack of natural air ventilation or
daylighting created unhealthy and unhygienic conditions. A well-known example of
such over densificationwas the extremely denseKowloonWalledCity inHongKong,
which was demolished in 1992–1993 because of the many issues that arose out of its
extreme hyperdensity. It is estimated that over 50,000 people lived in squeezed con-
ditions in dark cramped flats, on a small parcel of land of only 2 ha. While Kowloon
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Walled City was a functioning urban community, it was not a sustainable and healthy
place to live.

4 The Ongoing Density Debate

As urban populations and economies are expanding, and with increasing numbers of
people joining the middle class (earning and spending more), consumption, energy
demand, and waste generation are all rising. Due to our obsession with economic
growth, the GDP-driven growth model, and excessive use of finite resources, global
greenhouse gas emissions keep rising—despite all the efforts of the past 20 years
to reduce them. It appears that there is a growing gap between current urbanization
patterns and what would really be needed to shift to more sustainable urban futures.

Numerous governments are now actively pursuing planning policies that encour-
age greater residential density and support a set of new densification measures to
increase housing densities (e.g., in the UK, Government is giving local councils
increased powers to refuse development on the grounds of insufficient density). As
more and more people live in cities, the cities have taken center stage as key players
in the future of human populations. City management, governance, urban mobil-
ity, liveability, and density have all become key themes of focus for politicians and
decision-makers to succeed in managing urbanization, but in conditions of rapid
urbanization (especially with the dynamic exploding urbanism of Asian and African
cities), controlled sustainable development has not always been achieved.

One core challenge for cities in the future will be the tension between urban
form, compactness, and liveability. The modern city is always about diversity, which
includes varying urban densities for different neighborhoods in different parts of the
city (Howard 1902; Lynch 1960; Jacobs 1961; Rowe and Koetter 1978; Koolhaas
and Mau 1995; Kostof 1999; Pont and Haupt 2010). This diversity of density types
allows different demographic groups to choose how they would like to live at varying
stages of their lives; for example, young professionals are now streaming back into
the city and do not opt to live isolated in suburbs or far away from amenities and their
workplace, expecting a more cosmopolitan lifestyle. Cities where residents do not
need to drive much and efficient public transport is available have many advantages.
It appears that the conflicting demands have always to be balanced through good
design solutions.

Hence, urban density and mixed use are key factors in determining the sustain-
ability of a neighborhood and its urban liveability. Urban districts have a significant
complexity about them and, clearly, there is still a need for more research, compara-
tive data, and an evidence base on the benefits and disadvantages of more dense and
compact cities, which has frequently been noted by different scholars (Register 1987;
Hall 1988; Breheney 1992; Jenks et al. 1996; Cuthbert 2006; Farr 2007; Girardet
2008; Lehmann 2010; Mostafavi and Doherty 2010; Beatley 2014).

There is now a strong emphasis on brownfield development and the introduction of
minimum density targets for housing developments around transport hubs and along
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Fig. 1 Comparative diagram illustrating the different ways how 75 dwellings per hectare can be
realized, from rows of terrace houses (left), to a perimeter block, or a single high-rise tower (right).
Planners and architects need a better understanding of the impact of their design decisions on the
overall performance of the urban quarter (Provided by the author)

transport corridors (what is commonly knownas transit-oriented development).How-
ever, the link between urban density and sustainability remains a contested and often
misunderstood subject of planning theory. One challenge cities face in their densifi-
cation strategies is fierce resistance from residents and community groups to higher
densities, as illustrated by the case of Vancouver’s protesting neighborhood groups.
However, if done well, higher density does not necessarily decrease liveability (as
can be seen in cities such as Singapore, Barcelona, or London). Higher density living
is acceptable as long as these developments also provide for new parks, gardens, and
urban greenery within walking distance in the neighborhood; but a well-used park, a
drive away cannot be a substitute for new green space. High-quality urban design can
alleviate negative perceptions of density at the metropolitan scale. (Lehmann 2014,
708–719)

Density brings people together, and doing density well is as much about providing
privacy as it is about civic life.Higher densities require newbetter housing typologies,
a wider range of compact housing models, and innovative design solutions that
integrate urban greenery and high-quality public space (Fig. 1).

5 A Proposed Framework for “Quality Density”

Cases of recent higher density housing developments have enabled residents to live
closer to their workplaces. Such intensification through urban infill at appropriate
density is a sustainable design strategy, as it avoids and counteracts the further disper-
sion and fragmentation of activity centers and helps to reduce car dependency. Urban
densities must remain within a sustainable range. If density is too low, it must be
allowed to increase, and if it is too high, it must be allowed to decline, to arrive at the
most appropriate “quality density.” However, most of the time densities are too low
in cities around the world and are declining, and there is now a concern among urban
experts worldwide about declining urban densities in cities globally—a situation that
is exacerbating urban challenges such as sprawl and traffic congestion.
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Quality density cannot always be planned or predicted; it depends on the socioe-
conomic context. While every city is different, some guiding principles of ideal
development with quality density have been identified (Bay and Lehmann 2017),
which include increasing compactness and the integration of public transport, green-
ery, and mixed usage. Policy makers have now to take decisive, forward-looking
steps in urban planning and decision-making on density to create room for long-term
physical development toward a sustainable city. As a framework for quality density,
the following components have been identified as prerequisites for the appropriate
quality density of a compact city:

• a strong alignment of land use and mobility: the efficient public transport city;
• proximity and “nearness” to amenities: the walkable city;
• to keep cities cool, the integration of urban greenery and green roofs need to go
hand in hand with densification: the green city;

• high-quality architectural and urban design with more diversity and better exam-
ples of residential infill through four- to eight-story projects: the mixed-use city;

• more innovative design solutions need to bedeveloped to ensure there is nonegative
impact on neighboring sites from densification, such as loss of privacy (overlook-
ing) or loss of daylight (over shading): the city of innovative housing solutions.

Groups of buildings that form quarters are of great interest, as these can support
the public realm, perform and interact, with a density of mixed functions, and con-
nect with each other. Very dense high-rise cities are not necessarily the best option.
Medium density, compact infill developments of four- to eight-story perimeter blocks
are the much-preferred option and a very useful model, as the perimeter block com-
bines a number of benefits, such as:

• smaller building envelopes (good ratio between the area of the facade and the
enclosed volume), using less land and reducing heat gain in summer and heat loss
in winter;

• less material used, therefore lower construction impact and reduced embodied
energy;

• reduced energy consumption due to shared walls, circulation, and roofs.

6 Learning to Live in More Compact and Denser
Communities

While urban density is extremely relevant, it is of course not the only determining
factor for urban form. In fact, urban developments are rarely the pure result of design
considerations; rather economic forces, the evolution of policies, and a range of invis-
ible forces such as land use regulations, codes for floor space ratios, and economic
power structures, shape them. There is always a multiplicity of complex forces and
flows that form a city and the forces that are shaping the city are not limited to the
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physical spectrum only. Long-term trends in economies, energy supply and demand,
geopolitical shifts, and social change are all additional drivers of urban development.

How dense we plan our cities to be determines how efficiently we use vital
resources and directly influences the quality of life of urban citizens (OECD 2012).
Growth boundaries are an effective tool to contain the footprint of cities, in filling
in already built-up areas to avoid urban sprawl, as cities cannot continue to expand
their boundaries due to population increases. For a long time, the high infrastructure
costs and inefficiencies caused by urban sprawl have somehow been accepted on
the wrong assumption that sprawl would provide affordable housing. Now planners
will need to increase the suburbs’ densities and transform outdated urban values into
acceptance of higher densities and public transport.

There is definitely a limit to urban density. Arguing for a new ethics of the urban,
we can say that the traditional urbanism of the European city (such as in Barcelona,
Paris, Berlin, or Athens) is also ecological urbanism (Lehmann 2010). Urban density
should be embraced more strategically as the answer to a number of things wrong
with today’s urban developments. It is time to begin thinking about our cities in a
completely new way.
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To Not Talk Past Each Other:
An Immodest Proposal
for Cross-Conceptual Research in Urban
Morphology

Michael P. Conzen

Abstract The field of urban morphology has seen welcome conceptual expansion
in recent years, particularly in the spheres of mathematical modeling and topolog-
ical analysis. This has posed a challenge to conceptually integrate such inherently
quantitative and frequently abstract thinking with that of fundamentally historical
approaches to the field in which time and place are essential culturally dependent
explanatory factors. The issue is not one of the conflicts between quantitative and
qualitative explanations, but of reconciling highly variable sources of evidence and
definitions of relevant context. Cross-conceptual studies in urban morphology aimed
at bridging perceived gaps in communication have been on the rise, yet a carefully
calibrated test of all the multiple analytical approaches that have emerged applied
to the urban morphology of a common geographical case remains untried. Issues
of spatial scale in structuring an investigation, the relevancy of different measures
of urban form to be examined, and the appropriate depth of societal context to be
factored in could then be adequately addressed in direct juxtaposition. It is presumed
a significant enhancement of both conceptual cross-fertilization and enriched under-
standing of the urban morphology of the particular case involved could result. This
essay concludes with a call for such a collaborative test.

Within a relatively short span of time, the field of urban morphology has shown
a remarkable tendency to sprawl across an increasing number of intellectual disci-
plines. As a particularly systematic and focused approach to the study of what is
more generally referred to as urban form, the term “urban morphology” is creeping
into more scientific literature than ever before. As cities have acquired mammoth
physical dimensions and spiraling organizational complexity, it has been less and
less possible to ignore the implications of the configuration of built environments in
the lives and functioning of urban centers. This does not necessarily make a “mor-
phologist” out of every scientist and scholar invoking urban morphology in the titles
of their publications to signal their interest in the physical construction of cities,

M. P. Conzen (B)
Committee on Geographical Sciences, The University of Chicago, Chicago, IL, USA
e-mail: m-conzen@uchicago.edu

© Springer Nature Switzerland AG 2019
L. D’Acci (ed.), The Mathematics of Urban Morphology,
Modeling and Simulation in Science, Engineering and Technology,
https://doi.org/10.1007/978-3-030-12381-9_31

557

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-12381-9_31&domain=pdf
mailto:m-conzen@uchicago.edu
https://doi.org/10.1007/978-3-030-12381-9_31


558 M. P. Conzen

but it does show a growing awareness of its significance in the mix of issues and
factors under investigation, and, by their citations, to their knowledge of urban mor-
phology as reflected in its accumulated specialist literature. At one extreme, urban
morphology is for some writers a fashionable term that can be used sensu lato to
invoke patterns of urban existence of almost any nature and configuration. At the
other, urban morphology is a discrete field with a specific history, purpose, and set
of conceptual approaches and methods.

While some historians of the field may claim the origins of urban morphology as
a distinct sphere of thought should be found in the writings of the ancient Greeks
(Cataldi 2018), its expression as an organized body of knowledge is far more recent.
Many commentators link the emergence of a scientific consciousness of the built
environment as a comprehensive spatial complex to the appearance of Leonardo
da Vinci’s 1502 map of Imola and the refined cartography of Nolli’s 1748 map of
Rome (Pinto 1976; Verstegen and Ceen 2013). And it is unsurprising that surveyors
and architects, with their predisposition toward achieving areal accuracy, would be
the first professionals to develop cartography as the medium for representing the
detailed physical structure of whole cities. Nevertheless, it was left to geographers at
the turn of the twentieth century to develop the first theoretical formulations of city
structure based on urban ground plans and townscape characteristics (Schlüter 1899;
Geisler 1924). By the middle of the twentieth century, the disciplines of architecture
and geography would again produce theoretical advances through the foundational
work of Saverio Muratori and Gianfranco Caniggia (architects), andM.R.G. Conzen
and J.W.R.Whitehand (geographers) (Cataldi et al. 2002; Moudon 1997; Whitehand
1981). Both approaches, while differing significantly in their modes of specific con-
ceptualization, draw heavily for evidence from the historical cartographic records
of cities and all the difficulties that imply. Their approaches in turn led during the
following decades to sustained work in what have since been characterized as the
typo-morphological and the morphogenetic traditions of urban morphology.

In the 70 years, since Muratori and Conzen published their signal studies, urban
morphology has greatly matured, not only through vigorous addition of concepts
clearly identifiable with these two traditions but also through the emergence of two
more, equally distinct but very different, conceptual approaches: spatial modeling
and space syntax. Associated with the extensive work of Michael Batty and Bill
Hillier, these newer fields rode the crest of the so-called quantitative revolution that
began to redefine the social sciences in general during the 1960s, and have arguably
had a more immediate impact on urban planning and related management policies,
perhaps because these two research clusters are more directly amenable to anticipat-
ing urban futures (Batty 1976, 2005; Hillier and Hanson 1984; Hillier 1996; D’Acci
2013). Both specialties rest heavily on various types of mathematical formulation
and have benefitted extensively from the rise of topological thinking and automated
computation methods.

Thefirst twoapproaches are closely alliedwith historical reconstructionof evolved
townscape features (layout, building designs), in which the historicity of urban land-
scapes is critical as context and process, whereas the latter two have their origins
in urban planning and rest more immediately on abstract mathematical principles
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and generative models of projection (through simulation) and prediction. These four
foundational approaches to contemporary urban morphology have been ably sum-
marized in Oliviera (2016, 118–130) and Kropf (2017, 17–18).

In the last few decades, further spheres of substantive research interest in urban
morphology have opened up, as much through investigations in disciplines beyond
the established ones in the field, and owing their impetus to work in the physical
sciences, additional social sciences, and the humanities. This is not the place for a
detailed review of the contributions emerging from allied disciplines, but theymay be
summarized as follows: (a) ecological approaches that examine the urban biome and
how it contributes to and responds to themorphologyof places (including in particular
climatological phenomena both micro and macro in scale, vegetation patterns both
humanly planned and wild, and geological processes in cities, including catastrophic
events); (b) the perceptual–emotional “effect” of the city’s morphological content
and composition on the individual psyche and group attitudes; (c) the role of modern
urban design paradigms; (d) urban political and planning policy considerations; and
(e) humanistic–artistic–creative engagements with the built environment. References
to literature in the relevant sections of these fields lie beyond the remit of this chapter,
but as hints of its breadth, see Ng et al. (2011), Batty (2001), and Foote (1997). The
argument advanced here is that the expanding interdisciplinary reach of work in
urban morphology, together with its contemporary societal relevance and the mostly
channelized and often fragmented mode of research that supports them, lead to a
single realization: that the field is in need of as-yet underdeveloped strands of cross-
conceptual cooperation.

1 Desire for Integration

JeremyWhitehand, in his panoptic position as founder and longtime editor ofUrban
Morphology, has sought through his opening editorial comments in the journal to
foster not only interdisciplinary communication but also conceptual diversity. At the
same time, he has long argued for integrating and creating coherence among the
substantive contributions to the field, so that its conceptual richness might be more
apparent to both those working in the field and those outside it (Whitehand 2015,
2016). More recently, Whitehand has drawn renewed attention to the barriers that
resist the integration of the field: linguistic hurdles for many international scholars,
the paucity of cross-disciplinary digestion of research findings, and the near chasm
between research and practice. He cites as an example of noncommunication the
gap between studies undertaken by self-described urban morphologists and those of
researchers in “architectural geography” (Whitehand 2018). In speculating on the
significant distance between the outlook of the latter and that of Caniggian architec-
tural morphologists, for example, he is in essence commenting on cross-conceptual
silences.
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2 Cross-Conceptual Initiatives

There have, of course, been concerted attempts to overcome such barriers. As noted
above, the recent appearance of Vitor Oliviera’s succinct text surveying the field of
urban morphology, and Karl Kropf’s handbook, designed to bridge the gap between
researchers and practitioners, both represent didactic landmarks in sorting out the
substantive and conceptual topography of the field. And well before this, there have
been isolated forays into the challenging terrain of cross-conceptual linkage. For
example, Griffiths et al. sought to combine space syntax methods with historico-
geographical thinking in a study of the streets of suburban centers in Greater London,
demonstrating that the two approaches can prove complementary, but that the former
could not solve questions posed by the latter (Griffiths et al. 2010). Oliviera et al.
applied the concepts of all four of the major conceptual approaches discussed earlier
to the Portuguese city of Porto, and concluded that, out of the mix, “morphological
regions” might in the future offer the most promising means to integrate the separate
results of each approach (Oliviera et al. 2015).

In a different vein, StephenMarshall appliedwhat he calls area structure and archi-
tectural morphology methods in examining in an abstract way the potential content
of city blocks, claiming to unite space syntax with other approaches to buildings
in space (Marshall 2015). These examples of cross-conceptual comparison stud-
ies, the result of local decisions to test differing precepts and analytical methods
in a commonplace, suggest the possibilities of integration but without coming to
startling conclusions. Where space syntax has offered the most potential for cross-
pollination is the now-common reconstruction of evolving connectivity measures
of street systems in conjunction with traditional studies of building types and land
division measures. Streets as public circulation spaces are the simplest of morpho-
logical features to measure over time, but they form only a small part of a city’s
morphological composition. Nevertheless, extensive studies are now appearing that
offer a remarkable array of comparative cases (Mahbub 2017).

A fourth cross-conceptual comparison is exemplified by Gökce and Chen (2016),
who seek to unite the typological process with studies of sense of place. They suggest
that quality of life (and by implication human happiness) is related to sense of place,
which in turn is closely related to the layout of house, street, and neighborhood.

A more personalized challenge was posted at an International Seminar on Urban
Form conference in Newcastle upon Tyne, England in 2004, when it was proposed
that the historico-geographical approach be tested in Como, Italy, where Gianfranco
Caniggia developed his system of typo-morphological analysis, and, to balance it,
that the Italian typo-morphological approach be tested in Alnwick, in northern Eng-
land, where M.R.G. Conzen worked out his historico-geographical system (Marzot
2005). In time, the challenge was addressed in part: a study of the internal morphol-
ogy of Como according to Conzenian methods was published (Conzen 2010), and
a hypothetical Caniggian-inspired interpretation of the region surrounding Alnwick
appeared, although unfortunately it lacked any examination of the town’s internal
morphology (Cataldi 2013). So, the idealistic aspiration that the direct application
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of contrasting investigative schemes could be applied in reverse to these two iconic
research sites remains for the moment unfulfilled. The internal morphological char-
acter of Alnwick, Northumberland, awaits its truly Caniggian interpretation.

3 Evidence and Theory

Regarding theoretical integration, the simplest conclusion is that distinctive analytical
approaches to the immensely complexmorphological character of cities each possess
their specialized value, and the lack of a metatheory that forces them together is
hardly to be deplored. Reviewed from the developmental history of the field, and just
considering the “big four” approaches alreadydiscussed, the ontological progressions
are clear both in the realm of evidence and of theory.

Data for urban morphology have progressed over time from being derived from,
stored in, and analytically deployed almost wholly within the realm of mapping,
historical and otherwise, to that of the present situation in which not only has remote
sensing of many kinds vastly increased our ability to access spatial information about
the details of the built environment, but now we also can collect, store, and examine
huge amounts of data about the city’s physical content in statistical form. The field
has transformed from a dependence onmaps as our data silos to amodern dependence
on computerized data banks as our tabular silos—from which maps of all kinds can
be generated with ease.

On the theoretical front, the largest impediments to integration appear to lie in
the ways in which time as an existential dimension and as a methodological factor is
handled, and the degree to which abstraction and concrete reality drive reasoning. In
typo-morphological and morphogenetic work, historical and geographical contexts
are close to paramount in shaping questions about process and outcome. In spa-
tial modeling of any sort, reduction to essential formative and generative processes
in the abstract is key to uncovering regularities that may underlie many aspects of
city functioning and development regardless of local circumstances—until, that is,
they are figured into the equations at whatever scale and in whatever way is deemed
appropriate. One can reconstruct morphological evolution from the highly variegated
evidence of history, or one canmodel it abstractly fromfirst principles until it approx-
imates observed reality, and then, theoretically, one can proceed to prognostication
on the basis of trend lines from either analysis. Hypothetically, these conceptual
positions as found in urban morphology represent opposite poles that should permit
oscillation back and forth between them; practically, they are often hard to reconcile,
more so on grounds of the choice of fundamentally different methods and evidence
than from any ultimate obstacle.

Given the specialisms we acknowledge in urban morphology, including the newer
interdisciplinary links considered earlier, we face an increasing compartmentaliza-
tion of effort in the compilation, analysis, and display of data, the growing preoc-
cupation with statistic-based “metrics”, and the ideographic languages often used
to express theoretical ideas. The result is we risk ending up essentially talking past
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each other. We are often so busy “ staying in our lanes,” to use a traffic analogy, that
attempts at synthesis remain perennially delayed in the interest of ever more elab-
orate compartmentalized knowledge about ever smaller slivers of the whole. The
arrival of “big data,” including crowdsourcing of perceptions and behavior, and the
almost endless opportunities thus opened up to investigate conditions in places large
and small in most corners of the globe which has only added to this methodological
segmentation, and in some cases sharpened its edges.

4 The Challenge

The question of conceptual integration into an all-encompassing framework remains
deferred. In an effort to jolt the issue forward, however, it seems worth proposing a
radically organized experiment.

As a novel step, I now issue a challenge for a grand test of all major conceptual
and analytical approaches in urban morphology to be applied in a flexibly designed
project focused on a SINGLE CITY—whichever is considered the most suitable
testing site—in order that conditions of culture, topography, historical past, and any
other structural variables may be held constant, and the special discoveries of each
approach can be squarely placed alongside those of the others for comparison and
interpretation.

Clearly, this project will require voluntary participation, collective leadership,
compatible scheduling, and a curiosity to reveal how each dedicated conceptual sys-
tem yields findings that are interesting in relation to the other parallel investigations.
I make no recommendation here as to which city in the world should be chosen
for this treatment, except to suggest that it must have the population size, spatial
extent, and historical depth to meet the essential analytical requirements of all the
investigative approaches included. Questions of suitable spatial scales of analysis
will be paramount, and without question a steering committee needs to be estab-
lished, preferably with various types of institutional backing and finance assured, to
coordinate progress and interpret the results.

The obvious purpose and value of such an undertaking is that the constituent
investigations, each following its own rules of data assembly, analytical procedures,
scales of aggregation and disaggregation, and presentation—with all studies tied
to the same physical urban object, and all needing to take into account its specific
parameters, situational factors, and quirks—would by definition set each conceptual
analytical system in the sharpest light vis-à-vis the others. The results would provide
the most systematic evidence of how each system performs in a controlled test,
and what findings each might be able to contribute to a heightened understanding
of that test place. Oliviera and colleagues may have attempted just a side-by-side
experiment, but it is not clear that a northern Portuguese city is necessarily the
ideal testing ground, and other analytical approaches need adding to the experiment.
Beyond that, the evidence could well illuminate the means by which, and the degree
to which, compatibility and integration of different approaches might be achieved.
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In the end, there may not be a path to holistic integration, yet the intellectual gains
from understanding why would be significant.

A remarkable precedent for such an undertaking is the international “Historic
TownsAtlas” Programme,which published over the course ofmore than four decades
over 450 individual historic urban atlases in 17 countries. Collectively, they now pro-
vide a spectacular resource for the comparative study of medieval and early modern
town and city morphology across Europe and a few cases elsewhere (reviewed in
Conzen 2008). By contrast, it might be possible for the project proposed here to run
for perhaps 2 or 3 years, or maybe 5 years at most, based on careful planning and a
will to complete it.

If thiswere a “modest” proposal, it would offer its suggestions in themost tentative
terms, aware that the cooperation envisioned would be hard to procure, and antici-
pating that its chances of adoption were small. But it is an immodest proposal, made
with the view that such a scheme would be beneficial to interdisciplinary coopera-
tion and cross-conceptual understanding in urban morphology, regardless of current
preoccupations. It would be one way to counteract the all-to-common inclination of
morphologists wedded to contrasting approaches, when vying for attention, to talk
past each other.
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