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Chapter 1
Introduction

Vitor N. Coelho, Igor M. Coelho, Thays A. Oliveira, and Luiz S. Ochi

Abstract Cities are the core of modern society. Humans civilizations have been
transformed for plenty of years and are still under development. From a multi-
set of cultures, knowledge has been passed throughout generations and now it is
carved in a sea of big data mined by high performance computers. Guided by these
technological transformations, this book presents novel insights about the use of
computational intelligence tools aligned with a social science perspective. In the
faith that data and information are the path for an advanced society, we believe that
digital and smart cities summarizes a need of our generation.

This book was designed to be a collection of selected contributions that were
managed by the editors and some collaborators during the year of 2017 and 2018:

• Computational Intelligence (CI) for Smart Cities (SC) special session at the
XLIX SBPO, Blumenau/SC, Brazil, 2017

• CI for SC special session at the IEEE Symposium Series on Computational
Intelligence, Honolulu/Hawaii, USA, 2017

• 1st workshop on SC and CI at the XIII Congresso Brasileiro de Inteligłncia
Computacional, Niteri/RJ, Brazil, 2017
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• 2nd workshop on SC and CI at the International Conference of Neural Network,
co-joined with World Conference on Computational Intelligence/IEEE, Rio de
Janeiro/RJ, Brazil, 2018

Most of the chapters included here were presented in these aforementioned pro-
ceedings, written in Portuguese. While those authors made an effort on improving
their ideas and studies while translating their paper to the English version, some
other precise contributions were included as additional chapters.

The main focus was to connect CI and the hot topic that is currently surrounding
the scope of the SC. On the other hand, we try to give focus on the idea that digital
and technological scenarios are becoming reality and much more visible/present in
our daily life, a context in which digital cities are emerging.

Cities’ constant evolution has been driving human beings footsteps. We mean,
society has been moving toward a noble cause that is related to the union and
sum of efforts of all of us. It motivates humans to explore the earth, sometimes,
unfortunately, in inefficient and unplanned manners, but also makes us dream
about the possibility of even reaching other planets and ecosystems. Allied to the
advancement of machines, cities are evolving into a new paradigm, being called
smart/digital cities. This evolution, closely related to devices equipped with high-
performance computational skills, is happening in urban and rural areas. Besides
promoting a decentralization of the current system, the new cities open doors
for different autonomous agents to optimize their own interests. The adjective
autonomous is used in order to highlight the robustness and flexibility of our modern
devices. In fact, we do not believe that they will be fully autonomous compared to
humans’ capabilities and fulfilled with unimaginable artificial intelligence skills.
On the other hand, no one can deny the current range of applications that can be
performed by our actual systems.

In this context, combinatorial optimization methods play a fundamental role
for more precise, efficient, and balanced decision making. As should be noticed,
decision making is something done by all of us during our entire life. Furthermore,
the decisions reached by others directly affect our trajectory; thus, we are influenced
by the decisions made by other entities. In this sense, we highlight the importance
of being careful when agreements are being reached, and, as much as possible, with
the consideration of a wide range of variables and factors. In summary, we should
use the current potential of our devices for the benefit of society, taking hand of
high-performance computation tools and methods.

The background of the editors made us select several chapters that involve
the resolution of combinatorial optimization problems. While mathematical pro-
gramming models have been driving society toward the comprehension of several
complex problems, it is nowadays known that the best solution(s) for some
cases will never be found. Reaching that precise and desired solutions would be
like finding a specific atom at the whole universe! For this purpose, computer
scientists are moving their efforts in the search for better methods for solving and
understanding the nature of NP-Hard problems, which may guide the evolution of
cities into efficient problem solvers organisms.
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In addition, along this book, the interaction with citizens is not overlooked,
new tools are struggling to contribute to society by promoting a more transparent
and participatory economy. On the other hand, such advance must take place in
a sustainable manner; thus, for this purpose, new ideas and ways of harnessing
existing resources are being studied. This universe of possibilities opens doors for
researchers to see distinct scenarios of complex and multicriteria decisions.

This book comprises studies and insights of researchers focused on a wide range
of topics, such as:

• Computational Intelligence (CI) applied for urban planning and engineering
solutions;

• Smart and digital cities solutions with metaheuristics and/or decentralized
systems;

• Cities and cryptocurrencies;
• CI and blockchain inspired technologies;
• CI applied for the insertion of renewable energy resources with microgrids;
• CI for smart cities (SC) and smart grids (SG);
• CI applied for SC logistics;
• SC and internet of things;
• CI for smart/green homes;
• CI for decentralized environments;
• CI and citizens;
• Green computing and green operations research;
• High-performance computing and SC;
• City of things and CI testbed for SC;
• Reviews, trends, and state-of-the-art ideas for SC and combinatorial optimization

problems; and
• Artificial and computational intelligence, citizens, IoT, SG, renewable resources,

among others.

Some of these topics are not handled here in a deep manner; however, readers
could have insights about possible applications.

In particular, we think that the collection of chapters and ideas presented along
this book can be used to motivate students, engineers, cities’ decision makers,
and citizens for achieving a better comprehension about the sea of possibilities
that are showing themselves to modern society. This book has also the dream of
promoting awareness about the potential that researchers could reach together when
their efforts are merged and put into reality.

Along this book, contributions are divided into four parts, which comprise 19
chapters including this introduction and one final brainstorming compilation. We
decided to start with those chapters that are more dedicated to system development
and applications of cutting edge technologies (Parts I and II). Part III possesses a
more dedicated focus on social science perspectives, while Part IV presents some
insights about emerging technologies.
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1.1 Part I: High-Performance Computational Tools
Dedicated to Computational Intelligence

This first collection of chapters focuses on some examples of complex problems that
are nowadays being dealt within our daily life. Three chapters focus on transporta-
tion aspects, while two of them (Chaps. 2 and 3) could fit Part III because of their
focus on urban transport and citizens, the other one is mainly focused on challenges
for optimizing logistics of urban transportation systems (Chap. 4). Undoubtedly, the
application and embrace of the ideas comprised in these three first chapters could
lead society to reduce transportation costs, increase efficiency and investors’ profit,
as well as assisting citizens in the use of cities’ services. This second collection of
papers also includes considerations about smart allocation of urban space (Chap. 5),
efficient use of recyclable materials (Chap. 6), and telecommunication protocols
(Chap. 7), all of them considered in the scope of the future digital and smart cities,
managed with assistance of the best available computational intelligence inspired
tools. The scope of efficient autonomous greenhouses could also be obtained by
reading the chapter that deals with a review on forecasting methods for energy
consumption (Chap. 8), a component that is intrinsically connected with the future
of the digital and interconnected microgrid/houses.

1.2 Part II: Simulating the Possibilities and Getting Ready
for Real Applications

While reading the second part of this book, readers will face contributions mostly
focused on the simulation of cities’ behaviors and applied applications. As expected,
innovative models and techniques should be validated before being put into
practice. Chapter 9 deals with the concept of an assistive city, in which ubiquitous
accessibility is taken into account. Chapter 10 discusses and analyzes the behavior of
smart vehicles networks, in which messages flow in a decentralized fashion. Finally,
a LoRaWan inspired system is taken into account and analyzed in terms of their
contributions in the popularization of technology in Chap. 11.

1.3 Part III: The Social Science Behind the Cities
of the Future

The third part contains three chapters. Chapter 12 focuses on the connection
between cities’ management and citizens. Chapter 13 points out the possibility
of accessing non-dominated solutions in order to reach balanced and transparent
decisions (Chap. 13). Finally, cryptocurrencies and blockchain applied for territorial
development are discussed in Chap. 14.
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1.4 Part IV: Emerging Cities’ Services and Systems

This last part provides insights regarding the cities’ integration and emerging
technologies. The contributions of decentralized renewable energy resources is dealt
within the scope of microgrids at Chap. 15. The next three chapters mainly focus on
green technologies, embedded into promising equipments, such as hybrid/electric
vehicles (Chap. 16) and drones (Chap. 17). Finally, Chap. 18 deals with the concept
of software certification, an important component for the future IoT devices spread
all over our cities.

Society is moving toward the use of efficient and less costly technological
devices. We hope that free knowledge exchange will promote transparent compe-
tition and the opportunity for developers to dive into complex codes and projects.
As a final achievement, industry will probably abstract some of the concepts and
possibilities described along this book, and, consequently, several parts of the
described tools will become a common mechanism that will be transparent and
easy accessible for most part of world’s population. In addition, we would like to
highlight that these tools could even reach isolated areas and communities, however,
its insertion, which is probably undeniable, should be done in a way that citizens and
local people are respected and their wishes are really taken into account.

We wish everyone a pleasure journey into the concepts and dreams idealized
throughout this insight about cities and communities of the future.
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Chapter 2
Urban Mobility in Multi-Modal Networks
Using Multi-Objective Algorithms

Júlia Silva, Priscila Berbert Rampazzo, and Akebo Yamakami

Abstract The multi-modal transportation problem is a type of shortest path
problem (SPP). Its goal is to find the best path between two points in a network
with more than one means of transportation. This network can be modeled using
a weighted directed colored graph. Hence, an optimization method can be applied
to find a better path between two nodes. There are some digital applications, like
the well-known Google Maps, that present solution to this problem. Most of them
choose the best path according to one objective function: the minimum travel
time. However, this optimization process can consider multiple objective functions
if different user’s interests are treated in the model such as the cheapest or the
most comfortable path. In this work, we implemented and compared two different
approaches of algorithms with multiple objectives. One of them is an exact method
based on Dijkstra’s algorithm added by sum weight method, and the other one is a
heuristic approach based on the non-dominated sorting genetic algorithm (NSGA-
II). The computational results of the two methods were compared. The comparison
shows that the heuristic method is promising due to the low execution time—around
20 s—and the quality of the results. This quality was measured by the closeness
of the points found by the two methods in the objective domain. The runtime and
the quality of the results can indicate that this modeling is suitable to a real-time
problem, for instance, the multi-modal transportation problem.
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2.1 Introduction

Transport is one of the primary drivers of production and development economic.
Transportation services determine people’s access to education, health, work,
leisure, etc. Companies also rely on transportation to get input from their suppliers
and bring their products to consumers. The necessary changes to new scenarios
of urban mobility and urban logistics come from planning and optimized use of
transport networks. The more the diversity of means of transportation a region has,
the more efficient the flow of traffic can be. A study sponsored by the Rockefeller
Foundation https://www.rockefellerfoundation.org/ states that it is necessary to
coordinate multi-modal locomotion systems that include the most diverse options.
Also, priority actions for multi-modal public transport should be proposed mainly
in large cities.

The multi-modal transportation problem can be defined as a shortest path prob-
lem (SPP) applied in a network that involves more than one means of transportation.
In this work, we consider an application in urban transport networks. However, the
model is easily widespread in other types of network transportation problems, like
a goods transportation plan around the country.

In urban mobility, the routing condition can include many means of transporta-
tion, for instance, car, bicycle, subway, train, etc. Besides that, there are many users
with different interests related to alternative paths. Technological applications have
become prominent among users indicating faster paths, considering the flow in
the pathways and providing alternative routes if necessary. This situation prompts
for a multi-objective approach in a multi-modal network. Given a starting and a
destination point, the proposal of this work is to find the best route based on two
main objectives: the financial cost and a travel time path. We used a heuristic and a
deterministic optimization method to solve this problem.

The deterministic method implemented is based on classical Dijkstra’s algorithm
that uses a heap as a data structure into the optimization process. We consider
it as a suited algorithm because this algorithm is widely used in SPP and the
implementation with heap structure is indicated when there are no many connections
between nodes on such case like multi-modal transportation network.

The heuristic approach implementation is based on one of the most important
genetic algorithms in the multi-objective area: the non-dominated sorting genetic
algorithm (NSGA-II) [4]. This method uses the concept of dominance defined by
the values of the objective functions. This criterion is used to classify the possible
solutions and determine which of them will pass to the next iteration. In the event
of a tie, the method decides on the solution which has the higher value of crowding
distance.

We did some computational experiments, and then we collected and analyzed the
results. The results obtained by the heuristic algorithm show that this approach can
achieve a great approximation of the Pareto Frontier. It means that the algorithm
found some points which belong to the real Pareto frontier. This statement can be
proved by the comparison with the solutions obtained by the deterministic approach.

https://www.rockefellerfoundation.org/
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Also, the heuristic algorithm found more different points in the domain of the
objective functions than the deterministic. Therefore, we can say that the heuristic
is more suitable than the deterministic approach for the multi-modal transportation
problem with multiple objectives, providing better support to the user because it
presents many alternative paths.

This work is organized as follows: In Sect. 2.2, we present the basic concepts
needed to understand the methods and the application better. In Sect. 2.3, it is some
related works in the multi-modal transportation problem, and it is reported how the
authors have solved it in a literature review. Then, in Sect. 2.4, we describe the
implementations based on each approach. After that, in Sect. 2.5, it is detailed how
we did the computational experimentations. Finally, in Sect. 2.6, we discuss the
analysis of the implementation and the experiments. Then, we conclude the work
and the possible future works.

2.2 Basic Concepts

A colored graph can be defined as G = {N,E,L}, where N is a limited set of
nodes, E is a limited set of edges, and L is a limited set of labels. In our case, the
nodes represent a geographic position, the edges are the connections between two
nodes, and the labels represent the means of transportation. Besides, each one of this
triple has two values associated: a real number that characterizes the edge weight,
and a binary parameter, component of an incidence matrix, that defines when the
edge composes the graph or not.

A path C = (n−
O, n

l1
1 , . . . , n

lD
D ) can be defined as a sequence of nodes

{O, 1, . . . D} and labels {l1, . . . , lD}, forming colored edges (n
li−1
i−1, n

li
i ) that link

an origin O to a destination D. The weighted path is defined by Eq. (2.1). It is the
sum of the edges weights which belong to the path C. In multi-modal transportation
problem, these weights can be a financial cost, travel time, distance, etc.

w(C) =
D∑

i=O

w
(
n

li−1
i−1, n

li
i

)
. (2.1)

The shortest path problem is defined as a minimum weighted path between two
nodes in a graph. It can be formulated by Eq. (2.2).

W(O,D) =
{

min{w(C) : O � D}, if there is a path from O to D

∞, otherwise.
(2.2)

Several methods can be used to solve this type of problem. Overall, they can be
classified into two main classes: the label-setting and the label-correcting algorithms
[1]. Both of them try to assign the shortest distance between the nodes as a label
for each node. The main differences are that the label-correcting methods can be
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applied in negative arcs weights and the label setting cannot, and this last group
of methods assigns a label to a node when the process can guarantee the shortest
distance, whereas the other group of methods considers all the labels temporarily
until the last step. Dijkstra’s algorithm is the most popular label-setting method [1].

2.3 Related Works

Focusing on a dynamic network, [11] developed an exact algorithm with only one
objective which it refers to a total time of the path. In a multi-modal network,
it is necessary to consider the timetable of public transportation and the delays
in commuting points. These factors compose both [9] and [8] proposals with
the difference that the last one applies a speed-up technique to accelerate the
convergence of the solution.

It is hard to find a work that includes all particularities: multi-objective problem,
a multi-modal network including private and public transportation, and dynamic
network. The nature of this problem is multi-objective [2]. Transportation problem
with the passenger could imply in different and sometimes subjective preferences
for a route.

A hybrid approach has been an explored area to solve this kind of problem. In
[3] the focus is to solve the vehicle routing problem with multiple time windows
proposing a novel hybrid genetic variable neighborhood search. It calculates the
optimal routes in terms of transportation cost for goods and service demands. This
problem has several constraints.

The transportation problem could be for both passenger and goods. The proposal
of using multi-criteria decision making method in this kind of problem is an
approach adopted by Dotoli et al. [7].

Related to the transportation of goods, [10] propose a swarm intelligence method
by applying the fireworks algorithm to solve the transportation problem. There are
two objectives to find a route: minimizing the cost and the time window.

It is a strong tendency to use the heuristic methods in problems with a multi-
modal network. In [5], it applies a memetic algorithm mixing two meta-heuristics:
a genetic algorithm with variable neighborhood search (VNS). This work models
the network separated and then connects them using transfer arcs. This is a critical
process of the proposal because it could determine how the algorithm handles the
solution in all procedures. It could affect the individual generation, and it could
allow considering some constraints or not. Also, it could influence the number of
network arcs and directly impact the algorithm performance. Therefore, this process
regarding our proposal is presented in the next section.
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2.4 Implementations

This work treats the problem considering two objective functions described by f1
and f2, in Eqs. (2.3) and (2.4), respectively. The first equation is a math formulation
under the financial cost of the path and the second is a formulation under the total
travel time. The variable xij l is a decision variable, and it could be 1 or 0, depending
on whether the edge from node i to node j by the mode l belongs to the path or not.

min f1 =
∑

(i,j,l)∈E

cij l xij l (2.3)

f2 =
∑

(i,j,l)∈E

tij l xij l (2.4)

subject to
∑

l∈L

∑

j :(i,j)∈E

xijl −
∑

l∈L

∑

j :(j,i)∈E

xjil = 0 , i �= o, d (2.5)

∑

l∈E

∑

j :(i,j)∈E

xijl −
∑

l∈L

∑

j :(j,i)∈E

xjil = 1 , i = o (2.6)

∑

l∈E

∑

j :(i,j)∈E

xijl −
∑

l∈L

∑

j :(j,i)∈E

xjil = −1 , i = d (2.7)

xij l ∈ {0, 1} ∀(i, j, l) ∈ E. (2.8)

The constraints are showed in Eqs. (2.5)–(2.7), and they represent the flow
balancing of the network. In Eq. (2.5), it means that the intermediate nodes (the
path nodes are different than origin and destination nodes) have to be a balancing
equal to 0. In Eq. (2.6), it means that the origin node has to be a balancing equal to
positive 1. And in Eq. (2.7), it means that the destination node has to be a balancing
equal to negative −1.

2.4.1 Deterministic Approach

In the deterministic approach, we adopted the Dijkstra’s algorithm to lead with
a multi-modal network. We chose this algorithm because it is one of the most
important methods for the shortest path problem. Besides, it was relatively easy
to include the weight sum method which provides us to obtain a set of solutions.
The pseudo-code of the implemented procedure is shown in Algorithm 2.1.
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Algorithm 2.1 High-level code of implementation based on Dijkstra’s algorithm
for all u ∈ N do

C(u) ← +∞, color(u) ← white, P (u) ← nil.
if u = uo then

C(u) ← 0, insert u in Q, color(u) ← gray

end if
end for
while Q �= ∅ do

Remove u in Q, such that C(u) is minimum and color(u) = black.
for all v ∈ A(u), such that color(v) �= black and v �= ud do

tmp ← C(u) + w(u, v).
if tmp < C(v) then

P(v) ← u and C(v) ← temp.
end if
if color(v) = gray then

Update position of v in Q: HeapSort
else

Insert v in Q and color(v) ← gray

end if
end for

end while

where

• N is the number of nodes in the graph;
• C(u) is the weight from origin to node u;
• uo is the origin;
• ud is the destination;
• cor is a vector with length = N , where, in each position, there is a bit that can

indicate three states of the node in process:

– white if the node was not visited yet,
– gray if the node was already visited, but its weight is not permanent, and
– black if the node was visited and its weight is permanent;

• P(u) is the predecessor of node u;
• Q is a priority queue as min-heap structure;
• A(u) is the adjacent list of node u; and
• w(u, v) is the weight from u to v.

2.4.2 Heuristic Approach

We decide to use a genetic algorithm (GA) because it is the most used in the heuristic
area. One of the most representative GAs in the multi-objective area is the NSGA-II
because it has two main instruments to handle the population and support the goals
of multi-objective methods in the objective domain. The two main goals are to find
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points in the objective domain as close as possible of Pareto Frontier and that points
have to be well dispersed over the frontier founded.

These mechanisms are controlled by two fields that each individual in the
population has. The first is called rank, and it classifies the individuals by the non-
dominance concept. If the individual has a rank equals one, it means that there is no
individual that dominates it. This rank number is used as a criterion to decide which
individual survives in the next generation. If there is a tie, the algorithm calculates
a crowding distance and the individuals that have the higher numbers are going
to survive. In Figs. 2.1 and 2.2 is shown in a bi-dimensional domain, how these
concepts work, respectively.

In Fig. 2.1, the points regarding class r1 are not dominated by any other point in
the graph. Those regarding class r2 are dominated by the points in class r1 but they
dominate the points in r3. The points belonging to this last class are dominated by
all other points in the graph.

In Fig. 2.2, it shows some elements used to calculate the crowding distance. For
example, the crowding distance of point called i depends on neighboring points i2
and i3. With their coordinates, this forms a cuboid, and as bigger, as this cuboid will
be, it means that this point represents a less density area, so it is preferred.

Fig. 2.1 Rank concept in
bi-dimensional domain

f1

f2

r1

r2
r3

Fig. 2.2 Crowding distance
concept in bi-dimensional
domain

f1

f2

i3

i
i2

c
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Fig. 2.3 Individual encoding

2.4.3 Encoding

The map of the multi-modal transportation network is represented by a directed
graph in which the nodes are stop points, integration terminals between them, or
points of origin and destination of the route.

An individual is represented by a structure composed of four fields: (1) a linked
list representing the path where each element of the list contains two integers: the
first indicates the node and the second indicates the means of transportation, (2) a
linked list that stores the values of the objective functions, (3) a field to keep the
rank of the individual in population, and (4) the value of crowding distance. These
codification is presented in Fig. 2.3.

The paths of the individuals can have different sizes, but necessarily the first node
must be the origin and the last one the destination node. All individuals handled by
the algorithm are feasible. The domain of the objective functions is defined in real
set, that is, (f1, f2) → (	,	) and the functions calculations are independent of
each other.

2.4.4 Initialization

The initial population is generated by using the Dijkstra’s algorithm structure
to produce each individual. The original algorithm was adapted for multi-modal
networks and it supports the obtainment of only feasible paths. We suppress the
sorting part of the algorithm for this initialization phase. This decision was based on
two reasons: because of the need to find a feasible path and not a minimum path (in
this moment of the algorithm) and second because it is an expensive computational
process that serves to guarantee the minimum cost. Therefore, to compose the first
population, we assigned weights for each edge randomly and executed the adapted
algorithm. This process has, as a result, one individual, and it repeats until the
number of individuals in the population had completed.
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Fig. 2.4 Parents selected by the selection operator

2.4.5 Genetic Operators

Commonly, a basic genetic algorithm has two genetic operators that are responsible
for generating the population of offspring: the crossover and the mutation. In our
encoding, we use these two operators to gain the diversity of new individuals and
try to expand the good genes over the generations. Another operator typically of
GA is the selection operator. This one will use a method to choose a number of
individuals in the current population and, in this case, will determine which of them
will be parents in crossover operator.

In our encoding, the selection operator has half chance to choose a random parent
to crossover and half to perform a tournament between two individuals that are
randomly selected in population. This operator is applied twice, and the individuals
resulting in this process become parents of the crossover operator. In Fig. 2.4, there
are two paths of two individuals representing the result of the selection operator.
These paths will be submitted to the crossover operator.

To create new individuals in the population, we developed three types of
crossover. It was necessary because we handle only feasible solutions (or individu-
als) and to guarantee this, we cannot do this only in a random way. Then, to keep
logical paths, the first trial to combine genes of two individuals is looking for an arc
to link them. To generate offspring with the number of arcs as short as possible, the
search starts in the first node of the parent 1 and last node of the parent 2. The search
ends when the trial arrives in the middle of two parents or find a connect arc.

The second trial is a two-point crossover. It consists of a random selection of
two nodes in parent 1 and two nodes in parent 2. We use the adapted Dijkstra’s
algorithm to find a path between the first point of the parent 1 to the second point of
parent 2. This crossover type intends to give some diversity to the population since
it is possible to bring new genes by the exact algorithm. This process considers the
average between financial cost and time to find a minimum route that connects the
two parents.

If all the previous operators generated any offspring, the last crossover type is
a one-point crossover for parents that have a common node. It is the easier and
computationally cheapest type of crossover, but it compromises the diversity of the
population. Figure 2.5 represents two possible offspring generated by this operator
based on the parents of Fig. 2.4.
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Fig. 2.5 Offspring generated by the one-point crossover type

Fig. 2.6 Example of applied mutation operator

In this case, the origin point is the node 1, and the destination point is the node
10. Also, the operator chooses the node number 5 to apply the crossover of genes
because this node is common in both paths. Finally, if nonetheless any offspring is
generated, the parent is sent to the mutation operator necessarily.

The mutation operator focuses only on the means of transportation in the
individual. A random point is selected in a path and the number that represents
the means of transportation changes to another mode available. This operator also
analyzes which means of transportation is arriving and leaving at that point selected.
If there are the same modes, the algorithm tries to change it. Otherwise, it tries to
find the same mode to execute the mutation. In Fig. 2.6, it is illustrated this operator.

Given this new population added by the offspring, the algorithm applies the
Pareto-dominance concept rating on individuals. This process classifies the indi-
viduals by the rank explained above. Then, they are sorted following this rank and
because of the elitism approach, the new generation is composed of the individuals
with the lowest value of rank which is one in the first iteration.

If the number of the individuals with rank one is less than the size of the
population, the algorithm completes the new generation with individuals in rank
equals two and so on until the size of the population is met. If the number of the
individual selected by their rank is largest than the size of the new population, the
tiebreaker criteria are obtained by calculating the crowding distance between the
solutions with the same rank on the objective domain as well as the NSGA-II works.
This process can be observed in Fig. 2.7.
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Fig. 2.7 NSGA-II flow chart

2.5 Computational Experiments

To evaluate and compare the methods implemented, we performed some compu-
tational experiments. They run on a Linux platform, Intel Core i5 processor with
1.8 GHz and 4 Gb of RAM.

Due to the challenges to have access to the real multi-modal transportation
network, we created an artificial to perform as an instance in this paper. The
parameters used to define the coverage of each modal and the attributes of financial
cost and time for each type of edge are presented in Table 2.1. All the information is
based on files of TSPLIB, an online repository of real distances between geographic
points, mainly in Europe territory. This database was developed to assist the
traveling salesman problem (TSP), but we consider that it could be useful in our
case.

Concerning these features, the network has 400 nodes, 7732 arcs, and four means
of transportation: pedestrian, subway, car, and bus. The financial costs of the subway
and bus are similar. The car is the most expensive type, and the pedestrian is
the cheapest one. However, the pedestrian is the slower means of transportation,
followed by bus, subway, and car, in that order.

Table 2.1 Parameters used to create the artificial multi-modal network

Id. Modal Coverage (%) Average speed (km/h) Cost (R$)

0 Subway 20 41.3 4.50

1 Bus 30 11.4 3.50

2 Pedestrian 80 7.02 0.00

3 Car 70 12.15 2.75 + 1.50/km + 0.26/min
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Table 2.2 Heuristic approach results

f1 f2 Path

0 9.77 346
2−→ 1

2−→ 78
2−→ 322

2−→ 351
2−→ 374

3.5 8.34 346
2−→ 1

1−→ 78
2−→ 322

2−→ 351
2−→ 374

4.5 7.42 346
2−→ 1

0−→ 208
2−→ 78

2−→ 322
2−→ 351

2−→ 374

8 6.79 346
2−→ 49

0−→ 1
1−→ 78

2−→ 322
2−→ 351

2−→ 374

9 5.87 346
2−→ 49

0−→ 1
0−→ 208

2−→ 78
2−→ 322

2−→ 351
2−→ 374

19.8 5.56 346
2−→ 49

0−→ 1
0−→ 208

3−→ 78
2−→ 322

2−→ 351
2−→ 374

26.1 5.31 346
3−→ 49

0−→ 1
0−→ 208

2−→ 78
2−→ 322

2−→ 351
2−→ 374

36.9 5 346
3−→ 49

0−→ 1
0−→ 208

3−→ 78
2−→ 322

2−→ 351
2−→ 374

Table 2.3 Deterministic approach results

f1 f2 Path

0 9.77 346
2−→ 1

2−→ 78
2−→ 322

2−→ 351
2−→ 374

4.5 7.42 346
2−→ 1

0−→ 208
2−→ 78

2−→ 322
2−→ 351

2−→ 374

9 5.87 346
2−→ 49

0−→ 1
0−→ 208

2−→ 78
2−→ 322

2−→ 351
2−→ 374

17 5.39 346
1−→ 342

0−→ 58
0−→ 1

0−→ 208
2−→ 78

2−→ 322
2−→ 351

2−→ 374

36.9 5 346
3−→ 49

0−→ 1
0−→ 208

3−→ 78
2−→ 322

2−→ 351
2−→ 374

The experiments with the deterministic algorithm used a discretization of 0.05 for
the weight of the objective functions. For example, in the first algorithm running, f1
starts with minimum weight, zero, and f2 starts with the maximum weight, equals
one. In the second running, the weights were 0.05 and 0.95, respectively. And so
on until the f1 receives the maximum weight and f2 receives the minimum weight.
Therefore, we performed 20 execution with the weighted variety.

In Tables 2.2 and 2.3 are presented the results of the heuristic and deterministic
approaches experiments, respectively. The bold values in the first and second
columns are the minimum values found for each objective function (f1 and f2). We
can observe that the heuristic one found more paths with different objective values
than the deterministic approach. It is expected because of the weight sum method
applied to the algorithm. It becomes the objective function of an approximate
function, while the heuristic algorithm treats the multiple objectives explicitly. The
results showed in Fig. 2.8 can confirm that this exact method is not a better way to
gain the diversity of solutions in the Pareto frontier.

Moreover, we can validate the heuristic results with the exact method. Only one
frontier point found by the Dijkstra’s algorithm could not be found by the heuristic
approach. However, the heuristic algorithm finds the largest number of solutions.
It means that, in this case, the customer has more alternatives to choose.

It is worth mentioning that the choice of the weight sum method was due to
the easy adaptation to the Dijkstra’s algorithm. However, as the main difficulty of
the weight sum method is that points of the concave part of a non-convex Pareto
boundary are not estimated.
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Fig. 2.8 Results of the deterministic and heuristic algorithms

In Tables 2.2 and 2.3, they have presented the final solution values in both
objective and variable domains. The first column describes the f1 value, the second
is the f2 value, and the last column represents the path with these values concern
about. The start point is the node 346, and the end point is the node 374 for all the
paths because it was the longest distance in the graph. These tables are sorted by
the extreme solution in f1 objective function until the extreme point in objective
function f2. Table 2.2 presents the eight solutions found by the heuristic algorithm
and Table 2.3 presents the five results of the deterministic algorithm.

The path is represented by the sequence of nodes which users have to pass
through them, and the number above the arc indicates the means of transportation
needed to go from a node to another.

2.6 Conclusion

The genetic algorithm seems to be a more appropriate approach for a multi-objective
problem because of the nature of the algorithm by handling a set of solutions.
Furthermore, this approach needs only one execution to give a set of candidates
routes, solutions that are good enough to answer the customer requirements in
reasonable computational time.
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Due to the weight sum method, the classical algorithm based on Dijkstra’s [6] can
lose some intermediate point of the frontier. Although to find the extreme points,
the exact algorithm is a fitting procedure. There is an alternative way to find a
higher number of intermediate points: decrease the gap between the weights of the
objective functions used by the sum weight method. However, it requires a higher
number of executions, and it will increase the computational time.

There is an advantage to use a population algorithm like a GA, to solve this
multi-objective problem. This type of algorithm handles with a set of candidate
solutions since its first interaction. It properly fits with the multi-objective character
of obtaining a set of solutions as a result instead of a single solution. Therefore,
this proposal offers several alternative routes for the customer (besides the extreme
points) because of its leads with more than one objective functions simultaneously.
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Chapter 3
Urban Transport and Traffic Systems:
An Approach to the Shortest Path
Problem and Network Flow Through
Colored Graphs

Juliana Verga Shirabayashi, Akebo Yamakami, Ricardo Coelho Silva,
and Wesley Vagner Inês Shirabayashi

Abstract Urban transport systems generally present complex topologies and con-
straints, and consequently model them and propose solutions that are not simple.
Because of the importance of proposing solutions that improve urban mobility and
the people’s quality of life, in this work, we propose two algorithms applicable to
transport network and traffic systems. The first algorithm approaches the shortest
path problem in colored graphs. In this case, the graphs’ coloration is used in a
different and innovative form: each transport mode is represented by a color (label)
and various edges exist between two nodes of the graph (each edge represents a
transport mode). The second algorithm, in addition to the coloration used to find
the shortest path, considers the multimodal flow network problem by an incremental
process. Some examples are presented and the behavior of both algorithms is shown.
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3.1 Introduction

The fast growth of cities has brought with it the need for a better plan and to make
urban mobility more efficient, that is, fully influenced by transport systems. Besides,
in the last few years, the called Smart City became an object of study in the most
diverse areas of knowledge, with the objective of becoming big centers, integrated,
better planned, sustainable, and with a better quality of life. In this context, we study
how the planning of transport networks is very important and is one of the principal
problems of Smart Cities.

Urban transport networks are characterized by traffic jams and their corre-
sponding impact on individual accessibility, air pollution, and the development of
economic urban activities [14]. In most cities, people’s workplaces are often far
away from home, which means that they use more than one mode of transportation
to move from their home to the workplace.

Transport networks are considered multimodal when they have various transport
modes, such as bus, subway, and train. Thus, passengers can use various transport
modes in one journey and are usually not willing to change means of transportation
often.

In the literature, there are several works that approach multimodal network
transport and related problems. These works seek to obtain solutions for users,
and for the administrators of the network transport, because a complicating factor
is the poor condition of public transport and consequent growth of the fleet of
private vehicles. The methods used in the search for a solution to the multimodal
network transport problem are varied, ranging from classic methods of shortest
path, optimization, and genetic algorithms, to artificial neural networks and fuzzy
methods.

The main objective of this work is to present two applicable approaches to
network problems. The first addresses the shortest path problem in a multimodal
network using colored graphs, where each transport mode is represented by a color
and there may be several edges between each pair of nodes in the graph. During the
resolution procedure, the method detects if there was a change of mode and a cost of
this change is added to the path cost. Finally, a multimodal shortest path is obtained
with information about the mode used to move through each edge of the path. The
second approach is based on incremental loading of the transport network flow, and
uses the first approach to obtain the shortest path in each iteration. In this case, the
costs depend on the flow. In the incremental loading of flow, instead of passing all
the available flow once, we divide it into increments and distribute it to the shortest
paths found in each iteration. The edges costs update is made via the travel time
function (Bureau of Public Roads, BPR) [6].

This work is organized as follows: in Sect. 3.2 a brief bibliographic review is
presented; in Sect. 3.3 the shortest path problem is shown in colored graphs; in
Sect. 3.4 the minimum cost flow problem is demonstrated in colored graphs; and
Sect. 3.5 presents the final considerations.
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3.2 Brief Bibliographic Review

The multimodal transport network problem has been studied by several authors,
who propose different approaches, generally based on the concept of graph theory:
hierarchical graphs [4, 26], hypergraphs [15], among others.

Approaches using variants of classical methods are widely used in the resolution
of transport network problems, for example, Dijkstra’s algorithm [7], Floyd’s
algorithm [2], and algorithms of k-shortest paths [2].

Modesti and Sciomachen [17] presents an approach based on the classical
shortest path problem to find the multi-objective shortest path in multimodal
transport networks with the objective of minimizing the total cost of travel and the
discomfort of users associated with the paths used.

Some authors [4, 14] focus on minimizing the total cost of travel, taking into
account the sequence of modes of transport used, so that the solution set presents
the so-called viable paths. A path is viable if the sequence of modes is feasible with
respect the restriction set. Lozano and Storchi [15] extend the algorithm to obtain
viable hyperpaths.

In the work of Lillo and Schmidt [12], real multimodal transport systems are
analyzed experimentally. Real road–rail networks in Denmark, Hungary, Spain,
Norway, and New Zealand are built based on a set of map scans obtained
from various Geographic Information System (GIS) libraries. These networks are
modeled using colored graphs to be used as the main input by an algorithm for
multimodal networks that computes a set of optimal paths based on Dijkstra’s
algorithm. The cardinality of the resulting set is analyzed and it is concluded that
the connectivity of the vertices and the shape of the network considerably affect the
total number of optimal paths.

The utilization of the GIS is often found in works that seek solutions to the
shortest path problem in transport networks [4, 16, 18].

Lam and Srikanthan [11] describe a technique of clustering that improves the
performance of the conventional calculus of k-shortest paths in multimodal transport
networks. The network is remodeled in acyclic representation, where the cycles are
identified and clustered.

Loureiro [13] presents an algorithm to solve the multicommodity multimodal
network problem. The algorithm proposed consists of a heuristic procedure of
decomposition based on a column-generating technique, which allows the solution
of large-scale problems in a reasonable time.

In [28], Ziliaskopoulos and Wardell present an algorithm for the intermodal
shortest path problem dependent on time in multimodal transport networks taking
into account delays in the modes and in the points of exchange. The convergence
and the computational complexity of the algorithm are presented.

Other approaches involving heuristics, evolutionary algorithms, and artificial
neural networks have been used to solve the multimodal transport network problem.
In [1], Abbaspour and Samadzadegan propose an evolutionary algorithm where the
chromosomes have varying sizes to solve the multimodal shortest path problem
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dependent on time. Qu and Chen, in [21], using a hybrid method for multicriteria
decision-making, combining the fuzzy analytic hierarchical process (AHP) and
artificial neural networks. This approach is used to find the best path from a given
origin to a particular destination.

Heid et al. [10] present a hybrid approach to solving the multimodal transport
problem dependent on time. The proposed approach is based in Dijkstra’s algorithm
[7] and ant colony optimization.

Yu and Lu [27] propose a genetic algorithm to solve the multimodal planning
routing problem. They use a method of multicriteria evaluation into fitness function
for the selection of optimal solutions.

Moreover, techniques and methods based on fuzzy sets theory have been widely
used in recent studies, as can be seen in [5, 9, 20, 23], among others. The work of
Verga et al. [24] presents a bibliographic revision of formulations to the transport
problem, in addition to methods that have been used to solve them. In addition, a
method for multimodal networks taking into consideration uncertainties with regard
to the costs and the capacities of edges using fuzzy set theory.

As for the approaches to the problem in question using colored graphs, we find
a work [25] that addresses the multimodal transport networks problem based on the
classic Dijkstra’s algorithm [7].

The works cited above, for the most part, deal with the classical shortest path
problem in transport networks using different approaches to finding it. Some deal
with the fuzzy shortest path problem and the distribution of flow in the network.

3.3 Shortest Path Problem in Colored Graphs

A well-known problem in graph theory involves coloring in graphs, the assignment
of color to the elements of a graph according to certain constraints. Coloring in
nodes is a variant of this problem; in this case, the objective is to color the nodes of
a graph using the least number of colors such that two adjacent nodes have different
colors. Similarly, the problem of coloring in edges deals with the assignment of
colors at the edges of a graph using the least number of colors such that two adjacent
edges have different colors.

The coloring of graphs used in this work is significantly different than the types
cited above. The coloring in of the edges is not related to determined constraints,
but in this case the colors represent the different transport modes in a network and
the purpose is to find the optimal structure in the network across shortest paths.
As mentioned above, Viedma [25] addresses the problem of multimodal transport
networks using coloring in graphs based on Dijkstra’s algorithm [7].

Let G = (N,A,L) be a directed multigraph and colored consisting of a set of
nodes (n ∈ N ), a set of colors (or labels) l ∈ L, and a set of rotulated edges (I, j, l),
which are triple in N × N × L, with i, j ∈ N , l ∈ L. Each color (label), l ∈ L,
represents a mode of transport; thus, (i, j, l) represents an edge connecting the node
i to node j with mode of transport l.
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The shortest path problem in multimodal transport networks can be formulated
as follows:

min z =
∑

(i,j)∈A

∑

l∈L

cij lxij l

s.t
∑

l∈L

∑

j :(i,j)∈A

xijl −
∑

l∈L

∑

j :(j,i)∈A

xjil =
⎧
⎨

⎩

1, i = o

0, i �= o, d

−1, i = d

xij l = {0, 1}, ∀(i, j) ∈ A, ∀l ∈ L,

(3.1)

where:

• o: origin node.
• d: destination node.
• xij l : decision variable.

The first constraint guarantees that the graph is balanced, the second constraint
guarantees the non-negativity of the decision variables in addition to the values that
it can assume: 1 if the arc (i, j, l) belongs to the path or 0 if the arc (i, j, l) does
not belong to the path. The objective function minimizes the sum of the costs of the
edges that make up the shortest path.

3.3.1 Algorithm 1

The proposed algorithm is an adaptation of the classical Bellman–Ford–Moore
algorithm [3] for colored graphs to be applied in multimodal transport networks.
This algorithm is iterative, having as a criterion stopping the number of iterations,
or there is no change in the costs encountered in the previous iteration in relation to
the current iteration.

In the generalization made, each node has a set of labels etq(j, lj , ant, rot, cust)

where:

• j : is the node under analysis.
• lj : is the number of labels of the node j .
• ant : is the node i that precedes the node j by the considered path.
• rot : stores the mode (or label) used to arrive at the node i until j

• cust : stores the accumulated cost of origin until the node j (including the cost of
the mode change, if any).

Notations for the Algorithm
• N : number of nodes in the graph.
• Γ −1

j : set of nodes that precedes the node j .
• it : counter of iterations.
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• dij l : edge cost (i, j) by mode l.
• Nmode: number of modes considered
• ε: cost of mode change, which in this case is fixed.

The following are the steps of the algorithm.

• Setp 0: Initialization:

– ant = [ ].
– rot = [ ].
– cust0(origin) = 0.
– cust0(j) = ∞ if j �= origin.
– it ← 1.

• Setp 1:

For all j ∈ N , i ∈ Γ −1(j), li , l ∈ Nmode:

If rot (j) �= rot (i): cust it (j) = cust it−1(j) + dij l + ε.

Otherwise

– cust it (j) = cust it−1(j) + dij l .
– ant (j) = i.
– rot (j) = l.

End otherwise

End if

End j

• Step 2: Stop criterion:

1. If it = it + 1 ≥ edge number, or if cust it = cust it−1, ∀j ∈ N , go to Step
3;

2. Otherwise, go to Step 1.

• Step 3: Recompose the paths from the labels constructed in Step 1.

In this algorithm, it is necessary that the number of labels per node is limited, as
it tends to increase rapidly as the number of nodes, the number of edges, and the
number of transport modes increases, making it expensive to calculate each piece of
information. The classic Bellman–Ford–Moore algorithm examines all nodes until
no improvements are possible, thereby accepting edges with negative costs. As the
proposed algorithm is based on the Bellman–Ford–Moore algorithm, the structure
is maintained.
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3.3.2 Examples

We present the computational tests performed in some instances with the algorithms
proposed in the previous subsection. The algorithms were implemented in MAT-
LAB 7.0.1 in a platform Intel I3, 6 Gb of RAM memory, with Windows 7 operating
system.

It is noteworthy that owing to the great difficulty in finding, in the literature,
instances to test Algorithm 1, all the examples presented in this subsection were
created by the authors. This difficulty is because the algorithm is innovative.

3.3.2.1 Instance 1

This example illustrates the model proposed in Sect. 3.3 where we consider two
transport modes between each pair of nodes in the graph. This is a small network,
for illustrative purposes only, containing four nodes and eight edges, Fig. 3.1.

The edges, the costs, and the transport modes are defined in Table 3.1. The blue
edges refer to mode 1 and the red edges refer to mode 2.

Fig. 3.1 Illustrative network

Table 3.1 Data from the
network of Fig. 3.1

Edge Origin→ Destination Cost Mode

1 1 → 2 4 1

2 1 → 2 5 2

3 1 → 3 3 1

4 1 → 3 5 2

5 2 → 4 3 1

6 2 → 4 2 2

7 3 → 4 4 1

8 3 → 4 4 2
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The following are tests for other cost of mode change values.1

• Considering the cost of mode change equal to 0, Algorithm 1 found the shortest
path 1 −→1 2 −→2 4 with cost 6.

• Considering the cost of mode change equal to 0.5, the shortest path found is
1 −→1 2 −→2 4 with a cost of 6.5.

• Considering the cost of mode change equal to 1, the shortest path found is
1 −→1 2 −→1 4 with a cost of 7. In this case, there are other paths with the
same cost: 1 −→1 3 −→1 4 and 1 −→2 2 −→2 4. The choice of path is made
through the order that they appear in the execution of the algorithm, noting that
in this example, we consider two labels per node (number of modes considered
in the network).

This illustrative example shows us that as we alter the cost of mode change value,
the shortest paths can change, but from a given value to the cost of mode change,
the shortest path found is always the same, in this case, for values greater than or
equal to 1.

Note also that when examining the node 4, we have eight paths arriving at such a
node, which makes it necessary to limit the number of labels per node, as previously
mentioned.

3.3.2.2 Instance 2

In this example, two transport modes are considered between each pair of nodes in
the graph. This is a small network, containing four nodes and ten edges, Fig. 3.2.

The edges, the costs and the transport modes are defined in Table 3.2. The blue
edges refer to mode 1 and the red edges refer to mode 2.

Fig. 3.2 Network with four nodes and two modes of transport

1The number above the arrow at each edge indicates the mode of transport used to traverse it.
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Table 3.2 Data from the
network of Fig. 3.2

Edge Origin→ Destination Cost Mode

1 1 → 2 6 1

2 1 → 2 6 2

3 1 → 3 5 1

4 1 → 3 4 2

5 2 → 3 2 1

6 2 → 3 1 2

7 2 → 4 4 1

8 2 → 4 2 2

9 3 → 4 5 1

10 3 → 4 4 2

Fig. 3.3 Network with six nodes and two modes of transport

In this example, we also consider different values for the cost of mode change,
but in all cases, Algorithm 1 found the shortest path: 1 −→2 2 −→2 4 with cost 8.

3.3.2.3 Instance 3

In this example, two transport modes are considered between each pair of nodes in
the graph. The network contains six nodes and 18 edges, Fig. 3.3.

The edges, the costs, and the transport modes are defined in Table 3.3. The blue
edges refer to mode 1 and the red edges refer to mode 2.

Table 3.4 shows the results obtained through Algorithm 1 for different values of
the cost of mode change.

When the cost of mode change is zero, the path 1 −→1 3 −→1 4 −→2 6 also has
a cost of 9. This happens because the edge 4 −→ 6 has the same cost for the two
transport modes considered. For change cost values greater than zero, the shortest
path found is always the same, in this case 1 −→1 3 −→1 4 −→1 6.

Note that it would not be necessary to test non-zero cost of mode change values
because, as there was no change in mode at this cost, increasing would also have no
shortest path with mode change.
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Table 3.3 Data from the
network of Fig. 3.3

Edge Origin→ Destination Cost Mode

1 1 → 2 4 1

2 1 → 2 4 2

3 1 → 3 2 1

4 1 → 3 3 2

5 2 → 3 3 1

6 2 → 3 3 2

7 2 → 4 6 1

8 2 → 4 5 2

9 2 → 5 5 1

10 2 → 5 4 2

11 3 → 4 5 1

12 3 → 4 6 2

13 4 → 6 2 1

14 4 → 6 2 2

15 5 → 4 5 1

16 5 → 4 2 2

17 5 → 6 1 1

18 5 → 6 2 2

Table 3.4 Results obtained
through Algorithm 1

Cost of mode change Shortest path Path cost

0 1 −→1 3 −→1 4 −→1 6 9

0.5 1 −→1 3 −→1 4 −→1 6 9

2 1 −→1 3 −→1 4 −→1 6 9

3.3.2.4 Instance 4

In this example, the multimodal network consists of 17 nodes and 52 edges,
containing three modes of transport. The nodes 1 and 6 are origin nodes and the
node 17 is the destination. The green edges refer to mode 1, the blue edges refer to
mode 2, and the red edges refer to mode 3, Fig. 3.4.

The edges, costs, and modes of transport are defined in Table 3.5.
Tables 3.6 and 3.7 present the results obtained through Algorithm 1 for different

values of the cost of mode change, considering nodes 1 and 6 as origin nodes.
Tests were carried out for other cost of mode change values and it was observed

that for values greater than or equal to 8, the shortest path found is always the same.
Analyzing the results obtained in each instance, we conclude that the cost of

mode change value interferes with the shortest path found, which is consistent with
what happens in real problems, because users are generally unwilling to change
mode, and often there is no other option.
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Fig. 3.4 Network with three modes of transport between some nodes

Table 3.5 Data of the
network in Fig. 3.4

Edge Origin→Destination Cost Modes

1 1 → 2 4 1

2 1 → 2 7 2

3 1 → 2 3 3

4 1 → 3 2 1

5 1 → 3 7 2

6 2 → 4 3 1

7 2 → 4 4 2

8 2 → 4 7 3

9 3 → 5 5 1

10 3 → 5 3 2

11 4 → 11 7 1

12 4 → 11 6 2

13 4 → 11 5 3

14 5 → 11 6 1

15 5 → 11 5 2

16 6 → 7 2 1

17 6 → 7 7 2

18 6 → 7 2 3

19 6 → 8 4 1

20 6 → 8 5 2

21 6 → 8 2 3

22 7 → 5 8 1

23 7 → 5 3 2

(continued)
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Table 3.5 (continued) Edge Origin→Destination Cost Modes

24 8 → 9 3 1

25 8 → 9 4 2

26 8 → 10 3 1

27 8 → 10 5 2

28 8 → 11 13 3

29 9 → 5 4 1

30 9 → 5 1 2

31 9 → 11 5 1

32 9 → 11 2 3

33 10 → 11 3 1

34 10 → 11 6 2

35 11 → 12 12 1

36 11 → 12 2 2

37 11 → 13 11 1

38 11 → 13 4 2

39 12 → 14 4 1

40 12 → 14 5 2

41 12 → 15 10 1

42 12 → 15 12 2

43 13 → 15 5 1

44 13 → 15 7 2

45 13 → 16 8 1

46 13 → 16 9 2

47 14 → 15 4 1

48 14 → 15 4 2

49 15 → 17 5 1

50 15 → 17 3 2

51 16 → 17 3 1

52 16 → 17 2 2

Table 3.6 Results obtained through Algorithm 1 for the origin node 1

Cost of mode change Shortest path Path cost

0 1 −→1 3 −→2 5 −→2 11 −→2 13−→115−→217 22

0.5 1 −→1 3 −→2 5 −→2 11 −→2 13−→115−→217 23.5

2 1 −→1 3 −→2 5 −→2 11 −→2 13−→215−→217 26

4 1 −→1 3 −→1 5 −→1 11 −→2 13−→215−→217 31

8 1 −→1 3 −→1 5 −→1 11 −→1 13−→115−→117 34

3.4 Minimum Cost Flow Problem in Colored Graphs

This section introduces the multimodal transport network problem considering costs
and capacities crisp. As in Sect. 3.3, we use the colored graphs to model the
problem, where each transport mode considered is represented by a color. The costs
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Table 3.7 Results obtained through Algorithm 1 for the origin node 6

Cost of mode change Shortest path Path cost

0 6 −→3 8 −→1 9 −→3 11 −→2 13−→115−→217 19

0.5 6 −→3 8 −→1 9 −→3 11 −→2 13−→115−→217 21.5

2 6 −→3 8 −→1 10 −→1 11 −→2 13−→215−→217 26

4 6 −→3 8 −→1 10 −→1 11 −→2 13−→215−→217 30

8 6 −→3 8 −→3 11 −→2 13−→215−→217 37

at the edges depend on the flow in them; thus, the formulation of this type of problem
has a nonlinear objective function, as described in (3.2).

min z =
∑

(i,j)∈A

∑

l∈L

tij (xij )xij l

s.t

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∑

j :(i,j)∈A

xijl −
∑

j :(j,i)∈A

xjil = bil,∀i ∈ N, ∀l ∈ L

xijl ≤ uijl, ∀(i, j) ∈ A, ∀l ∈ L

xij =
∑

l∈L

xij l

xij l ≥ 0, ∀(i, j) ∈ A, l ∈ L

,

(3.2)

where

• L is the set of all considered modes of transport.
• l is a mode of transport.
• xij l is the flow at the edge (i, j) using the mode l.
• xij is the total flow at the edge (I, j).
• bil is the supply or demand from the node i into the mode l.
• tij (xij ) is the travel time required to go through the edge (i, j) dependent on the

flow at the edge (xij ).
• uijl is the capacity of edge (i, j) using the mode l.

The travel time function is modeled as a cost function proposed by the BPR in
1964 [6]:

tij (xij ) = t0

[
1 + ρ

(
xij

uij

)λ
]

, (3.3)

where

• uij = ∑
l∈L uijl .

• tij is travel time at the edge (i, j).
• t0 is a free flow travel time.
• xij is the flow at the edge (i, j).
• ρ and λ are parameters of the model: ρ = 0.15 and λ = 4.
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3.4.1 Algorithm 2

The second proposed algorithm is a flow incremental loading algorithm. Such an
algorithm was chosen for its simplicity and efficiency and is a proposed solution
for the multimodal transport network problem in which the shortest path is found
through the algorithm described in Sect. 3.3.1. The following are the steps of the
algorithm.

• Step 0 (Initialization): Set I (the number of increments). Let n be the number of
iterations.

• Step 1: Find the colored shortest path using Algorithm 1.
• Step 2: Send flow incrementally:

1. Let b the flow through the network. Send flow for the shortest path found in
Step 1 incrementally

(
b
I

)
, respecting the capacity of each edge path.

2. Update the costs at the edges through the function given by (3.3).

• Step 3: Stop criterion:

1. If n ≤ I or there is a flow to transit, go to Step 1, do n = n + 1.
2. Otherwise: the end.

3.4.2 Examples

In this section, the results obtained through Algorithm 2 presented, as described in
Sect. 3.4.1. Three instances were used, Instances 1, 3, and 4 of Sect. 3.3.2, where
tests were performed for different values in the number of increments.

The analysis of the results was made based on the flow sent by each path, the
updated cost of each path, the total final cost, and the number of increments. The
updated cost is calculated after the last portion of the flow has been sent.

In all examples presented, tests were performed with different cost of mode
change values, but the results presented were obtained by considering the cost of
mode change equal to 0.5. As this cost influences the shortest paths found in each
iteration, and in this algorithm, the main objective is the incremental load of the
flow, we chose to use only one cost of mode change value in the results described as
follows.

3.4.2.1 Instance 1

The network considered is the same as in Fig. 3.1, where two modes of transport
between each pair of nodes of the graph are considered. The demand from origin 1
to destination 4 is 20.
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Table 3.8 Data of the
network in Fig. 3.1

Edge Origin→ Destination Cost Mode

1 1 → 2 4 1

2 1 → 2 5 2

3 1 → 3 3 1

4 1 → 3 5 2

5 2 → 4 3 1

6 2 → 4 2 2

7 3 → 4 4 1

8 3 → 4 4 2

Table 3.9 Flow sent for
I = 1

Path Flow sent Initial cost Updated cost

1 →1 2 →2 4 10 6.5 7.4

1 →1 3 →1 4 10 7 8.05

Table 3.10 Flow sent for
I = 2

Path Flow sent Initial cost Updated cost

1 →1 2 →2 4 10 6.5 7.4

1 →1 3 →1 4 10 7 8.05

Table 3.11 Flow sent for
I = 4

Path Flow sent Initial cost Updated cost

1 →1 2 →2 4 10 6.5 7.4

1 →1 3 →1 4 10 7 8.05

The edges, costs, and transport modes are defined in Table 3.8. The total capacity
(maximum amount of flow to be carried to each edge independent of the mode of
transport) of each edge is 10, that is, capacity is not defined by mode but by edge.

Algorithm 2 meets the network demand according to the number of increments.
The tests were performed for different values of I (number of increments).

The flow sent to I = 1 occurred according to Table 3.9. The processing time was
0.1 s. The final total cost was 154.5.

The flow sent to I = 2 occurred according to Table 3.10. The processing time
was 0.2 s. The final total cost was 154.5.

The flow sent to I = 4 occurred according to Table 3.11. The processing time
was 0.4 s. The final total cost was 154.5.

In this example, the results obtained for the three values of I is the same, although
it is not the ideal result, because, in flow incremental loading algorithms, the ideal
is that as the I value increases, the solution found changes and the final total cost
decreases. The equality of the results obtained in this example is justified by the fact
that the path 1 →1 2 →2 4 remains the shortest path after sending several parts of
flow (for I = 4); thus, such a path is used until the flow reaches the capacity of the
edges of the problem. When this path is full, the shortest path is 1 →1 3 →1 4, and
the remaining flow passes by this path. It is noteworthy that this fact occurred only
in this example.
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Table 3.12 Data of the
network in Fig. 3.3

Edge Origin → Destination Cost Mode

1 1 → 2 4 1

2 1 → 2 4 2

3 1 → 3 2 1

4 1 → 3 3 2

5 2 → 3 3 1

6 2 → 3 3 2

7 2 → 4 6 1

8 2 → 4 5 2

9 2 → 5 5 1

10 2 → 5 4 2

11 3 → 4 5 1

12 3 → 4 6 2

13 4 → 6 2 1

14 4 → 6 2 2

15 5 → 4 5 1

16 5 → 4 2 2

17 5 → 6 1 1

18 5 → 6 2 2

Table 3.13 Flow sent for
I = 1

Path Flow sent Initial cost Updated cost

1 →1 3 →1 4→1 6 40 9 10.35

1 →2 2 →2 5→2 6 20 10 10.0937

Table 3.14 Flow sent for
I = 3

Path Flow sent Initial cost Updated cost

1 →1 3 →1 4→1 6 40 9 10.35

1 →2 2 →2 5→2 6 20 10 10.0937

3.4.2.2 Instance 2

In this example, we use the network of Fig. 3.3. The edges, costs, and the transport
modes are defined in Table 3.12. The total capacity at each edge is 40. The black
edges refer to mode 1 and the blue edges refer to mode 2. The demand from origin
1 to destination 6 is 60. The cost of change is 0.5.

All demands were met according to the number of increments. Tests were
performed for different values of I .

The flow sent to I = 1 occurred according to Table 3.13. The processing time
was 0.1 s and the final total cost was 615.8740.

The flow sent to I = 3 occurred according to Table 3.14. The processing time
was 0.2 s and the final total cost was 615.8740.

The flow sent to I = 6 occurred according to Table 3.15. The processing time
was 0.4 s and the final total cost was 614.9960.
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Table 3.15 Flow sent for
I = 6

Path Flow sent Initial cost Updated cost

1 →1 3 →1 4→1 6 40 9 10.35

1 →2 2 →2 5→2 6 10 10 10.0058

1 →1 2 →1 5→1 6 10 10 10.0938

In this case, the results obtained results for I = 1 and I = 3 were the same. For
I = 6 the results were different and as expected, they were better.

3.4.2.3 Instance 3

In this example, we use the network of Fig. 3.4, with 17 nodes, 52 edges, and three
transport modes. The node 1 is the origin node and the destination is the node 17
with a demand of 60. The edges, the costs, and the transport modes are defined
in Table 3.16. The total capacity at each edge is 50, with the exception of edge
15 → 17, which is 80.

All demands were met according to the number of increments. Tests were
performed for different values of I .

The flow sent to I = 1 occurred according to Table 3.17. The processing time
was 2 s and the final total cost was 1596.

The flow sent to I = 2 occurred according to Table 3.18. The processing time
was 3 s and the final total cost was 1596.

The flow sent to I = 5 occurred according to Table 3.19. The processing time
was 2 s and the final total cost was 1585.

In this case, the results obtained for I = 1 and I = 3 were the same. For I = 5,
the results were different and as expected, the final total cost was lower.

3.5 Final Considerations

A smart transport system should be able to provide users with access to the various
sectors of a city through different transport modes that connect them quickly, safely,
and efficiently. To do this, it is necessary to adapt the capabilities of transport modes
to passengers, and to develop an advanced traffic control system that is able to verify
the integration and efficiency of the transport system as a whole.

To propose transformations and innovations for the transport system, several
changes and investments are necessary, given the precariousness and slowness,
mainly in large centers.

Smart cities depend heavily on the available transport systems, which is why
they have been extensively studied and applied to solutions to real problems. As the
complexity of such problems consumes a large amount of computational resources
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Table 3.16 Data of the
network in Fig. 3.4

Edge Origin→ Destination Cost Mode

1 1 → 2 4 1

2 1 → 2 7 2

3 1 → 2 3 3

4 1 → 3 2 1

5 1 → 3 7 2

6 2 → 4 3 1

7 2 → 4 4 2

8 2 → 4 7 3

9 3 → 5 5 1

10 3 → 5 3 2

11 4 → 11 7 1

12 4 → 11 6 2

13 4 → 11 5 3

14 5 → 11 6 1

15 5 → 11 5 2

16 6 → 7 2 1

17 6 → 7 7 2

18 6 → 7 2 3

19 6 → 8 4 1

20 6 → 8 5 2

21 6 → 8 2 3

22 7 → 5 8 1

23 7 → 5 3 2

24 8 → 9 3 1

25 8 → 9 4 2

26 8 → 10 3 1

27 8 → 10 5 2

28 8 → 11 13 3

29 9 → 5 4 1

30 9 → 5 1 2

31 9 → 11 5 1

32 9 → 11 2 3

33 10 → 11 3 1

34 10 → 11 6 2

35 11 → 12 12 1

36 11 → 12 2 2

37 11 → 13 11 1

38 11 → 13 4 2

39 12 → 14 4 1

40 12 → 14 5 2

(continued)



3 Urban Transport and Traffic Systems. . . 41

Table 3.16 (continued) Edge Origin→ Destination Cost Mode

41 12 → 15 10 1

42 12 → 15 12 2

43 13 → 15 5 1

44 13 → 15 7 2

45 13 → 16 8 1

46 13 → 16 9 2

47 14 → 15 4 1

48 14 → 15 4 2

49 15 → 17 5 1

50 15 → 17 3 2

51 16 → 17 3 1

52 16 → 17 2 2

Table 3.17 Flow sent for I = 1

Path Flow sent Initial cost Updated cost

1 →1 3 →2 5→2 11 →2 13 →1 15 →2 17 50 23.5 26.4924

1 →1 2 →2 4→2 11 →2 12 →1 14 →2 15 →2 17 10 26.0687 27.1477

Table 3.18 Flow sent for I = 2

Path Flow sent Initial cost Updated cost

1 →1 3 →2 5→2 11 →2 13 →1 15 →2 17 50 23.5 26.4924

1 →1 2 →2 4→2 11 →2 12 →1 14 →2 15 →2 17 10 26.0687 27.1477

Table 3.19 Flow sent for I = 5

Path Flow sent Initial cost Updated cost

1 →1 3 →2 5→2 11 →2 13 →1 15 →2 17 48 23.5 26.2890

1 →1 3 →2 5→2 11 →2 12 →2 14 →2 15→2 17 2 25.8323 26.1474

1 →3 2 →1 4 →2 11 →2 12 →1 14 →1 15 →2 17 10 26.0687 27.1502

and, in most cases, these problems cannot be solved using deterministic tools that
provide exact results, the search for other forms of resolution is of great importance.

In this work, two new approaches to the multimodal transport network problem
are presented.

In the first, we deal with the shortest path problem in multimodal networks using
colored graphs. When considering different values for the cost of mode change,
different solutions have been found, a fact that occurs in real problems, because
users are not usually willing to change their mode of transport, but make this
change only when there is no other choice. The algorithm detects the mode changes
through the coloring of the edges and a cost related to this change is added to the
cost of the path. The use of coloring in graphs, in this case, makes the algorithm
more intelligent and closer to reality, as different modes of transport, such as
private vehicles, buses, and vans, share the same network and the coloration allows
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differentiation among them. It is worth remembering that this method is innovative,
because in the literature we find only one work that proposes a similar algorithm,
based on Dijkstra’s classic algorithm.

In the second approach, we study the flow problem in multimodal transport
networks, where we first find the shortest paths using the algorithm developed in
the initial approach and then distribute the flow through the network incrementally,
via the paths found. Through the incremental load of flow, it is possible to distribute
the flow through the network in a balanced way, without congesting the shortest
paths used. Another important aspect of this algorithm is the fact that the cost at
the edges depends on the flow that passes through them, which makes the algorithm
more adherent to reality. Finally, it should be remembered that this incremental flow
loading algorithm is not restricted to multimodal transport network problems, and
can be applied to other types of problems that can be modeled in the network form.
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Chapter 4
An Adaptive Large Neighborhood Search
Heuristic to Solve the Crew Scheduling
Problem

Leandro do Carmo Martins and Gustavo Peixoto Silva

Abstract This paper presents an adaptation of the adaptive large neighborhood
search (ALNS) heuristic in order to solve the crew scheduling problem (CSP) of
urban buses. The CSP consists in minimizing the total of crews that will drive a fleet
in daily operation as well as the total overtime. The solution for the CSP is a set of
duties performed by the crews throughout the day, and those duties must comply
with labor laws, labor union agreements, and the company’s operational rules. The
CSP is a NP-hard problem and it is usually solved by metaheuristics. Therefore, an
ALNS-like heuristic was developed to solve the CSP. Its implementation was tested
with real data from a bus company which operates in Belo Horizonte, MG-Brazil,
and it provided solutions quite superior to those both adopted by the company and
the ones generated by other methods in the literature.

4.1 Introduction

The planning of the urban public transportation system is a complex and step-by-
step process involving both the urban transport companies and the public authorities.
This planning is made up of five phases: (1) definition of the buses routes, (2)
definition of the trip timetable for the whole week, (3) scheduling of the vehicles
for the trips, (4) daily schedule of the crews who will drive the vehicles, and (5) the
crew roster of the crews over a giving planning period [2].

Among the planning phases, the companies must schedule the vehicles and the
crews, and also their roster. Thus, the public transport companies must define the
size of their fleets, the number of crews (one driver and one collector per bus), and
their working and leisure times, so that all the trips may follow the rules with the
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lowest cost possible. This is a very complex task for which optimization methods
can be used in their resolution [21].

The realization of the planned trips leads to the definition of a daily working
schedule for drivers and collectors, called crew scheduling problem (CSP), which
consists in determining the minimum number of crews and allocating to them the
trips that must be performed on a particular work day, so that each trip is attributed
to the duty of one crew, and that there is no overlap among the trips performed by
the crews. The goal is to minimize their amount and the total overtime contained in
the daily scale [2].

As input data, CSP has the vehicles scheduling previously defined for a particular
kind of day (working day, Saturday, and Sunday/holiday). Vehicles scheduling
defines the vehicle blocks, it means, the set of trips to be performed by each vehicle
of the fleet. The blocks are split in tasks, which are a set of consecutive trips
that must be performed by the same crew, once there are no enough conditions
among those trips in order to change the crews. The necessary conditions to change
two crews define a relief opportunity, which consists of a minimum time interval
between two trips (relief time), and this interval time must occur in an appropriate
location for that (relief point) [14, 17]. Such tasks are characterized by an initial and
a final location, as well as a start and an ending time, which represents where and
when the task must start and finish. Besides, the tasks are performed by an operating
vehicle, previously defined, and its duration is due to the difference between its
ending and starting times. A set of tasks performed by a crew is called duty. In
this way, one crew is associated only to one duty and vice versa, and then they are
considered synonymous from now on in this paper.

The duties can be classified as straight duty or split duty. In this last one, the
work is divided into two pieces of work with an interval higher than 2 h between the
first and second work piece. Split duty happens due to the peaks in trips demand,
so common during the business days. This interval higher than 2 h is not considered
as working time, so it is not paid to the crews. A straight duty does not present an
interruption of this magnitude, and its duration is given by the difference between
its finishing and starting time. On the other hand, the duration of a split duty
is also given by the same difference, yet subtracting the interval higher than 2 h
characterizes the job rules. Regardless of the kind of duty, the overtime is the amount
of hours worked beyond the ordinary duty duration.

The duty construction must comply with a set of legal and operational restric-
tions, which makes the CSP hard to be solved. Fischetti et al. [5] show that CSP
is a NP-hard problem. In the CSP resolution for the studied case, the following
restrictions were taken into consideration: (1) the duties have a fixed remuneration
for 6 h and 40 min of work, which defines the normal work duration; (2) the duties
cannot exceed two overtime hours per day; (3) the interval between the end of one
duty and its beginning in the next day must be 11 h or more; (4) the vehicles change,
performed by a crew in operation, may only happen in predetermined places; (5)
the quantity of vehicles change performed in one duty is limited; (6) the bus station
change is allowed only between two tasks with an interval higher than 2 h (split
duty).
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This paper will present the CSP resolution by the adaptive large neighborhood
search (ALNS) heuristic. ALNS is characterized by the destruction and repair of
the current solution throughout several heuristics of removal and insertion used in
the search. The heuristics used in each interaction are chosen by a dynamically
adjusted weight based on the efficiency of each heuristic throughout the search.
The developed implementation was tested with real data from a medium-sized
company in Belo Horizonte, MG-Brazil, and the reached solutions outperformed
both the solutions adopted by the company and the ones generated by other methods
presented in the literature.

This paper is divided as follows: Sect. 4.2 presents a brief bibliographic review
about the CSP. Section 4.3 describes how the ALNS was implemented in order to
solve the CSP. Section 4.4 presents the results obtained from the computational
experiments and the discussion of such results. Finally, Sect. 4.5 presents the
conclusion of this paper.

4.2 Bibliographic Review

Usually, the CSP is formulated as a set covering or set partitioning problem and
it used the technique of columns generation to solve it [14]. Lourenço et al.
[7] formulate the CSP as a set covering problem, taking into account several
objective-functions. The authors present multi-objectives metaheuristics to solve
the CSP since, in practice, the problem presents different conflicting objectives.
The metaheuristics base themselves on Tabu search and genetic algorithms (GA),
and they have the mono-objective GRASP as internal procedure. For all considered
problems, the multi-objective Tabu search and the multi-objective GA presented
good results in a reasonable period of time.

Silva and Cunha [15] presented a new approach for the CSP based on the GRASP
metaheuristic, using as local search the very large-scale neighborhood search
(VLNS) [1]. In this approach, a neighbor solution is obtained by the reallocation
and/or change of tasks between two or more duties, may even involving all the duties
on the change. To search the neighborhood, an improvement graph is constructed.
From this graph, there is a search for a valid cycle: a negative cycle that leads
to the solution cost reduction. When a valid cycle is found, the changes in the
cycle are performed and the graph is updated. The search is done when no negative
cycle is found. The computational tests showed that the approach creates significant
improvement comparing to the solution adopted by the company.

Reis and Silva [10] explore different methods of local search associated to the
variable neighborhood search (VNS) metaheuristic in order to solve the CSP. The
neighbor solutions of the current solution are obtained from the reallocation and/or
tasks changes between two crews. The adopted methods of local search were the
variable neighborhood descent (VND) and the VLNS [15]. It has been considered
the different operational scenarios that allow one or two vehicles change per duty,
and yet the scenario where the split duties are more expensive, in order to control
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its occurrence. Both techniques outperformed the solution of the company and the
VNS-VLNS technique outperformed the classic VNS.

Chen and Shen [3] present a new strategy of columns generation to deal with the
CSP. Traditionally, the columns to be added to the main problem are determined
by the resolution of subproblems of computational high-cost. Therefore, the authors
suggest that a set of duties reasonably large be considered. Such duties called shift-
pool are precompiled with desired characteristics. During the process of columns
generation, the subproblem is solved until there are no more columns with cost
reduction on the shift-pool. This idea allows reducing the processing time to
solve the CSP. Instances up to 701 trips, 55 vehicle blocks, and two (2) garages
are considered in the experiments. The results show that the proposed algorithm
outperforms the generation of traditional columns.

Souza [19] presents a hybrid model of integer linear programing along with the
late acceptance hill climbing (LAHC) metaheuristic, in order to solve the CSP. It
is presented a compact model composed of restrictions that allows solving the CSP
directly from the tasks to be performed, unlike the classic models of set partitioning
or set covering, where the duties must be generated and informed a priori. The
LAHC aims to solve bigger problems. Therefore, the components of the solution are
partitioned into smaller sets, which are submitted to the exact method. The model
was tested with real problems and proved efficient in terms of solution generation,
but in a high processing time.

Silva and Silva [16] apply the guided local search (GLS) metaheuristic to solve
the CSP. GLS performs a local search in the current solution and it is different
from the other metaheuristics by penalizing the indesirable characteristics of the
current solution as a way to escape from local optimum. Thus, when the GLS finds a
local optimum, it selects some attributes of the solution and penalizes them, making
the solution no longer a local optimum and then moving the search to another
local optimum. The process repeats until some stop criteria complies. The GLS
was combined with the local search method variable neighborhood descent (VND),
producing results similar to the ones in the literature.

Song et al. [18] approach the CSP with an improved GA with genes recombi-
nation, which is responsible for the duties reconstruction and capable of reducing
the number of duties in the solution. Tabu and non-Tabu lists are used for the
reconstruction of the initial solutions. The roulette method was adopted to select the
individuals for the crossover characterized by two cut-off points. Mutation consists
in the reconstruction of n duties randomly chosen. They are divided into segments
that will be reconstructed and replaced. This method was capable of reducing over
30 duties when there are a large number of tasks, once it is a very fast algorithm.

The ALNS heuristic was proposed by Ropke and Pisinger [11] in order to solve
the pickup and delivery problem with Time Windows. It starts from a feasible
solution and applies destroy–reconstruct mechanisms to find better solutions. The
removal and insertion heuristics are chosen from statistics gathered during the
process. Three removal heuristics are used for that: Shaw, random, and worst; and
two insertion ones: greedy and regret. Every iteration, one removal and one insertion
heuristics are chosen independently, and then the pair is applied. All heuristics
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are used in the search, and the pair selection is made taking into account the
individual weight of each heuristic. Those weights are dynamically adjusted due
to the heuristics success. The ALNS was able to improve the best solutions known
in the literature for over 50% of the problems, indicating the advantages of using
concurrently several removal and insertion heuristics, instead of using only one pair
of heuristics.

Later, the same authors integrated new removal heuristics to the ALNS. The three
new removal heuristics: cluster, neighbor graph, and request graph were proposed
and the problem started covering a class of vehicles routing problems (VRP) [12].
Lately, by covering distinct variants of the VRP, the authors proposed three new
removal heuristics: time-oriented, node-pair removal, and historical request-pair [8].

Since the pickup and delivery problem with Time Windows is similar to the CSP,
there is a hypothesis that ALNS can be efficient in its resolution. Thus, this paper
presents a version of the ALNS heuristic focused on the CSP resolution, as well as
the obtained results.

4.3 Adaptive Large Neighborhood Search Applied
to the CSP

ALNS starts its search from an initial feasible solution and it works with different
methods that destroy and repair the current solution. While a pair of those removal
and insertion heuristics is adopted during the whole search in the large neighborhood
search (LNS), several removal and insertion heuristics are used at the same search
in the ALNS. A weight is initially attributed to each heuristic in order to find the
most efficient pair for the problem. The weights are dynamically adjusted based on
the efficiency of each heuristic throughout the search.

4.3.1 Solution Representation

For the CSP a solution is represented by a set of duties, and each duty has a sequence
of tasks to be performed by the crew responsible for that. Such representation allows
applying the removal and reinsertion mechanisms inherent to the ALNS.

4.3.2 Initial Solution

ALNS starts its search from an initial feasible solution. For CSP, it was generated in
a greedy way. Due to a set of tasks to be performed in a particular day, the goal is
to group them, respecting all the restrictions of the problem. A valid sequencing of
tasks constitutes a duty and each task must be allocated to a unique duty.
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The solution construction starts with an ordering of tasks by the increasing
starting time. From the first task ti in the ordered set of tasks, the tasks allocation
begins. The task is included in the first duty. The next task tj to be included is
the one of least increase in the objective function, and it respects the following
restrictions: (1) it belongs to the same vehicle of operation ti ; (2) the starting time
of tj is higher or equal to the finish time of ti ; and (3) the starting point of tj is equal
to the finishing point of ti . The last task allocated becomes the new task ti and the
process repeats itself until the maximum time allowed for one duty gets reached.
If the maximum time allowed for one duty exceeds the normal time, this allocation
results in overtime for the duty. And if the maximum time allowed for one duty gets
reached, a new duty begins and the process repeats itself until all tasks have been
allocated.

4.3.3 Objective Function (OF)

Consider di, i = 1, . . . , n, the duties of a solution s to be performed during a
particular day. So, the daily cost C of the duties performance is calculated by

C(s) =
n∑

i=1

FixedCosti + wot × overtimei + wsd × split dutyi . (4.1)

The FixedCost is associated to the maintenance of a crew in the company’s
staff and is the same for all crews, overtimei is the amount of overtime, expressed
in minutes, into duty di , and split dutyi = 1 if di is a split duty, otherwise
split dutyi = 0. The constants wot and wsd are adjusted to suit the solutions obtained
according to the company’s interests.

The cost of a CSP solution given by Eq. (4.1) was evaluated considering the
following values for the parameters: FixedCost = 10,000, wot = 4, and wsd = 600
and wsd = 5000, so that the developed method can be compared to other authors
who used the same database and costs in the objective function (OF). Thus, the crew
cost has a high value so that the crews number reduction is the main optimization
criteria, followed by the split duties reduction, and finally, the overtimes. The OF
value for the solution adopted by the company was calculated by applying the same
coefficients defined for the model.

4.3.4 Destructive Heuristics

Four destructive heuristics were implemented and three of them were adapted from
those proposed by Ropke and Pisinger [11] and Shaw [13], and one of them was
proposed in this paper. The tasks are the elements to be removed and reinserted
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in the CSP solution. Therefore, a destructive heuristic must remove a predefined
quantity of q tasks of a given solution.

4.3.4.1 Random Removal

The random removal is characterized by the removal of randomly chosen q tasks.
Initially a duty is drawn and a task, also randomly chosen, is removed from it. The
procedure is over when q tasks have been removed from the solution.

4.3.4.2 Removal of Worst Position

In this kind of removal, the task that produces the highest difference between the
OF value with the task and the one without it in the solution is removed, at every
iteration. The cost of a task i in a solution s is given by worst cost(i, s) = f (s) −
f−i (s), where f−i (s) is the cost of solution s without task i. This removal aims to
allocate tasks that cause great impact in the OF. In other words, those tasks maximize
the function worst cost(i, s).

4.3.4.3 Shaw Removal

The idea of the Shaw Removal is to remove similar tasks, which allow them to
be easily reinserted, generating then better solutions. The similarity of two tasks i

and j is computed through a function of similarity R(i, j). For CSP, two tasks are
similar if they start and finish at the same place because, as they fit by the initial and
final points of operation, it is impossible to perform the change of tasks which have
different start and finish places. The similarity between tasks i and j is given by

R(i, j) = α(|sti − stj | + |eti − etj |) + β(|(eti − sti ) − (etj − stj )|). (4.2)

In (4.2), sti corresponds to the initial time and eti to the final time of task i.
The first portion of (4.2) considers the proximity of the time of beginning and end
of the tasks, while the second portion considers the proximity of the length of the
two tasks. Therefore, as lower the value of (4.2), higher is the similarity between
the pair of tasks i and j . The weights α and β control the proportion of the tasks
characteristics on the measurement.

The procedure begins randomly choosing a task to be removed. The next q − 1
tasks are chosen according to the similarity related to the task previously removed.
Some tasks may not reach q − 1 similar tasks when there will be no q − 1 tasks that
start and finish at the same place as the considered task. In this case, the quantity q

of removed tasks becomes the possible quantity of removal.
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4.3.4.4 Average Removal

Once one of the goals in solving the CSP is to minimize the amount of overtime, it
is interesting that the duties have their duration approximately equal. Thus, in this
paper is proposed the average removal method. In this kind of removal, tasks are
removed from the duties in which their lengths exceed the average length. Removals
from the first or last duty task are allowed and the choice is random at every removal.
It is not interesting to remove a task contained in the duty interior, once it does not
decrease the duty length and it can increase its internal idleness.

4.3.5 Constructive Heuristics

In order to repair the solutions partially destroyed, two constructive heuristics have
been employed in the CSP. They were adapted from those proposed by Ropke and
Pisinger [11] and Potvin and Rousseau [9]. In the CSP context, inserting a task in a
position is the same as inserting a task in a duty, once it is not possible to allocate
it in more than one position in the duty due to the temporal restriction which places
the tasks in chronological order. When the insertion of new tasks in existing duties
is not possible, a new duty is created from the task to be inserted.

During the duties reconstruction, the vehicles changes are allowed and this helps
widening the searching. A maximum amount of vehicles changes in one duty is
defined a priori. For the case studied, no more than two changes of vehicles per duty
are allowed.

4.3.5.1 Greedy Insertion

The method of greedy insertion inserts a task in its cheaper position in the solution.
Among the different possibilities of insertion, for each task i is chosen that one
which results on the lowest cost. This position is called minimum cost position ci .
At the end, the task i is chosen among the ones not allocated and with the lowest
value of ci . The insertion in its minimum cost position is performed. The process
continues until all tasks have been inserted.

4.3.5.2 Regret Insertion

The regret heuristics are based on the greedy heuristic and integrate a kind of
evaluation like “look straight ahead” when selecting a task for insertion. Consider
fΔ(i, k) as the OF value change caused by the task i insertion on its kth valid
cheaper position, so the value of insertion 2-regret is given by c∗

i = fΔ(i, 2) −
fΔ(i, 1) . On each iteration, the task i that maximizes c∗

i is inserted. Therefore, is
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chosen for insertion the task that produces the highest impact in the OF if it is not
allocated on its best position and has to go to its second best position.

4.3.6 Choosing the Heuristics of Removal and Insertion

After defining the heuristics that destroy and reconstruct a solution, the next step
consists of choosing a pair of heuristics in order to modify the current solution.
A unique pair of heuristics could be used during the whole search. However, it is
interesting that all heuristics are used, once each one of them could be more suitable
in a given moment of the search. There is a belief that this alternation results in a
robust method [11].

The choice of the heuristics that form the pair is independent, and the selection
of each one, during the search, is done by the principle of the roulette selection.
At every heuristic, a weight is attributed and the sortition happens according to its
choice probability. Considering a set of k heuristics with weights wi, i ∈ {1, . . . , k},
a heuristic j is selected with probability:

wj∑k
i=1 wi

. (4.3)

Suppose a pie chart where a space proportional to its weight is attributed to each
heuristic. An outside roulette is placed over the graph and a heuristic is selected. As
higher the heuristic weight, the higher its space in the graph, and then it is higher
the chance to be chosen. The weight is straightly related to the heuristic efficiency
in order to improve the solution.

4.3.7 Weights Adaptive Adjustment

The heuristics weights represent the efficiency of each one during the searching
process provided by the ALNS heuristic. The weights are automatically adjusted
by using statistics of the previous iterations. A score is kept for each heuristic that
measures its performance in a particular number of iterations. As higher the heuristic
score, the higher its efficiency.

The search is split into segments, which are split into iterations or processing
time, then the criteria for algorithm stopping are defined. In the beginning of each
segment, the score of each heuristic is defined as zero and it is increased during
the search in three different situations. In the first case, σ1 is increased in the score
when the heuristic is able to find a new global solution s∗. σ2 is increased in the
score when the heuristic is able to find a solution s′ not previously found and better
than the current solution s. In the last case, σ3 is increased in the score when the
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heuristic is able to find a solution s′ not previously found and worse than the current
solution s, but still accepted by the acceptance criteria though, to be described next.

Once the situation characterized by the σ1 increase is more attractive than
that one characterized by the σ2 increase, which is more attractive than that one
characterized by the σ3 increase, it is comprehensible that σ1 ≥ σ2 ≥ σ3. Even
though the heuristics that improve the solution are preferable, it is also interesting to
use heuristics which can diversify the search, like in the last case, which encourages
heuristics to explore new regions of the search space.

One removal and one insertion heuristics are applied in each iteration of the
ALNS. As both are responsible for the generation of a new solution, their scores
are updated in the same amount because it is not possible to guarantee which one
was the operation success factor. At the end of each segment, the heuristics weights
are updated taking into account the score obtained in the current segment. Thus, as
the scores start with the value zero for each heuristic, the respective weights start
with value one. At the end of each segment, new weights are calculated using the
saved scores. These scores are updated at the end of each iteration, and reset starting
a new segment. Let wi,j be the weight of the heuristic i used in the segment j , the
weight of the heuristic i to be used in the segment j + 1 is calculated as

wi,j+1 = wi,j (1 − r) + r
πi

θi

. (4.4)

In (4.4), πi is the score obtained by the heuristic i during its last segment, and θi

is the number of time that the heuristic i was used in the last segment. The reaction
factor r ∈ [0, 1] controls how much the next weights will be influenced by the
weights of the previous segment. If r = 0, the weights of the previous segment are
repeated next segment. If r = 1, the weights of the previous segment are totally
discarded. A value between 0 and 1 for the reaction factor results in new weights
that consider the heuristics performance in the previous and in the current segment.

4.3.8 Acceptance Criteria

Like in Ropke and Pisinger [11], it was used here the acceptance criteria of the
simulated annealing metaheuristic, so that a solution s′ will be accepted if it is better
than s. If s′ is worse than s, s′ will be accepted with the probability e−[f (s′)−f (s)]/T ,
where T > 0 represents the current temperature. The temperature T starts in T0 and
decreases at every iteration by the expression T = T × c, where 0 < c < 1 is the
cooling rate. A method to obtain the initial temperature that takes into account the
characteristics of each instance, described by Talbi [20], was used as a good choice
of T0 , once it must be related to the problem. In this paper the initial temperature
starts with a low value and increases at a rate of 10% until 70%, at least, of the
neighbor solutions are accepted.
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4.3.9 Method to Minimize the Quantity of Duties

The method used to minimize the duties amount in the CSP starts from a feasible
initial solution si , with a particular quantity of duties. For each duty all of their tasks
are removed from the solution and the greedy insertion heuristic tries to reinsert
them on the other existing duties, creating then a new solution s′. If, at the end of the
reinsertion, the quantity of duties of s′ is lower than the one in si , s′ is accepted as si ,
and the search restarts from the first duty of the new solution. Otherwise, it moves to
the next duty. The procedure is finished when all duties have been considered in the
process of destruction and reconstruction of the solution and the amount of duties
has not been reduced.

The method of duties minimization is applied on the initial solution, before
performing the ALNS search. Therefore, ALNS is expected to be able to reduce
the variable costs of the solution, since the quantity of duties has already been
minimized.

4.4 Computational Experiments

In order to test the ALNS, real data from a public transport company, which operates
in Belo Horizonte city, were used and the experiments were performed in a computer
with the following features: Intel Core i7-4770 processor, 8 GB RAM, Ubuntu
16.04, and the algorithm was developed in C++ programming language.

The data provided by the company are: the amount of tasks to be performed
each working day, Saturday, and Sunday of the studied week, with their respective
starting and ending time, initial and final points, and vehicle used in the operation.
Besides vehicle scheduling, the company also provided their crew scheduling in
operation. Thus, it was possible to calculate the length, the overtime quantity, and
the characterization as straight and split duty. Table 4.1 contains, for each kind of
day, the quantity of tasks to be performed, and input data that give the dimension of
each problem.

Table 4.1 Quantity of tasks to be performed on working days, Saturdays, and Sundays

Days of week Monday Tuesday Wednesday Thursday Friday Saturday Sunday

Number of tasks 705 674 814 872 787 644 345
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4.4.1 Parameters Calibration

ALNS heuristic has a series of parameters to be defined. Firstly, it must be defined
the quantity q of tasks to be removed and reinserted in the solution, which is
controlled by the parameter ξ . In each iteration, a random number q that satisfies
0.008m ≤ q ≤ ξm is chosen, where m represents the quantity of tasks of the
problem. The acceptance criteria of a solution is controlled by an initial temperature
T0, cooled at a rate c. The Shaw removal heuristic is controlled by the parameters
α, β, and pshaw, while the removal of worst position heuristic is controlled only by
the parameter pworst. The parameters σ1, σ2, σ3, and r , used in the weights adaptive
adjustment, must also be defined. The ALNS stop criteria is defined by the quantity
of segments, each one constituted by 100 iterations.

Among the considered parameters, T0, ξ , and r were calibrated, while the rest
of the cited parameters were defined according to Ropke and Pisinger [11]. After
several computational tests and the statistical test of Kruskal–Wallis [6] and Dunn
[4] have been performed, the final parameters setup was reached, represented by the
vector (%T0, ξ , c, α, β, pshaw, pworst, σ1, σ2,σ3, r) = (0.781, 0.025, 0.99975, 1, 1,
6, 6, 20, 10, 5, 0.8) for the business days and by (%T0, ξ , c, α, β, pshaw, pworst, σ1,
σ2, σ3, r) = (1.563, 0.05, 0.99975, 1, 1, 6, 6, 20, 10, 5, 0.8) for the weekend. These
were the setups used to test the implemented ALNS.

4.4.2 Results

New tests were performed in order to measure the ALNS efficiency. Four distinct
scenarios of tests were analyzed: the scenarios 1T V600 and 1T V5000 which allow
no more than one vehicle change per duty when the split duties weigh are 600
and 5000, respectively; and also the scenarios 2T V600 and 2T V5000 which allow
up to two vehicles change per duty in the two weightings of the split duties.
For each problem and scenario, 10 computational tests were performed, each one
limited to 1 h length. A solution of less OF value was selected for comparing
different resolution approaches. The results generated by ALNS are compared to
the ones obtained by the methods GRASP [15], VNS-VLNS [10], and GLS [16].
The different resolution approaches considered in each scenario of tests are justified
by the scenario setups adopted by the authors of the mentioned methods.

Tables 4.2 and 4.3 present the results obtained by ALNS and other resolution
approaches on the scenarios of weights 600 and 5000, respectively, for the split
duties. The average OF value, the percentage of standard deviation (SDev%), the
OF value of the best solution (Best OF) obtained, and its detailing in terms of
duties quantity (#duties), split duties (#SD), and overtimes (OT) are all presented
for ALNS. For the rest of the approaches, only the best solutions and their details
are presented. The gap is presented in the last line: GAP = (Salns − Sbest)/Sbest,
where Salns is the OF value of the best solution obtained by ALNS and Sbest is
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the OF value of the best solution known for a particular problem and scenario of
tests. A negative GAP (green) means that ALNS outperformed the best solution in
a particular percentage. A positive GAP (red) means that ALNS generated a worst
solution in a particular percentage. The values in bold represent the best solutions
found per problem.

By analyzing the first scenario of tests, the ALNS heuristic generated the best
solutions for the problems of Monday, Tuesday, Thursday, Friday, and Saturday.
For Wednesday and Sunday, the solutions obtained by ALNS were at most 0.6%
worse than the best solutions generated by Reis and Silva [10].

Also, most of the solutions generated by ALNS are characterized for presenting
an inferior number of duties related to the solutions generated by the other
methods. This reduction is explained by the overtime increase in the solution, which
represents the problem trade-off: by decreasing the amount of duties, the overtimes
naturally increase, once there will be fewer crews performing the same tasks.

Considering the second tests scenario, presented in Table 4.3, there is a split duty
reduction in the generated solutions when they are compared to the ones generated
in the previous scenario. That was the strategy adopted so that the heuristics could
generate solutions containing the quantity of split duties next to the company
solution. Analyzing the presented solutions, ALNS generated the best results for
the problems of Monday, Tuesday, Wednesday, Thursday, and Saturday. For Friday
and Sunday the solutions obtained by ALNS were at most 0.256% worse than the
best solutions also generated by Reis and Silva [10].

In practice, it is acceptable that crews perform, at most, up to two vehicles change
per duty. This change process is undesirable once it is hard to control the damages
in the vehicles, caused by the crews use. Due to this factor, the companies usually
do not consider more than one vehicles change per duty. However, this scenario was
studied in order to verify if this way of flexibility can bring some economy to the
companies. The results are presented on Tables 4.4 and 4.5.

By analyzing Table 4.4, ALNS generated the best solutions for all business days
and Saturdays in this scenario. About Sunday, the solution generated by ALNS was
just 0.563% worse than the best solution generated by Reis and Silva [10]. Similarly
to the 1T V600 scenario, the reduction in duties generated by ALNS, related to the
other methods, is justified by the overtime increase in each solution.

Table 4.5 shows that ALNS generated the best results for the problems of
Monday, Tuesday, Wednesday, Thursday, and Saturday. For Friday and Sunday, the
solutions obtained by ALNS were at most 0.736% worse than the best solutions
generated by Reis and Silva [10].

By analyzing the quality of the solutions obtained by ALNS on the four scenar-
ios, only Saturdays’ problem, on the scenarios 1T V600, presented an amount of split
duties superior to 20%, which is undesirable by the public transport companies. The
rest of the solutions are composed by a quantity of split duties inferior to 20% of
the total duties, highlighting the applicability of the solutions generated in practical
and real environments. Another factor to be noticed is the small percentage of the
standard deviation in all solutions, showing the heuristics robustness. Besides, on
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Table 4.6 Better solutions
comparison of different
scenarios

1T V600 2T V600 1T V5000 2T V5000

Monday 1,211,836 1,203,568 1,261,280 1,257,688
Tuesday 1,169,944 1,153,616 1,201,956 1,197,704
Wednesday 1,384,688 1,388,460 1,431,336 1,439,944

Thursday 1,514,668 1,513,188 1,564,068 1,575,324

Friday 1,431,040 1,431,724 1,475,376 1,469,816
Saturday 1,053,000 1,055,320 1,126,256 1,117,452
Sunday 565,224 564,696 599,212 594,592

the four studied scenarios, the proposed ALNS outperformed the solution adopted
by the company at every single analyzed day.

Another characteristic analyzed in the obtained results was the flexibility of
allowing, at most, just one or two vehicles change per duty. Table 4.6 presents
the costs (OF value) of the best solutions obtained when solving the problems,
considering the weights 600 and 5000 for the split duties on the scenarios that
allow, at most, one and two vehicles change per duty, respectively. The values in
bold indicate which one of the scenarios resulted in the solution with the lowest OF
value for each day.

Considering the first block of Table 4.6 (wsd = 600), it is observed that the
flexibility caused by the vehicles change did not lead to a significant impact on
the cost of the solutions. For three out of seven problems, cheaper solutions were
obtained by permitting up to one vehicle change per duty, while the solutions that
allow performing up to two changes stood out for the remaining problems. This
fact can be explained by the flexibility that the smallest weight for the split duties
provides, once its number tends to increase, considering the low value of this kind of
duty. On the other hand, by analyzing the second block (wsd = 5000), the influence
that the possibility of performing more vehicles changes during a duty may influence
on the OF value is notable. In this case only two out of the seven problems presented
better solutions, allowing up to one vehicle change per duty, while the remaining five
problems had better solutions when considering up to two changes. As the value of
the split duties is higher in this case, the search tends to explore the most economic
situations like those that incorporate more vehicles changes in the duties.

4.5 Conclusions

This paper presents an implementation of the adaptive large neighborhood search
heuristic in order to solve the crew scheduling problem of the public transportation
system. Some existing removal and insertion heuristics were adapted to the CSP
context, and a new heuristic of task removal was proposed: the average removal.

A set of parameters used by ALNS was calibrated, and the best setup was selected
from statistical tests for the resolution of problems belonging to the CSP for further
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performances. In the tests instances, the ALNS was able to generate good results and
it outperformed the most competitive approaches in most of the problems, proposed
by Reis and Silva [10] and Silva and Silva [16]. At least 71% and, at most, 86%
of the best solutions were generated by considering the set of the seven solved
problems.

Concluding, the ALNS is an efficient resolution mechanism of a class of
problems belonging to the CSP. Its superiority by solving these problems can be
explained by its adaptive characteristic, which makes it robuster and adaptable to
the instances of distinct characteristics.
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Chapter 5
Proposal for Analysis of Location
of Popular Residential Using
the p-Median

Bruno F. de Azevedo and Nelio D. Pizzolato

Abstract The location of projects in the My House My Life Program (PMCMV) is
of great importance because it is not only a business relationship between buyers and
developers, but also a contribution to the social transformation. The use of modern
tools that help the launching plan of Real Estate companies, financiers, and buyers
is a constant challenge to the sector, which requires accurate decisions. This article
proposes a new tool for the planning of PMCMV residential real estate projects,
using Operations Research techniques such as the p-median to locate candidate
areas to receive ventures as close as possible to the existing potential demands. In
order to illustrate the proposed method, a detailed case study was carried out in the
Municipality of Rio de Janeiro. The results obtained in the case study demonstrate,
in some cases, large variations between the positions of higher demand and the
launches of developments in the PMCMV format promoted by the market.

5.1 Introduction

In recent years, real estate market has faced a troubled scenario in sales of residential
housing units. Without an international scenario, the so-called crisis of subprimes
originated without financing of property the person without income. In the national
scenario, for a variety of reasons, often the international financial crisis, there was a
reduction in demand, leading to a serious internal crisis of unemployment and low
demand, especially in the area of construction. Of course, as the business-building
cycle is rather long, it cannot be better.

Since 2009, with the launch of the My Home My Life (PMCMV) Program,
a number of market launches have been spread throughout the country to meet
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this very large real estate demand, and keep it going. The location of real
estate developments is, in fact, a fundamental factor in the succession of popular
enterprises, which carry in themselves also an attempt to correct a historical social
problem, especially in urban areas.

This research presents a proposal with the purpose of assisting entrepreneurs in
the decision-making for the development of PMCMV residential real estate projects.
The proposal consists of applying Operational Research tools to locate candidate
points for the implementation of residential real estate projects for sale, according
to the criteria of the program, thus promoting a reduction in the use of intuition in the
purchase or definition of land, adding new techniques to many aspects of the analysis
of viability of the business, to provide a more secure vision of its investments. In this
work, a case study was developed in the city of Rio de Janeiro, which has particular
characteristics in relation to population distribution. This municipality presents a
diversity of demand in a large part of its area, with real estate regions marketed
to buyers with high purchasing power, close to regions occupied by low-income
families. This particularity of Rio de Janeiro becomes an element considered no
case study, which can contribute to and influence the urban planning of the city.

In addition to this Sect. 5.1, this work is composed as follows: Sect. 5.2 presents
the My Home My Life Program, describing its most recent evolution. Section 5.3
presents a Methodology, in addition to presenting a brief review of the literature.
Sect. 5.4 describes a practical application to the municipality of Rio de Janeiro,
while Sect. 5.5 evaluates the results and in Sect. 5.6 are made as conclusions of the
study.

5.2 My Home My Life Program

Launched in 2009 by the Federal Government, the My Home My Life Program
(PMCMV) aims to allow access to the home for low- and middle-income families.
In partnership with States, Municipalities, companies, and nonprofit entities, the
program is directly linked to the National Housing Secretariat of the Ministry of
Cities. The program also has the assistance of the banks Caixa Econômica Federal
and Banco do Brasil S. A. in the granting of credit for real estate financing.

In the first phase of the program, year 2009, families were divided into three
income brackets for access to program benefits, as described below:

• Range 1—Families with gross income up to R$ 1600.00;
• Range 2—Families with gross income between R$ 1600.01 and R$ 3275.00;
• Range 3—Families with gross income between R$ 3275.01 and R$ 5000.00.

In the second phase of the program, year 2011, the three bands had their values
changed, as described below, in order to adjust prices to the market:

• Range 1—Families with gross income up to R$ 1600.00;
• Range 2—Families with gross income between R$ 1600.01 and R$ 3600.00;
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• Range 3—Families with gross income between R$ 3600.01 and R$ 5000.00.

In 2016, continuing the program, the third phase of the program began, with price
readjustment and the creation of a new intermediate band, as described below:

• Range 1—Families with gross income up to R$ 1800.00;
• Range 1.5—Families with gross income between R$ 1800.01 and R$ 2350.00;
• Range 2—Families with gross income between R$ 2350.01 and R$ 3600.00;
• Range 3—Families with gross income between R$ 3600.01 and R$ 6500.00.

For ranges 1 and 1.5, the Program grants subsidy of up to 90% of the value of the
property and, as the bands increase, the subsidy and interest rates undergo changes,
however, always below traditional real estate financing modalities. In these first two
lanes, credit is facilitated and income verification and risk analysis requirements are
waived, with families having to register in City Halls or organizers to benefit from
the program by lot, which does not occur in other bands, where the buyer can choose
the property that wishes to acquire.

In order to benefit from the program, families must:

• Own family income compatible with the Program, as explained above;
• The provision of the financing cannot exceed 30% of the family income;
• The property must be used as housing of the owner of the financing;
• The owner of the financing cannot have other real estate financing or real estate

property taken out on his behalf;
• The financing holder may not have used the FGTS for real estate financing in the

last 5 years;
• In lanes 2 and 3, the holder cannot have credit restriction on his behalf;
• The property cannot be sold before the end of the financing;
• The age of the older tenderer along with the term of the financing cannot exceed

80 years, 5 months, and 29 days;
• The property must be situated in the same place as the current residence or work

of the owner, or where one intends to live or work.

Here, we chose to describe only the benefits and rules of the Program in the view
of the buyer, as there are other parties involved in the program that have specific
rules, such as builders/developers. The purpose of this description is to understand
where the public with the capacity to acquire these properties and where these
ventures have been launched.

5.3 Methodology and Literature Review

The use of models to locate facilities, supported by geographical information
systems (GIS), has become a powerful tool for decision-making processes. The
graphical interface brought by the GIS, associated with the georeferenced database,
allows the public power to prepare location plans on a certain area, taking into
account the configuration of the road network, the geographical and topological
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barriers, as well as the distribution of the population by age, family income, family
size, socioeconomic aspects, and possible restrictions.

The first urban studies involved the location of public schools, and a celebrated
and pioneering work was published by Tewari and Jena [12]. Using the meager
resources of the time, the authors studied the problem of the location of secondary
schools over a vast geographic district in India, containing two cities, hundreds
of clusters, over a million and a half inhabitants, and succeeded in developing a
proposal taking into account issues and peculiarities such as the language spoken at
school and the distance of 8 km from each student to reach the school. This study
stimulated the appearance of many others, such as Molinero [5], Beguin et al. [3],
Pizzolato and Silva [6], Barcelos et al. [2], and Teixeira and Antunes [11], among
others.

In a more recent study, White et al. [13] examine the use of optimization
techniques to locate public facilities in developing countries, highlighting studies
related to health and education. According to this study, Rahman and Smith [9]
study the use of locational analysis of health units in developing countries; Galvo
et al. [4] verified the location of maternity hospitals in Rio de Janeiro; Pizzolato
et al. [7] consider the location of public schools in urban areas; Yasenovsky and
Hogdon [14] study the location of health units in rural Ghana; and even more recent
studies can be cited. Thus, Pizzolato et al. [8] review studies based on the p-median
and its extensions, while Smith et al. [10] apply hierarchical location studies directed
to health posts; and analysis of location of real estate developments of Azevedo [1].

In addition to studies on the location of schools and health facilities, as
discussed above, there are a number of similar applications, such as the location of
warehouses, shopping malls, hospitals, libraries, police stations, and rescue teams,
among others.

Regarding the location of real estate projects, this work proposes the following
methodology, following the five steps listed below and discussed below:

• Step 1: Data Collection—Consists of the step of obtaining data that will aid in
the foundation of the demand to be studied;

• Step 2: Network Vertex Marking—This stage deals with the development of
vertex of the network to be studied;

• Step 3: Vertex Demand Calculation—The demand for the vertex is then calcu-
lated according to the data obtained in Step 1;

• Step 4: Application of the p-Median Model—This step consists of the direct
application of the p-median to the studied problem;

• Step 5: Comparing Results with Market Launches—With the results obtained in
Step 4 and the real estate market data, this step has the purpose of comparing the
computational results with the behavior of market launches.
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5.3.1 Step 1: Data Collection

In this study, we chose to concentrate the study in the city of Rio de Janeiro, which
is composed of a large variety of real estate projects launched in recent years and
has market information available for comparison of results.

In order to analyze the existing demand in the city, the information of the 2010
Census was used, carried out by the Brazilian Institute of Geography and Statistics
(IBGE). In order to carry out the Census, IBGE develops a division of all the
cities of the national territory into census tracts, each composed in urban areas for
approximately 300 (three hundred) dwellings, in order to favor the later work of the
enumerator. As this study was intended to study the entire city of Rio de Janeiro,
the space division was used in Areas of Weighting.

These areas are composed of regions with clusters of census tracts so that
inferences can be made about the region. The IBGE provides microdata of the
research that contain answers of a determined sample of the population, according
to the Area of Weighting. The city of Rio de Janeiro has 200 (two hundred) Areas
of Weighting.

5.3.2 Step 2: Network Vertex Marking

The geometric centers of the Weighting Areas were adopted as vertex of the
network, a division made by IBGE, as noted above, for the dissemination of Census
data. Through the IBGE website, maps were acquired in shapefile files, which can
be opened in GIS.

The use of the geometric centers of the Weighting Areas is an approximation
made in this work, considering that all the demand of the region is concentrated in
this point.

To use the files made available by IBGE, the SIG QGIS 2.8.2 was adopted, which
is a free program, available for download at http://www.qgisbrasil.org. The maps of
the territorial division of the Municipality of Rio de Janeiro, in Areas of Weighting,
were imported into the QGIS 2.8.2. And, later marked the geometric centers of each
Weighting Area, according to Fig. 5.1.

5.3.3 Step 3: Vertex Demand Calculation

To apply the p-median model, it was necessary to find the demand in each vertex
determined previously. The IBGE provides the microdata in a text file, where
each line represents a search performed, with the responses described in codes.
This text file can be imported into Microsoft Excel, a software that allows better
use of the data.

http://www.qgisbrasil.org
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Fig. 5.1 Marking network vertex

In this paper, it was decided to determine as demand the combination of
information below, taken from the Census:

• Weighting Area Code—Variable code: V0011;
• Persons in charge of the private household who have informed that they do not

reside in their own properties—Variable code: V0201;
• Monthly household income—Variable code: V6529;
• Age of the head of the household, being considered in the demand only those

responsible between 18 and 50 years—Variable codes: V6036 and V0502;

In spite of the PMCMV Differentiated Ranges, in this work we opted to analyze
the first Band, since it represents the band with greater housing demand and with
worse housing conditions. Since the PMCMV was launched in 2009 and was revised
in 2011, it was decided to adopt the parameters of 2011, in the division of the income
brackets, that is, households with a gross income of R$ 1600.00.

In the Census survey, the sample data presented fractions, corresponding to the
universe of the Census survey (the fractions are also provided by the IBGE), so we
chose to divide the values found in the sample by the fraction corresponding to the
universe. If the fraction represents part of the universe, when dividing the sample by
the fraction, one can obtain the universe of the area. In this way, it was possible to
find a demand closer to the real in the Areas of Weighting.

5.3.4 Step 4: Application of the p-Median Model

The p-median model consists of grouping N vertex into p sets, where an
enterprise should exist. During this process microregions are produced, called
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C1, C2, . . . , Cp, whose medians are the locations and each of the other vertex
belongs to one of the regions whose median is the nearest.

In the model proposed in this paper, for locating candidate sites to receive
residential projects, there is the basic premise that people wish to reside near their
current locations. This premise was fundamental in the application of this model.

The p-median model corresponds to the following binary linear programming
model:

n∑

i=1

n∑

j=1

qidij xij (5.1)

Subject to

n∑

i=1

xij = 1; J ∈ N (5.2)

n∑

j=1

xij = p (5.3)

xij ≤ xjj ; i, j ∈ N (5.4)

xij ∈ {0, 1}; i, j ∈ N (5.5)

At where,
N is the set of vertex of the network, N = {1, . . . , n};
dij is a symmetric matrix of distances between vertex with dii = 0, i ∈ N ;
p is the number of medians to be located;
qi represents the weight (demand) of vertex i;
xij are the decision variables, with xij = 1 if the vertex i is allocated to the

vertex j , and xij = 0 otherwise, and xjj = 1 if vertex j is a median and xjj = 0
otherwise, to i, j ∈ N .

The objective function (5.1) is to minimize the weighted distances of each vertex
to the nearest median; the constraints (5.2) and (5.4) require that each vertex i

be allocated to a single vertex j , which must be a median. The restriction (5.3)
determines the exact number p of medians to be located and (5.5) indicates the
conditions of integrality. This model will be applied to the proposed problem.

It was possible to apply the p-median model using the Geographic Information
System (GIS), SPRING 5.3, developed by the Image Processing Division (DPI),
after marking the vertex of the network and surveying the demands at each vertex
of the National Institute of Space Research (INPE). We chose this specific GIS,
since it already has integrated the system of location of medians (based on linear
programming discussed above).
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With the vector files (shapefile) generated in QGIS 2.8.2, this material was
imported into SPRING 5.3. With the two layers imported to SPRING 5.3, one with
the Weighting Areas and another with the vertex of the network, it was possible to
apply the median localization function, available in the software.

In order to carry out a more detailed study, it was decided to assign the demands
to the problem. In this way, it was possible to analyze the problem for Range 1 of
PMCMV.

The vertex demands were inserted in SPRING 5.3 as attributes (data tables),
corresponding to the code of the Weighting Area. These data are embedded in the
vertex layer of the network, that is, the demand data is part of the vertex and can be
used in several analyses.

In SPRING 5.3, the “Median Location” function was used. This function applies
the p-median to a particular layer, according to the desired criteria. In this window
was selected the desired object in the analysis, in this case it was the vector file that
represents the vertex of the network. Within the “Location of Medians” function, it
is also possible to determine an attribute as demand at each point.

In the analysis done in this work, we decided to determine a number of medians
for the demand, according to the number of neighborhoods where the My Home My
Life (PMCMV) projects were launched in the Municipality. It is believed that this
way it would be possible to analyze and compare the actual market launches with
the results of the study.

There were 11 (eleven) medians, the same number of market launches for Range
1 of PMCMV.

5.3.5 Step 5: Comparing Results with Market Launches

The data referring to the launch of PMCMV real estate projects were taken from
a spreadsheet provided by the City Hall of Rio de Janeiro, which includes the
ventures of the program that were obtained until 2014. It is intended here to use
this information as compared to the results of the p-median for each program range.

5.4 Results

The results obtained in the steps described above will be presented below for Range
1 of the program. These results will be demonstrated in a figure with the arcs linking
the demand areas to the proposed sites for implementation of the projects, a table
containing the results of each median and a comparative table between the market
launches and the result of the p-median in descending order.

The tables containing the results of the medians are composed of the weighting
area codes and their respective denominations (reported by the IBGE), number of
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Fig. 5.2 Result medians location of the municipality of Rio de Janeiro in SPRING 5.3 for range 1

Table 5.1 Median results for range 1

Pondaration area code Local Vertex Demand

3304557005008 Cosmos 2 25 17,153

3304557005031 Mar 1 18 17,240

3304557005049 Leblon 2 16 17,197

3304557005084 Inhama 22 17,229

3304557005096 Encantado, Abolio e gua Santa 1 689

3304557005106 Colgio 25 16,845

3304557005108 Cascadura 1 953

3304557005144 Santa Teresa 31 17,176

3304557005150 Taquara 1 24 15,966

3304557005169 Jardim Sulacap, Vila Militar, and Deodoro e
Campo dos Afonsos

16 17,277

3304557005187 Senador Camar 1 21 15,965

vertex served by each median, and the number of residential units of demand served
by the medians.

In SPRING 5.3, the presented results comprise households with income of up to
R$ 1600.00, who reside in nonowned properties, and with the age of the person in
charge of the household up to 50 years are presented in Fig. 5.2, Tables 5.1, and 5.2.

5.5 Discussion of Results

Analyzing the data obtained through the market launch information, as presented
in Table 5.2, the region of the West Zone of the Municipality of Rio de Janeiro
concentrates most of the launches.
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Table 5.2 Comparison between market launches and simulation results

Market launches Simulation results

region Quant region Quant

Santa Cruz 5586 Jardim Sulacap, Vila Militar, and Deodoro e Campo dos
Afonsos

17,277

Rocha 2240 Mar 1 17,240

Senador Camar 2133 Inhama 17,229

Cosmos 1945 Leblon 2 17,197

Barros Filho 1260 Santa Teresa 17,176

Estcio 998 Cosmos 2 17,153

Cidade de Deus 996 Colgio 16,845

Paciłncia 902 Taquara 1 15,966

Campo Grande 735 Senador Camar 1 15,965

Jacarepagu 460 Cascadura 953

Santssimo 423 Encantado and Abolio e gua Santa 689

Comparing these launches with the information obtained through the application
of the methods presented in the location proposal described in Sect. 5.3, it is possible
to make a detailed analysis of the supply and demand of real estate in the city.

In the results found for Range 1, with a household income of up to R$ 1600.00,
it is noticed that one of the medians determined in the computational simulation
is located in the south zone in one of the most valued areas of the city (Leblon
2). This area still has one of the biggest demands on total distribution. This
result demonstrates the particularity of Rio de Janeiro, which has a large number
of communities with lower-income populations around the southern and central
regions. Although the existence of this demand is clear to the residents of the city, a
plan of action to offer an alternative solution to housing without adequate conditions
of use has not yet been effective enough to meet these demands.

Figure 5.3 shows the differences between the market launches and the simulation
result. The red stars represent the neighborhoods where launches occurred, with the
quantities of units launched. The blue circles represent the medians found in the
simulation results. There is a clear preference for market launches in the western
region as mentioned above. While launches near the south and central zones have
fewer units, even if they are in high demand.

Another interesting aspect is also the uniformity between the number of demands
met in each median, around 15,000–17,000, which may represent a good capacity
to absorb this demand in all the regions studied. Obviously, this demand for the
p-median problem is not really “Housing Demand,” because the latter is linked to
home formation, since the demand studied also contains families that do not have
the interest or ability to purchase of a property. However, the problems of housing
for families in this income range need to be treated with greater care, since many
households in this range are unable to provide security to the resident families.

Also, noteworthy in this study is the demand found in neighborhoods in the center
and north of Rio de Janeiro. Some of these neighborhoods have had launches in
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Fig. 5.3 Comparative of market launches with medians

recent years, such as Estácio, which appears in sixth place in the ranking of releases,
but still the number of launches is much lower than the data obtained from the IBGE.

This concentration of launches in a certain region, and lack of launches in
other regions with great demand, is linked to the urban planning of the city. This
distribution of housing also represents a social challenge, since these launches make
availability in regions where migration will not occur, mainly from the south and
central zones. This discussion takes into account the serious problem of socio-spatial
segregation that exists in Brazil, a topic that needs to be seriously debated to be
understood with the search for adequate solutions.

5.6 Conclusions

The results presented in this article demonstrate the possibilities in the use of
Operational Research tools to assist in the decision-making process of real estate
entrepreneurs and public managers in the area of urban planning. The determination
of the location of projects and the definition of an adequate launch plan are constant
challenges for the success of companies in the segment and an adequate distribution
of housing by the public managers.

The proposal presented is not a substitute for entrepreneurs’ experience, but it
demonstrates a powerful tool to improve the quality of the strategic decisions of
the companies in the segment. Small- and medium-sized companies, which do not
have the resources to conduct consistent surveys, may use the IBGE data and the
proposals presented herein to improve their performance in the market.

In relation to the results found, in comparison with the market launches, there
are large differences between demand and units launched in Range 1, showing an
opportunity for investment in this modality, which still finds some restriction on the
part of the developers.
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Another fact that calls attention is the distribution of demand in every munic-
ipality, very different from the market launches, concentrated in certain regions.
Note the need to explore neighborhoods near the center and south and center of the
Municipality, which often does not occur due to differences in land costs between
these regions.

In addition to the applications presented, this proposal represents great possibili-
ties, using Census data with the possibility of parameterizing the research according
to the need and strategic planning of the entrepreneur to build a method of its own
and to recognize the capacity of a given business in a less intuitive way.
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Chapter 6
An Ant Colony System Metaheuristic
Applied to a Cooperative of Recyclable
Materials of Sorocaba: A Case Study

Gregory Tonin Santos, Luiza Amalia Pinto Cantão,
and Renato Fernandes Cantão

Abstract In the last decade, selective waste collection and the posterior reinsertion
of the recycled materials into the productive chain have become not only an
important economic activity but also essential for the reduction of the environmental
impacts associated with landfills. The collection step of the recycling process is,
in essence, a transportation operation, with costs directly coupled with those of
fuel. Thus, fuel consumption reduction can increase profit margins with a pleasant
side effect of reducing greenhouse gas emissions. In this scenario, Green Vehicle
Routing Problems (GVRP) are instrumental as enablers of more economic routes in
the sense of fuel consumption. Therefore, in this work we propose the application
of a GVRP-based model with the objective of fuel consumption reduction and
its application with data from CORESO, a recycling cooperative from the city of
Sorocaba. Solutions for the model were obtained through the application of a tuned
Ant Colony System metaheuristic associated with Tabu Search. We show that these
solutions are on par with the exact ones and are calculated in a tiny fraction of
the time spent by CPLEX. The results of this work were partially integrated in the
cooperative routine for a period of tests.

6.1 Introduction

The populational growth experienced in Brazil during the last two decades [21, 22]
understandably resulted in an increased production of solid waste. Along with
the move towards a more industrialized economy, the waste composition is no
longer predominantly organic, but synthetic, with a slower degradation rate in the
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environment. In that scenario, recycling becomes an important tool to mitigate the
negative impacts related to this increase in waste production [40].

Recycling is an umbrella term encompassing all processes enabling the reuse of
discarded materials, reinserting that in the production cycle. The benefits come both
from environmental and social points of view: natural resources are spared and jobs
are created.

The whole process begins by the separation of waste in its organic and recyclable
parts, in residences and industries alike. Later, the recyclable part is collected by
cooperatives, garbage pickers or recycling companies for suitable treatment and
preparation for reuse [33]. The separation and collection phases are referred together
as “selective waste collection”.

In Brazil, Law 12.305/2010 [4], Solid Waste National Policy1 (SWNP) estab-
lishes a hierarchy for the management of solid waste, stating that landfills are the last
resort for its destination. That way, selective waste collection became a fundamental
municipal policy because in general landfills are managed by counties. Furthermore,
an extra incentive is given for cities that implement the selective waste collection
through recycling cooperatives or other forms of garbage pickers associations: these
cities have priority in Federal funding.

In Brazil, the basic working units of the recycling cycle are scrappers, industries
and garbage pickers. Scrappers are usually favoured over garbage pickers because
they often have the infrastructure needed to collect and sell more and better
recycled materials. On the other hand, garbage pickers usually work alone in
unsanitary conditions, sweeping streets or landfills, resulting in smaller amounts
of material to be sold [40]. It should be mentioned that recyclable and reusable
waste collector is officially recognized as an occupation by the Ministry of Labor
and Employment [31].

Following [40], several studies validate the role of selective waste collection
cooperatives as a decisive factor in reducing the environmental impact related
to solid waste. Nevertheless, the same author points the obstacles garbage pick-
ers face when trying to organize themselves in cooperatives, even with pri-
vate and public sectors help. The “Cooperativa de Reciclagem de Sorocaba—SP
(CORESO)” (Fig. 6.1) is one of these cooperatives and information about it will be
instrumental in this work.

In this sense, costs associated to transportation are pivotal in the economic
planning. According to [43], for an actual shipping company from Shangai, China,
fuel costs sum up to 67.5% of all transportation costs, making fuel consumption an
ideal candidate for cost reduction.

Directly proportional to fuel consumption (and cost), there is the emission of
polluting gases, including greenhouse effect ones. Thus, fuel consumption reduction
not only brings economical benefits for the cooperative but also environmental and
public health at large [13].

1From the original in Portuguese, “Política Nacional de Resíduos Sólidos”.
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Fig. 6.1 CORESO cooperative. (a) Mechanical treadmill transporting material for initial triage.
(b) Initial triage, sorting out, for instance, metal from plastic. (c) Sorting out different types of
plastic. (d) Compaction, reducing transportation requirements

Many authors [41] consider only carbon dioxide (CO2) given its preponderance
among the greenhouse gases, ease of detection and significative proportion when
compared to other gases from fossil fuel combustion. For instance, in 2014 only,
the transportation industry was responsible for 43.5% of all CO2 emissions in
Brazil [34].

One possible approach to reduce fuel consumption is the creation of optimal
transportation routes. Within this proposal, we have the Vehicle Routing Problem
(VRP), an NP-hard [15] integer programming problem modelling a fleet of vehicles
that must satisfy predetermined demands of a set of clients, respecting scenario-
specific constraints [13].

VRP was first developed by Dantzig and Ramser, in 1959 [42], with the intention
of improving the logistics of fuel distribution for gas stations. This seminal model
spawned a whole class of ever more sophisticated models and solution methods,
as the heuristic developed by Clark and Wright, in 1964, with a substitution
algorithm replacing expensive arcs for cheaper ones, thus effectively creating better
routes [30]. The work of [39] presents a VRP with time windows, while [26]
introduces the concept of capacitated VRP, in which the total transported weight
cannot surpass the gross load capacity of the vehicle.
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A natural development of the VRP was its application to logistic problems with
environmental characteristics, giving rise to a new class of problems and algorithms
grouped under the name Green Vehicle Routing Problem (GVRP). GVRP is an
extension of the standard VRP, with objectives and constraints gearer towards the
minimization of environmental impacts. The work of [15], for instance, minimizes
the traveled distance for alternative fuel vehicles, routing them through convenient
gas stations so they never run out of fuel.

The model proposed by Xiao et al. [43] aims to reduce fuel cost by reducing
its consumption. Consumption is, in this case, considered as a function of traveled
distance, load weight, fuel consumption rate and fuel price, as well as some other
indirect factors like cruise speed, taxes, vehicle depreciation and so on.

The solution of NP-hard problems like the VRP presents yet another challenge,
demanding approximate solution methods (exact ones can be obtained only for
small problems) [26]. Thus, research has been focused in metaheuristics [8], a class
of methods that tries to obtain approximate solutions near the optimum for complex
combinatorial problems in reasonable computational time [9].

The metaheuristic implemented for the VRP proposed in this work is the Ant
Colony System (ACS), introduced by Colorni et al. [8] simply as Ant System—first
applied to the Travelling Salesman Problem (TSP)—and further enhanced by [14],
foundation for the algorithm used here. Following [28], ACS is based on real ants
behaviour: despite their short-sightedness, they are able to choose the shortest path
among several sources of food and their colony. Ants leave a chemical trail of
pheromones that tends to evaporate in time. In ideal conditions, therefore, shortest
paths will evaporate less, effectively marking them for the next ants.

That said, ACS as proposed by Dorigo and Gambardella [14] implements
“artificial ants” emulating the behaviour of their biological counterparts, resulting
in the same search effect observed in real world, but this time towards the
problem solution. In [28], some differences between the artificial and real ants
are highlighted, as the introduction of a visibility feature inversely proportional to
distance, a form of heuristic information.

Mazzeo and Loiseau [29], Bullnheimer et al. [5], Gambardella et al. [17], Bell
and McMullen [3] and Gambardella et al. [16] are pioneers in the application of
ACS to VRP. Mazzeo and Loiseau [29], for instance, show that this metaheuristic
can produce good results when applied to capacited VRP instances with more than
50 nodes.

In this sense, this brief literature review demonstrates that GVRP is an active
research field, both in its application in different scenarios and in the development
of new algorithms and heuristics.

Thus, the present work aims to present ways to make selective waste collection
more efficient from the point of view of the cooperatives. This will be accomplished
minimizing the consumption of fuel, given the central position of the transportation
activities to selective waste collection.

The general objective is to create a convenient VRP formulation modelling the
minimization of fuel consumption—and consequently the emission of greenhouse
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gases, observing the constraints related to truck capacity, travel time and availability
of vehicles, resulting in more economic routes for the work week (5 days).

In Sect. 6.2, we introduce the mathematical model and a brief description of
the used metaheuristic. Section 6.3 explains the methods used to adjust model
parameters, while Sect. 6.4 will analyse the results. Section 6.5 weaves the final
conclusions. The work ends with references.

6.2 Mathematical Formulation

6.2.1 Vehicle Routing Problem with Fuel Consumption
Minimization Objective

In this work, we have chosen to use a mathematical model based on that of Xiao
et al. [43] given the amount of documentation about it, innovative approach and
wide applicability, as exposed by Lin et al. [27]. As described in Sect. 6.1, this
model considers transportation speed as a constant. The main factor related to fuel
consumption is the total transported weight, as proposed by Zhang et al. [44] and
Tiwari and Chang [41].

The model was adapted for the case of CORESO, a recycling cooperative located
at the city of Sorocaba-SP, using the ACS heuristic and crafting a test scenario based
in [38].

Arenales et al. [2] establish that the classic Vehicle Routing Problem can be seen
as an oriented complete graph G = (N,E), where N = C ∪ {0, n + 1}, C =
{1, . . . , n} is a set of nodes or vertices (each one is a client), and 0 and n+1 are nodes
representing the warehouse. The set E = {(i, j) : i, j ∈ N, i �= j, i �= n+1, j �= 0}
are edges connecting these nodes. No edge ends at node 0 and no edge starts from
node n + 1. Costs are associated to each edge (i, j) ∈ E while to each client i there
is a demand Di .

The first step in order to understand the model is to describe collection points
(visited streets), location of these points (geographical coordinates), respective
demands and distance among them. The next step is the development of an FCR
(Fuel Consumption Rate) function, relating the basal vehicle autonomy (with no
load) and load weight. Following [43], we have used a linear function in the load
weight:

ρij = ρ
(
Qij

) = ρ0 + αQij , α = ρ − ρ0

Q
(6.1)

where α is the slope of the linear FCR function, and ρ0 and ρ are parameters of the
empty and fully loaded truck, respectively. Variable Qij is the weight transported
from node i to node j . FCR calculation can be made more precise through statistical
inference, information directly from truck manufacturers [43] or from fiscalization
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agencies such as INMETRO [23] (Instituto Nacional de Metrologia, Qualidade e
Tecnologia) in Brazil.

In order to fully describe the model, we set

• c0: fuel price (Brazilian reals per liter);
• dij : distance between nodes i and j ;
• Di : demand for node i;
• F : fixed transportation cost;
• yij : weight transported from i to j ;
• xij : binary decision variable. If xij = 1, the vehicle travels from i to j , otherwise

xij = 0.

A few other constraints must be posed for the VRP:

• Total transported load cannot exceed the vehicle capacity;
• Each client can be serviced only once;
• Routes start and end at node 0 (warehouse).

Thus, a GVRP based on [43] and minimizing fuel consumption can be written as:

min
n∑

j=1

Fx0j +
n∑

i=0

n∑

j=0

c0dij

(
ρij xij + αyij

)
(a)

Subject to
n∑

i=0

xij = 1 ∀ j = 1, . . . , n (b)

n∑

j=0

xij −
n∑

j=0

xji = 0 ∀ i = 0, 1, . . . , n (c)

n∑

j=0, j �=i

yij −
∑

j=0, j �=i

yji = Di ∀i = 1, . . . , n (d)

yij ≤ Qxij ∀ i, j = 0, 1, . . . , n (e)

xij ∈ {0, 1} ∀ i, j = 0, 1, . . . , n (f)
(6.2)

Equation (a) is the cost function that we seek to minimize. Constraint (b) imposes
that a client can be visited only once and (c) that a vehicle visits a client and
leaves thereafter. Constraint (d) models the increase in load as the demand of that
node, after visitation. Constraint (e) limits the vehicle load, sending it back to the
warehouse when full or close to it. Constraint (f) states the binary condition of
variable xij .

When compared to [43], our model changes the signs of the summations in
Eq. (d). The reference is based on water trucks starting fully loaded and returning
empty to the warehouse, the exact opposite of our situation, hence the sign change.
The objective function was also simplified, disregarding the fixed transportation
cost F .
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Equation (6.3) simplifies Eq. (a) from (6.2), with ρij the FCR for each edge i, j

with the slope α already taken in account:

n∑

i=1

n∑

j=1

c0ρij dij xij (6.3)

The basic difference between Equation (a) from (6.2) and (6.3) is that the former
considers a homogeneous fleet, while the latter can be used for different vehicles.
Several authors adopt homogeneous fleets, like [24, 25, 37] and [35].

6.2.2 Ant Colony System (ACS)

ACS is suitable for problems modelled through graphs, where one node (named
warehouse) is the starting point of a closed circuit encompassing all other nodes,
respecting some set of constraints. The implementation of the ACS heuristic follows
the ones proposed by Dorigo and Gambardella [14] and Lopes et al. [28].

In order to avoid the ACS coming up with repeated solutions, a memory is
attached to the original algorithm in the form of a Tabu Search (TS) [18]. De la Cruz
et al. [11] shows that the combination of ACS and TS presents a very competitive
option when compared to notable algorithms from the literature. Another interest
point of view comes from Zhang et al. [44]: TS heuristic helps to control the random
characteristic of ACS, leading to better solutions.

Figure 6.2 shows a flowchart resuming the main blocks of our implementation.
The first block is named “GVRP”, responsible for problem initialization, ants
and parameters setting. Tabu Search and evaluation of objective function are also
implemented here. The next block is called “Probability”, where the probability
of an ant following a given trail is obtained. The block known as “Best” updates
the objective function value. Finally, we have “Pheromone”, responsible for the
update of the pheromone concentration after each iteration. There are two extra
blocks representing stopping criteria (maximum number of iterations) and solution
presentation. Arrows represent the order of execution for the blocks.

6.3 Methodology

6.3.1 Materials

The main implementation of the Ant Colony System with Tabu Search, as well
as all instances tested, was made in Matlab version R2010a. Microsoft Excel�
Spreadsheet version 1610 helped in the treatment of raw data coming from the
cooperative (collection stations geographical coordinates and the number of houses
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Fig. 6.2 ACS algorithm flowchart

per street). ArcGis 10.3 was used to tabulate georeferenced data for further treatment
on a spreadsheet, while Google Earth Pro provided coordinates for each street, as
well as the number of houses on each street (used to assess the demand).

Geographical information about the limits of the city of Sorocaba were down-
loaded for free from the collection of the Environmental spatial data infrastructure
of São Paulo State (DATAGEO) [10].

Everything was implemented and tested on a desktop computer with an Intel
i7, second generation, 3.4 GHz, with 8 GB of RAM memory running Microsoft
Windows 7�.

6.3.2 Methods

A problem from [38] and three instances from [6]—M-n101-k10, M-n121-k7 and
M-n151-k12 (n is the number of nodes and k the number of ants)—downloaded
from the website of Pontifícia Universidade Católica do Rio de Janeiro (PUC-
Rio) [36]—were chosen to help benchmarking the metaheuristics and adjust some
parameters from the ACS. Reference [38] also brings exact solutions obtained with
GAMS 24.3 and CPLEX.
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The ACS parameters are: the importance of the trail α, importance of viability β,
trail quality q0 and pheromone rate ρ. Three sets of parameters, A, B and C were
adjusted, being A(α = 0.5;β = 6; ρ = 0.3; q0 = 40), B(α = 0.3;β = 6; ρ =
0.3; q0 = 60) and C(α = 0.3;β = 6; ρ = 0.28; q0 = 60). The total number of
iterations for the ACS was set to 3000.

Distances between pairs of collection points (including the warehouse) were
calculated with an Earth curvature-corrected Euclidean distance [20], as seen in
Eq. (6.4). Taking Lk

90−Latk
180 π and M = Loni−Lonj

180 π , we have

dij = 6371 arccos
(
cos Lj cos Li + sin Lj sin Li cos M

)
, (6.4)

where Lat and Lon are latitude and longitude, respectively. Works by Demir
et al. [12] and Ćirović [7] make use of the same formulate for the distance.

6.3.2.1 Case Study

Operational data from the cooperative CORESO were compiled and updated in
bimonthly meetings, pinpointing the visited streets, daily schedule and monthly
collected weight, among others.

Operational data for CORESO cooperative was discussed and compiled along the
project duration in bimonthly meetings. This data comprised the streets targeted for
waste collection (turned into nodes on the graph), daily schedule and total collected
weight per month. The meeting were also a place to discuss the application of our
results in the daily cooperative activities in the form of new routes and schedule.

Compiled data has shown that the CORESO concentrates its efforts in the East
zone of Sorocaba during workdays, totaling 230 streets/nodes with about 9000
collection points, when considered both residences and collective generators as
industries or apartment complexes. Geographical coordinates for every street were
obtained with Google Earth Pro and through Eq. (6.4) distances could then be
calculated. Equation (6.4) proved to be in good agreement with the “Measure” tool
from Google Earth Pro.

The demand was averaged for each street as the maximum of the monthly
collected weight divided by the total number of residences visited by CORESO
multiplied by the number of residences on that particular street. Great generators
as condominiums or apartment buildings were inquired about the total weight of
reciclables they generated. If the information was not available, the number of
domiciles entered in the average as explained. Houses were counted with Google
Earth Pro.

CORESO works with a different subset of all visited streets per workday,
resulting in five different schedules. In order to effectively implement the optimized
routes, each subset of streets was tested with the best ACS parameters (A and C).

CORESO owns two trucks with a capacity of 4 tons each (homogeneous fleet).
Greenhouse gas emissions were estimated for CO2 (carbon dioxide), CO (carbon
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monoxide), NOx (nitrogen oxides) and NMHC (hydrocarbons) based on data
available from INMETRO [23] using a similar2 vehicle, the Citroën Jumper motor
2.3 16V.

According to CORESO, both trucks have an average autonomy of 7.5 km/L,
leading us to adopt 9.0 km/L and 6.0 km/L for the empty and fully load vehicle,
respectively. Using these values in the FCR, we obtain ρ0 = 1

9 L/km = 0.1111 L/km
and ρ = 1

6 L/km = 0.1667 L/km. Equation (6.1) gives α ∼= 1×10−5, resulting in the
FCR function ρ = 1×10−5Q + 0.1111.

The trucks run on diesel, with a cost of R$ 2.999 (Brazilian real) per liter,
according to ANP (National Agency for Petroleum, Natural Gas and Fuel) on
03/01/2017 for Petrobrás S.A. distributor at Sorocaba [1].

Optimal routes were further represented spatially based on the georeferenced col-
lection points, over the cartographic sheets for the city of Sorocaba (scale 1:10,000),
for São Paulo state (scale 1:50,000) and for the country (scale 1:2,500,000) [10].

All results were presented to the cooperative management team and the truck
drivers in the form of itineraries to be followed on each workday. Fuel reduction
estimates were also presented as a motivation factor towards the adoption of the
new scheduling.

6.4 Results and Discussion

Table 6.1 summarizes the solutions obtained with the given parameters for the test
instances. Columns are, in order, ACS parameter set, instance name, solution from
the ACS and percentual error in relation to the best solution for that instance.
Instances M-n101-k10, M-n151-k12 M-n121-k7 have used 10, 12 and 7 ants,
respectively, while the instance from [38], 8 ants.

It was not possible to identify a single best parameter set, given that A performed
best with 100 nodes (M-n101-k10), B with 150 nodes (M-n151-k12) and C with
both the GVRP [38] and the instance with 120 nodes (M-n121-k7).

Table 6.2 shows a comparison between the metaheuristic solution and the
exact solution using GAMS 24.3 for the scenario in [38] for the three sets of
parameters. The total cost for the exact solution is R$ 74.49 (Brazilian real) with a
computational time of 7199.82 s.

From Table 6.2, it is possible to identify the computational efficiency of the
metaheuristic when applied to GVRP. A solution differing by 1.38% from the exact
one obtained within 0.32% of the time (parameter set A).

Parameter C resulted in the solution with the smallest deviation from the exact
one, mere 0.55% within 0.33% of the computational time, showing the efficiency
and applicability of ACS with Tabu Search, confirming the hypothesis that this
metaheuristic can be a very competitive solution method, both in solution quality
and computational time.

2No data was available on the actual trucks.
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Table 6.1 Instance solution
for each parameter set

Difference

Parameters Instances Results with best (%)

A M-n101-k10 937.98 7.67

M-n151-k12 1257.64 21.76

M-n121-k7 1371.96 32.68

[38] 75.52 1.38

B M-n101-k10 1067.43 22.53

M-n151-k12 1121.2 8.55

M-n121-k7 1152.53 11.46

[38] 76.65 2.90

C M-n101-k10 985.82 13.16

M-n151-k12 1164.65 12.75

M-n121-k7 1062.06 2.71

[38] 74.90 0.55

Table 6.2 Cost and
computational time
comparison for the exact
GAMS and ACS
metaheuristic solutions

Route Comp. Dif. cost Perc. of

cost (R$) time (s) (%) time (%)

ACS parameter A 75.52 22.83 1.38 0.32
ACS parameter B 76.65 24.09 2.90 0.33

ACS parameter C 74.90 23.47 0.55 0.33

Bold face indicate best results

Table 6.3 Costs (R$) per
workday for parameters A, B

and C

A B C

Monday 7.46 7.55 7.61

Tuesday 4.27 4.29 4.28

Wednesday 4.11 4.11 4.11
Thursday 4.96 4.73 4.64
Friday 4.00 4.09 4.09

Total 24.80 24.77 24.73

Table 6.3 presents the costs for each workday for the three sets of parameters,
with the smallest ones featured in bold face.

Although the best solution for the problem in [38] is related to the parameter
set C, parameter set A performed better when applied to the test instances from
Table 6.1 and in four of the five workdays. This is expected given the A is tuned
to graphs with less than 100 nodes as is the case (the largest number of nodes is
Monday, with 60). This can be seen as a sensibility regarding the ACS parameters
and reinforcing the need of more than one parameter set.

Table 6.4 illustrates the best routes and associated costs for Problem (6.2) using
parameter set C on Thursday and A for the other workdays.

There are two routes per workday, one for each truck, totalizing R$ 24.50 per
week. Considering a mean autonomy of 7.5 km/L at R$ 2999 per liter [1], the total
fuel consumption is 8.17 L. Table 6.5 shows the emission of greenhouse gases per
workday based on data from [23].
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Table 6.4 Routes for (6.2)

Workday Route Load (kg) Cost (R$)

Monday 1 0 - 15 - 16 - 17 - 14 - 20 - 19 - 18 - 6 - 5 - 4 - 3 3986.20 5.77

- 7 - 26 - 25 - 24 - 13 - 22 - 12 - 11 - 10 - 23 - 9

- 21 - 8 - 33 - 34 - 1 - 27 - 39 - 28 - 38 - 35 - 32

- 29 - 30 - 37 - 36 - 2 - 31 - 54 - 58 - 57 - 56 - 0

Monday 2 0 - 53 - 55 - 52 - 51 - 59 - 48 - 49 - 47 - 46 - 50 1326.00 1.69

- 40 - 45 - 41 - 42 - 44 - 43 – 0

Tuesday 3 0 - 29 - 30 - 31 - 41 - 28 - 25 - 26 - 24 - 27 - 23 3995.90 2.31

- 22 - 21 - 7 - 48 - 44 - 46 - 43 - 5 - 2 - 3 - 4 - 6 -

9 - 13 - 14 - 10 - 11 - 15 - 12 - 16 - 42 - 45 - 47 - 0

Tuesday 4 0 - 40 - 20 - 19 - 17 - 18 - 35 - 32 - 33 - 1 - 36 - 1316.30 1.97

37 - 39 - 34 - 38 - 8 – 0

Wednesday 5 0 - 43 - 44 - 45 - 37 - 36 - 35 - 34 - 40 - 39 - 28 3984.20 2.56

- 41 - 42 - 29 - 27 - 30 - 26 - 24 - 25 - 23 - 1 - 4

- 22 - 5 - 6 - 8 - 7 - 21 - 20 - 9 - 10 - 11 - 16 -

15 - 14 - 17 – 0

Wednesday 6 0 - 19 - 13 - 18 - 12 - 31 - 32 - 3 - 2 - 33 - 38 - 0 1328.10 1.56

Thursday 7 0 - 33 - 29 - 26 - 28 - 27 - 18 - 11 - 7 - 10 - 9 - 6 3992.10 2.65

- 4 - 3 - 2 - 1 - 12 - 5 - 8 - 15 - 14 - 13 - 21 - 22

- 17 - 25 - 24 - 23 - 38 – 0

Thursday 8 0 - 16 - 19 - 20 - 37 - 36 - 34 - 35 - 30 - 32 - 31 – 0 1320.10 1.97

Friday 9 0 - 35 - 25 - 26 - 28 - 30 - 31 - 14 - 33 - 34 - 29 3994.10 2.33

- 40 - 39 - 37 - 36 - 13 - 10 - 4 - 12 - 11 - 1 - 9

-6 - 8 - 5 - 7 - 3 - 2 – 0

Friday 10 0 - 15 - 22 - 19 - 20 - 17 - 21 - 18 - 38 - 23 - 16 1318.10 1.68

- 27 - 24 – 0

Parameter set C was used for Thursday and A for the other workdays

Table 6.5 Greenhouse gases
emission (g) per workday

Workday CO2 NOx CO NMHC

Monday 4910.487 5.396 0.878 0.373

Tuesday 2813.470 3.092 0.503 0.214

Wednesday 2706.708 2.974 0.484 0.206

Thursday 3051.932 3.354 0.545 0.232

Friday 16,116.636 17.710 2.880 1.226

Figures 6.3 and 6.4 represent graphically the routes. Dots are collection points,
grouped by workday (230 nodes), as informed by CORESO. Figure 6.4 helps
visualizing the pairs of routes per workday, while Figures 6.5, 6.6, 6.7, 6.8 and 6.9
show the routes separately for each workday.

After the tests conclusion, we scheduled a meeting on June 2017 with CORESO’s
managers and truck drivers to present the results and to propose their application on
the cooperative routine. Drivers agreed to cooperate during 3 weeks to assess the
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Fig. 6.3 Spatial representation of the routes from Table 6.4

Fig. 6.4 Pairs of routes from Table 6.4, per workday
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Fig. 6.5 Routes from Table 6.4, Monday

Fig. 6.6 Routes from Table 6.4, Tuesday
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Fig. 6.7 Routes from Table 6.4, Wednesday

Fig. 6.8 Routes from Table 6.4, Thursday
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Fig. 6.9 Routes from Table 6.4, Friday

effectiveness of our routes. Unfortunately, some unforeseen events prevented the
application during all days. Nevertheless, drivers reported an improvement related
to traveled distance, although not mentioning a reduction on fuel consumption.

CORESO’s trucks do not come equipped with a GPS making it difficult for the
drivers to follow a route traced by streets. Indeed, the drivers are used to create their
routes by neighbourhood using a notebook, thus diminishing the model benefits.
They suggested the application of the model per neighbourhood, but we concluded
that it would be a less economic option, given the wild variation in the number
of streets. Some have as many as 5 streets while others, 28, making the solution
dependent on the neighbourhood tour order.

A new field test would require the acquisition of two GPS with a few months of
adaptation of use for the drivers until they become comfortable following a route
designed by streets and not by neighbourhoods.

In the last round of conversations with the CORESO’s managers, they reinforced
their interest in applying the model, but progressively, giving the driver time to
adapt.
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6.5 Conclusion

In this work, we presented an application of the Green Vehicle Routing Problem
(GVRP) to the case of a recycling cooperative—CORESO—situated in Sorocaba.
We proposed an Ant Colony System (ACS) with Tabu Search (TS) approach to the
solution of the GVRP.

The ACS metaheuristic has shown enormous potential applied to GVRP, obtain-
ing solutions within an error margin of only 0.55% when compared to exact
solutions obtained with an industry standard solver as GAMS. It should be also
pointed that the solution process took a mere 0.33% of the computational time
of GAMS. Parameter setting is a crucial step in this successful application of the
method.

Some indirect benefits for the cooperative can emerge from the adoption of a
GVRP model based scheduling system. Greenhouse gases emission assessment,
especially carbon dioxide (CO2), can help the cooperative enter the carbon credits
market (Quioto Protocol (1997) [32]). Different scenarios can quickly be tested
and the cooperative productivity can be increased while reducing furthermore the
environmental impacts.

From a managerial point of view, the adoption of a methodology based on GVRP
with metaheuristic solutions can bring agility into the decision process. Routes
and scheduling can be readily altered based on changes on the setup: increase or
decrease on the number of streets, fluctuations on fuel price, acquisition of more
trucks and so on.

Despite a few unforeseen events, the optimal routes were partially implemented
by the cooperative, resulting in a slight improvement related to traveled distances.
That was a huge step forward, but clearly there is room for improvements towards
the full application of the model.

From a wider perspective, Sorocaba is a participant of the “Programa Município
VerdeAzul (PMVA)” a state government initiative intended to provide tools to
quantify and support effective environmental management practices. A software tool
that can be instrumental on reducing greenhouse gases emissions can earn Sorocaba
a few positions up on the environmental state ranking [19], thus granting priority
on funds from the “Fundo Estadual de Controle de Poluição (FECOP)” and more
investments in environmental preservation.
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Chapter 7
Multilevel Optimization Applied
to Project of Access Networks
for Implementation of Intelligent Cities

Márcio Joel Barth, Leandro Mengue, José Vicente Canto dos Santos,
Juarez Machado da Silva, Marcelo Josué Telles, and Jorge Luis
Victória Barbosa

Abstract Studies about network infrastructure have been realized and applied in
a high variety of service-based industries, these studies are currently being used
to design the network infrastructure in smart cities. However, planning network
infrastructure in different levels is a big problem to be solved, because, generally,
literature presents solutions where just one level is processed and the problems
are solved individually. Planning the distribution and connection of equipment at
various levels of a network infrastructure is an arduous task, it is necessary to
evaluate the quantity and the best geographical distribution of equipment at each
level of the network. This research presents a metaheuristic inspired by the concepts
of the genetic algorithms. The proposed paper can search for solutions to plan
the network infrastructure of multilevel capacitated networks, solving the network
planning problem and obtaining results that are 20% better at cost when compared
with other solutions.

7.1 Introduction

Globalization, urbanization, and industrialization have been recognized as three
major factors driving human civilization in the twenty-first century. According to the
Organization for Economic Co-operation and Development (OECD), approximately
70% of the world’s population will soon live in urban areas. In this context,
many cities have created initiatives to become more intelligent in functional
terms, adopting Information and Communication Technology (ICT) as a way to
revitalize economic opportunities and to strengthen their global competitiveness,
consequently providing greater comfort to its habitants. The technologies aim to
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facilitate the accomplishment of routine tasks, to offer new services, to automate
actions, and to promote improvements in the daily life of the individuals and in the
administration of the cities. The big challenge that arises is which infrastructure
will support all the connectivity necessary to make the information available to the
various services, since a great network of “things” must be formed and consequently
will create a big “cloud of things” to store all the information generated. So, data
communication networks have become as important as other services such as power
and water supply to users, giving the feeling that this service should be available in
the same way as the power supply to turn on a lamp. In this way, data communication
networks need to have the same capillarity as electricity networks, for example, to
be able to serve users in the same way. In addition, with the increasing demand
for connection of several types of networked devices such as the implementation
of Smart Grid, IoT, and Smart City [16, 17, 20], an accurated planning is required
in order to provide access to communication networks in the best way and at an
appropriate cost.

In the literature, there are already several works [2, 13, 21, 22] indicating the
best application of methods for the elaboration of network projects in isolation
form, but the purpose of this work is to design the system in an integrated way
in order to provide access to data communication network to several habitants/con-
sumers/services connecting (Smart City) connecting various types of devices such
as sensors, Smart Grid, and end consumers, optimizing the best cost to network
installation. The objective of this article is to introduce a computational method that
can design access networks to solve the problem of network designs by exploring the
technique known as the problem of the Multilevel Capacitated Minimum Spanning
Tree (MCMST).

7.2 Basic Concepts

This chapter provides a brief introduction on the theories necessary for the
understanding of the work.

7.2.1 Smart Cities

Cities are certainly the greatest social constructions of mankind, not only because of
their complexity, but because of their ability to bring people together and facilitate
common interests. The problems of cities are known, often multidisciplinary and
complex solutions. Problems in meeting demands related to education, health,
urban mobility, and sanitation, among others, can be listed as priorities for public
managers. Those problems are also the main focus of companies involved in making
solutions and managing problems in urban environments.

As suggested by Lee et al. [10], a model proposal for intelligent city analysis
may be listed as: open government, service innovation, partnership formation,
urban proactivity, intelligent city governance, and intelligent city infrastructure



7 Multilevel Optimization Applied to Project of Access Networks for. . . 101

integration. This last topic meets the objective of this research, since it specifically
addresses the ICT infrastructure to support the initiatives of intelligent cities,
propitiating a high-speed communication network and providing the connectivity
of several complementary devices.

7.2.1.1 Examples of Need for Connectivity in Smart Cities

The idea of an access network project for smart cities from the ICT point of
view is to offer citizens applications and services that will improve their life
quality. Examples of applications, like Smart Grid, Smart Parking, Traffic Video
Monitoring, can also be seen in Fig. 7.1.

7.2.2 Access Network Topologies

Access network is a term that describes the communication network part that
provides the connectivity between end users (terminal nodes) and central unit
of the network. End users can also be signal relays for subnets. Next Generation
Network (NGN) refers to the convergence trend of fixed and mobile communication
networks, not leaving aside the currently used access technologies. The key factor to
achieve this goal is the encapsulation of traffic in the IP protocol. On the other hand,

Fig. 7.1 Intelligent systems framework of a city
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Internet of things for smart cities is a new concept and not deeply researched, that
has been conducted so far, as necessitating a dedicated communication network to
accommodate these applications. The combination of the aforementioned facts led
to research for solutions that provide high rates of transmission and high availability
for users.

7.2.3 Fiber Optic Network Technologies

Optical fiber is lightweight and flexible, made of glass (silica) or plastic, used in
telecommunication networks to carry light signals with a greater bandwidth than
any other wired technology. Due to low attenuation, the signals are transmitted over
long distances [11]. The optical fiber can be single mode or multimode. Multimode
fibers are characterized by a large core diameter (50–62µm). Due to this fact, in
multimode fibers there is a risk of greater dispersion which limits the distances
with this type of fiber [1]. The single-mode fiber has a smaller diameter than the
multimode (5–10µm), which allows the use of larger distances. Advantages of
using fiber optics: (a) high data transfer rates, on the order of terabits per second
in laboratory conditions; (b) use of long distances due to low attenuation; and (c) no
external electromagnetic field, providing network security.

7.2.3.1 Passive Optical Networks

With the growing need for data transfer by companies and home users using fiber-
optic telecommunication networks, the architecture of Passive Optical Networks
(PON) has emerged. This enabled telecom companies to invest less financial
resources in the infrastructure network to serve customers in the access net-
works [18]. The PON architecture allows a single fiber to be divided into more
fibers, serving several end users. This is possible with a passive component called
splitter, which is a passive fiber optic coupler that divides the “light” of a single fiber
into two or more fiber channels. This makes a connection in the telecommunication
exchange to be able to serve several customers in the last mile, making it possible
for companies to provide the use of fiber optic communication to a large part of the
population (residential and/or commercial users) with less financial investments.

The signal of a fiber can be divided into 2n fibers, currently n varies from 2 to
64 (it can also be said that the separation ratio is 2n). Figure 7.2 illustrates how the
splitter separates a fiber optic cable into a various fiber optic cables, in which case
the fiber is capable of serving several customers.

The divisions of a PON are shown in the network of Fig. 7.3. Clients are
connected to either an Optical Network Unit (ONU) or an Optical Network Terminal
(ONT) of a fiber, which has been divided into the system splitter of the Network
Optical Distribution (ODN) of the Optical Distribution Network, which is connected
to the Optical Line Terminal (OLT). This shows that it is possible to connect multiple
clients with only one fiber in the OLT.
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Fig. 7.2 Visual splitter scheme

Fig. 7.3 Passive optical network example

The PON network is an evolution of the point-multipoint network architecture,
whose main characteristic is the nonuse of electric energy through its physical
environment [1]. Therefore, it takes the name of passive optical network, that is, its
elements responsible for the distribution of the signal (splitters) are totally passive.

7.2.4 Graphical and Numerical Representation
of Telecommunications Networks

The graphical representation of telecommunications networks has been used for
the schematic representation of graphs, which facilitate the understanding of the



104 M. J. Barth et al.

explanations having the advantage of the easy apprehension by the human global
perception with regard to some of its topological aspects [14]. On the other hand,
the schematic representation is not suitable for providing a computer with data on a
graph structure. The data related to a graph will always need an internal numerical
representation, with which the computer can work. Next, the concept of graph theory
and its form of numerical representation for application in this work will be treated.

7.2.4.1 Theory of Graphs

Graphs are important mathematical tools with applications in several areas of
knowledge, successfully employed in solving computational problems [8]. A graph
is mathematically represented as a tuple:

G = (V ,A,ψG), (7.1)

where V represents the vertices (or nodes), A represents the edges, also called links
between vertices, and ψG the function that associates each edge of the graph G at
a pair of vertexes. Figure 7.4 shows the example of a graph represented by the set
G = (V ,A), where V = {1, 2, 3, 4, 5} is the set that represents the nodes, whereas
the edges are represented by the set A = {a, b, c, d, e, f }.

The mathematical representation of a graph, obtained from its geometric repre-
sentation, can be idealized by at least three forms [5]:

• Adjacency Matrix,
• Incidence Matrix,
• Linked lists.

In this work, the mathematical representation of graphs is presented in the
form of adjacency matrices, since this form expresses in a simple way how the
vertices are related (adjacencies) in a graph and also a smaller computational effort
to access the information [5]. According to [14], a telecommunications network
can be represented using Graph Theory. In his work, he presented the nodes as a
representation of the routers:

V = {1, 2, . . . , ||V ||} (7.2)

Fig. 7.4 Example of a graph
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The representation of the links between the nodes is represented by the edges:

A = aij , (7.3)

where A is a binary matrix, in which i and j represent the indexes, rows, and
columns, respectively, which contains the values 0, for absence of link, or 1, for
the presence of connection between two vertices.

In the work developed by Martins [12], we also use graph theory to represent a
communication network for energy meters.

For this work, simple and nonoriented graphs representing the data communica-
tion network will be considered, since all equipment involved in the infrastructure
are transceivers.

7.2.4.2 Representation of a Graph by Adjacency Matrix

It is a simple representation where a graph is expressed by a matrix A = aij through
the nodes and relations between the edges. The elements of these arrays are usually
represented by 0-1 (Boolean) [12]. The binding function ψG, by definition, can be
expressed by the equation:

ψG =
{

aij = 1, if there is a connection (i, j),
aij = 0, if there is no connection (i, j).

(7.4)

As an example, the communication network, represented in Fig. 7.5, is assumed
as a network established between routers, which can be represented by a simple
graph, as shown in Fig. 7.4.

From the graph formed by the observation of the network, it is quickly possible
to identify the adjacency matrix formed by the bonding function of the nodes ψG,

Fig. 7.5 A communications
network and its links
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exemplifying in Eq. (7.5):

A =

⎡

⎢⎢⎢⎢⎢⎣

0 1 1 0 0
1 0 0 1 0
1 0 0 1 1
0 1 1 0 1
0 0 1 1 0

⎤

⎥⎥⎥⎥⎥⎦
(7.5)

7.2.5 The Minimum Spanning Tree Problem

The minimum spanning tree problem (MSTP) is to find, given a graph with weighted
edges, a connection structure (tree) in which all nodes (spanning) connect (directly
or indirectly) to each other. This structure must have the lowest possible weight,
where the weight is given by the sum of the weights of the chosen edges (minimum).

Let G = (V ,A) be a nondirected graph and connected to a set of nodes V =
{0, 1, . . . , v} and a set of edges A. Each node i ∈ V has a weight bi ≥ 0 with
b0 = 0. The weight of the node can be interpreted as a required demand. Each
edge (i, j) ∈ A has a cost cij associated with its use in the spanning tree. The
Capacitated Minimum Spanning Tree Problem (CMSTP) is to determine a minimal
cost spanning tree on G, centered on node 0 (root), with the additional restriction
that the sum of the weights of the nodes of any subtree connected to the root cannot
be greater than a constant Q.

When all weights of nodes are equal, we have the homogeneous version of the
problem that can be treated as a unit demand problem. For 2 < Q < n/2, in the
work of [15] it was shown that the problem is of the NP-difficult class.

7.2.5.1 Multilevel Capacitated Minimum Spanning Tree Problem

The multilevel capacitated minimum spanning tree problem (MCMSTP) is a
generalization of the CMSTP, being the first research presented on the subject by
Gamvros et al. [4]. The difference between the CMSTP and the MCMSTP is that in
the second problem the installation of facilities with different capacities is allowed.

In the MCMSTP, a graph G = (V ,A) is given, with a set N = {0, 1, 2, . . . , n},
where node 0 represents the central terminal from which the flow should exit and
the others are the consumers, and a set of arcs A, bi being the traffic demand (or
weight) of the node i to be transported from node 0, features of type 1, 2, . . . , L

with capacities Z1 < Z2 < · · · < ZL and a cost function cl
ij denoting the cost

of a facility of the type l installed between the nodes i and j. The goal then, like
MCMSTP, is to find a minimum cost network to carry the required traffic, where the
flow over each facility cannot be greater than its capacity.
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In the flow-based models for the MCMSTP, the flow goes from the central node
towards the terminal nodes. In the model presented by Gamvros et al. [4], the flow
leaves the end nodes towards the central node. Each terminal node has a product that
must be transported to the central node. The origin of the product k is the K node.
The third variable, f k

ij , indicates the flow of the product k through the arc (i,j).

7.3 Target Issue and Proposed Methodology

In this section, the focus problem about network infrastructure design that is used by
telecommunication companies is detailed, a present challenge in different business
areas and utility companies such as energy, gas, and water distribution. The problem
is often the same: to optimize the installation of equipment in a geographic region in
order to reduce costs. This problem has been modeled and studied in the literature
as a Network Design Problem (NDP). Thus, for the network planning problem, the
Multilevel Capacitated Minimum Spanning Tree (MCMST) model will be used;
And, some points need to be observed: (a) number of clients to be served (demand
nodes) of the network; (b) number of network levels; (c) quantity and location of
equipment at each level (facilitators); and (d) the path between the nodes considering
the geographical area.

7.3.1 Target Issue

With the growth in traffic demand driven by the universalization of services, the need
for high-speed telecommunication access networks and capacity is increasingly
needed, especially with regard to the implementation of smart city concepts, where
sensors must be strategically distributed for the collection of information in order
to supply with information the applications available to managers and citizens.
In many cities, fiber optic networks already exist, but they still cannot have
maximum coverage to provide the services of an intelligent city. In order to carry
out the planning of communication network projects to meet the requirements of
an intelligent city, the following section presents the proposed method, where the
strategies that allow the elaboration of projects for access communication networks
are applied through computational methods.

7.3.2 Proposed Methodology

This section has the purpose of presenting the mathematical modeling of the issue,
the strategies adopted in the solution search, and the proposed architecture for the
computational system.
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Fig. 7.6 Exemplification of the levels of a network with 3 levels

7.3.2.1 Mathematical Modeling of the MCMST Problem Applied in this
Work

This section presents the mathematical formulation (part of the contribution of
this paper) that represents the problem of multilevel network infrastructure. The
representation makes it possible to identify the various levels of the network
(MCMSTP) by maintaining a unique path between the central node (OLT—Optical
Line Terminal) and the client nodes, as can be seen in Fig. 7.6. Taking into account
some assumptions that impact the cost of the project.

The optimization model is given by:
Minimize:

m∑

i=1

n∑

j=1

Xij

(
CcDij

) +
V −1∑

l=1

n∑

i=1

n∑

j=1

Zlij

(
ClDij

) +
V∑

l=1

n∑

i=1

WliEl (7.6)

Restrictions:

V −1∑

l=1

n∑

j=1

Zlij = 1,∀i (7.7)

n∑

j=1

Xij = 1,∀i (7.8)

V∑

l=1

Wli ≤ 1,∀i (7.9)
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where:

• m: Number of customers;
• n: Number of nodes eligible to receive equipment;
• Xij : Connection between the client i and the equipment j of level 1;
• V : Number of network levels;
• Zlij : Connection between nodes i and j to level l;
• Cc: Cost of customer connection at the level 1;
• Dij : Distance between nodes i and j to level l;
• Cl : Level l connection cost;
• Wli : Equipment installed at level l of node i;
• El : Cost of an equipment at the level l

The objective function represents the total cost of the network consisting of the
installation cost (cables and installation services) plus the cost of the equipment
used at the network nodes. The cost of fiber optic cables, other materials, and the
service is obtained by a simple function using the length of the cables installed.
The monetary value of the variables associated with costs is stored in auxiliary
arrays and the cost of installing an equipment is considered ten times greater than
the previous level (100, 1000, 10,000, . . .). This relationship of values is used to
maintain compatibility with the values applied in the implementation of different
levels of infrastructure. The value ratio used for each level takes into account the cost
differences between the equipment. Another cost considered in the function is the
distance of the route between the equipment and between equipment and customers.
Generally, the cost of this distance is the monetary cost of the cables used plus the
installation cost. For the experiments, one (1) monetary unit is considered for the
first level, two (2) monetary units for the second level, three (3) monetary units for
the third level, and so on.

The constraint (7.7) defines the binding between nodes for each level, where
this binding can only have a one-level destination. While the constraint (7.8) shows
that each client can only be connected to a point on the first level. And, the
constraint (7.9) identifies that each point can only have one type of equipment
installed.

7.4 Methodology of the Experiments

The NDP solution consists of two steps, which together aim to optimize the design
of the network by minimizing connection and installation costs. These steps are:

• Creation of an adjacency array from the problem database;
• Execution of the optimization routine using genetic algorithm.

The adjacency matrix contains the minimum distances between points in the
network and is created using the Floyd–Warshall [3] algorithm, because it has
excellent performance and has a very simple implementation. Thus, the array is
created quickly. The purpose of assembling the adjacency matrix at the beginning
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Fig. 7.7 Overview of the proposed genetic algorithm

of the solution is to avoid the need to perform minimum path routines in the genetic
algorithm evaluation routine, as well as to store the minimum paths between the
pairs of points.

The model used to obtain NDP solutions uses a genetic algorithm [6, 7], as it
is a widely studied metaheuristic that yields good results for NP-Difficult problems
such as NDP [9]. Figure 7.7 gives an overview of how the genetic algorithm works,
having its main idea based on the evolution of species in nature, where the fittest
individuals are more likely to survive and transmit their genetic characteristics to
the new Generations.

The algorithm starts with a randomly generated population and through the
process of mutation and crossing new individuals are generated. A selection process,
where the fittest are more likely to survive, is responsible for reducing the population
again to the beginning of a new generation and restarting the process from this new
population. During the processing of the generations, individuals are evaluated and
the one with better fitness is stored as the best solution.

Representation of Individuals The genetic algorithm uses a chromosome to
constitute an individual, which represents a viable solution to the problem. The size
of the chromosome is equal to the number of network points where it is possible to
install an equipment. In this, sizes are not included in the demand points, because in
our model there is no need to include them in the chromosome. In the chromosome,
each part (gene) represents a point on the network where there is the possibility of
installing an equipment. Each gene can assume a value of 0 at the level limit, where
0 means that the point will not be used, 1 means that it will be used by a level 1, 2
by a level 2 equipment, and so on up to the limit of working levels, which can be
seen in Fig. 7.8.

Objective Function For each individual obtained, it is necessary to extract the
index representing their quality or aptitude. This is done through the objective
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Fig. 7.8 Example of a
chromosome with a level
limit equal to 3

function, which in this work is the sum of the costs of each connection and each
installation. These values are obtained after the processing of the evaluation routine
of the individuals.

Population and Initialization The model was implemented with a population of
50 individuals, which are randomly initialized. At initialization, the parameter Pv
was implemented, which represents the probability that a chromosome gene will
be started with zero value (empty network point). Thus, Pv = 1 indicates that
the probability of having empty points is the same as the other types, Pv = 2
indicates double the probability, and so on. The motivation of using this parameter
is very common in NDP problems, where an optimized network with more empty
points is desired than with equipment. Thus, the genetic algorithm is already part
of a better solution, besides the fact that the execution of the generations becomes
faster, since the processing time of the evaluation function is proportional to the
number of points with equipment. In the proposed experiments, the value used for
Pv was 2.

Reproduction and Selection In each new generation, 700 new individuals are
created by combining each individual with the 14 most apt of the population. Thus,
out of a total of 750 individuals, only 50 are selected for the next generation. The
creation of the 14 new individuals (for each one already existent) is made using
the mapped partial cross-over method (PMX) and the mutation method through
internal exchange in the chromosome (Swap operator). The PMX crossover method
requires an adjustment where, after performing the crossover, a check is made
to ensure that all levels are represented on the chromosome with at least one
occurrence. The crossover percentage is 90% and the mutation rate is variable, being
determined randomly between 0.1% and 10% every 10 generations. The selection of
the 50 surviving individuals for the next generation is made by composing the best
individual (elite selection) plus another 49 selected through the selection roulette
method, where the probability of selection is given by the inverse of the index
generated by the objective function.

Instances Used After the definition of the model and its coding, the program was
tested with two distinct instances, one with 3 and other with 5 levels for each of the
three databases in order to obtain the optimization results.
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Implementation The implementation of the proposed model is basically divided
into two distinct parts:

• Routine of control for evolutionary part: responsible for the processing of
the generations, maintenance of the population, crosses between individuals,
mutations of the chromosomes, application of selection roulette to select the new
generation, and verification of the criterion of stop, which in our case will be the
limit of 5000 generations.

• Routine of evaluation of the individuals: responsible for the transformation of
the chromosome in map containing the connections of the demands and of the
nodes of connection until the central node. This step is performed in three distinct
parts:

– Connecting the demands to the first level nodes: each demand is connected to
the nearest first level node, among those available according to the indication
on the chromosome. The choice of the nearest level 1 point occurs with the
aid of the adjacency matrix generated at the beginning of the optimization
process.

– Connection of the intermediate nodes to the nodes of the next level: each node
of the level n is connected to the node of the nearest level n + 1, among those
available according to the indication of the chromosome. The choice of the
closest level point n+ 1 occurs with the aid of the adjacency matrix generated
at the beginning of the optimization process.

– Sum of the costs of each connection and each installation, thus generating the
value of the objective function.

7.5 Tests and Results

The genetic algorithm able to work with the proposed model was coded in Pascal
language and each test instance was executed 10 times. For the execution of the
program, a computer with Windows 8.1 operating system, 2.4 GHz Intel Core
i7-4500U processor, and 8 GB of memory was used, where only one physical
processing core was used exclusively for execution (without parallel processing).
Three databases were used according to the information contained in Table 7.1,
whose results are compared with the work presented by Silva et al. [19] and shown
below.

Table 7.1 Georeferenced databases

Coordinates (local candidates
Data base Demand nodes for installation of facilities) Area (km2)

Base 1 50 390 2.1

Base 2 105 583 2.5

Base 3 405 1624 6.1
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Instance 1 Results Table 7.2 presents the results obtained by the proposed genetic
algorithm. In the table, the results are separated into rows for each level. Each
column represents a database that accounts for: (a) the number of demands to be
met; (b) the number of facilities found to meet the demands at each level; and (c)
the cost of the solution in monetary units. In Fig. 7.9, the map with the result of
base 1 with 3 levels is presented. The last line of the table brings the percentage
improvement result in relation to the other algorithms.

Table 7.2 Instance 1 results

Algorithm Data base Base 1 Base 2 Base 3

Demands 50 105 405
GA [19] Level 1 28 46 132

Level 2 6 10 81

Level 3 1 1 75

Execution time (s) 5589 17,385 213,287

Total cost 52,250 73,526 963,382
GA [19] Level 1 14 23 67

Level 2 4 4 15

Level 3 1 1 3

Execution time (s) 5326 13,922 136,583

Total cost 46,476 56,666 184,987
GA (proposed) Level 1 7 12 87

Level 2 2 2 9

Level 3 1 1 1

Execution time (s) 120 180 3600

Total cost 35,615 47,608 149,274

% improvement 23.4% 16.0% 19.3%

Fig. 7.9 Map with the result for base 1 of 3 levels
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Table 7.3 Instance 2 results

Algorithm Data base Base 1 Base 2 Base 3

Demands 50 105 405
GA [19] Level 1 24 46 126

Level 2 6 11 87

Level 3 1 1 75

Level 4 1 1 68

Level 5 1 1 68

Execution time (s) 7339 26,328 390,967

Total cost 1,152,755 1,172,926 75,688,821
GA [19] Level 1 20 23 65

Level 2 6 6 16

Level 3 1 1 3

Level 4 1 1 2

Level 3 1 1 2

Execution time (s) 7339 19,232 220,884

Total cost 1,150,260 1,158,810 2,394,322
GA (proposed) Level 1 16 19 398

Level 2 3 3 222

Level 3 1 1 1

Level 4 1 1 1

Level 5 1 1 1

Execution time (s) 442 1200 8000

Total cost 1,138,735 1,150,620 1,915,742

% improvement 1.0% 0.7% 20.0%

Instance 2 Results Although it is common for telecommunications networks to
have three levels of equipment, in some situations, such as PON, it may be necessary
to plan networks with more levels. Table 7.3 presents the results with 5 levels. In
Fig. 7.10, the map with the result of base 1 with 5 levels is presented. The last
line of the table brings the percentage improvement result in relation to the other
algorithms.

7.6 Conclusion and Future Work

Telecommunications networks are becoming very important for society as a whole
and especially for smart cities. The availability of means of communication brings
with it the need for better network planning. In this paper, the NDP was modeled
as an optimization problem. The expected result of this work was reached with
the best network planning at a more affordable cost, taking into consideration the
comparison with the work of [19] presenting better results due to the decision to
elaborate the adjacency matrix containing the minimum distances between network
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Fig. 7.10 Map with the result for base 1 of 5 levels

points before starting the optimization with the genetic algorithm, since the results
obtained showed an improvement of approximately 20% for the 3-level and 20%
instance for base 3 in the 5-level instance.

As future work, more restrictions will be added and analyzed beyond those
presented in this paper, such as: (1) the maximum length of a cable is 2000 m;
(2) the normal attenuation of an optical fiber is 0.25 dB/km, the attenuation for
each fusion welding is 0.05 dB/splicing, and the safety attenuation is 5.2 dB; (3)
the maximum tolerated attenuation value is 28 dB; and (4) the maximum value
of splits is 32. These technical restrictions are of vital importance because if the
level of attenuation and the maximum distance between the client nodes and the
central point of the network is not respected it will not work in perfect conditions.
And, also the development to effectively find the best configuration of the hybrid
network (optical—wireless) of a smart city in a simplified way, in order to provide:
(a) to meet all the data communication demands necessary to operationalize a Smart
city; (b) the refinement and expansion of the hybrid network, regarding the issue of
redundancy; and (c) the comparative analysis between CAPEX × OPEX aiming at
the sustainability of the network.
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Chapter 8
An Experimental Study of Regression
Techniques for the Residential Energy
Consumption Forecast in the Brazilian
Scenario

Leonardo Vasconcelos, José Viterbo, Igor Machado Coelho,
and João Marcos Meirelles da Silva

Abstract The world population has been rising on a large scale, and this directly
reflects on the electricity consumption. In this scenario, techniques for accurately
forecasting energy consumption are particularly important, since these data can
be applied in decision-making and good planning aimed at providing constant
and reliable energy. Forecasting energy consumption with the most accurate value
possible is not a trivial task and depends on some factors. One of the most recent
works dealing with the subject at the Brazil presented a fuzzy logic-based prediction
model using consumption, Gross Domestic Product index (GDP), and population
and obtained good results. This work aims to evaluate, through an experimental
study, the performance of classical regression techniques—linear regression, multi-
layer perceptron, and support vector regression—in energy consumption forecast
in the Brazilian scenario. Also, we verified whether the inclusion of additional
socioeconomic data could contribute to obtaining a more efficient model. When
compared to the results available in the literature, our approach demonstrated
superior performance in some situations.
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8.1 Introduction

The world population has been rising on a large scale. There was a jump from
3 billion people in 1960 to 7 billion in 2015 [1]. This result directly reflects the
consumption of electricity. In the public, residential and agricultural sectors from
1971 to 2012, consumption rose from 4.65 to 18.6 billion GWh [2], which shows
that world energy consumption has increased much more than population [3].

In Brazil, this growth followed the same proportion. According to the IBGE, the
population rose from approximately 157 to 206 million in the period from 1996 to
2016 [4]. And, the consumption of electricity, according to data from Eletrobras—
Centrais Elétricas Brasileiras SA—increased from 20 thousand GWh to 38 thousand
GWh in the period from 1996 to 2016 [5]. As in the whole world, both in the
economic space and in the political field, the electric sector is changing. This factor
is due to the deregulation of the electricity sector and privatization. In Brazil, for
example, this reform began in 1995 with the publication of the Concession Law in
1995 [6].

The hydroelectric plants are the ones that produce the most energy in Brazil, yet
the country has faced significant problems related to energy. A large socioenviron-
mental is generated to build a hydroelectric plant, such as destruction of fauna and
flora by creating dams with large areas of flooding and expropriation of rural or
urban areas [7].

Residential energy consumption represents 30% of the total consumption of
the entire planet, and in each country, the residential energy consumption varies
from 16% to 50%. Therefore, it is interesting to understand the profile of this
class of consumption, aiming at the implementation of more efficient technologies,
population awareness, energy conservation, constant supply, and even substitution
(if possible) for renewable energy sources [8].

Given this scenario, techniques for accurately predicting energy consumption
are advantageous, since these data can be applied for decision-making and proper
planning aimed at the uninterrupted and reliable supply of energy [9]. In developed
and developing countries, the forecast of energy consumption is of high relevance to
their governments, since a forecast below actual consumption would lead to possible
interruptions of energy and increase the operating costs of energy suppliers, and
these costs would be passed on to the consumer. On the other hand, a forecast above
actual consumption could result in idle capacity making it unnecessarily wasteful of
financial resources [10].

Predictions of short-, medium-, and long-term electricity consumption play an
essential role for governments in developing countries as they are the basis for
planning investment in the energy sector [10]. In addition, predictions are very
important to sustain industrialization, growing demand for electricity, and stable
long-term energy policies. A quality forecast is essential in designing tools that
will fuel consumers when needed since it is impossible to store the alternating
current [11].
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According to Todesco [12], one of the primary goals of an energy concessionaire
is to provide quality service at a fair price through efficient energy distribution
management. In Turkey, for example, official consumption estimates are higher than
consumption values, and because of this, the results are reviewed every 6 months by
official government bodies [10]. To improve such cases, the distribution networks
must do their utmost to allocate their investments and operational resources
optimally. Therefore, the concessionaires continuously seek the improvement and
optimization of energy distribution.

It is also worth noting that in some countries like Brazil, for example, some
consumers do not have a conscious energy consumption, wasting energy with the
use of electrical appliances without worrying about the consequences. Therefore,
it is interesting to guide the population with the objective of increasing the
conservation of electric energy [7].

Smart meters solutions [13–15] can help users to reduce energy consumption.
Each consumer or supplier can consult information about electricity consumption.
In addition to being accurate, this information is presented in detail, making it easier
to define a consumption profile. This profile can be used to find ways to save energy
and reduce costs. In addition, smart meters can help consumers compare the prices
of competing suppliers [16], and based on forecast models anticipate their costs with
energy bills [17].

Several techniques are usually used to predict energy consumption, among which
regression techniques are being utilized as one of the most applied in the forecast
of electricity consumption [10]. Regression is an approach that makes it possible
to obtain a functional relationship between dependent variables (y) and explanatory
variables (x) [18]. In other words, regression in a general way is to calculate values
using a function obtaining a response (in our case a prediction) through explanatory
variables. The best-known regression techniques are: linear regression [19], neural
networks [20], and Support Vector Regression—SVR [10].

In the papers presented in the literature, several methodologies are found,
with the objective of solving problems specific to particular countries or regions
[10, 11, 21]. Classical techniques such as regression support, neural networks, and
linear regression techniques, but also emerging techniques of optimization and neb-
ulous logic, such as particle swarm optimization, are usually employed [22], gray
model [11], Fuzzy Logic [21], and evolutionary strategies with fuzzy model [23, 24],
among others. However, to obtain a model with good accuracy, some points must be
analyzed [10]. Firstly, the parameters that affect the consumption of electricity must
be well defined. Second, an appropriate methodology must be chosen to generate
the model. And, thirdly, the model created should provide extensions for future
improvements in performance.

This article aims to evaluate energy consumption forecasting techniques for
the Brazilian scenario. Our objective was to answer two questions: (1) “Using
the data of consumption, GDP, and population, as in [25], can one obtain better
results by employing classical regression techniques?”; and (2) “Given additional
socioeconomic data, can a better quality be obtained?”. We considered linear
regression, multilayer perceptron, and SVR techniques, which are the widely
applied algorithms in prediction and regression problems [10, 26]. We compare the
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results of the forecast with the data presented in [25] which is one of the most
recent work in the literature to perform residential energy consumption forecasting
in Brazil.

This work is organized into seven sections, including this introduction. In the next
section, we discuss the regression methods and evaluation parameters using in this
work. In Sect. 8.3, we describe the prediction of energy consumption in the world
and then present what has been developed in Brazil. In Sect. 8.4, we discuss the
materials and methods involved in the prediction of regression models. In Sect. 8.5,
we present our experimental analysis and compare it with the present results in
the literature. In Sect. 8.6, we insert new explanatory variables and see if they can
improve the quality of the forecast. Finally, in Sect. 8.7 we present our conclusions.

8.2 Regression Methods

Regression is an approach that allows obtaining a functional relationship between
dependent variables and independent variables. Below, we will present a more
detailed analysis of linear regression, multilayer perceptron, and support vector
regression which are the methods used in our experiments.

Regression in a general way consists of calculating values through a function
receiving a response (in our case a prediction) through explanatory variables.
Regression, in complex systems such as energy consumption, can be observed
as an iterative process, that is, where its output is used to identify, validate,
criticize, and supposedly modify its entries [18]. A linear regression is called
simple when it has only one dependent variable and multiple when it has more
than one dependent variable. For example, when generating a prediction with
linear regression using just a database of energy consumption, we are performing
a simple linear regression. Similarly, by generating a linear regression using a basis
containing energy consumption together with GDP, we are generating a multiple
linear regression.

Multilayer Perceptron (MLP) neural networks are composed of neurons that
interact with each other using weighted connections [27]. They have obtained good
results in several problems among these; some considered difficult [28]. Mainly, an
MLP consists of an input layer, a set of sensory units (source nodes), one or more
hidden layer(s), and an output layer. The latter two layers have a computational
capacity. The input signal propagates from layer to layer always forward. The input
layer is where the input data resides and is composed of sensory units. Its function
is to forward the data to the first hidden layer. The hidden layer(s) has the function
of receiving input layer data, processing it, and routing it to the output layer. The
output layer has the function of responding propagated by the hidden layer.

The support vector regression (SVR) is based on the inductive principle of
structural risk minimization, which seeks to minimize an upper limit of the
generalization of error consisting of the sum of the training error and a level
of confidence. This principle makes many problems in machine learning have
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better generalization performances with SVR than with other techniques. The SVR
training is equivalent to solving a restricted problem of quadratic programming
linearly so that the solution of the algorithm is always globally optimal and unique,
which avoids the risk of local minimums. The solution to the problem in the SVR is
dependent only on a subset of training data points, called support vectors. According
to the literature, SVR has been shown to be a very efficient algorithm for solving
general regression problems [26, 29, 30].

The metrics used in our experimental analysis to compare the performance of the
models are Mean Absolute Percentage Error (MAPE), Mean Absolute Deviation
(MAD), and the Root-mean-square error (RMSE). They are calculated as follows:
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where yr = Real value, yp = Estimated value, and n = number of points analyzed (in
our case, the total of the analyzed years).

8.3 Energy Consumption Forecast

Growing energy consumption has raised concerns worldwide about the depletion
of energy resources, the massive environmental impacts on energy production, and
supply difficulties [3]. Finding the best way to provide energy without affecting
the global economy and polluting as little as possible is an urgent problem for all
countries [31].

The forecast of energy consumption is also very useful for planners and energy
managers [9]. Through knowledge of price and income elasticities, utilities can
create convenient demand policies and thus help policymakers develop policies to
reform the electricity sector. Given that forecasting demand is important to potential
investors in the electricity sector and to companies involved in the electricity
business they need to plan their future strategies. In the next subsections, we will
address the work that uses prediction of energy consumption at the national level
and smart homes.
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8.3.1 Forecast of Aggregate Energy Consumption
at the National Level

Hamzacebi and Es [11] used an algorithm that performs predictions with incomplete
data and little information called Optimized Gray model (OGM). It was applied to
forecast the energy consumption in Turkey in the years 2011–2025. Two approaches
were used for direct OGM and iterative OMG. The direct OMG only uses the base
data to carry out the forecast. The iterative approach uses the baseline data but its
own predictions to get a result. The database contains energy consumption for the
period from 1945 to 2010. The years 1945–2005 were used for training and the years
2006–2010 for testing. The MAPE results of the direct OGM (3.28%) were higher
than those of the iterative OGM (5.36%) and also those presented in the literature
(3.43% and 4.6%).

Kaytez et al. [10] observed that technique least squares support vector machines
(LS-SVM) had not been applied in the prediction of energy consumption. Based
on this, he presented the LS-SVM for the consumption forecast and compared the
data with the algorithms of multiple linear regression analysis and neural networks.
The algorithms had as input a database of Turkey with the attributes of gross
electricity generation (TWh), population (millions), installed capacity (GW), and
total subscribers (millions) covering the period from 1970 to 2009. The LS-SVM
obtained the best result as the other algorithms obtaining 0.876% training error
and 1.004% error in the test using the MAPE metric. Its performance outperformed
the neural networks having 4.86% training error and 1, 19% error in the test, and
multiple linear regression with 4.01% training error and 3.34% error in the test.

Torrini et al. [21, 25] proposed a fuzzy logic methodology to predict annual
energy demand in Brazil. According to them, the recent models presented in the
literature on fuzzy logic only involve GDP or univariate variables. So, they offered
a model containing the total population and GDP. The database covers the period
1980–2013 including the attributes: population, GDP, and energy consumption of
the residential, industrial, commercial, and other sectors. The first 25 years were
used for training and the last 10 years for testing. A forecast was made from 2014
to 2030. In the first step, the data of the total consumption of Brazil were used, the
results compared with the Holt 2-parameter model using the MAPE metric. The
fuzzy model obtained better results in the prediction of Brazil containing 1.46 of
MAPE than the model Holt 2-parameter that obtained 5.81 of MAPE. In the second
stage, consumption data were used in classes, divided into residential, commercial,
industrial, and other sectors. The results showed that the incorporation of the
population growth rate together with the GDP had a significant contribution to the
quality of the forecast of residential consumption models and the total consumption
of Brazil.
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8.3.2 Use of Consumption Forecast in Smart Homes

In [32], Arora and Taylor studied the forecast energy consumption of smart meters
using the conditional kernel density estimation. The data density present in the
smart meters was modeled using distinct implementations of kernel density and
conditional kernel density estimators. Then, density predictions were derived to
predict the cost of energy consumption for six types of tariffs. They considered
two points: the first was to compare the different costs that would have the potential
to occur in the future. The second was, for each available rate, to choose which rate
would generate a lower cost. Three different criteria were used for the choice of
tariffs. The results showed that the exchange between tariffs generated a lower cost
compared to cases where consumers had only one tariff over the whole period of
time.

In [33], Laurinec and Lucká used clustering and the Seasonal naive, Multiple
Linear Regression, Random Forests, and Triple Exponential Smoothing algorithms
to predict the disaggregated electricity load of a final consumer in a smart grid.
Two smart meter databases were used of the countries: Irish and Slovak. The Irish
database is comprised of residential, small- and medium-sized, and other customers.
Most of the data is residential consumption. The database, after removing the
missing data, was left with 3639 instances. Each measurement was performed within
30 min, that is, 48 measurements per day. The Slovak database, after removing the
missing data, was 3607 instances. Each measurement was performed within 15 min,
that is, 96 measurements per day. The data were evaluated using the evaluation
measures: Mean Absolute Error (MAE) and Root Mean Square Error (RMSE).
The results showed that clustering reduced the prediction error in the MAE metric;
however, they did not decrease the median error because of the type of the smart
meter data. The results also showed that the proposed approach needs to train fewer
models, which reduces the processing load of the training stage.

In [34], Ponoćko and Milanović used neural networks to predict the flexibility of
the aggregate residential power load from a day-ahead. Data was collected from
smart meters. Two methodologies were proposed. In the first one, the load was
broken down considering the individual consumption of each item in the residence.
In the second methodology, the artificial neural networks were used to disaggregate
the total load of energy consumption. The proposed methodology was tested in
statistics in the United Kingdom. Shortly there after, it was validated with data
from a real dataset. The results showed that the coverage of the smart meters
interfered more in the accuracy than the missing data. It was also identified that
no meteorological data or a high number of historical data was required to train
the model. Although the methodology has been applied in the residential sector, it
can be used in other sectors such as commercial, industrial, and both together. The
authors also argued that the accuracy of the model was greater when the data used
for training were composed by users’ neighbors.
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8.4 Materials and Methods

For the computational experiments carried out in our case study, we used eight
public databases. The instances and the explanatory variables were extracted in
the respective periods of each case. We chose to use the data of residential energy
consumption, Gross Domestic Product (GDP), and population because it is the same
bases used by used by Torrini in [25], to compare our results.

In addition to the residential energy consumption, GDP, and population bases
presented in [25], we believe that the minimum wage could interfere with consump-
tion, since raising the minimum wage may increase the purchasing power of some
citizens and consequently these citizens could invest in new electrical appliances
contributing to the increase in energy consumption.

The decrease in the exchange rate for the purchase of the dollar could lead to a
fall in the price of imported products and indirectly the purchase of electrical and
electronic technological products, also contributing to the increase in consumption.
The average tariff could contribute to an increase in consumption if its value is
reduced or also to decrease consumption if its value is increased since the citizen
would strive to save energy in order to reduce the value of his bill. The price of a
barrel of oil can indirectly interfere with the economy of users, and a citizen could
save his residential energy to travel by car, for example.

For the realization of our experiments, we used public databases available in open
data portals in Brazil and worldwide. The Brazilian bases are of residential energy
consumption [5], Gross Domestic Product (GDP) [35], population [36], minimum
wage [5], commercial exchange rate to purchase US$ (US$) dollars in real (R$) [5],
and average consumption tariff [5]. The foreign bases are the price per barrel of
Brent crude oil [37], and the price per barrel of WTI crude oil [37]. Below is a
description of each base used in our experiments.

In Table 8.1, we present a list of the open databases selected, with the sample
periodicity and coverage period of each time series. The base energy consumption
1 only had data until the year 2012. To complete the remaining years, we selected

Table 8.1 List of the open
databases selected, with the
sample periodicity and
coverage period

Base Series Period

Energy consumption 1 Annual 1963–2012

Energy consumption 2 Monthly 1976–2017

GDP Annual 1962–2016

Population Annual 1980–2050

Minimum wage Monthly 1940–2017

Exchange rate Annual 1942–2015

Average consumption tariff Annual 1942–2015

residential electricity

Price per barrel of Brent crude oil Monthly 1987–2017

Price per barrel of WTI crude oil Monthly 1986–2017
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Table 8.2 Correlation matrix
of energy consumption with
other explanatory variables

Explanatory variable Correlation

Energy consumption (consolidated) 99.45%

GDP 93.04%

Population 97.45%

Minimum wage 92.86%

Exchange rate 76.99%

Average consumption tariff 92.09%

Price per barrel of Brent crude oil 85.93%

Price per barrel of WTI crude oil 84.35%

the monthly base energy consumption 2. We added the monthly consumption of the
years 2013, 2014, 2015, and 2016 to generate the annual series. Therefore, in all
this work, when we refer to energy consumption, it will refer to the annual energy
consumption (consolidated) base formed by the combination of the two series of
residential energy consumption.

The monthly bases: minimum wage, barrel price of Brent crude oil, and barrel
price of crude oil WTI were transformed into annual bases, for this was calculated
the arithmetic average of the months of January to December of the current year.
The bases: price per barrel of Brent oil and price per barrel of WTI oil contained
missing data from 1980 to 1987 and 1980 to 1985, respectively. In place of these
missing data was inserted the symbol ‘?’ to be treated by the algorithms according
to the standard form of each implementation used in WEKA. In SMOreg and linear
regression, the missing data is filled by the mean. In multilayer perceptron neural
networks, the missing data is ignored by setting the input value to 0. Table 8.2 shows
a correlation matrix of the explanatory variable energy consumption with the others
variables. We chose to use the data from 1980 because it is the same initial period
used by Torrini in [25], to compare our results.

The computational experiments were performed using the WEKA tool in
version 3.8.1 [38, 39], along with the Time Series Analysis and Forecasting plugin
1.1.25 [40]. The following Weka algorithms were employed: Linear Regression
that implements simple and multiple linear regression [38]; Multilayer Perceptron
that implements the multi-layer perceptron neural network [38]; and the Sequential
Minimal Optimization (SMOreg) [41] which implements the regression support
vector machine. The SMOreg algorithm was proposed by Shevade et al. in [41]
in the year 2000. It offers an optimization of the SVR algorithm proposed by Smola
and Scholkopf in [42].

Training of all models was performed using lags. In an experimental analysis, we
achieved the best results when we used five lags. The first containing 1 year of lag,
the second 2, and so on until the fifth that contained 5 years of lags. The linear
regression model has no parameters for configuration. However, the multilayer
perceptron neural network models and the support vector regression require their
parameters to be calibrated. However, no technique in the literature determines the
choice of parameters, and they are chosen according to the user experience.
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Table 8.3 Parameters used in SVR calibration

Kernel Valor (kernel) C ε

Polynomial Exponent (1; 0.5; 0.25) 1; 0.1; 10 0.0001; 0.001; 0.01

Normalized polynomial Exponent (2, 0.5, 0.25) 1; 0.1; 10 0.0001; 0.001; 0.01

RBF Gamma (1; 0.5; 0.25) 1; 0.1; 10 0.0001; 0.001; 0.01

PUK Omega (1; 0.5; 0.25) 1; 0.1; 10 0.0001; 0.001; 0.01

Sigma (1; 0.5; 0.25)

Kernel matrix – – –

String kernel – – –

Thus, to select the set of parameters that would be tested, we did a preliminary
empirical study, performing some experiments with the algorithms neural network
multilayer perceptron, and the support vector regression. With the results, we
verified the best calibration of the algorithm for our case study. The multilayer
perceptron (MLP) were tested in the following configurations: learning rate (0.3
and 0.5), momentum: (0.2 and 0.4), training time (500, 250), and hidden nodes
(1, 2, 7). In the execution of the experiments, we verified that the variation of the
seed and of validation threshold did not present significant values, so they used
the default setting value. Other tests were performed with different configurations;
however, because they did not present significant results, they were removed. The
configurations that obtained the best results were: learning rate (0.3), momentum
(0.2), training time (500, 250), hidden nodes (2, 7).

The support vector regression (SVR) machine was tested in the configurations
presented in Table 8.3. After running the experiments, we verified that the kernel
PreComputedKernelMatrix and StringKernel were not applied to the type of data
that we used in our experimental analysis. The polynomial kernel obtained the
best results with the exponent (1), and the following combinations: the complexity
parameter—C (1) and ε (0.01, 0.001, 0.0001), C (0.01) and ε (0.01, 0.001, 0.0001),
and C(10) and ε (0.01).

8.5 Comparative Analysis of Regression Techniques

In this section, we generate the computational models for the Brazilian scenario
and compare it with the model created by Torrini in [25], one of the most recent in
the Brazilian scenario literature. Our approach was to generate models that would
allow us to predict a year of the data period used to create the model. For example,
considering a series from the period of 1980 to 2014, we will have the forecast
for the year 2015. The tests presented here were carried out in two steps. The first
step was to generate forecasts for the years 2004–2013. The second step consisted
of generating forecasts from 2014 to 2016. These steps were defined to allow
a comparison with the results described in [25], which used the fuzzy model to
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generate its predictions. This work was selected as a reference because it is one of
the most recent in the Brazilian literature. The first step corresponds to the validation
period in [25]. In the second step, we have the values of the projections of [25]
and so we can calculate its result and compare with our forecast. The models were
generated using the following configurations:

• Configuration 1: Energy consumption.
• Configuration 2: Energy consumption and GDP.
• Configuration 3: Energy consumption, GDP, and population.

8.5.1 Linear Regression (LR)

In this subsection, we present the results of our computational experiments gen-
erated by linear regression (LR) models. The experiments were performed in two
steps as discussed above.

In the first step, forecasts were made for the years 2004–2013. Table 8.4 presents
the MAPE (%) and MAD values of each approach. As can be observed, the approach
using energy consumption (configuration 1) obtained the best approximations of
MAPE (%) and MAD, followed by the approach using energy consumption together
with GDP (configuration 2). The approach using energy consumption together
with GDP and population (configuration 3) achieved the worst results. When the
consumption was combined with GDP, the forecast worsened 2.14% in the MAPE
metric and 1990.36 in the MAD metric. When consumption was combined with
GDP and population, the forecast worsened by 2.60% in the MAPE metric and
2161.44 in the MAD metric.

In the second step, forecasts were made from 2014 to 2016, following the same
techniques of the first step. In Table 8.4, the MAPE (%) and MAD values of each
approach are presented. As can be seen, unlike the first step, the approach using
energy consumption together with GDP and population (configuration 3) obtained
the best approximations, followed by the approach using consumption together
with GDP. The approach using only the energy consumption obtained the worst
approximations of MAPE (%) and MAD. When the consumption was combined
with GDP and population, the forecast improved by 3.15% in the MAPE metric

Table 8.4 Value of MAPE (%) and MAD for all combinations of Linear Regression

Linear Regression

First step (2004–2013) Second step (2014–2016)

Approach MAPE (%) MAD MAPE (%) MAD

Configuration 1 17.2835 19,017.7661 5.0848 6710.3617

Configuration 2 19.4284 21,008.1287 3.8055 5031.1198

Configuration 3 19.8908 21,179.2057 1.9313 2549.3500

The lowest error values are in bold
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and 4161.01 in the MAD metric. When consumption was combined with GDP, the
forecast improved by 1.28% in the MAPE metric and 1679.24 in the MAD metric.

Based on this information, we can conclude that neither GDP nor GDP together
with population improves the accuracy of the linear regression model in previous
years (2004–2013). However, for the most recent years (2014–2016), GDP and GDP
together with the population contribute to the improvement of the approximation of
the linear regression model presented in this section.

8.5.2 Neural Networks Multilayer Perceptron (MLP)

In this subsection, we present the results of our computational experiments gen-
erated by multilayer perceptron neural networks (MLP) models. The experiments
were performed in two steps as discussed above. The first step was to generate
forecasts for the years 2004–2013. For all the first stage approaches, the MLP
obtained the best results in the configurations: learning rate (0.3), momentum (0.2),
number of times (500), and hidden layer (s) (1). In Table 8.5, the MAPE (%) and
MAD values of each approach are presented. As can be observed, the approach
using energy consumption (configuration 1) obtained the best values of MAPE
(%) and MAD, followed by the approach using energy consumption together with
GDP (configuration 2). The approach using consumption together with GDP and
population (configuration 3) obtained the worst values of MAPE (%) and MAD.

When the consumption was combined with the GDP, the forecast obtained a
worsening of 0.69% of MAPE and 734.53 of MAD than the forecast using only the
energy consumption. When consumption was combined with GDP and population,
the forecast worsened by 1.04% in the MAPE metric and 1,214.10 in the MAD
metric compared to the approach that used only the energy consumption.

In the second step, forecasts were made from 2014 to 2016, following the same
techniques of the first stage. For all the approaches of the second step, MLPS
obtained the best results in the configurations: learning rate (0.3), momentum (0.2),
number of times (500), and hidden layer (s) (7). Table 8.5 displays the MAPE (%)
and MAD values of each approach. As in the first step, the approach using only the
energy consumption (configuration 1) obtained the best approximations, followed

Table 8.5 Value of MAPE (%) and MAD for all combinations of Multilayer Perceptron

Multilayer Perceptron

First step (2004–2013) Second step (2014–2016)

Approach MAPE (%) MAD MAPE (%) MAD

Configuration 1 13.2716 14,602.4138 1.7556 2321.5181
Configuration 2 13.9575 15,336.9395 2.9692 3910.6734

Configuration 3 14.3144 15,816.5176 3.0418 4016.7485

The lowest error values are in bold
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by the approach using the energy consumption together with the GDP. The approach
using consumption together with GDP and population obtained the worst values of
MAPE (%) and MAD.

In the same way as in the first step, when consumption was combined with
GDP, the forecast obtained a worsening of 1.21% of MAPE and 1589.16 of MAD
compared to the forecast using only the energy consumption. When the forecast was
made using consumption, GDP, and population, the result worsened, increasing by
1.29% the MAP rate and MAD 1695.23 compared to energy consumption.

Based on this information, we can conclude that neither the GDP nor the GDP
together with the population improves the precision of the neural network multilayer
perceptron model presented in this section.

8.5.3 Support Vector Regression (SVR)

In this subsection, we present the results of our computational experiments gen-
erated by the support vector regression (SVR) models. The experiments were
performed in two steps as discussed above. The first step was to generate forecasts
for the years 2004–2013. For all the approaches of the first step, the SVR obtained
the best results in the configurations: exponent (1), C (0,1), ε (0,01). In Table 8.6,
the values of MAPE (%) and MAD of each approach are presented. As can be
seen, the approach using energy consumption together with GDP obtained the best
approximations, followed by the approach using energy consumption together with
GDP and population. The approach using only the energy consumption obtained the
worst values of MAPE (%) and MAD.

When consumption was combined with GDP, the forecast improved by 0.96% in
the MAPE metric and 828.40 in the MAD metric than the forecast using only the
energy consumption. When consumption was combined with GDP and population,
the forecast improved by 0.57% in the MAPE metric and 426.27 in the MAD metric
compared to the approach that used only the energy consumption.

In the second stage, forecasts were made from 2014 to 2016, following the same
techniques of the first stage. For the approach using only the explanatory variable
energy consumption and the approach using the explanatory variables: energy
consumption and GDP, the SVR obtained the best results in the configurations:

Table 8.6 Value of MAPE (%) and MAD for all combinations of Support Vector Regression

Support Vector Regression

First step (2004–2013) Second step (2014–2016)

Approach MAPE (%) MAD MAPE (%) MAD

Configuration 1 2.6886 2591.6944 3.0894 4086.4618

Configuration 2 1.7298 1763.2968 3.2863 4347.1674

Configuration 3 2.1177 2165.4251 2.4485 3242.9483

The lowest error values are in bold
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exponent (1), C (0,1), ε (0.01). For the approach using the explanatory variables
energy consumption, GDP, and population, the SVR obtained the best results in
the configurations: exponent (1), C (1), ε (0.001). Table 8.6 displays the MAPE
(%) and MAD values of each approach. Unlike the first step, the approach using
energy consumption, GDP, and population achieved the best results, followed by the
approach using only energy consumption. The approach using energy consumption
together with GDP obtained the worst results from MAPE (%) and MAD.

Unlike the first one, when the consumption was combined with the GDP and
the population, the forecast obtained a reduction of 0.64% of MAPE and 843,51
of MAD compared to the forecast using only the energy consumption. When the
forecast was performed using consumption and GDP, the result worsened by 0.20%
MAPE metric and 260.71 MAD metric compared to energy consumption.

Based on this information, we can conclude that for the years 2003–2013 the
GDP was the factor that contributed most to the quality of the SVR model. However,
for the most recent SVR models (2014–2016) the GDP together with the population
were the factors that most contributed to the increase of the accuracy of the model
presented in this section.

8.5.4 Comparison of Best Results

The computational experiments presented in this subsection were executed to
answer the following research question:

• “Using the data of consumption, GDP, and population, as in [25], can one obtain
better results employing classical regression techniques?”

In this subsection, we performed our computational experiments using the
techniques of linear regression, multilayer perceptron neural networks, and support
vector regression aiming to answer the above question.

In the first step (predictions from 2004 to 2013), the combinations of consump-
tion, GDP, and consumption, GDP, and the population did not obtain better results
than the predictions containing only input data. However, for the regression support
vector (SVR) model, GDP contributed to the increase in the quality of the model,
obtaining better approximations than the approaches using only energy consumption
and consumption together with GDP and population. The SVR obtained the best
result of all models generated in this step.

The work of Torrini [25] is one of the most recent in the literature on residential
energy consumption forecasting in Brazil. In his thesis, he generated predictions
using the fuzzy model using three approaches: the first used only energy consump-
tion, the second used energy consumption and GDP, and the third used energy
consumption, GDP, and population. The combined approach to consumption, GDP,
and population achieved the best results.

In Table 8.7, we present the results of Torrini together with our best approaches.
The results correspond to the forecasts from 2003 to 2013, the period used for
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Table 8.7 Fuzzy model
predictions and better
approaches of LR, MLP, and
SVR (2004–2013)

Approach MAPE (%) MAD

Fuzzy univariate 3.7590 3136.5020

Fuzzy with GDP 3.7235 3079.2810

Fuzzy with GDP + population 1.6658 1366.9410
LR—consumption 17.2835 19,017.7661

MLP—consumption 13.2716 14,602.4138

SVR—consumption + GDP 1.7298 1763.2968

LR Linear Regression, MLP Multilayer Perceptron, SVR Sup-
port Vector Regression
The lowest error values are in bold

Table 8.8 Projections of the fuzzy model, EPE, and better approaches of LR, MLP, and SVR
(2014–2016)

Approach MAPE (%) MAD

Fuzzy + GDP + population 5.3750 85,680.3300

EPE 4.0289 5328.0000

LR—consumption + GDP + population 1.9313 2549.3500

MLP—consumption 1.7556 2321.5181
SVR—consumption + GDP + population 2.4485 3242.9483

EPE Empresa de Pesquisa Energética, LR Linear Regression, MLP Multilayer Perceptron, SVR
Support Vector Regression
The lowest error values are in bold

validation in [25] and our first step. As we can see, the fuzzy model of [25] using
consumption together with GDP and population obtained the best value of MAPE
and MAD that all our models in this first stage.

In the second stage (predictions 2014–2016), for the linear regression (LR)
and the support vector regression models the combination: consumption, GDP,
and population obtained better results than the other approaches. For multilayer
perceptron, the approach using only the energy consumption obtained better results
than the other approaches. Among all our approaches, the neural networks using
only the energy consumption obtained the best results of MAPE (%) and MAD in
the predictions of the years 2014–2016.

Torrini [25] made projections using the fuzzy model using GDP and population
up to the year 2030 and compared them with the projections of the Empresa de
Pesquisa Energética (EPE). We calculate your MAPE (%) and MAD in the period
from 2014 to 2016 which corresponds to our second stage. The results are presented
together with our best approaches in Table 8.8.

According to Hamzacebi et al. [11], a prediction is considered successful when
its MAPE is less than 10%, as can be seen in Table 8.8. All of our best approaches
have achieved MAPE of less than 10%. Also, all of our approaches obtained better
MAPE (%) and MAD values compared to the Torrini and Empresa de Pesquisa
Energética (EPE) models from 2014 to 2016. Based on this, we can conclude
that linear regression, multilayer perceptron, and support vector regression are
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interesting approaches to be applied in our country, considering that our recent
forecasts are closer to the real value compared to recent projections in the literature.

8.6 Study of the Inclusion of New Explanatory Variables

In the previous section, we verified whether the approaches of linear regression,
multilayer perceptron, and support vector regression would be better than the most
recent approaches presented in the literature [25]. In this section, we will generate
our models to verify if other socioeconomic factors can improve the quality of the
forecasts of our models in the period from 2014 to 2016.

As can be seen in the Equation RMSE, the RMSE calculates the error and squares
it before the average, because of this it gives considerable weight to the higher
errors. For our experiments, we are more interested in knowing about the total of
the periods analyzed, more than the weight of the errors of each year. So, in the
occasions where we need to decide between the best values of MAPE (%), MAD,
or RMSE we choose the lower values of MAPE (%) and MAD. The residential
energy consumption approach is baseline, throughout this section it will be called
configuration 1. Table 8.9 presents all approaches from configuration 2.

8.6.1 Linear Regression (LR)

In this subsection, we present the computational experiments generated by linear
regression. The experiments were performed using all of the approaches described
above. The best approximation of MAPE and MAD obtained was using the
configuration approach 1. It used only the explanatory variable energy consumption
obtaining 2.4255% of MAPE, 3204.7054 MAD, and 8905.7744 RMSE. The best
approximation of RMSE obtained was using the configuration approach 18. It
consisted of the combination of the explanatory variables: consumption, GDP,
population and WTI crude obtaining 2.5831% MAPE, MAD 3406.4100, and
6001.4486 of RMSE. The five best results are shown in Table 8.10.

8.6.2 Neural Networks Multilayer Perceptron (MLP)

In this subsection, we present the computational experiments generated by mul-
tilayer perceptron. The experiments were performed using all of the approaches
described above. The parameters that obtained the best results in each approach are
shown in Table 8.11.
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Table 8.10 Forecast result
using Linear Regression for
the five best approaches

Linear Regression

Approach MAPE (%) MAD RMSE

Configuration 1 2.4255 3204.7054 8905.7744

Configuration 3 2.7540 3639.0265 7760.4100

Configuration 6 3.1708 4171.2667 9251.4151

Configuration 9 3.5055 4639.9933 8978.3134

Configuration 18 2.5831 3406.4100 6001.4486

The lowest error values are in bold

Table 8.11 Parameters of Multilayer Perceptron

Multilayer Perceptron

Approach Parameters

Configuration Learning rate Momentum Training time Hidden layers

1 0.3 0.2 500 7

2 0.3 0.2 500 2

3 0.3 0.2 250 2

4 0.3 0.2 250 2

5 0.3 0.2 500 2

6 0.3 0.2 500 2

7 0.3 0.2 250 2

8 0.3 0.2 500 7

9 0.3 0.2 250 2

10 0.3 0.2 500 7

11 0.3 0.2 250 2

12 0.3 0.2 500 2

13 0.3 0.2 500 2

14 0.3 0.2 500 2

15 0.3 0.2 500 2

16 0.3 0.2 250 2

17 0.3 0.2 500 2

18 0.3 0.2 500 7

19 0.3 0.2 250 2

20 0.3 0.2 250 2

21 0.3 0.2 500 2

22 0.3 0.2 500 7

The best approximation of MAPE, MAD, and RMSE obtained was using the
configuration approach 2. It used the explanatory variables: energy consumption
and GDP obtaining 0.7646% of MAPE, 1005.8067 MAD, and 2152.7581 RMSE.
The five best results are shown in Table 8.12.
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Table 8.12 Forecast result
using Multilayer Perceptron
for the five best approaches

Multilayer Perceptron

Approach MAPE (%) MAD RMSE

Configuration 1 1.0429 1374.6433 2703.2750

Configuration 2 0.7646 1005.8067 2152.7581
Configuration 3 1.3934 1838.5767 4620.8096

Configuration 4 1.4488 1919.0833 3886.1274

Configuration 10 1.3962 1851.3933 4479.2248

The lowest error values are in bold

Table 8.13 Forecast result
using Support Vector
Regression for the five best
approaches

Support Vector Regression

Approach MAPE (%) MAD RMSE

Configuration 3 1.5287 2008.3833 4750.4118

Configuration 6 1.3046 1714.0700 4246.2019
Configuration 9 1.8328 2420.8500 4252.2392

Configuration 18 2.0614 2713.1900 5679.3386

Configuration 19 1.8460 2436.2933 4534.5008

The lowest error values are in bold

8.6.3 Support Vector Regression (SVR)

In this subsection, we present the computational experiments generated by support
vector regression (Table 8.13). The experiments were performed using all of the
approaches described above. The parameters that obtained the best results in each
approach are shown in Table 8.14.

The best approximation of MAPE, MAD, and RMSE obtained was using the
configuration approach 6. It consisted of a combination of the explanatory variables:
consumption, GDP, population, and minimum wage obtaining 1.3046% of MAPE,
1714.0700 of MAD, and 4246.2019 of RMSE. The five best results are shown in
Table 8.13.

8.6.4 Comparison of Best Results

The computational experiments presented in this section were performed to answer
the following research question:

• “Given additional socioeconomic data in the classical regression techniques,
such as the minimum wage, the exchange rate, the average tariff of energy
consumption, and the price of a barrel of oil, can one obtain better results?”

In the previous subsections, we execute our computational experiments to answer
the above question. First, we add the explanatory variables in the linear regression
model, then we add in the multilayer perceptron neural network models, and to
finalize, in the support vector regression model.
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Table 8.14 Parameters of
Support Vector Regression

Support Vector Regression

Approach Parameters

Configuration Kernel Exponent C ε

1 Polynomial 1 10 0.01

2 Polynomial 1 1 0.01

3 Polynomial 1 1 0.01

4 Polynomial 1 1 0.01

5 Polynomial 1 10 0.01

6 Polynomial 1 10 0.01

7 Polynomial 1 1 0.01

8 Polynomial 1 10 0.01

9 Polynomial 1 1 0.01

10 Polynomial 1 10 0.0001

11 Polynomial 1 1 0.01

12 Polynomial 1 1 0.0001

13 Polynomial 1 10 0.01

14 Polynomial 1 10 0.01

15 Polynomial 1 10 0.01

16 Polynomial 1 1 0.0001

17 Polynomial 1 10 0.01

18 Polynomial 1 10 0.01

19 Polynomial 1 1 0.01

20 Polynomial 1 1 0.01

21 Polynomial 1 1 0.01

22 Polynomial 1 1 0.01

Table 8.15 Better results of
all approaches

Approach MAPE (%) MAD RMSE

Configuration 1 2.4255 3204.7054 8905.77440

Configuration 2 0.7646 1005.8067 2152.76
Configuration 6 1.3046 1714.0700 4246.2019

The lowest error values are in bold

When comparing the best approaches of all models, we can observe that the
linear regression model obtained the best results in the approach that used only
the explanatory variable energy consumption (configuration 1). The multi-layered
perceptron neural network models obtained better results using energy consumption
together with GDP (configuration 2). And, to finalize the regression support vector
machine models, we obtained the best results using the consumption approach along
with GDP, population, and minimum wage (configuration 6).

In Table 8.15, we present the results of the best approaches of each algorithm
shown in this section. As we can observe, the inclusion of explanatory variables did
not increase the quality of the linear regression model. We can also conclude that
there are correlations of all explanatory variables as shown in Table 8.2 but they are
not linear.
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When analyzing the multi-layered perceptron neural networks, we can observe
that the inclusion of the explanatory variable PIB increased the approximation of
the model. And, to finalize the support vector regression model, the best results
were obtained when the explanatory variables were added: consumption, GDP,
population, and minimum wage.

The model of multilayer perceptron networks using consumption together with
GDP obtained the best result of all approaches presented in our experimental
analysis.

8.7 Conclusion

Predicting energy consumption accurately is quite essential for the government,
since a forecast below actual consumption can lead to potential power outages and
raise the supplier’s operating costs. In contrast, a forecast above actual consumption
may result in idle capacity generating waste of financial resources unnecessarily.
Therefore, a prediction model with good accuracy is fundamental to avoid costly
errors.

In addition, in smart homes, the use of smart meters associated with consumption
forecasting can help consumers to understand their consumption habits and eventu-
ally make adjustments to reduce their energy expenditures. The results presented in
this chapter can be of great value to the Brazilian government, assisting it in the
planning and investment in the country’s energy sector.

The aim of this study was to evaluate the performance of classical regression
techniques in the prediction of residential energy consumption in the Brazilian
scenario and then to verify if any socioeconomic factors contribute to the generation
of a more efficient model.

First, the models were generated using as input data the residential energy
consumption, the residential consumption together with the GDP, and the residential
energy consumption together with the GDP and the population of Brazil. The results
of our approaches have demonstrated superior performance in some situations when
compared to the fuzzy model approach, which is one of the most recent works in
the literature.

Then, we verify if any socioeconomic factors contribute to the quality of our
forecasts. The results showed that the linear regression approach has a decrease
in quality when other socioeconomic factors are added. For the multilayered
perceptron neural network models, GDP contributes to the increase of model
precision in the most recent forecasts. And, for support vector regression models,
the combination of socioeconomic factors: GDP, population, and minimum wage
contribute to the generation of a more accurate model.

Although we used Torrini [25] as a reference to compare the results, we did not
have access to its source code to reproduce forecasts or prediction values. We only
had access to the MAP and MAD values of the model in the period from 2003 to
2013 in a window of 10 years, and the values of the projections in the period from
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2014 to 2030. In practice, our comparison favors our model, considering that we are
making medium-term forecasts and Torrini [25] made long-term forecasts.

In our research, we had some difficulties, such as the lack of part of the data of
the barrel price of Brent crude oil and WTI. We could not find weather data to see
if they would improve the accuracy of our approaches.

In a next step, we intend to find optimal values of training lags in larger parameter
variations. We will also look to see if it is possible to improve our approaches
taking into account shorter periods of time in order to check if some old data
does not contribute to the quality of the forecasts. In addition, we intend to apply
these algorithms in specific regions and then in each city with the objective of
verifying the increase in the quality of the forecasting in order to offer suggestions
for population awareness, conservation of energy, and to verify the possibility of
substitution by sources of renewable energies.
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Chapter 9
Simulation and Evaluation of a Model
for Assistive Smart City

Marcelo Josué Telles, Jorge Luis Victória Barbosa, Rodrigo da Rosa Righi,
José Vicente Canto dos Santos, Márcio Joel Barth, and Leandro Mengue

Abstract This chapter presents the evaluation of the Model for Assistive Smart
Cities (MASC), which is intended for ubiquitous accessibility. The model was
evaluated with data obtained from a contextual simulator (SIAFU), applied in the
central region of São Leopoldo city, Brazil. Unlike other approaches, the evaluation
considers multiple accesses asynchronously, indicating that the model meets mas-
sive applications with response time within the standards indicated for this type of
application. The evaluation considered requests from three different groups of users,
characterized as: people with disabilities (PwDs), health professionals involved
in the care of PwDs, and managers of public administration. The results of the
evaluation indicated the feasibility of implementing the model in Smart Cities. In
addition to collaborating with accessibility, the model favors the decision-making in
the management of services in the cities.

9.1 Introduction

The technologies for location-based systems (LBS) [16] provide services for various
tasks and are applied in smart cities. Such technologies are increasingly present in
environments, either by the low cost of their implementation or by the advantages of
their services [21]. Among the challenges of this segment, it is possible to quote the
large-scale systems, the coverage of great geographic regions, and the use of diverse
sources of information [15].

Large urban centers create demands and need to meet a public increasingly more
diversified. Researches conducted in recent years [9, 44] indicated that 15% of
people live with some disability and are considered people with disabilities (PwDs).
There was an increase of more than 27% in the number of people with limited
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locomotion. This segment of the population can be supported through LBS, cloud
computing, systems based on user profile, and internet of things (IoT) [3, 8, 38].

The advancement in information technology and communication systems (ICT)
has provided the emergence of cities that adopt technological concepts in various
fields. Among the concepts, it is possible to mention wireless technologies, ubiqui-
tous computing, artificial intelligence, and IoT [17, 33, 34, 37]. The adopted tech-
nologies aim to offer new services, automate actions, and promote improvements
in the daily lives of individuals and in the management of cities. A segment that
deserves attention in this scenario is accessibility. The term accessibility includes
people with disabilities (PwDs) or people with limited locomotion conditions that
may be elderly, injured, or pregnant. For this group of citizens, ICT can offer
services for access to resources and for monitoring and recommendations.

Typically, applications [2, 14, 19, 28, 39] with the focus on accessibility do
not exchange information with other systems and were not evaluated with a large
number of users. Another limitation of the applications is their coverage area, which
requires prior mapping. In this scenario, simulation is proposed to evaluate a Model
for Assistive Smart Cities (MASC). The authors suggest that smart cities helping
PwDs can be called Assistive Smart Cities (ASC).

Providing support for accessibility in any environment can be an impracticable
task, but it is viable the support in environments equipped with technologies such as
sensor network, resource mapping, geolocation, and internet signal. An important
aspect to be considered in this scenario is the use of the information generated during
the use of the resources, that is, information generated by the interactions of the
PwDs, may support other PwDs.

This chapter is structured in five sections. Section 9.2 discusses basic concepts
about smart cities and their applications. MASC model is presented in Sect. 9.3.
Section 9.4 describes the proposed simulation. Section 9.5 deals with the evaluation
of the model with simulation data. Section 9.6 presents the conclusions and
future work.

9.2 Smart Cities and Their Applications

Information technology and communication systems (ICT), especially ubiquitous
computing, have a tooling for implementation aid and maintenance of the resources
in cities demand [32]. The technology makes viable, not only the provision of
new resources, but mainly the obtainment of detailed information about them. In
addition, ICT offer the ease of monitoring and contact between PwDs and people
who support them. In this scenario, ubiquitous computing is an important tool to
be used for the monitoring of PwDs and the provision of contextual information to
support them by family and health professionals.

The infrastructure available in urban areas, such as connectivity, sensor network,
and ubiquitous computing, along with collaborative resources, that is, information
provided by the citizen, can offer subsidies for the implementation of services for
the PwDs. The ubiquitous computing involves Cloud Computing, Big Data and
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IoT. Another important foundation for urban support is the set of technologies
discussed by Costa et al. [11]. The work proposes a model composed by a
framework and a middleware. Such model aims to meet the challenges of ubiquitous
computing, among them the interpretation of information collected by different
sensors, generation of automated actions and promotion of interoperability between
systems.

The cities classification with regard to technology level receives four nomen-
clatures [25]. These take into consideration both the level of technology and its
abundacy in cities. Hereafter, the four classifications are detailed.

The first classification is Digital City [24, 45] (or digital community, information
city, or e-city). It refers to a connected community that combines broadband com-
munications infrastructure, service-oriented computing based on open standards and
innovative services that meet the needs of governments and their citizens. The use
of open standards is considered an important issue for interoperability between the
various information systems and computation systems.

The second classification is Intelligent City [22]. Cities are defined as territories
that bring systems of innovation and ICT within the same locality, combining
creativity of individuals composing the population of the city, institutions that
improve learning and spaces of innovation, usually virtual, that facilitate the
management of knowledge. The combination of people’s creativity involves the
collective intelligence strategy, where trends are identified and standardized, using
people’s experiences in order to collaborate collectively.

The third classification is Smart City [42]. In this paradigm, the use of ICT
aims to make the components of infrastructure and services essential for a more
intelligent, interconnected and efficient city [35]. This concept was implemented
in some cities [3], such as Brisbane, Malta, Dubai, and Kochi. One of the main
objectives of these cities is to improve the quality of life of people from different
points of view, for example, the level of access to information, available resources,
as well as the current state of such resources.

The fourth classification is Ubiquitous City [18]. In this scenario, the city is
fully equipped with networks through which city authorities can monitor what is
happening in the city, for example traffic monitoring, crime prevention, and fire
prevention. The users can access any service on the network regardless of the place
they are, although their positions are relevant. In addition to distinct systems sharing
the same information, the number of devices is significantly higher than in the other
classifications. This classification provokes different opinions between specialists
and users, some are completely in favor, others argue that these systems violate
users’ privacy, and make the systems vulnerable.

In cities classified as Smart City, sensors are designed for the collection of
information [31]. The functionalities of smart cities range from systems that store
information for future queries to systems based on data collected in real time,
through traffic monitoring using sensors [1, 4]. Having access to the detailed
information decisions can be compared with decisions taken before making it
possible to arrive more certainly in the best action to be taken. The MASC model
can be implemented in smart cities, due to the level of technology available in this
type of city.
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9.3 MASC Model

MASC proposes the concept of assistive smart city (ASC), where support for
PwDs is offered through ubiquitous computing. This concept consists of using
information generated by the PwDs to build a historical database, offering full-
time cloud computing, Big Data and IoT support, as well as attending the PwDs
in their daily activities. MASC fits into the concept of assistive smart city, and is
intended for users who present some type of disability and related segments, such as
health professionals and public administrations. In ubiquitous computing, the Cloud
Computing, Big Data, and IoT are strategic because they provide the technological
basis of the model.

The MASC supports different types of disabilities and manages contexts,
resources, and profiles [41] of PwDs. In addition, it meets massive applications
and stores history [27] forming tracks [5]. The tracks are composed of actions and
sequences of visited places. Tracks contain information related to a person, place,
or object that occurred in an order [43].

Ubiquitous accessibility refers to the use of ubiquitous computing in accessibility
[40]. A city that adopts ubiquitous computing becomes intelligent; already the
concept assistive city is resulting from accessibility in cities. The integration of
ubiquitous computing and accessibility in the smart city constitutes an Assistive
Smart City. The MASC collaborates to the constitution of this concept as it adopts
ubiquitous computing technologies, along with other resources described in this
chapter. The MASC model provides PwDs support, so that they may use the
resources in their daily life and perform their activities with more autonomy,
performing the tasks more conveniently.

The concept of assistive city involves a mapping of accessible paths. The
accessible paths should be mapped in order to provide detailed information for
PwDs. Information such as height and width of the sidewalk, light post, or other
objects are relevant information for PwDs. In addition, the places that have tactile
floor also are relevant, in the case of PwD being visually impaired. Places that
support PwDs also have particularities and they should be informed. All these
concepts are part of an assistive city and were treated by the MASC.

The formalization of knowledge is an important step in consolidating intelligent
cities. A proposal for formal representation of knowledge in intelligent cities was
described by Komninos et al. [23] which presents an ontology for this domain.
MASC has an ontology for representation of the disabilities and classification on
particularities of each one. The ontology was extended from the work of Tavares
et al. [39] which proposes to establish representation of the environments and tracks,
besides the entities already covered by the original ontology (people, resources, and
disability).

Next section presents the simulation for generating evaluation data of the MASC.
The use of real data can also be performed, but this would involve a longer work and
the participation of a large number of volunteers.
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9.4 Simulation for Generate Data

The simulation generated contextual user information. The scenario for assessing
the model was in the city of São Leopoldo, in Brazil, including places residential,
commercial, leisure, and the city center. We adopted the SIAFU simulator [26]. In
order to guarantee a real simulation, we used maps obtained from the Open Street
Map OSM platform [30]. This platform allows to obtain maps of real locations.
Figure 9.1 shows the place where the simulation was performed.

Figure 9.1 shows two maps, the real map (a) and the map adopted by the
simulation in black and white (b). The simulation considered the black regions of
the map, as areas for pedestrians. In addition to defining the physical location of the

Fig. 9.1 Simulation maps.
(a) Map indicating the
simulation location. (b)
Boundaries of the simulation
location
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Fig. 9.2 Places of residences, work, and leisure places of the simulation. (a) Residences. (b) Work
places. (c) Leisure places

simulation, it was necessary to define places of residence, work, and leisure. The
places of residence, work, and leisure can be checked separately in Fig. 9.2.

Figure 9.3 presents the WiFi network access locations. In these places, simulation
agents make small stops to receive the internet signal. These places also were
considered preferences in daily pedestrian traffic.

The simulation was parameterized with number of people, regions of the
simulation (latitude and longitude), places of residences, work, and leisure. Also,
it is possible to set the percentage of people using cars. In the test, this percentage
was set to 0 (zero). Other configurations are possible, such as work schedule, sleep
period, heat zones, assault index, and so on. As a result, the simulation generated
the interactions of people in the city center on the basis of latitude and longitude.
We considered 125 agents (PwDs) positioned in the residential places, on the
periphery of the map.
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Fig. 9.3 WiFi signal
coverage locations

9.4.1 Simulation for Smart Assistive Cities

The simulation included performance and functionality tests. The performance
tests consisted in sending data to the model and carrying out queries, in order to
verify if the MASC serves massive requests for both recording information and for
performing queries.

The functionality tests aimed at verifying if the model meets needs of acces-
sibility services for PwDs, health professionals, and public administration. At the
beginning of the day, the simulation agents moved to the workplaces created in the
center of the map. In this simulation, 43 places of work were defined.

At the end of the day, some agents remained in the workplace for some time,
some moved to their residences, others moved to places of leisure. It were defined
37 places of leisure. The data of the simulation were exported to a Comma Separated
Value (CSV) file, and then sent to the MASC. The simulation period was 7 days,
generated 270,000 record histories, forming the iterations of the PwDs at the
simulation place.

In a real-world situation, data on accessibility should be obtained in open data
source such as data on urban mobility [36] and accessibility [12] and [13]. The
initiatives proposed by the Semantic Web [6] are also important mechanisms to be
used by the MASC. The public information known as open data sources and linked
data [7] should also be used in our work.
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9.5 MASC Assessment

The performance evaluation was applied with the aid of algorithms using parallel
processes (Threads) to simulate PwDs by sending displacement data and query
requests. The metric to test performance was the response time.

In the performance test, the contextual data generated in the SIAFU tool were
sent, with the objective of simulating PwD interactions in the map. During sending
of the data for the MASC and the respective insertion into the database, the response
time was monitored. All tests were asynchronous, concurrent, and the response time
was considered from the submission of the request until respective result [20]. The
response time is composed of client, network, and server latency.

The response time is presented as follows. Twelve processes were run in parallel,
each one was responsible for sending about 2160 records of the CSV file. The
observed average for the response time was 286 ms (milliseconds), the shortest time
was 164 ms, the longest response time was 33,006 ms, and the standard deviation
was 858 ms. The total number of requests with a response time greater than or equal
to 2000 ms was 836. The majority of the requests were answered at around 200 ms
and 400 ms. Bypassing the requests that took 2000 ms or more, one can consider that
the MASC met 99.69% of the requisitions in less than 2 s, which is the acceptable
value for this type of application [29].

This percentage represents the guarantee that the information for the construction
of the queries are stored, since the loss of 0.3096% of the requests does not
compromise the construction of the base. The requests that took 2000 ms or more
were dispersed, not concentrated in a single moment, indicating that the unanswered
requests are only one or two of each PwD. In order to test the performance, in
addition to the test for history generation, a test using algorithm in Java®, for
requests of query to the MASC was conducted. This test processed the query in
the database. The routine compares the distance between the current PwD position
and resource positions.

The algorithm responsible for this test generated Threads to simulate PwDs. As
the threads were started, the response times of the requests were stored for analysis.
It was defined that every 100 ms, one more PwD would initiate request to the MASC.
Each PwD performed 1 request every 5 s. The test was designed to identify the
maximum number of PwDs supported, thus identifying the first request with no
return the test was completed. At the end of the test, 415 Threads were generated.
The total number of requests received was 1925 in 42 s. In Fig. 9.4, the response
times for resource queries are presented.

9.5.1 Evaluation of Services

The tests consisted of attending accessibility services for PwDs, health care, and
public administration professionals. For PwDs, a service was done that makes the
composition of tracks. The services for health professionals and public administra-
tion are shown in Table 9.1.
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Fig. 9.4 Response time for resource queries

Table 9.1 Services for health professionals and public administration

URI Example Parameter Return example

/health e-mail of PwD 0;
mark@server.com;

mark@server.com.br;2017-10-27
22:15:05;−29.767, −51.1439;

/health For disability 1;
Lower members;

blanch@server.com.br;2017-10-31
06:42:10;−29.768;−51.144;
washi@server.com.br;2017-10-26
23:55:00;−29.761;−51.143;
agnes@server.com.br;2017-10-26
23:55:00;−29.763;−51.151;
wukong@server.com.br;2017-10-26
23:55:00;−29.761;−51.150;

/health e-mail list 2;
rusa@server.com.br;
sophie@server.com.br;
hikaa@server.com.br;
zoraida@server.com.br;
tapah@server.com.br;

rusa@server.com.br;2017-10-26
23:55:00;−29.763;−51.151;
sophie@server.com.br;2017-10-26
23:55:00;−29.764;−51.142;
hikaa@server.com.br;2017-10-26
23:55:00;−29.767;−51.144;
zoraida@server.com.br;2017-10-26
23:55:00;−29.764;−51.151;
tapah@server.com.br;2017-10-26
23:55:00;−29.765;−51.151;

/adm1 PwD trail blanch@server.com.br;
2017-10-31;

1;−29.761;−51.15065;
2;−29.769;−51.15054;
3;−29.762;−51.15049;
4;−29.765;−51.15041;
5;−29.762;−51.15018; . . .

/adm2 Area of interest −29.76348;
−51.1483;
12;

n sets of points, each set is formed by a
sequence
with identifier, latitude, and longitude
in the same format of the service /adm1
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9.5.1.1 PwDs Services

The service for this test receives as a parameter a start point, e-mail, and end point.
Upon receiving this entry, the service searches for points near the start point, and
then the route of each point is composed. It was considered only routes of PwDs
with profile similar to requesting PwD, comparing type of disability of the person.
An identification is made if there is a point near the end point, if there is, this route
is indicated and the MASC returns the route.

Figure 9.5 presents a map with the result of this search. In this example, the
indicated route (continuous line) is not the shortest path, but is the path accessible
to the requesting PwD. Figure 9.5 shows the shortest route along the line dashed.

Figure 9.6 presents a map with the result of the same search, but with distinct
start and end points. In the test, the query presented the route with more resources
that passes through the more central region of the map. Other alternatives would be

Fig. 9.5 PwDs service, map with accessible trail
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Fig. 9.6 PwD Service, second trail

possible but the routes are ordered by the amount of resources being indicated the
route that passed by the street with more resources.

9.5.1.2 Services for Health Professionals

This service receives an identifier followed by a text, namely. Identifier 0 and e-mail
of a PwD or identifier 1 and a type of disability or identifier 2 and an e-mail list of
PwDs. The result consists of points with the last recorded position of each PwD.
This service is intended for monitoring PwDs, allowing family members to monitor
real-time location or health professionals to monitor several PwDs simultaneously.
It possible to present a map with the last positions of all PwDs with limitations in
the lower limbs or other desired classification. Table 9.1 presents three examples of
this service.

In Fig. 9.7, another map of the same region of the city is presented, but with the
position of a set of PwDs with disabilities in the lower limbs.
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Fig. 9.7 Service for health professionals (PwDs with lower limbs)

9.5.1.3 Services for Public Administration

The functionality tests consisted of servicing situations for three segments. Tests
were carried out for services for PwDs, services for health professionals, and
services for the public administration.

Two services were developed for this test. The first receives the e-mail of a PwD
and a date and returns a list with the points that the PwD has shifted on the informed
date. Table 9.1, line /adm1, shows an example of this service. The number of points
was limited by 5.

The second service receives a point and a distance that is used as radius. Such
information delineates an area of interest in tracking the routes that pass through
in this area. For each point found this area, a route is build. In the last line of
Table 9.1, an example of this service is presented. With this service, city hall can
identify the flow of PwDs for installation of accessibility equipment and resources
in public transport. It also can provide installation of safety equipment in places that
concentrate more PwDs, allocating guards, and security agents in strategic locations,
identifying locations for access ramp installation and predicting the flow of PwDs
for decision-making. Figure 9.8 shows a map with the area of interest around the
location of a PwD.

Another feature for public administration was the automatic identification of
places with concentration of PwDs not only in real time but over time. For this
purpose, a service was developed that receives as parameter a point, a distance,
and one or two dates. When receiving a point, a distance, and a date, the service
departs from the point and finds places with route concentration on the date entered.
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Fig. 9.8 City hall service, point, and area of interest

Fig. 9.9 Regions of interest being generated to the east

Figure 9.9 shows regions east of the starting point. The regions are generated until
the distance reported by parameter is reached. In the test, regions of interest were
generated obeying the average of the dimensions of the block of the simulation
region, which is 110 m. The areas of interest are generated with 55 m radius until
reaching the distance reported by parameter.
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The service algorithm continues to generate areas of interest to the west, north,
and south. For each region is counted the routes that pass through it. Finally, it is
counted which region contains the most routes, thus the service returns a list with
the points of the routes that pass through the region, as well as the central point of
the generated region.

The same is done if two dates are received, the single difference is that in the
query a period is taken into account, not a single date. With this service, the public
administration can exploit the regions with high flow of PwDs in large areas of
automated form. It is possible to suggest a new approach for the treatment of
regions, in circle format of different sizes. In this way, regions are overlapped by
proportionally sized circles. With this technique, the routes and resources can be
treated optimally. Figure 9.10 presents the proposal that adopts the theory of central
places [10]. This technique considers hexagons, which were generated east of the
point of interest. Figure 9.10 has been adapted for circular regions. The treatment of
routes can also be carried out using classifiers.

Fig. 9.10 Central places theory applied in the technique of trails
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9.6 Conclusion and Future Work

The services described in the previous section perform queries in the databases to
attend PwDs, health professionals, and public administration. The last described
service motivates the development of new functionalities such as automatic search
for places that have resources but do not receive the presence of PwDs in specific
days or times, allowing the reallocation of resources.

The performance tests allowed to conclude that the MASC fulfills requests for
the recording of the information of the routes and requests for consultations. The
MASC supported the sending of information on routes generated by the 125 agents
of the simulation and answered requests for consultations for 415 agents. The tests
allowed to realize that new functionalities can be developed without the need of
new components in the model. Using routes as a service, it is possible to make
the information stored in the model available in different ways, either in specific
applications for PwDs or for professionals related to this segment.

The application of classifiers can also be considered in a future evaluation of
the model. At the present time, we seek the development of a mobile client to
make available to the PwD and to initiate the records of information of day-
to-day location. This will allow a new step in research and future services, in
addition to collaborating with users, since accessible locations will be shared
according to profile similarity. Research is also under way to implement contextual
recommendations and context prediction.
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Chapter 10
Realistic Vehicular Networks Simulations

Tiago do Vale Saraiva and Carlos Alberto Vieira Campos

Abstract Intelligent transportation systems are one of the components to make
smart cities through which they have sought to improve levels of safety, comfort, and
efficiency of transportation systems. Vehicular networks support the exchange of
messages by vehicles with the information necessary for proper functioning of these
systems. Because of complexity of these communication networks, a technique
widely used to evaluate their performance is simulation. However, a simulation
problem involves choosing appropriate parameters to achieve realistic results. This
work deals with the problem of realistic simulation in vehicular networks, through
the simulation of a message dissemination application, where various simulation
and application parameters are varied. The main contribution consists in analysis
of results obtained according to the chosen parameters and the finding that these
parameters must be adjusted properly to obtain results consistent with reality.

10.1 Fundamentals

10.1.1 Vehicular Networks

Vehicular networks, also known as vehicular ad hoc networks (VANETs), are net-
works formed by moving vehicles equipped with wireless communication devices.
These networks are a special case of mobile ad hoc networks (MANETs), with the
difference that mobility of nodes (vehicles) in VANETs is restricted by roads and
traffic characteristics (traffic jam, speed limit, signaling, etc.) in each region.

Given the movement of vehicles, the topology in a vehicular network is generally
quite dynamic, with frequent disconnections and mobility limited by transit routes.
The communication can be of type V2V (between vehicles), V2I (between vehicles
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Fig. 10.1 A VANET and its components in V2I and V2V approaches

and infrastructure), or hybrid (combination of V2V and V2I). Other general
characteristics are low bandwidth and wireless transmission over short distances
[8].

Each vehicle in a VANET has an onboard unit (OBU) and when the vehicles
are communicating with each other, the transmission/reception happens between
these OBUs. In the infrastructured case, the communication takes place between the
OBUs in each vehicle and the road side units (RSUs) of city.

Figure 10.1 shows a VANET in a smart city. The reference architecture of
VANETs is called WAVE (wireless access in vehicular environment) and is defined
by the IEEE 1609 standards [26]. IEEE 1609.4 provides for multi-channel oper-
ations using IEEE 802.11p, which is part of the dedicated short range commu-
nications (DSRC), in the 5.9 GHz frequency band, where the spectrum is divided
into seven channels of 10 MHz, being three of control, and data rate between 3 and
27 Mbps [21]. An inter-vehicle communication architecture for Europe is described
in ETSI EN 302 665 [25].

In urban scenarios, the topology of a VANET may have hundreds of vehicles in
a relatively small region. In this case, it is necessary to design protocols to control
access to the medium that deals especially with collisions, given the high probability
of occurrence. On the other hand, in expressway scenarios, the topology is sparser
and the connectivity is more intermittent. This second scenario then suggests the
need for disconnection tolerant protocols. In addition, vehicles traveling in both
scenarios need to adapt their behavior to variations in network density to provide
good data transfer [8].
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10.1.2 Smart Cities and Intelligent Transportation System

In the last decade, there has been a growing demand for more attractive and
efficient cities, in an attempt to reduce the negative effects of urbanization. The
high concentration of people raised different challenges for the government, such
as uncontrolled growth, traffic congestion, crime, waste resource management, and
others [2]. Furthermore, owing to globalization, cities started to compete with each
other to attract the best professionals, by providing them attractive environments
where they could live [2]. These challenges have led governments to adopt
technologically based approaches and handle the negative effects of urbanization
via broadband interconnected cities, known as smart cities [2].

A concept closely linked to intelligent cities is that of ubiquitous or pervasive
computing. According to [29], it is a scenario in which day-to-day objects have
communication, storage and processing skills, providing services to users anytime,
anywhere. Future smart cities will generate and process a lot of data. As vehicles
are continuously improving in terms of processing power and networking capacities,
they are one of the most promising building blocks for these smart cities [10].

Intelligent transportation system (ITS) represents a new concept that emerges in
the context of intelligent cities, with the objective of providing better levels of safety,
comfort, and efficiency to all those involved in a transportation system.

VANETs can be used to boost the use of ITS [23], and to provide communication
and automation services infrastructure to make cities smarter [10]. According to
[8], advancements in mobile communications and protocols for VANETs will allow
the emergence of architectural solutions for vehicular networks, in both road and
urban environments, to support applications with different requirements. This will
allow the provision of new efficiency, traffic road and monitoring services, and new
comfort/entertainment options.

As an example that VANETs can serve to support ITS-related applications and
also provide communication infrastructure for smart cities, [4] evaluates the taxi
mobility in the city of Rome (Italy), in order to verify the efficiency of these vehicles
as “mules” that can provide communication for the city’s automation.

So far, the major practical focus on ITS applications has been in the development
of protocols to support road traffic safety through the transmission of messages
with information such as speed, position, and direction of vehicles [25]. The
official name of the protocol that sends these position messages in Europe is CAM
(cooperative awareness messages). In the USA the equivalent are the BSM (basic
safety messages). In [24] the applications of BSM messages dissemination are
classified in single hop and multiple hops. The difference being that in the second
case we have the routing of messages by intermediate nodes. The implementation
of a multi-hop approach is more complex because it requires a routing algorithm
for messages. In contrast, the single-hop strategy is less efficient because of smaller
range.

There are also DENM (decentralized environmental notification messages)
messages, which are event triggered messages that are transmitted in case of
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specific events (e.g., accidents). While the event is valid, the DENMs will be
transmitted alongside CAMs [25]. Different applications in VANETs have varying
requirements, forward collision warning (FCWS) applications, for example, require
fast message dispersal for nearby vehicles, while other messages, such as bottleneck
alerts, support greater latency [5].

10.1.3 Vehicular Networks Simulation

For proper adoption of VANETs, studies of the various components of these
networks are required. One of the major challenges for research in this area is the
logistical complexity to achieve realistic results. Experiments with real vehicles are
expensive and difficult to implement. Even the access to communication radios in
the IEEE 802.11p standard is not easy for all research groups. In such complex
scenarios, a widely used solution is simulation. So, researchers are increasingly
using simulation strategies.

There are several tools that can be used to simulate the behavior of communi-
cation networks. However, the majority of the existing simulation software (i.e.,
simulators) is designed for traditional wireless networks and technologies, not for
VANETs. In summary, there are two main points to consider when choosing a
simulation strategy in VANETs: the network simulator and the mobility simulator.
Despite the advantages in using the simulators, these software need to be properly
adjusted, so that the simulated scenarios are realistic.

The main aspects that need to be modeled and simulated are: motion restric-
tions (start and end, topologies, traffic lanes, signaling), traffic dynamics (vehicle
density, direction, speed, change of lane, pedestrians, stops), scenarios (accidents,
bottleneck, signal violation, emergency situations), and communication channels
(channel strength, duration, reception level, packet loss, obstructions) [23].

Two widely network simulators used in VANETs research are NS-3 [17] and
OMNET++ [18], since they allow the use of real mobility traces, implement the
IEEE 802.11p standard, and impart realism, including propagation characteristics
of electromagnetic signal in communication through models like two ray ground
and Nakagami. Another widely used network simulator is NS-2, which has a long
history in academia. However, compared to NS-2, NS-3 models the network more
accurately and has more functionality, achieving even better levels of efficiency in
the use of computational resources [22].

As for mobility, the traces available in the literature can be classified as
synthetic or realistic [7]. Synthetic traces are constructed by tools that consider the
characteristics of cities, such as population, type of area (e.g., residential, industrial),
among other aspects.

It is worth noting that synthetic traces may have a greater capacity for represen-
tation than real traces (collected from vehicle positions, usually via GPS), since,
depending on how the actual trace is generated, gaps can lead to erroneous results
[7]. Some of the best-known synthetic mobility traces are the ones from Cologne
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(Germany) and Zurich (Switzerland). Due to their high granularity, these traces in
terms of space and time provide great realism [7]. In the experiments described in
this chapter, we have decided to utilize both Zurich and Cologne traces.

Synthetic models can still be classified in macroscopic and microscopic. The
macroscopic models deal with the traffic density, the flows, and the initial distribu-
tion of vehicles. Microscopic models deal with the movement of each vehicle, its
location, speed, acceleration, and other attributes of its context, such as the changes
of track and the vehicles around. These are considered to be more realistic models
than the macroscopic ones [22]. In [24] some mobility models are presented, such
as the random waypoint (RWP) model that has been used in the past because of its
simplicity, but is not realistic. Other models cited are: constant speed and uniform
speed, Manhattan model, Krauss mobility model, and CA-based mobility model.

Another aspect that can be considered in a performance evaluation concerns
vehicle applications. Saini et al. [23] classifies the applications in VANETs between
those focused on safety and non-safety. In this second category are the applications
of efficiency, comfort, and entertainment. Each application has its various parame-
ters that can impact the performance of the network and must be validated for study
and deployment in an appropriate way.

10.1.4 Contributions of This Chapter

The objective of this chapter is to deal with the problem of realistic represen-
tation of VANETs in a simulated environment. In general the simulators have a
fundamental role, however, if the applied parameters are not properly selected, the
results obtained may lead to conclusions that are not in agreement with reality
or even contradictory. We have used realistic simulation parameters to verify the
performance metric behavior as a function of changes in these elements. We also
considered two traces of mobility with different characteristics.

The present work differs from previous ones by addressing two fundamental
aspects for the adoption and study of VANETs, simultaneously: simulation and
vehicular applications. Related works treat these subjects separately, without eval-
uating the impacts of both on results due to variation in the choice of parameters
adopted in simulation. In this study, we present the reader with an integrated view of
relationship between themes. Thus, main contribution of this chapter is the analysis
of results generated in realistic simulations, as a function of parameters modified in
the VANET simulations supporting a message dissemination application.

The remainder of the chapter is organized as follows. Section 10.2 describes
the related work . In Sect. 10.3, the evaluated scenarios are listed, with the
implementation details. In Sect. 10.4 are the results obtained in the simulations with
the corresponding analysis. Finally, conclusion and possibilities for future work are
presented in Sect. 10.5.
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10.2 Related Work

There are several academic papers dealing with the applications and the simulation
question in VANETs. These two issues are being widely discussed in the academic
community and will soon allow widespread adoption of VANETs, initially in the
USA, Europe, and Japan, where bands of the electromagnetic spectrum have already
been reserved. In [25], authors suggest that commercial adoption in Europe can start
in 2018.

In [1] the authors evaluated the impact on the average end-to-end delay and
the packet delivery rate of the network, according to the Friis, TRG, log-normal,
and Nakagami propagation models, through the OMNET++ network simulator. The
mobility was generated from the SUMO urban mobility simulator [12], with a map
of the Curitiba city (Brazil) with 1800 m × 2800 m and 5 different demands: 10, 25,
50, 75, and 100 vehicles with a maximum speed of around 40 km/h. This way, they
evaluated only the question of propagation models and did not use realistic mobility
traces. In [11] real data of Shanghai city is used to evaluate the proposal of delay
reduction for data dissemination in VANETs. The trace used is admittedly valid;
however, it represents only the taxi mobility. In [4], authors used a similar strategy,
with the generation of real traces, where mobility data of 320 taxis was collected
during 6 months in the city of Rome (Italy).

In [3], the authors proposed a realistic channel model based on empirical
measurements for use in simulation. Tests were performed on the OMNET++ with
the traffic generated through the mobility simulator SUMO and the results analyzed.
The mobility used was not realistic, since they used a unique scenario, composed
of two roads of 4 km with a total of 1043 vehicles. In [27] the authors evaluated the
impact of MANETs simulations and proposed a more realistic physical layer model.
For evaluation, the simulation results were compared with field measurements in the
center of the German city of Stuttgart (1.5 km×1.5 km). This work focused only on
MANETs, in scenarios between 10 and 300 pedestrians walking randomly and used
the IEEE 802.11b protocol. In [31] an analytical model was proposed to evaluate the
MAC and application layers in multi-channel communications following the IEEE
1609.4 standard in VANETs, and the results validated via simulation in NS-2. This
work did not consider the mobility of nodes.

In [32] authors performed an analysis of vehicular mobility in express routes
with free flow. For that, they used mathematical modeling and simulation through
MATLAB software. In [21] is demonstrated the importance of the packet inter-
reception (PIR) time metric in addition to packet delivery rate in evaluation of
VANETs. For this, real experiments were carried out with vehicles equipped with
IEEE 802.11p radios generating GPS location data on journeys through Italy.

In this article, we evaluate the impact on communication of VANETs in function
of both inherent simulation parameters (propagation models and mobility trace) and
application parameters such as the interval between message transmissions and data
packets size.
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10.3 Evaluation Methodology

In this section, we will present and describe in detail all the components used in
our simulations, such as propagation models, mobility traces, and the application of
message dissemination alerts.

Although both OMNET++ and NS-3 are modern simulators compatible with
VANET simulations, the simulations performed in this work were based on [6],
which presents a script for the NS-3 simulator (available at [16]), which allows
the evaluation of various aspects of VANETs in realistic scenarios. We have made
changes in the script to fit the scope of this work. The routing part and the
computations related to the network throughput were removed, besides rewriting
some functions. The metric chosen to verify the behavior of VANET in the proposed
scenarios was the PDR, which is the percentage of delivered messages in relation to
what was transmitted in the network.

In this work, packet delivery rate (PDR) ranges are values that determine a
distance for the calculation of the PDR. For example, if the PDR in a given scenario
was 0.8 for a range of 200 m, this means that 80% of messages received by the
vehicles were received in a distance of up to 200 m from the transmitters.

In Eq. (10.1) the PDR formula is shown, where QPr is the amount of packets
received in a given area and QPt is the number of packets transmitted in that area.

PDR = QPr

QPt

(10.1)

For the presentation of the results in the next section, some graphs were generated
with several lines of different colors, each one referring to a PDR range value, being
the lowest PDR 50 m (dark green) and the largest 500 m (golden). For these graphs,
the accumulated PDR was calculated with each second of simulation. According to
Eq. (10.2), the PDR at any moment t1 during the simulation period will be the sum
of all packets received at a given distance, divided by the sum of all transmitted
packets.

PDR(t1) =
∑t1

t=0 QPr∑t1
t=0 QPt

(10.2)

We consolidated the simulation data for each of the 10 PDR ranges into a relative
frequency plot of the PDRs with the PDR values accumulated every second (300
values) with the configuration of each specific scenario. According to [23], VANETs
were standardized by establishing a coverage area for 30 m communication in the
North America, 15–20 m in Europe and 1 km in Japan. Thus, in order to compare
the results, we choose intermediate PDR distance values.

The script in the NS-3 implements in each evaluated scenario an application
running on all vehicles sending BSM messages. According to theory, these messages
are periodically in broadcast (for all vehicles within its range) on the intervals
corresponding to the control channels in an IEEE 1609 application. As already
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Fig. 10.2 Crossing of urban roads in which one can make use of a VANET, with the exchange of
BSM messages, to avoid accidents

mentioned, these messages generally contain kinematic data (e.g., position, speed,
and direction) in order to support security-related services [31] and other more
complex applications besides those designed to detect and prevent accidents.

We have in Fig. 10.2 a representation of vehicles in a VANET. These vehicles
could send periodic BSM messages in broadcast through its IEEE 802.11p radio
equipment connected in their OBUs. Based on these messages, vehicles identified
as “Car A” and “Car D” could avoid an accident. Even if they collided, messages
could reach vehicles B and C, causing they don’t contribute to congestion or even
get involved in the accident. The application brings this result in function of the
data collected in the vehicle itself and in the external context, through the BSM
messages.

One of the two mobility traces used in the results presented in this chapter was
obtained through a multi-agent microscopic traffic simulator, able to simulate traffic
on map regions of Switzerland with great realism and based on people and their
movements in a 24-h period. We use a part that has the traffic of 99 vehicles, in the
region of Unterstrass (Zurich), in a time frame of 300 s, in an approximate area of
4650 m × 3000 m. The complete trace was presented in [15] and covers an area of
approximately 50 km×260 km and contains 260,000 vehicles. The trace has already
been generated in a NS-3 compatible format.

The second trace was derived from the city of Cologne (Germany), covering a
region of 400 km2 in a period of 24 h in a typical work day, involving more than
700,000 individual vehicle trips. It was generated from OpenStreetMap [19] data in
conjunction with the SUMO [19] mobility simulator and survey data. The complete
and detailed trace is in [28]. For this chapter, we have used a slice of this trace with
300 s and 1547 vehicles. In Fig. 10.3 there is an illustration of regions corresponding
to two traces used.
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Fig. 10.3 Regions from where the mobility traces used have been derived

As for signal propagation models, Stepanov and Rothermel [27] demonstrates the
importance of the adoption of a modeling that can adequately represent the effects
of the electromagnetic propagation waves when simulating mobile ad hoc networks.

Mean signal strength at the receiver as a function of distance from transmitter
can be estimated by large-scale propagation models (e.g., two ray ground and Friis),
while rapid fluctuations of the signal at the wave-length scale are better represented
by small-scale fading models (e.g., Nakagami) [22]. In the present work we will
evaluate three models used in outdoor communications: Friis, known as free space
propagation model [9], and two ray ground (TRG) model [20], which considers part
of the negative effects of electromagnetic signals reflections, both combined with
Nakagami probabilistic model [14], in order to give even more realism within the
simulations. Yaqub et al. [30] have used a similar approach, with the combination
of TRG and Nakagami.

We know the limitations of Nakagami model. Since it is based on probabilistic
distributions that do not use information about the specific scenario, it does not
consider the difference between line of signal (LOS) and non-line of signal (NLOS)
[13]. Even so, we use it because it provides a more comprehensive characterization
of signal propagation in urban environments [22], and has been shown to fit the
amplitude envelope of empirical data for 802.11p channel well [31].

We have in Eq. (10.3) the calculation of the Friis model, where Pr is the power
level reaching the receiver (in Watts), Pt is the transmitted power level, and Gr and
Gt are respectively the gains in the receiving and transmitting antennas, while λ is
the wavelength, L is the loss in the system, and d is the distance between transmitter
and receiver.

Pr = PtGtGrλ
2

(4π)2d2L
(10.3)

We see that this model considers only the distance between source and destina-
tion, the frequency (inversely proportional to the wavelength) and the transmission
and reception gains.
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Equation (10.4) is the formula for the TRG model, which considers the height
of the antennas between transmitter and receiver, respectively, ht and hr . This
additional component of antenna height is necessary for the calculation of the
negative effects on signal strength as a function of ground reflection function.

Pr = PtGtGr

h2
t h

2
r

d4L
(10.4)

TRG model presents better prediction results for long distances and the Friis
model is more suitable for short distances. The two models have the same level of
losses up to a distance dc = 4πhthr

λ
[22]. With the operation of the vehicles at the

frequency of 5.9 GHz and the height of 1.5 m of the antennas, we have dc ≈ 556 m.
Thus, until 556 m the perceived effects are the same, depending on the model used.

In addition to these deterministic models, there are probabilistic models that
can be used in the simulation to add more realism and precision, provided they
are properly adjusted, preceded preferably by empirical measures. Among the
probabilistic models we can mention the log-normal shadowing (LNS) and the
Nakagami (NAK).

With the Nakagami model, we have shown more realism in the obtained data,
through the fading effects of the multiple paths traveled by the electromagnetic
waves. We leave the default NS-3 Nakagami model parameters, where the parameter
of form m for distance d < 80 m was in m = 1.5 and for greater distance m = 0.75.
As quoted in [31], the form parameter m of the Nakagami model is approximately 3
for values where the distance d between transmitter and receiver is less than 50 m,
1.5 for distances between 50 and 150 m, and 1 for distances greater than 150 m.

Since different applications may require different packet sizes to transmit the
information, we vary the size of the packets transmitted by the BSM application
in order to see how this change impacts the PDR. Another parameter of the
application that was varied in the simulations was the transmission interval between
the successive packages generated and sent in broadcast by the BSM application in
vehicles. There are several reasons for which the packet transmission interval can
be varied in an application. One of these reasons is saving energy, since more time
transmitting causes higher energy consumption.

Two sets of configurations were used and are listed in Tables 10.1 and 10.2.
One set (in Table 10.1) was used to evaluate the impact on the evaluation metric
(PDR) according to messages transmission interval and packet size. The second set
(in Table 10.2) was used to evaluate the impact in function of the mobility traces,
in this case we use different packet sizes and transmissions interval and 10 rounds
simulations for each graph. In this way we can obtain a greater number of situations
in our experiments. These parameters can be subdivided into BSM application
parameters and inherent simulation parameters. Changes in both will generate
different results in the metrics (PDR in our case), but are independent of each other.
The application parameters used between the simulations were the packet size and
the transmission interval, while the inherent parameters of simulation used were the
propagation model and the mobility traces.
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Table 10.1 Configurations used to evaluate packet size and transmission interval

Parameters Values

Evaluated distances 50, 100, 150, 200, 250, 300, 350, 400, 450, and 500 m

Number of vehicles 99 (Unterstrass trace), 1547 (Cologne trace)

Mobility 2 realistic traces (Unterstrass and Cologne)

Propagation models Two ray ground and Friis (+ Nakagami)

Frequency 5.9 GHz (OFDM modulation—10 MHz channel)

Data rate 6 Mbps

Packets size 100, 200, and 400

Interval transmission 10 ms, 1, 10 s, and 10 s

Number of rounds 1 and 10 (time interval)

Maximum transmission delay 10 ms

GPS accuracy 40 ns

Table 10.2 Configurations used to evaluate mobility traces

Parameters Values

Evaluated distances 50, 100, 150, 200, 250, 300, 350, 400, 450, and 500 m

Number of vehicles 99 (Unterstrass trace), 1547 (Cologne trace)

Mobility 2 realistic traces (Unterstrass and Cologne)

Propagation models Two ray ground and Friis (+ Nakagami)

Frequency 5.9 GHz (OFDM modulation—10 MHz channel)

Data rate 6 Mbps

Packets size (150, 300 and 600 bytes)

Interval transmission 10 ms, 1 s and 10 s

Number of rounds 10

Maximum transmission delay 10 ms

GPS accuracy 40 ns

10.4 Results Obtained

The first results are presented in Fig. 10.4 and concerns for the Unterstrass region
trace with respect to the impact of the propagation models. Although the theoretical
separation distance between the TRG and Friis models is approximately 556 m
considering the range we are operating (5.9 GHz) and the height of the antennas
of the vehicles (1.5 m), we can see the models behave as if they were beyond this
limit, with the losses resulting from the TRG model being much more pronounced,
considering the effects of signal reflection. It is worth noting that in both cases we
have the fading effect added by the Nakagami model (NGK).

In relation to packets size, it can be seen from Fig. 10.5 that the larger the number
of bytes being transmitted, the smaller the PDRs. This result is consistent with the
theory, since larger packets require more time transmitting, which can lead to a
greater interference probability.
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Fig. 10.5 Different sizes of transmitted packets with Unterstrass trace

We also have combined the results in function of the data packets size (values of
100, 200, and 400 bytes) with the TRG and Friis propagation models in simulations
with fixed 1 s transmission interval between packets. The results are shown in
Figs. 10.6 and 10.7. Although each simulation round has 300 s of duration, the
graphs of Fig. 10.6 go only up to 150 s, considering that this time is adequate to show
the results obtained for these size of packages, since from that moment on we do not
have significant changes in PDRs. We can observe that for both propagation models,
the bigger size of packages the smaller are values of PDR. This is consistent with
theory, since larger packets increase the likelihood of collisions between signals
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Fig. 10.6 Results of PDR measured in rages of 50 m to 500 m to each vehicle, varying the packets
size between Friis and TRG models with Unterstrass mobility trace. (a) 100 bytes—Friis. (b) 200
bytes—Friis. (c) 400 bytes—Friis. (d) 100 bytes—TRG. (e) 200 bytes—TRG. (f) 400 bytes—TRG

transmitted by vehicles and, consequently, result in smaller PDRs. The effects of
PDR fall as a function of packages size is much more evident when using TRG
model also here.

From Fig. 10.7, which shows the relative frequencies, it is possible to reach the
same conclusions. It is observed that the calculated accumulated PDR values for
packet sizes between 100 and 400 bytes are in their significant majority between
60% and 80% for the Friis propagation model and between 40% and 70% of PDR for
the TRG propagation model. These results are also consistent with the theory, since
the lower values for the TRG model are due to the fact that this model considers the
negative effects of signal reflections.
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Thus, as an example of how we might arrive at a contradictory conclusion for
this type of scenario, considering the other fixed parameters, if it is established
that the PDR cannot be less than 50% for the proper operation of some application
transmitting packets of 400 bytes, the results would be positive, considering the Friis
model, or negative, considering the TRG.

The last evaluated parameter of the application was the transmission interval
between packets. Figure 10.8 shows the results for PDRs over time. PDRs are
slightly larger for the 10 s value, which is consistent with the theory, since larger
transmission intervals reduce the probability of interference. It is worth noting
that as PDR is calculated every second, smaller values in the transmission interval
between packages have little influence.

We also have combined the results in function of the transmission interval
between the packets (values of 100 ms, 1 s, and 10 s) with the TRG and Friis
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Fig. 10.9 Results of PDR measured in rages of 50 m to 500 m of each vehicle, varying the
transmission interval between 100 ms, 1 s, and 10 s for the Friis and TRG models with Unterstrass
mobility trace. (a) 100 ms—Friis. (b) 1 s—Friis. (c) 10 s—Friis. (d) 100 ms—TRG. (e) 1 s—TRG.
(f) 10 s—TRG

propagation models in simulations with fixed 200 bytes packet transmission size.
The results are shown in Figs. 10.9 and 10.10. It is noted that the changes did
not have a significant impact on the PDR. The graph of Fig. 10.10 with the
relative frequencies reinforces this finding. Lower values for the transmission
interval increase the time that the vehicles are with their radios occupying the
electromagnetic spectrum, transmitting messages, and, consequently, the increase
in the probability of collision occurs, resulting in smaller PDRs. However, since
the cumulative PDR is calculated every second, and the speed of the vehicles is
compatible with urban environments, changes in the transmission interval of less
than 1 s do not cause significant change in the metric. It is worth noting that
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Fig. 10.10 Relative frequencies in function of packets transmission interval and propagation loss
models only with Unterstrass trace. (a) Friis. (b) TRG

∀t1 = (t0 + dt) → PDR(t1) �= PDR(t2) with 0 < t2 < 300 and t2 �= t1, where
t0 is the beginning of BSM message transmission between vehicles, t1 a moment in
the future during the simulation period dt seconds later, PDR (t1) a PDR at time t1
and t2 another time in the simulation other than t1. This is because the probability
of collision at any point in the simulation tends to be always different since vehicles
are moving. So, slight difference in the graphic format.

It is important to emphasize that due to the random components inherent to the
simulation, such as delay for radio transmission or the accuracy in the synchronism
of each transmitter, although the simulation happens with the vehicles transmitting
with the same frequency and all begin at the same moment, the transmissions are
not exactly simultaneous. A maximum broadcast delay has been set for 10 ms radios
and GPS accuracy of 40 ns. These are important parameters that must be taken into
account for the correct data interpretation.

We can also observe from the graph of Fig. 10.10 that for a 10 s transmission
interval there is a slightly higher probability of the PDR being above 60%. In
relation to the other intervals for the TRG model, the absolute majority of the
PDRs is between 50% and 60%. For the Friis model, the values were between 60%
and 70%.

Another result that contributes to the major differential of present work is the
comparative analysis of two realistic traces of vehicular mobility. We have in
Fig. 10.11 the results for 10 different PDRs in a round of simulation with vehicles
transmitting 300 bytes packets every 1 s, with a modeling propagation signal loss
equivalent to Nakagami + TRG. Although each scenario has a simulation time of
300 s, Fig. 10.11 shows the results up to the time of 150 s, since that interval was
chosen because it is sufficient to adequately represent the effects on the PDRs. It is
clear that although the simulations are running the same application, the results are
quite different. By analyzing only the number of vehicles, it could be assumed that
the Cologne scenario had smaller PDRs, since the level of interference would be
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Fig. 10.12 Analysis of PDR equal to 500 m for Unterstrass and Cologne traces

higher and, as mentioned in [22], the signal-to-noise ratio is given by SINR = S
I+N

,
where N is the noise level, S is the signal level, and I is the accumulated power of
the interfering signals.

However, when we analyze the vehicle density (dv) in each trace, which equals
the number of vehicles per km2, we have in the Cologne trace dv = 1547 vehicles

400 km2 →
dv = 3.87 vehicles/km2. In the Unterstrass trace the density equals to dv =
99 vehicles

4.65×3 → dv = 7.1 vehicles/km2. Thus, the result is consistent with the
theory, since, despite having the smallest number of vehicles, the Unterstrass trace
has almost twice the density, resulting in a higher probability of interference and,
consequently, lower PDRs.

In Fig. 10.12 we present the 500 m PDR calculated over the simulation time for
the two traces, along with the error bars. The discrepancy remains evident, since
we have a PDR practically continuous for the Cologne trace and, for Unterstrass, a
PDR that starts close to 70% and decreases up to 50% at the end of simulation.
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10.5 Conclusion and Future Work

In this work we verified the impact on results of vehicular network communications
simulations in realistic scenarios, obtained as a function of inherent application
parameters (transmission interval and message size) and inherent simulation param-
eters (propagation model and mobility traces). With this, it was evidenced that such
parameters must be properly adjusted so that results obtained can be consistent with
reality.

It was observed that the chosen signal propagation model affects the probability
of packet delivery. Although the distance evaluated was at the operating threshold
between the TRG and Friis models, we obtained results consistent with the related
theory, being possible to observe different results depending on each model. In
addition, the size of messages sent by application influences the PDR inversely
proportional, due to the increase in interference probability.

It was mentioned that although vehicles start the message transmission simulta-
neously, the transmissions do not occur at exactly same time for all, as depending on
the random components of simulation (e.g., synchronism and delay). Due to vehicle
speed and the way of calculating the accumulated PDR (every second), changes of
up to 1 s in transmission interval between the messages had little influence on the
metric. The small influence observed was coherent with related theory, proving the
level of experiment realistic representation.

Finally, we verified the need to evaluate several traces of vehicular mobility. BSM
applications, for example, are related to traffic safety, so they should be verified in
all possible scenarios. We found that, in relation to the two mobility traces used,
the same application (with the same parameters) generated very different results for
each mobility trace.

Thus, it is concluded that through the results of presented simulations, the
parameters inherent to the simulation or application can alter the metrics defined for
vehicular network analysis, making it clear that in order to obtain realistic results
the researchers cannot ignore these parameters or evaluate them separately or even
leaving them in some inaccurate default setting, different from what will occur in
the real world.

In some results obtained, we can see that after the first 50 s of simulation, PDR
values tend to approach/stabilize. As a future work, an analytical modeling based on
these results can be a future research object, as well as the evaluation of multi-hop
BSM applications using routing algorithms for VANETs and considering additional
metrics such as latency, throughput, and inter-packet reception time.
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Chapter 11
LoRaWan: Low Cost Solution for Smart
Cities

Fernando Vinícios Manchini de Souza and Roberto Dos Santos Rabello

Abstract Communication and easy access to information are the main factors
in reducing waste of time and resources. Communication systems are heavily
dependent on telecommunications companies, which provide high speed services,
but charge a high monthly fee per device, thus making some applications unafford-
able. A LoRaWan is an emerging network technology that stands out for having
characteristics such as long range capability, low power consumption and low cost,
and focuses on sensing, thus proving to be a good alternative as a communication
solution in applications for smart cities. This article highlights projects that use
LoRaWan in simple applications with the potential to improve the quality of life
of citizens by implementing the concept of a smart city in a distributed manner.
In this study, tests are carried out on libraries, and frameworks are developed by
open software communities on how they play a key role in the popularization of
technology around the world.

11.1 Introduction

In various scenarios, communication and facilitated access to information are
the key to reducing waste of time and resources. For instance, receiving prior
notification that traffic will be blocked and suggestions for detour, making medical
appointments via Internet, providing essential services such as location of banks
throughout the city, transportation optimization through sharing, production and
distribution of food in urban farming. However, the communication system is
heavily dependent on telecommunications companies, which provide high speed
services, but charge high monthly fees per device, thus making some applications
unaffordable. The telecommunications market is governed by complex regulations.
As a result, few companies offer these services, and competition is discouraged.
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For instance, in Brazil, prices increase considerably due to high taxes. As a result,
investments in small towns and rural areas are insufficient, and many places have
no network coverage. These obstacles make it difficult to implement the Internet of
Things (IoT) on a large scale in rural areas or even in the urban area of small cities
as the cost of each device increases because it requires reasonable processing power
to support network protocols, such as TCP/IP, in addition to the maintenance fee to
keep each device connected.

Solutions for smart cities are very dependent on information and communication
technology (ICT) companies for the collection, communication, and analysis of
data. Platforms such as IBM have a strong appeal to their products and services.
However, it is impossible that they have a generic model for smart cities [25], even
with high technological standards and interoperability of devices and systems, since
each city has its own problems and peculiarities. Therefore, strategies for national
smart cities fail for not being able to capitalize local resources and for ignoring their
regional needs and priorities [3].

As a local solution, this study presents the use of LoRaWan technology which
is easy and inexpensive, and provides fast results, even though most of the projects
are still prototypes or proofs of concept, but promise future solutions as large-scale
customizable projects.

11.2 Smart Cities

The concept “smart city” has become popular in the political field in recent years.
The main focus is on ICT infrastructure, but there is also much research on social
well-being, education, environmental sustainability, and mobility as drivers of urban
growth [5]. Yet, there is not a definitive concept of a “smart city” as research
groups and companies approach the subject based on their own interests. The major
technology companies, Cisco in 2015, IBM in 2009, and Siemens in 2004, were the
first ones to define and adopt the term “smart city,” linking it to complex systems
that integrate urban infrastructure and services of building, transportation, water
distribution, energy, and public safety [10].

The definition of IBM starts with the optimization of interconnected information
to better understand, control, and optimize the use of limited resources. A smart
city balances its social, commercial, and environmental needs optimizing available
resources. IBM’s mission is to provide smart cities with solutions to facilitate
the development and sustainability of a city for the benefit of its population. The
smartness of cities is measured by the improvements in quality of life and economic
well-being that are achieved by the application of ICT to plan, design, and build the
city’s infrastructure [13].

With the beginning of the fourth industrial revolution, new paradigms have been
created, which were strongly supported by technology and integration between the
physical, virtual, and biological world promoted by IoT and artificial intelligence
(AI). A paradigm example is the local distributed production that meets specific
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demands with customized products, such as 3D printing [26]. The concept of IoT
arose in the late 1990s by ASHTHON in his lecture on RFID to P&G [4]. However,
since this first explanation, the concept has been evolved. Presently, it can be defined
as global infrastructure for the interconnection of physical and virtual objects
through communications systems for information gathering and performance in the
environment [12, 31]. In order to read the real world, a large number of devices
and sensors are used, which are distributed over long distances and often at difficult
places to reach. Yet it is possible that they are in a position that power supply is not
available and a long battery life is required.

The popularization of IoT solutions has been increasing due to several factors
such as evolution of miniaturization, reduction of sensor costs, connection speed,
unique ID to each device, power to process and store information in the cloud
at low cost, and development of cognitive computing and machine learning [7].
The convergence of these aspects together with environmental concerns and social
welfare, when balanced, meets the needs and desires of the population with a
sustainable functional capacity using technology to transform infrastructure and
optimize resources, thus creating an environment based on the concept of a smart
city [9].

11.3 LoRaWan

By definition, LoRa is the radio frequency (RF) technology whereas LoRaWan is
the network protocol, which is a low power wide area network (LPWAN), consists
of a network architecture focused on low power consumption, low data rate and long
range, key points for IoT, and promotes bidirectional safe communication, mobility,
and location service. It uses star topology with a gateway as a bridge between end-
devices and the network server, which in turn performs the routing of the packets
from each device to the application server [15].

Another relevant point is that LoRaWan is open, which allows any company to
produce devices. However, they must be certified by LoRa Alliance [15] as LoRa
transmitter owns Semtech’s patents. The specification also predicts the join server
to manage the authentication of the devices in the network. The network reference
model can be observed in Fig. 11.1.

End-devices can be sensors and actuators that are connected wirelessly to the
LoRaWan network through the radio gateway. The transmission uses the concept
of chirp spread spectrum (CSS) as a modulation technique that provides strength
and robustness against interference and the Doppler effect, thus being this the great
differential of LoRa technology [1]. The other communication parameters are:

• Bandwidth (BW): it can vary from 125 to 500 kHz in the American continent [1].
• Spreading Factor (SF): it can vary from 7 to 12, and defines the time and

speed that the information will be conveyed. The smaller the SF, the lower the
transmission time and the greater the speed, thus covering smaller range. The
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Fig. 11.1 Network reference
model according to Lora
Alliance [17]

higher the SF, the longer the transmission time, and the slower the speed, but it
will have longer range capability [1].

• TXPower: it indicates the signal strength. In the American standard it varies from
10 to 30 dBm [16].

The combination of bandwidth and spreading factors provides transmission
speeds between 0.3 and 27 kb/s [1], and adaptive data rate parameterization (ADR)
which allows SF and the end-device of TXPower to set to optimize power
consumption. This, in practice, provides the same coverage range of a gateway to
have different data rates, as the devices located near the gateway can use less SF,
thus saving energy.

LoRa devices are categorized into classes for appropriate use in each project, and
they are always focused on the lowest energy consumption:

• Class A: bidirectional devices, but with the possibility to receive restricted
messages (downlink) immediately after sending (uplink) them. This kind of
operation reduces energy consumption as the rest of the time LoRa module will
be off.

• Class B: bidirectional devices, but able to receive messages with synchronized
tasks from time to time. When sending a message, a task can be created for
synchronization, so the server can know when the device is listening.

• Class C: bidirectional device, but with the possibility of receiving messages at
almost any moment.

Table 11.1 summarizes the difference of LoRaWan device classes.

Table 11.1 Comparative table between LoRa device class

Class A B C

Multicast messages No Yes Yes

Latency High Low No

Device initiates communication Yes Yes Yes

Server initiates communication No Yes, with intervals Yes, constantly

Energy consumption Low Moderate High
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The use of radio frequency bands is limited by local governments that define rules
and organization, and avoid interference problems between equipment of critical
use. Therefore, there is an international agreement which defines some frequencies
without the need for regulation to encourage industrial, scientific, and medical
development. This agreement is called ISM (industrial, scientific, and medical)
band. In Brazil, the telecommunications regulator body is the National Telecom-
munications Agency (ANATEL) and its responsibilities are to define the frequency
bands that need to be registered for operation. However, according to Anatel
Resolution 506, Chapter II, it is defined that the following restricted frequency
bands do not require registration with the Federal Government: 902–907.5 MHz,
915–928 MHz, 2400–2483.5 MHz, 5725–5875 MHz, and 24.00–24.25 GHz [2].

The LoRa Alliance instruction for the American continent is to use the frequency
range of 902–928 MHz. As can be observed, the bands between 907.5 and 915 MHz
cannot be used. Therefore, when using American standard devices, one should be
careful to disable these channels via software in the application. However, this
limitation already exists in other countries which have standardized the distribution
of frequency bands in a way that channels such as the Australian standard would not
be disabled. However, currently there is no defined standard to Brazil [16].

Packets that reach gateway are forwarded with no processing or interpretation to
the network server, which is the center of the star topology and has the following
functions:

• End-device address verification;
• Authentication of frames;
• Manage adaptive data rate, ADR;
• Respond to all end-device requests;
• Forward all uplink messages to application servers;
• Schedule and forward all downlink messages from application servers to the end-

device;
• Forward the end-device authentication requests to the join server.

Security is a critical point in IoT infrastructure. LoRaWan protocol has a security
mechanism based on the AES encryption standard and has two authentication
methods for the end-device to connect to the network and to send information to
the application server. In the activation by personalization (ABP) method, the end-
device receives the identifiers in manufacturing or encoding process, so it is not
possible to transfer this end-device to another network. The parameters defined in
this method are:

• Device Address (DevAddr): Unique identifier in 32 bit device. Present in every
data frame.

• Network Session Key (NwkSKey): Unique identifier on the network layer with
128 bit with AES encryption, ensuring message integrity between the end node
and the network server.

• Application Session Key (AppSKey): Unique identifier at the application layer
with 128 bit AES encryption. Used for encryption of messages in the application.
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In the over-the-air (OTA) method, the end-device has a global unique DevEUI
identifier, through which it sends an unencrypted join request. In case it is accepted
on the network, DevAddr is generated and sent to the device that will use it to
exchange the next encrypted messages [15]. The join server manages authentication
only in this method.

In the application server, messages of the devices are treated (payloads) to the
end user. These messages are decrypted through the use of AppSKey, taking into
account that it is only in this layer that the information generated by the devices is
actually accessed.

11.4 LoRaWan in Smart Cities

This session analyzes studies that address LoRaWan in applications of smart cities.
Some studies are still in the initial stages. However, they demonstrate how simple
solutions can contribute to the improvement of the structure of public services to the
population.

11.4.1 Evaluation of LoRa LPWAN Technology for Indoor
Remote Health and Well-being Monitoring

The study of Petäjäjärvi et al. [21] reports experiments that use commercial
LoRaWan devices at the University of Oulu in Finland such as different SF,
bandwidth, and TXPower. In this study, a transmission power of 14 dBm and SF = 12
was used, being able to cover the entire campus area of 570 × 320 m, with a mean
of 96.7% streaming success.

There are reports of tests both outside and inside of the buildings between 55 and
370 m distance using spreading factors from 7 to 10. A table and a graph show the
percentage of packets with error and RSSI (received signal strength) assessed in the
form of a heat map. At the end, a brief account of energy consumption with this
variation of spreading factors was conducted. It was concluded that consumption is
greater due to the time the transmitter remains active in larger SF.

As it is one of the first practical studies on the use of LoRa technology in
indoor environments, Petäjäjärvi et al. conclude that it is possible to have indoor
transmission within 300 m even though it presents losses and delays; it is feasible
and has potential to use technology to monitor health and to control non-critical
signals, such as monitoring of physical activities, location, pets and personal
management, among others.
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11.4.2 IoT-Based Health Monitoring via LoRaWan

Mdhaffar et al. of the University of Sousse, Tunisia [19] present a new low cost
collector for medical data using LoRaWan for transmission of blood pressure,
glucose, and temperature data. The so-called IOT4HC is based on higher cost
devices that use other transmission technologies. However, this prototype simplifies
the device allowing people with specific health problems who live in rural areas or
have no internet access, to not need to go and collect preventive data.

This project involves common users and medical doctors from the sensor to the
web access. However, the study covered in this article is limited to the device and
is divided into two subgroups. The first one involved the coverage of the area of
the LoRaWan gateway, which in the urban area obtained results of up to 1.89 km in
one direction and 0.73 km in a region of high urban density whereas in rural areas it
reached 33 km2 using a 3 dBi gain antenna.

The second group focused on energy consumption of the device using LoRaWan,
when compared to general packet radio service (GPRS) technology that, even
in idle mode, the device equipped with GPRS consumes approximately 20 mA.
However, with LoRa, it consumes approximately 4.7 mA and, using an estimate
of consumption of a power bank of 2200 mA, it would have autonomy of up to
10,875 days.

This equipment proves to be of interest for remote areas as it has a range
of 33 km2 in rural areas and, in experiments, it showed 10 times less energy
consumption than GPRS transmission. However, the discontinuous sending of data
does not allow critical patients to use this solution. Therefore, an alternative solution
should be implemented for such cases.

11.4.3 Smart Cities: A Case Study in Waste Monitoring and
Management

The study carried out by Castro Lundin et al. [6] reports the construction of
a waste monitoring system at the Technical University of Denmark. This study
addresses management and optimization of waste control as one of the main
characteristics of smart cities. However, commercial solutions make large-scale
applications unaffordable due to their very high cost.

The construction of the whole system is described in a summarized way: the
devices have ultrasonic sensors to determine the waste levels, the equipment is used
for the assembly of the gateway, and technologies and protocols are applied for the
backend and frontend implementation.

While the data collected during the test phase was being analyzed, it was verified
that some dumps were filled before the day of the expected collection as they
were located near a snack bar, while others remained at a low level. This scenario
was already predicted by garbage collectors as a result of their experience and
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knowledge of the site, so no predictions were applied to the results obtained.
However, the author argues that in case of unavailability of current collectors,
substitutes would not have such knowledge, and the environment would be at the
expense of garbage accumulation, and any other unexpected event would also cause
problems. Therefore, the implementation of a smart monitoring system is crucial as
it allows the application of a proactive and non-reactive approach.

In conclusion, in spite of being simple and inexpensive, the smart system proves
to improve services to citizens. In spite of replacing the knowledge of the collectors,
it improves feedback in some atypical situations. The cost per trash can was also
respected during the study. It did not exceed 100 dollars, and was one of the main
factors for the implementation of this system in large scale.

11.4.4 Smart LED Street Light Systems: A Bruneian Case
Study

A Suhaili’s article [27] reports the LED lighting project in Bruneian Malaysia.
This article explains its current situation where about 2% of the population has
little access to LED lamps. Consumption was reduced by 40% as a result of a
simple exchange from high-pressure sodium (HPS) lamps to LEDs. Besides, with
the implantation of this smart system, optimization occurred even more either by
reducing power or switching off the lights according to real-time sensor data.

This project proposes the use of light dependent resistor (LDR), which relies on
the intensity of natural illumination in conjunction with the passive infrared (PIR)
sensor to detect the presence of people or vehicles by increasing or reducing its
brightness intensity. When there is no movement, it turns off. As a result, energy
was saved between 67% and 71%.

LoRaWan is defined in architecture as a means of communication due to its
simplicity, energy consumption, and star topology, which is contrary to other
standards that use mesh topology, and consume more resources as they require
devices to perform the mediation in the communication.

This article demonstrates the benefits of a smart system applied in lightning of
public areas, adding greater smartness, reducing human intervention, saving energy,
and maximizing comfort and security of the areas covered by the system.

11.5 Preliminary Results

LoRaWan is still considered an emerging standard in LPWan, with an increasing
popularity in several regions of the world, as can be observed in the studies cited
above, mainly by the open source community that develops and shares libraries and
frameworks to accelerate development. In spite of that, companies start to produce
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Fig. 11.2 Overview of the
prototype developed
according to the simplified
LoRaWan architecture

Fig. 11.3 The device
constructed using the
LoRaWan HOPERF
RFM95W module with a
helical antenna, board
Arduino Pro Mini Atmega328
and a DHT 22 temperature
sensor

hardware to target this public, thus boosting the ecosystem. This chapter aims to
describe the end-device and gateway built with the lowest possible hardware cost,
using libraries and applications created by the community members as facilitators
to capture and measure data as well as outdoor coverage of the LoRa signal.
Figure 11.2 shows an overview of the prototype of the hardware and software used
in each layer of LoRaWan architecture. Because it is using the ABP authentication
method, it is not necessary for the join server to transport the data to the application
layer.

In the construction of an end-device, the initial attractiveness is the cost of
LoRaWan modules as it is possible to purchase simple modules for less than 7
dollars. However, in this case, in addition to sensors, it will be necessary for the
microcontroller and antenna to have a functional device, as can be observed in
Fig. 11.3. There are already several solutions encapsulated with the LoRa transmitter
and microcontroller in a single board, and there are also alternatives like shields in
the Arduino standard, which simplify the development of prototypes [8].
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In the development of the end-device, the biggest challenge is to use libraries
appropriately for the LoRaWan module and the frequency of the region. In this case,
the main libraries are developed in Europe and operate in other frequency bands. As
a result, one should be careful to make adjustments to the correct ranges for the
American standard. The LMiC library was initially developed by IBM Zurich for
LoRa Semtech SX1272/SX1276 and HopeRF RFM92/95 modules. However, it has
now been modified by the community members in fork repositories of the original,
making it possible in a relatively simple way to integrate them into the Arduino and
other frameworks [11].

For the implementation of a gateway, the initial challenge was to find suppliers
of LoRaWan equipment at retail affordable prices, as the market until early 2017
had only professional or industrial gateways which cost more than 300 dollars [18].
However, with the dissemination of this technology, new solutions have emerged,
such as the RAK 831 board, based on the Semtech SX1301, as well as other more
expensive concentrators on the market, being able to operate in the frequency of 433,
868, and 915 MHz, with reception sensitivity of −138 dBm, support to 8 channels
of reception and 1 to send information [22]. Thus, solutions aimed at prototyping
that has limited resources are half the cost, as it is possible to mount a gateway for
indoor installation with approximately 165 dollars. The gateway is still composed
of a Raspberry board and runs the Raspbian operating system [23]. The physical
interconnection between the RAK modules was performed using the GPIO ports of
Raspberry and following the official documentation [24] and community members
[14]. The packet forwarder software installed on the gateway is responsible for
forwarding packets received from end-devices to the network server [28].

The things network (TTN) is a project that created an open LoRaWan network
and in 2015, in just 6 weeks, covered the city of Amsterdam with 10 antennas. With
the expansion to other areas, mainly in Europe, this community is very active. It
distributes public gateways around the world with the help of its members. Thus,
any developer inside the covered area can simply create devices and an application,
without the concern of having infrastructure [29]. Public gateways built by the
authors of this study are available on TTN platform in the city of Ijuí, in the state of
Rio Grande do Sul, Brazil.

In general, TTN network operates as a network server in LoRaWan architecture,
so the packet information does not become public, not even for the gateway owner.
All the information is routed to the servers of TTN network. Only the user who owns
the device can access the payload at the application layer through various integration
methods that the platform provides [29].

TTN mapper application is a community project derived from the things network.
It consists of a system that maps and publicizes coverage of gateways, thus
encouraging other developers to use them. One of the mapping methods is through
Android application available on the website where the user links a device registered
in TTN network and moves around the city. The received packets will have the
analyzed information as the received signal strength indicator (RSSI), and a heat
map will be compiled with the gateway coverage on the platform [30], as can be
seen in Fig. 11.4.
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Fig. 11.4 A view of TTN mapper application of the gateway described above. A 2.39 km coverage
can be observed in the gateways built by the authors in the city of Ijuí, in the state of Rio Grande
do Sul, Brazil

Figure 11.4 shows the coverage of the prototype obtained by TTN mapper. The
“red-tone” tasks indicate greater power of the signal, yellow ones represent medium,
and blue ones represent low. In the initial tests, the largest distance obtained was
2.39 km due to the geography of the city of Ijuí [20] which has moderate ripples.
However, more distant places, but higher, have better coverage than nearer places
which are lower due as during the movement the line of sight to the gateway was
occasionally obtained.

11.6 Remarks

This article discusses how LoRaWan technology meets the expectations in obtaining
communication solutions for low cost and long distance smart cities, since there is
no need to use a data plan for an end-device. It uses ISM frequencies and can be
implemented almost anywhere. LoRa modules are affordable to the market, and
the 2.39 km urban signal coverage obtained in the experiments demonstrates that
technology has promising results. The open software community platforms assist in
the dissemination of technology as they allow users to cooperate directly with new
solutions, or to customize applications implemented in other regions using the local
reality.

The initial tests and other related studies demonstrate that even with low cost
equipment, they provide a very considerable outdoor coverage in urban environment
and much more than expected in rural environment [19]. However, for indoor
monitoring, effectiveness is limited [21]. If LoRaWan is chosen as communication
technology, the criticality of the data when the focus is on low consumption should
be taken into account. It may not be very effective when maintaining intermittent
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connections due to the packet loss. Therefore, for real-time applications, LoRaWan
is not recommended [19, 21].

Following this study, local reality problems that can be solved or mitigated using
simple sensors in conjunction with LoRaWan, such as an application for counting
number of vehicles in traffic, finding parking spaces for people with special needs,
and monitoring public lighting, in order to validate the limitations of a larger number
of simultaneous devices and the impediments of a network with heterogeneous
devices should be addressed.
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Chapter 12
Digital Cities and Emerging Technologies

Thays A. Oliveira, Vitor N. Coelho, Helena Ramalhinho, and Miquel Oliver

Abstract Cities are undergoing transformations in several respects, but, mainly,
regarding novel technologies. In this sense, the aim of this study is to understand
the relation between the cities and the use of emerging technologies such as digital
democracy, blockchain and, in particular, smart contracts. To discuss and analyze
the possibilities of this evolution and transformation, a bibliometric search is carried
out in this chapter. A search of keywords in some refereed world databases was
made: Springer, SCOPUS, IEEExplore, Science Direct, Google Trends, Web of
Science, and Taylor & Francis. This combination of databases was selected in order
to become possible to reach a high coverage of numbers of works about digital city
and related technologies.

12.1 Introduction

Cities have been evolving along with the humankind. From modern ecovillages,
smart condominiums, digital urban, and sustainable rural areas, society has been
using information and communication technologies for our human benefits [4, 28].
The evolution is now being driven by a sea of shared information, sometimes called
big data. Fully distributed cities can now reach agreements and evolve in accordance
with the wishes and goals of those who lives there. According to Batty and Marshall
[8], cities are “a collection of elements that act independently of one another but
nevertheless manage to act in concert.” [p. 567].
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The computer science has a “(. . . ) a progressive approach to urban studies started
during the last years of the twentieth century when the digital revolution began to
transform urban areas” [20, p. 4] in a “constellation of computers” [7, p. 155].
The ICT (information and communication technologies) also have an important
position in this digital revolution, because of its accomplishment for innovations
and support to the new science of cities [20].

This chapter is developing the works that have been done in the researches
[6, 12, 13, 22–24], these articles approach smart cities, challenges to connect SC
and citizens, as well as new cities’ technologies that came to facilitate citizens
life, marketing, digital cities, among others. The team of researchers has been
participating on congress and conferences, also organizing special sessions and
round table, sharing knowledge and learning with other researchers who work
with different themes in the field of smart and digital cities. In these studies they
pointed ways for the citizens to be more participatory in cities’ decisions together
with the government and new forms of judicial and legislative decision making in
digital cities. Groundbreaking technologies such as blockchain, digital democracy
and smart contracts have the potential to reconfigure the way we storage data and
manage information [29].

The concept around digital cities is broad, involving technology and infrastruc-
tures that aims to build good interactions between humankind and technologies,
becoming a reference and indicator to develop the urban innovation and receiving
more attention from universities and researchers around the world [20]. According
to Nam and Pardo [21], the concept of digital city is around the “integration of
infrastructures and technology-mediated services, social learning for strengthening
human infrastructure, and governance for institutional improvement and citizen
engagement.” (p. 282).

This chapter explores the digital city (DC), connecting sustainable and emerging
technologies, such as: blockchain, smart contracts, and digital democracy.

Through a bibliographic research this chapter analyzes the relations between
these technologies with the aim of discussing what are the impacts of digital
democracy, blockchain, and smart contract for digital city and how these concepts
differ and correlate among them.

In this sense, the contributions of this work involve:

• Analyze studies between the DC with blockchain, digital democracy, and smart
contract;

• Comparing the publications in each area;
• Analyze the relevance of these terms to cities’ evolution;
• Consider the impact of these terms in the context of smart cities and DC.

The remainder of this chapter is organized as follows: Sect. 12.2 presents a
background surrounding the aforementioned themes, a bibliographic search is
conducted in Sect. 12.3, and the final considerations and future works are presented
in Sect. 12.4.
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12.2 Background

In this section, we presented a general view about cities in Sect. 12.2.1, in particular,
the blockchain technology and smart contracts are presented in Sects. 12.2.2 and
12.2.3, respectively, while digital democracy is approached in Sect. 12.2.4.

12.2.1 Cities’ Evolution: Connecting Real, Sustainable, Smart,
and Digital Cities

Technologies are surely the basins of human development. Since plenty of years
ago, the humankind has been using its skills for achieving better life quality. The
evolution of the species [14], undoubtedly, guided the permanence of those who are
able to refine their arts from those technological tools. The word “Techne” means
art, skill, craft, or the way, manner, or means by which a thing is gained. The Roman
philosopher Cicero commented [10] that humans had an ability of transforming
the environment and, consequently, creating a “second nature.” The evolution is an
environment that evolves in accordance with those who manage and govern that
space. Technology, in the deep sense of view, is not only related to digital and
computational intelligence technologies, but can reach different aspects according
to the desired evolution that a group of individuals are working on.

Cities, ubiquitous and smart cities are usually advocated as: “(. . . ) a model of
city where information systems are sharing data, like the cloud computing.” [27].
The International Organization for Standardization complements that “Developing
Smart Cities can benefit synchronized development, industrialization, informa-
tization, urbanization and agricultural modernization and sustainability of cities
development.” ISO2014 [25, p. 02]. Around the definition of term for an intelligent
city, different authors defend distinct points of view. For instance, Ahvenniemi et al.
[1] mention that a city that is not sustainable is not really “smart.” Furthermore, the
authors add that “Sustainability assessment should be part of the SC development
and therefore we find it important to integrate sustainability and smart city frame-
works, so that both views are accounted for in performance measurement systems
(. . . )” [1, p. 235]. Finally, Ahvenniemi et al. [1] recommended the use of the term:
“smart sustainable cities” instead of “smart cities.” On the other hand, smart city or
digital city can be seen as a cyber-physical integration in the urban space, along this
chapter these terms will be used in order to approach the concept of cities of the
future.



200 T. A. Oliveira et al.

12.2.2 Blockchain Technology

Blockchain is a nomenclature attributed for a new distributed and information
technologies that have the objective to save data on immutable and secure way
[18, 19]. According to Galen et al. [15]:

A blockchain is a digital, secure, public record book of transactions (a ledger). “Block”
describes the way this ledger organizes transactions into blocks of data, which are then
organized in a “chain” that links to other blocks of data. The links make it easy to see if
anyone has changed any part of the chain, which helps the system protect against illegal
transactions. [15, p. 06]

When the information reaches the blockchain, it becomes impossible to change
its historical path, in this sense, the data became immutable [18]. Due to this,
blockchain can be applied in different areas, offering a solution where reliable
registration is required and becomes trusted [19]. Furthermore, there is also the
decentralized concepts, which has the potential of bringing low cost solutions. In
the context of digital cities, blockchain can be used for social impact and to record
government decisions, monetary transactions, and state of the documents, projects,
and plans. The blockchain involves three pillars and attributes: trust, transparency,
and immutability. Figure 12.1 was drawn for representing them.

Figure 12.1 shows those aforementioned blockchain attributes, which can be
applied in different areas in the city, as in the governance, health care, voting system,
among others. In order to complement it, the concept of smart contract will be
addressed in Sect. 12.2.3.

12.2.3 Smart Contracts

Along with the blockchain comes the idea of smart contracts, which involve
electronic protocols that digitally check and automatically executed pre-defined
contracts (negotiations, agreements, among others). The contracts evolve in an
automatically fashion, executed by rules throughout a decentralized system that is

Fig. 12.1 Blockchain pillars
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extremely hard to be stopped [15]. In summary, a smart contract works as a code
container that encodes and reflects real-world contract in the cyber world.

Each contract represents an agreement made by two or more parts, where each
part must fulfill its obligation under that pre-defined contract [19]. Figure 12.2
illustrates a smart contract and its interaction with different parties. First, someone
needs to create the contract with some programming rules (written in the well-
known programming languages), then, that contract is deployed into the network
and becomes accessible for everyone connected. The contract is automatically
executed by a network of computers, in this sense, public contracts become available
for those who wants to use them. For example, a given contract Cy can be made
available for a defined set of addresses [A1, A2, . . . , An] with pre-defined rules.
In the case of private interests, private blockchain solutions can be used, creating a
system which is accessible only for authorized agents. In Fig. 12.2, the entity can be
a company, a person, among others.

The Smart contract advantages are:

• Automatic and autonomous execution;
• Fast and direct;
• Safe and trustless execution;
• Avoid manual error;
• “Cheap,” according to the application;

Fig. 12.2 Smart contract example. Figure drawn by the authors
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• Transparent and backup by default;
• Code is law.

Macrinici et al. [19] complement:

A key premise for contracts is that they represent a binding agreement between two or
more parties, where every entity must fulfill their obligations according to the agreement.
Another important element is that the agreement is enforceable by law, usually through a
legal centralized entity (organization). However, smart contracts replace the trusted third
parties; that is, the intermediaries between contract members. [19, p. 02]

12.2.4 Digital Democracy

Applications that promote democracy have a great potential for investments. In
particular, blockchain based solutions present good aspects related to citizens
transparent interaction with public sectors [15]. In this sense, it becomes an
alternative for democratic governance, since the government could share political
information, save and verify citizen identity, as well as other interesting applications.
In addition, it has the potential of generating novel alternatives for a better citizens’
participation in government decisions at the national, state, and municipality levels.
Also, improved voting systems can be designed based on blockchain [16].

Figure 12.3 illustrates an example of digital democracy, where citizens can
be more participative in government decisions, for increasing citizens’ rights and
promoting inclusive participation. One can say that the democracy exists when
citizens have equal rights.

Fig. 12.3 Digital democracy
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12.3 Bibliometric Search

By looking at the goal of understanding the relation between the terms explained in
Sects. 12.2.1–12.2.4, a bibliometric search of keywords, in refereed world databases,
is conducted. By using multiple databases it becomes possible to cover most part of
the researches on the discussed topics [20].

In this sense, the following databases were considered (all of them accessed
online on 28th of September, 2018): Springer Link, SCOPUS, IEEExplore, Science
Direct, Web of Science, and Taylor & Francis Online. The bibliographic search
shows the numbers of researchers done mentioning the selected keywords. The
following keywords were combined and searched (Table 12.1 shows the obtained
results):

1. Digital city (DC);
2. DC (digital city) + Blockchain;
3. DC (digital city) + Digital democracy;
4. DC (digital city) + Smart contract;

The concept of DC is showing a high number of publications with pioneer studies
dating back to the 1990s [2, 5, 28], when the nomenclature and definition about a DC
started to be uncovered and drawn. Both nomenclatures look for a city that attend
citizens’ necessities, promoting better life quality, urban development, mobility, and
the search for an ideal/dreamed city [11, 26].

The E-government can be supported by the DC, in order that the Digital
Government provides a virtual environment [3, 17]. According to Anthopoulos and
Tsoukalas [3], “the digital city’s definition is extended to the global Information
Environment, focusing on the needs of a city area.” [3, p. 91].

Bolívar [9] complements that the DC concept incentives the government to use
information and communication technologies for promoting political participation.
In this sense, the technology came to accomplish changes in different areas and in
the government, to proportionate a transparent governance and look for political
strategies, arising as a “smart governance” [9].

Table 12.1 Number of publications found in the well-known databases

Keywords

DC + DC + digital DC smart
DC + blockchain democracy contract

Database search—2018

1. Springer Link 124,691 375 8602 4204

2. SCOPUS 130,482 260 10,584 895

3. IEEEXplore 9730 17 7 4

4. Science Direct 110,570 174 2116 2377

5. Web of Science 5209 4 0 0

5. Taylor & Francis Online 68,484 57 12,903 1698
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Finally, a voting system with blockchain can be inserted in the context of
“smart governance,” which breaks down some barriers and limitations of the current
electronic voting system [16]. In this sense, the blockchain can be applied in
different areas, as well as the smart contract tools together with smart governance. In
the bibliometric search, the term presented the lowest number of publications, which
is reasonable since it is an emerging technology along with the smart contract.

12.3.1 Terms Popularity

In the sense of complementing the bibliometric search, Fig. 12.4 was drawn from
searchers done in the Google Trends (GT) platform. The GT is a Google’s database
that analyzes the popularity of some terms based on their private repository. In this
system, it is possible to define the time period, local (country, region) and compare
different terms.

The search was made between using the same labels chosen for the bibliographic
search presented in the last section. Results of a worldwide search from the last 3
years were considered (from 22 October 2015 to 22 October 2018).

Table 12.2 analyzes the biggest and lowest peaks from each keywords search
from the GT. By analyzing these numbers, it is possible to conclude that each
label had a specific time of higher and lower demands. DC and smart contracts
had constant peaks over the last 3 years, but the second one had more lowest peaks
(only considering the year of 2016, the months of January, May, and July can be
highlighted as lowest peaks). On the other hand, DC remained without lowest peaks
and presented a higher peak on May 2017. Considering all searched labels, it is
possible to affirm that the most stable period was between November 2017 and June
2018.

Fig. 12.4 Google Trends between the labels blockchain × digital cities × smart contract in a
3-year interval
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Table 12.2 Lowest and highest peaks of searching according to Google Trend from 22 October
2015 to 22 October 2018

Keywords

Digital Smart
DC Blockchain democracy contract

Google Trend search

1. Higher peak 2018-Jan 2017-Dec 2018-Jan 2016-Sept

2. Lower peaks 2015-Nov 2015-Nov 2015-Nov 2015-Dec

2016-May/July

12.4 Conclusion and Future Works

Through the analysis of this study it was possible to conclude that the technologies
approached here (blockchain, smart contract, and digital democracy) complement
each other in order to provide better services and communication.

Beyond these technologies, it is noteworthy that IoT has an important contribu-
tion to DC, integrating the devices in the cities, as well as helping urban mobility.
While these novel technologies have been approaching the citizens, some of them
might not be aware about it. In this sense, this chapter had also this whole of
increasing awareness. It is expected that society will evolve into a system where
citizens are more participative and have a better relationship with the government,
in particular, with more efficient and transparent voting systems. As a continuation
of this study, a survey with citizens, with the purpose of comprehending concepts
about SC, is proposed, which has the potential of pointing out what they agree about
these new digital advances.
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Chapter 13
A Multicriteria View About Judicial
and Legislative Decision Making
in Digital Cities and Societies

Vitor N. Coelho, Thays A. Oliveira, Iara V. O. Figueiredo,
Marcone J. F. Souza, and Iuri Veloso

Abstract The constant evolution of cities has driven the development of new tools
for society. Applications inspired by operational research techniques, which aid
decision making, can make viable dreams already dreamed up by philosophers.
Among these, we highlight more participatory, legitimate, and reliable judicial
and legislative systems. In this context, a multicriteria analysis seems necessary,
balancing the different versions, beliefs, cultures, and consequent weights and
measures desired by each citizen. In this paper, we present a new model for
judicial/legislative processes in digital cities. The system proposes the use of
sets of solutions, obtained from different weights adopted according to personal
characteristics of those involved in the voting process. From a simple case of study,
we highlight the possibilities, flexibility, and potential of the proposed system. The
proposed framework shows up as promising tool for assisting decision making in
other similar voting scenarios.
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13.1 Introduction

The evolution of cities to a paradigm of decentralized governance has been widely
discussed [9]. It is expected that smart cities (SC) [1, 20] are going to bring the
government closer to citizens [30]. Linked by new information and communication
technologies, smart cities drive a strong trend towards decentralized democracies,
as mentioned by Roberts [24]. Decentralizing decision-making process implies the
sharing of decisions, a strategy that has been adopted in technologies inspired by
multi-agent systems [8]. In this sense, studies in the field of SC [3, 6] can ensure
better and more effective mobility aligned with access to opportunities, especially
for urban populations.

In the same way, such systems are emerging as important allies to reach a more
independent judiciary [26]. In this context, computational tools that define adequate
limits and weights for different levels of governance are important resources for
more sensible decision making. Initiatives to decentralize governance and promote
local participation have been occurring even in rural areas, such as in the village of
panchayats, India [13, 18].

Bi-directional and distributed communication, based on secure, permanent proto-
cols, will undoubtedly be the wisest choice for the cities of the future. In particular,
the use of blockchain based technologies [19, 28] can proportionate trust for those
that want to follow this line of reasoning. The Brazilian institute ITS-RIO [15] is
currently designing a tool for public petitions by discussing concepts of digital
identity focused on the Brazilian scenario. More recently, a notorious project that
focuses on digital identities is the one, namely The Key [32], developed inside the
Ecosystem of the Neo Blockchain [14], formerly Antshares.

Smart devices [25], capable of obtaining information and interacting with the
environment, will be an intrinsic part of SC. In this context, applications, models,
and new paradigms aided by IoT equipment will be a great pillar of modern
society [34]. However, reaching conclusions and processing the vast amount of
information, extracted and shared in a SC is a task that requires operational research
(OR), computational intelligence (CI), and optimization knowledge. As mentioned
by Gibbard-Satterthwaite [12], every voting rule is subject to manipulation where
there are more than two possibilities. The task of computing votes and reaching
robust and concrete conclusions has been analyzed as a combinatorial optimization
problem [2], of difficult resolution and, in some cases, belonging to the class of NP-
hard problems [16]. There are different possibilities for reaching social agreements
through voting, such as plurality with or without elimination, cumulative, approval,
peer elimination, among others [27].

In the Brazilian context, reforms in the judiciary have been discussed by the
population and by distinct works in the literature [4, 7, 17, 21, 22, 29, 31]. On
the other hand, considering the slowness of transformations that require effective
changes in laws and old paradigms, we highlight the potential that distributed and
encrypted systems have [11]. In this context, we emphasize the role of OR and CI
in motivating applications for the emergence of systems and approaches with these
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capacities and abilities. As can be expected, more impartial, participatory systems,
in which citizens can optionally be anonymous, can become a reality.

In this brief study, we present a computational system, inspired by OR techniques
and multi-objective optimization concepts, which could guide the steps towards
a more participatory judicial and legislative system. The system described here
introduces a weighted voting system. At the end of the process, a set of non-
dominated solutions is returned, considering socio-demographic characteristics of
those involved in voting. From a simple case study, we exalt the possibilities,
flexibility, and power of the proposed methodology, inspired by the use of multicri-
teria decision-making tools [35]. Such proposal, despite computerizing the system,
does not remove the “human” side of the process, it just gives strength to the
participation of the population in more a transparent and low cost manner. The
following contributions of the present work stand out:

• Introduction of a new distributed system in the context of digital cities;
• Design of a voting protocol that is robust against specific sets of weights for

socio-demographic information of each individual’s profile. It is achieved by
generating random weights and presenting results in terms of sets of non-
dominated solutions;

• Presentation of a multicriteria view to reach relevant facts in a judicial and
legislative process;

• Assistance to the decision-making process made by judges;
• Motivation of researchers and government officials to invest and develop new

technologies for society;
• Alert the population of the current possibilities that are emerging from the

insertion of intelligent devices in our daily lives, especially in the context of
smart cities.

The remainder of this paper is organized as follows. Section 13.2 presents the
proposed system, as well as the concepts for a framework based on blockchain
concepts (Sect. 13.2.3). A case of study, described in Sect. 13.3.1, with its results
presented in Sect. 13.3.2, is considered in order to illustrate a scenario for the
application of the proposed tool. Finally, Sect. 13.4 concludes this chapter and points
out some possible extensions and future work.

13.2 Decentralized Solutions for Smart and Digital Cities

This paper proposes a decentralized and distributed system for judicial processes. A
simplified model is described in Sect. 13.2.1. The decision-making process, which
uses voting data, is described in Sect. 13.2.2. It is considered that the data collection
and the entire framework are obtained by IoT devices within SCs and the data stored
in a blockchain (as detailed in Sect. 13.2.3).
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13.2.1 Proposed System

The interaction of citizens (who can be grouped or self-named in distinct classes)
and other social agents can be made by intelligent devices, available in a decen-
tralized way in the context of intelligent cities. Interactive and real-time platforms
embedded within these devices, and available to citizens in the region under
analysis, will be platforms for data entry/acquisition and dissemination of results. A
blockchain inspired system will be able to store each information of the process in
a transparent and permanent way.

A central coordinator, also chosen by similar protocols, could name a set of
judges for the case, which would have weights pre-defined by the system. In the
current Brazilian system, these jurors can be summoned in cases of intentional
crimes against life [5].

After a certain period of survey of the facts, the prosecutor may present his
replies as well as new facts. Among these, the system will be able to receive videos,
photos, documents, and any other digital element. After the period of facts, citizens
will have the possibility to vote and give weights for each information/fact of that
particular process. In addition, a group of persons may participate jointly, when
legally registered with a digital identity. In this same stage, it is emphasized that
if there is more than one accused, the process can be divided into several strands
with different replicas. On the other hand, a joint model could also be considered,
opening the opportunity to access all versions in the same environment.

At any time in the process it will be possible to attach complementary informa-
tion, even anonymously. The major advantage of integrating these platforms is to
ensure a joint information access environment (including data such as those from
the “Ranking of Politicians” portal [23]). Furthermore, it would be open a path for
even trying to analyze how news and information that come during the process, as
well as external influences, change the line of reasoning of those that are following
or contributing to a given process.

Finally, a decision-making process returns possible facts relevant to the process
in question, taking into account different aspects, such as:

• Socio-demographic information of each agent/citizen who participated in the
voting;

• Personal data, optionally declared, such as: relative of the victim, witness, among
others.

13.2.2 Multicriteria Decision Making

This section defines a strategy that can be used to compute each agent’s votes (vide
[33] for more information on agents and multi-agent systems) involved in the voting
process. We describe a decision-making strategy based on weights for each citizen’s
profile variable, or jury (for cases where necessary); in particular, pre-defined before
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the process starts. For example, the following set of weights can be defined: 1, 40,
and 2, respectively, for citizen, victim, and jury. In addition, each variable of the
profile of individuals has a specific weight, and it is possible to analyze the impact
of certain citizens on the final decision of the voting, for example:

• Three possible income levels with weights 4, 2, and 7, respectively, for low,
medium, and high incomes. Therefore, the weighted final weight is: 0.31, 0.15,
and 0.54.

• Two different education backgrounds, such as with weights 7 and 5;
• Two different gender categories, such as with weights 5 and 5.

Decision making would be done based on the weight for each fact (n ∈
[−10, 10]), multiplied by the weight of each involved agent. In this sense, a set
of facts and replicas could be FR = {(f1, r1), (f2, r2), . . . , f ri, . . . , (fz, rz)} with
each individual being able to provide its grade for each set of information f ri . In
this way, the final score of each set would be given by nf ri = ∑

c∈C(wc × n
f ri
c ),

being C the effective set of citizens who gave a valid note to the question f ri .
Weights wc are defined by the weighted average of the weight of each variable
considered according to the profile of the individual, (wv

c = [0, 10]), where v is
one of the analyzed characteristics. In the case of a social group (such as a union or
association), the entity could have a specific weight, adopted in view of the number
of registered members or a bonus added to the weight of each sitting member who
participated in the voting process.

For each grade in an information packet (nf ri | f ri ∈ FR), positive values would
point out facts in favor of the defendant; while, on the other hand, negative values
would imply a weighty fact against the accused. In this way, the system would be
able to classify the facts that are for and against.

In order to provide a multicriteria analysis, it is proposed to consider different
combinations of weights for each socio-demographic variable. Thus, from a set of
solutions, it becomes possible to verify the relevant facts for each set of weights,
presenting possibilities that vary according to the profile of the people involved in
the voting.

13.2.3 Trust and Transparency by Using the Blockchain

The information gathering, during all stages of the process, can happen through
a reliable, transparent, and permanent platform, in which the insertion of new
information would be published, permanently, in a blockchain. Blocks of news,
authors, addresses, files, and timestamps tags would be blocked in a transaction
and included in a digital registry of the process in question. This tool will enable
future analyses that will relate news and the tendency of the votes on the facts and
replicas leveraged in the initial stages (or even during the process).
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In addition, by ensuring transparency and security in storing process data (in
particular by promoting distributed approaches), future studies may reanalyze the
same cases, but with other perspectives.

13.3 Case of Study

The case of study and software developed in the scope of this study can be found at
https://github.com/vncoelho/judgmentssmartcities.

13.3.1 Description of the Scenario, Facts, Cases,
and Motivation

For exemplifying the proposed system, a simple case study was designed, composed
of distinct problems generated with random data. There are fictitious scenarios
composed from 10 to 110 citizens, 1 to 100 facts, and 1 to 30 characteristics
analyzed (each with two or three classes). Each possible characteristic of the profile
of each involved individual in the voting is also defined in a random fashion.

In order to obtain a set of solutions relevant to the process, composed of different
combinations of relevant facts, a large number of combinations of weights were
randomly generated. For each characteristic of the profile of those involved in
voting, a weight between 1 to 10 is generated for all possible classes (as detailed in
Sect. 13.2.2). In the experiments described in the next section, 1000–10,000 random
combinations of these weights were analyzed. The total number of experiments
performed was 12,000. Among these, 2000 experiments were performed to verify
the percentage of dominance between solutions with different sets of relevant facts,
without considering the order given by the voting weights.

13.3.2 Obtained Results

As can be seen in Figs. 13.1, 13.2, and 13.3, the proposed model was able to obtain
a large number of non-dominated solutions, defined as relevant. In particular, the
method was able to find plenty of non-dominated solutions when the number of
facts grows. For these cases, the percentage of non-dominated solutions increases
because of the high number of possibilities for generating combinations of relevant
facts (as well as different orders of relevance). In this sense, different combinations
of weights easily result in different orders of the relevant facts.

https://github.com/vncoelho/judgmentssmartcities
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Fig. 13.3 Growth on the rate of non-dominated solutions with the increase in the number of
considered facts

Considering this large number of possibilities, it is noteworthy the need for
innovative approaches to filter the relevant facts. Among these, the possibility of
not considering the order of the relevant facts as a criterion of dominance stands
out. Thus, the graph shown in Fig. 13.4 shows that the percentage of non-dominated
solutions obtained drops dramatically when order is not considered. In addition, the
effects of increased socio-demographic characteristics, Fig. 13.5, appear in a more
evident manner.

13.4 Final Consideration and Possible Extensions

Considering the constant evolution of cities into distributed paradigms, a new voting
system that promotes and analyzes the citizens’ participation in a digital system
was proposed. In particular, the system was developed from a growing need for
more balanced judgments and a multicriteria view. The advance and implementation
of tools inspired by the strategies introduced here may provide more participatory
and “fairer” systems. In view of the current technological advances, it is expected
that decentralized and transparent systems will be the core of decision making in
modern/intelligent societies.
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The model proposed here could be embedded on several devices already in
possession of the citizens or even installed in strategic points of the cities. Future
work could consider the influence of external news and data, connecting publication
and disclosure of this information against voting trends (during the period the
process is open).

An additional step in the process could consider the exclusion of all those facts
that were pondered with final weights ≥ 0, since these facts are in favor of the
defendant or have no relevance (such facts may also have received these notes
because they are possibly manipulated facts). Finding specific weights that give rise
to certain conclusions is another strategy that could be adopted to understand the
wishes of those involved in voting. Therefore, metaheuristic algorithms could seek
solutions that increase and optimize the set of non-dominated solutions, expanding
the range and power of possible conclusions.

As a future possibility, the use of classical decision-making techniques such as
PROMETHEE II and analytic hierarchy process (AHP) [10] is recommended, which
are usually used to find satisfactory alternatives among possible solutions. In this
sense, one could consider the weights already provided by those involved in the
voting and forward them to the AHP technique for defining the most relevant points
of the process.

The proposal of this work motivates the advancement of novel voting protocols,
not only for the challenging problems of our cities, but also for the scope of novel
negotiation protocols for multi-agent systems. The idea of bringing the evolution
of computational techniques closer to the devices used by citizens, with a focus on
impartiality and transparency, could possibly impact on significant advances in the
quality of life of future societies.
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Chapter 14
Smart Planning: Tools, Concepts,
and Approaches for a Sustainable Digital
Transformation

Alexandre C. Barbosa, Taciano M. Moraes, Danielle T. Tesima,
Ricardo C. Pontes, Alex de Sá Motta Lima, and Barbara Z. Azevedo

Abstract The Smart Planning has been presented in the discussions in both urban
computing, operational research, and digital cities and in the urban and regional
planning field. The first can be referred as process of the integration, analysis, and
processing of data in order to optimize city services, while the second group has
a long trajectory in defining and understanding the urban dynamics. As a matter of
fact, conflicts in identifying key similarities in approaches for a more sustainable use
of those tools are constant and must be carefully handled. Through an exploratory
perspective, the goal is to highlight the vastness of the planning field and the
rise of several complexities when introducing modern technologies in the urban
sphere.
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14.1 Introduction

The process of transforming a city or a territory into a smart one is complex
and takes time. It means that not only by introducing novel technologies in
territorial systems will transform the current urban problems and challenges into
opportunities. Territorial systems here refers to the combine of actors from diverse
segments of society sharing a common space with values, principles, and power
relations [34]. Actually, the process of digital transformation must be embraced
as an interdisciplinary field from developers, computer scientists, data scientists,
urban and regional planners, and policy-makers. Only by exploring and aggregating
different approaches, tools, and concepts into the same debate, we will be able to
promote a sustainable digital transformation on smart cities or territories. Otherwise,
we may even increase the enormous societal challenges we face by increasing
complexity only aiming efficiency at the most. Shortening the digital divide must
be at the core of urban computing development.

The point is that technology itself is not able to solve every single problem
in a simplistic way. Nonetheless, it must be considered as a fundamental tool to
guarantee an inclusive planning process as well as by assuring rational decision-
making. Technology is a means. Nevertheless, it is relevant to point out here that
political understanding of it is fundamental to promote smart territories [14]. It is
not a technological issue, but it is a political and economical one.

In this paper, we intended to explore the relations between urban planning and
smart cities in an exploratory approach. Based on that, we could better frame
what really involves the smart planning scope. That is, framing the introduction
of emerging technologies in a territory through the perspective of urban experts.
In sequence, we explored four different fields of the smart planning in order to
make clear the vastness of such field. The first is about the Geographic Information
System, and its use and applications to urban computing. The second addresses the
topic of underground planning as an emergent field of applied geosciences supported
by information and communication technologies. The third is about the big data
analytics dashboards and their roles in allowing efficient and real-time urban
monitoring. Finally, the topic of interoperability is provided taken into account its
different layers with regard to the ethics when designing digital infrastructures.

The main objective of this broad study could be described mainly in two ways.
First, we aimed to support software and hardware development that effectively
tackles societal challenges. Second, we intend to make clear that urban and
territorial systems are complex and the introduction of modern technologies must
bear this in mind. Efficiency above all is not necessarily sustainable. Rather, it may
entail irreversible legacies due to path dependencies and network effects. Therefore,
the idea of smart planning supported in this article is comprehensive. Does one that
have a great picture of and how some technologies are being used in the city scope
at the moment and the future potential supported by an in-depth critical thinking.
Merging the debate by bridging narratives is a key component for urban computing
stakeholders.
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14.2 Urban (Smart) Planning

14.2.1 Urban Planning Overview

Think city as a work, a history of actors, or well-defined people and groups who
idealized it and materialize it. As presented in one of the most important books
of urban planning ever [28], the result of a city in the present is not mere chance,
but a set of materialization of different urban planning doctrines, and their socio-
spatial practices, understood by everyday actions. The older it is, the more incredible
morphological diversity it will imply, with continuities and discontinuities of these
doctrines in practice. Accordingly, is complex, but not impossible, to promote a
sustainable digital transformation in a historic city with an intricate system of
territories, result of its past activities, among actors from different generations, with
unique values, principles, and power relations [19].

It is essential to obtain an overview of how different ideals of urban planning
shape the city, to analyze how the ideal of smart city inserts in this panorama.
In the previous centuries, the ideal of a modern city rose up, the core of urban
planning consists of a modern city planning, an idealized city model committed
to the “needs” of the modern inhabitant, in which technicians are responsible for
describing these needs, consolidating a heteronomy relationship of the inhabitants
with the technicians [28].

The ideals of urban planning have transformed during its history, taking on
numerous forms, from the first modernist experience held in the city of Paris
in France by Baron de Haussmann—in which the city is rethought and the first
incursion is made of a practice based on centralizing urban planning supported
on a rational logic; to the following philosophical reworkings [28]. The case is if
this new paradigm of smart planning will reinforce this relation of heteronomy,
or will, actually, bring an opportunity for a relation of autonomy towards a
multistakeholderism governance model [19], with more citizen participation.

It is relevant to mention the Albrechts’s work and the statement that they vary
mainly inside four rationalities of planning [3]. It facilitates the comprehension
of how the smart planning thought is incorporated in the social reform, the policy
analysis, the social learning, and the social mobilization [2]:

• Value rationality: normative way for an alternative future. Focus on the long term.
• Communicative rationality: multistakeholder process. Collective vision and trust

as a process.
• Instrumental rationality: emphasis on the most efficient way to solve problems.
• Strategic rationality: power relations are handled as a strategy.

There are several paradigms of planning that can provide an interesting historical
overview of the topic in both research and practice [1]. The most known and
traditional one is the rational comprehensive model. This one emerged in post
second world war scenario (even though highly influenced by the nineteenth century
ones) and it is based on the professional-scientific knowledge to solve urban and
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social problems. It is basically oriented to decision-making process that entails costs
minimization and benefits maximization. However, it does not take into account
who take those decisions, neither assess its consequences in different scales and
scenarios [11].

As a response to the previous approach, the Bounded political rationality one
emerged. Herbert Simon highlighted that rationality is limited by uncertainty [38].
The other main actor, Charles Lindblom, expressed that what brings the rationality
to a decision-making process is the plurality of actors. This is what he called “the
intelligence of democracy” [26].

The role of politics was supported with the rise of the Advocacy Planning Model.
With this regards, the planning process is still an expert-led one. Nonetheless,
the point here is the capacity in controlling initiatives rather than on technical
expertise [16]. In the seventies, in parallel with the new order dynamics, the Political
Economy Model was raised. In the sense that the planning process served mainly as
a neoliberal strategy [27].

As a matter of reaction, Metzger supported a planning model that redistributes
power. This one was called the Equity Planning Model [31] and its first step is
to understand spatial inequalities. The planner here is more a territorial settings
analyzer and communicator. In the nineties, the Social Learning and Communicative
Action Model were strengthened. In this perspective, the urban planner was the
responsible to bridge the experts and the community. The main objective in this
paradigm is to systemically empower citizens. This model also fed the Radical
Planning Model, in which the planner is much more an ally of the community, rather
than outside [8]. That is, a social mobilizer.

Another important paradigm is the Strategic Spatial Planning (SSP). This one
is supported in this paper and, therefore, the following subsection provides a great
picture of its mechanisms and approaches. The idea here is that the SSP is meant
to be the optimal between the bottom-up and the top-down approaches. One that is
both scientific-oriented and community-based.

14.2.1.1 Strategic Spatial Planning

There are several stages in the planning process that public participation can be
conducted. Such as the problem identification, the socio-spatial context, the goals
and objectives, desired outcomes, and the legitimization of the proposed policies
through cohesion and consensus building. However, this paradigm of planning has
been criticized with regard to political and professional rationality as well as in
driving long-term development. Furthermore, the success of decision relies on their
effects in transforming conflicts by guaranteeing rationality [26]. In addition, a big
variety of actors playing a direct role on the decision-making process is crucial, but
also dangerous for such achievement [25], governance is a must.

Strategic spatial planning is an important alternative to counterbalance the limits
of collaborative planning. Albrechts [2] argues that strategic spatial planning is a
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public process that aggregates different perspectives based on scientific knowledge,
collaboration and socio-spatial interactions that builds a comprehensive frame for
the development of a territory. In addition, this planning approach is based on
a limited number of issues, taking into account the social, cultural, and political
aspects of the context. This approach fosters multilevel governance and diversity of
actors in the planning processes. It is also about creating new forms of understanding
the socio-spatial dynamics. Moreover, the transparency and accountability of insti-
tutions are key issues that may enable an effective inclusiveness, eliminating uneven
power structures. More recently, it has been associated with the “performance
school” [5], that affirms that strategic spatial planning is about a normative (what
should prevail); and epistemic (based on the effect of a project, program, or policy)
consensus.

Healey’s definition for strategic spatial planning [23] illustrates the issue assessed
in this paper. She states that it is:

A social process through which a range of people in diverse institutional relations
and positions come together to design plan-making processes and develop contents and
strategies for the management of spatial change. This process generates not merely formal
outputs in terms of policy and project proposals, but a decision framework that may
influence relevant parties in their future investment and regulation activities. It may also
generate ways of understanding of building agreement, of organizing, and mobilizing to
influence in political arenas.

14.2.2 Urban Computing, Planning Support Systems, and
Smart Cities

Planning Support Systems, or Spatial Decision Support Systems, are a consolidated
thematic in research and practice, while Smart City spatial applications is relatively
new, but it has been manifested in territories more and more. According to
Geertman [21], its use has been commonly agreed in the scientific environment as
mainly due to increased efficiency and socio-technical complexity handling.

Geoinformation technology-based tools that facilitates regional and urban plan-
ners in identifying major issues, in understanding urban dynamics and in developing
strategical solutions [40].

In this age of exponential growth of information, there are so many technologies
and emerging at such a frenetic pace, that frequently the feelings of public
administration regarding to adopting new tools are more related to overload,
disinterest, infeasibility, frustration, and waste instead of improvement, progress,
benefit, optimization, and enthusiasm. In spite of this, the number of initiatives of
applied computing in the cities has grown year by year and generating more and
more cases of success, both by means of public–private partnerships, as well as
executed by municipalities’ own teams and public agencies.
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Numerous applications are possible with the maturation of Applied Computing
areas that are promising for the context of Smart Cities, among which it is worth
mentioning four:

• Internet of Things—Sensors that collect humidity, temperature, pressure, light,
movement, velocity, gases, electrical resistivity, acoustics, etc., enabling, among
other things, intelligent traffic lights and signals that adapt dynamically according
to the meteorological conditions or even in the case of other major accidents,
opening the way for firefighters, police, or ambulances.

• Cloud Computing—Storage and processing infinitely superior to what was
possible with local datacenters, allowing for example facial recognition of real-
time security camera images combined with other police information about
outlaw criminals.

• Big Data Analytics—Interpretation of standards and data cross-referencing with
other federal, state, and municipal data, ensuring better planning, decision-
making, and use of public resources in cases such as the construction of
infrastructure in more critical or cost-effective places.

• Machine Learning—Combining data collected from public, private, internal
sources to the public administration, sensors, and other devices spread throughout
the city, these can be used by algorithms such as Deep Learning in the preventive
identification of problems, such as in electricity, telephony, sanitation, internet,
and transportation, among other possibilities.

Through the use of the mentioned technologies and others more, government
officials and other public agents will have more and more relevant information to
their work. However, in order for them not to grow in a disorderly fashion and bring
more confusion than understanding, they need to be organized and made available
in a way that is simple and quick to visualize, understand, and act in a context where
the use of dashboards is crucial.

14.3 Smart Planning: Tools, Concepts, and Approaches

For a smart planning process to truly happen, all the stakeholders carry responsi-
bilities, which includes: governments, local authorities, private sector, universities,
and community. In the following sections, we provide several components of the
digital strategy of a city, from the use of georeferenced data to its display in
monitoring dashboards. Again, the goal here is not to drive a one-size-fits-all
guideline. Rather, the point here is to make explicit the comprehensive complexity
that urban computing entails. Co-responsibility in the design and implementation is
what this chapter aim to promote.

Michael Bloomberg’s administration in New York in the year 2001 is an out-
standing example of a successful technology initiative in this area. Among several
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ideas implemented, it is worth mentioning an introduction of an accountability
portal within the city hall website, which served both for population and for
public agents to accompany city services, through a simple interface and with
indicators easily comparable to every other region of the city. Bloomberg eventually
managed the city as a completely data-driven organization, setting performance
targets for each department, prioritizing a colossal amount of existing indicators,
and comparing them with nationally recognized standards of performance in other
large cities [10].

Almost a decade later, what allowed even more advanced and interconnected
technologies, the city of Rio de Janeiro built in 2010 an Operations Center in
partnership with IBM—that developed the system. Its datacenter is able to integrate
data from 30 different agencies into a single software, allowing the crossing of
information from sensors, cameras, and public transport GPS devices, with other
provided by the technicians who operate the system, thus allowing quicker and more
efficient decisions about floods, accidents, crimes, service failures, traffic jams, and
other types of problems, in real time or even with future predictions. The system
was designed primarily to provide information about the city during the World Cup
and the Olympics that would happen in the following years, but continued to prove
very useful and with enormous return on investment even after the end of these two
events [39].

14.3.1 Geographical Information System (GIS) and Its Use

Geographical Information Systems (GIS) is a set of tools with a particular value,
because takes into account the need to answer or explore spatial questions. This
system allows the relation of spatial information, such as location, patterns, trends,
and conditions. Enhancing the possibilities of technology in understanding the
geographical dynamics [37]. There are many examples of GIS applications, related
to activities of the government, defense agencies, scientific research, commerce and
business, agriculture, and environmental management.

Considering the use of geotechnologies in the last 30 years, the boom of
information systems and the popularization of the internet is possible to say that
the relation between humans and spatial information has changed [22, 35]. The
technology development allows great performance in acquisition, storage, sharing,
and management of data.

Geography has always been rich of information, and it is broad known that
spatial data roles a strategical and historical importance for human kind. Since the
first settlements, until nowadays: Information as a key to know the locations of
resources, the safest places to be or to move faster [35]. The principles of spatial
information importance in the past are the same in our days. The urban territory is
full of spatial information, and it is knowledge could help us to better understand
the social, political, or economical dynamics, so the local environmental problems
and climate changes.
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The future of GIS in the urban computing is related by the possibilities of spatial
data modelling, analysis, and management. With the development of computer
interfaces for handling these information, such as Webgis, the use and access
becomes more popular [22]. The creation, maintenance, and share of spatial
information are central topics into GIS use, because they facilitate the technical
production of high value materials for urban planning, and so, to urban sustainable
development, smart cities, and urban computing.

14.3.2 Underground Smart Planning

14.3.2.1 Importance of Underground Urbanization

According to an UN report [42], the current world population of 7.6 billion is
expected to reach 8.6 billion in 2030 and 9.8 billion in 2050. In addition, the
percentage of the world’s population living in urban areas is growing steadily [44].
The figures rose quickly from 1960, when only 34% of the total population were
living in urban areas to over 54% in 2016. To this extent, locating this increasing
population in urban areas is becoming more and more challenging. Cities’ territorial
expansion is limited by the natural environment constraint and farmland protection.
Although, advances in tunneling and excavating technology and increases in land
prices have resulted in underground urbanization becoming a more feasible and
economical option [30].

14.3.2.2 Underground Planning: An International Overview

In the context of underground planning, Helsinki is the pioneer. It was the first city
worldwide to adopt an Underground Master Plan in 2009. Since 1960s, the city has
been largely using the facilities of underground construction. From the beginning
of the twenty-first century on the demand for underground space in the central
area started growing rapidly, as did the need to control construction work [43].
Underground resources are the core of development of Helsinki’s structure and
nearby areas, aiding to build a more unified and eco-efficient structure. Underground
planning improves the overall economy efficiency of facilities situated underground
and enhances the safety of these facilities and their use [43]. In 2007, the Deep City
research program was launched, a partnership between Switzerland and China. It
divided underground resources into four types: space, geomaterials, groundwater,
and geothermal energy. In this manner, developing the underground means to create
new alternatives for transportation, utility infrastructures, new sources of mineral
resources, and renewable thermal energy [30]. In China, Suzhou City was chosen
as a pilot project based on its higher score of “Deep City applicability” over
other Chinese cities (Beijing, Nanjing, Suzhou, and Shanghai) [29]. The Suzhou
provincial and municipal governments were assisted by gathering resource database,
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with administrative consultation and the development of an information system
to help decision-making. The authors [30] gathered and bench-marked the most
desirable practices in management and administration of underground resources,
looking at seven cities (Helsinki, Singapore, Hong Kong, Montreal, Minneapolis,
Tokyo, and Shanghai). After analyzing many different factors for the supply side
such as geo-risks, soil thickness, and aquifer outflow, among others, and for demand
side like civil defence, commercial land prices, land use type, etc. The authors
highlight that an integrated underground use and management can only be possible
if all the city departments work together into decision-making [30]. Meanwhile
in the United Kingdom, the British Geological Survey is researching about Urban
Geoscience and how geoscientists can help to reshape future cities. The “Future of
Cities” Project, launched in 2013 by the Government Office for Science, aimed to
provide policy makers with the evidence, tools, and capabilities needed to support
policy decisions in the short term to lead to positive outcomes for the UK cities in the
long term [13, 41]. The subsurface is taken for granted when thinking about future
cities, as its demand is growing continuously and it can provide many resources, as
mentioned before. Sustainable utilization of urban underground requires a greater
understanding of subsurface processes and a careful, well-considered, integrated
planning approach [7].

14.3.2.3 Underground Planning: A Brazilian Overview

After researching in different databases (both Brazilian and international) about
the theme, little information was found. However, two PhD theses stand out in
this context. The first one is called “Urban Geology of São Paulo’s Metropolitan
Region,” of 1998. This thesis presents a geological description of the area followed
by the history of urbanization of the biggest Brazilian city. The author dedicates one
chapter only for “Urban Geology,” where he highlights the importance of geological,
geomorphological, geotechnical, and hydrogeological knowledge in the process of
urbanization. This work mapped the potential areas for landslides and floods in São
Paulo’s metropolitan area [36]. Although this work was presented on the relation
between geology and urban planning, it was classified in the field of “sedimentary
geology.” The second thesis was written by an urban planner in 2009 and it is
called “Underground Urbanism.” The author discusses the ethical arguments for
land use and occupation. She endorses the densification of cities by expanding
downwards, enabling different activities to overlap. By doing this, the use of the
ground is maximized without the requirement of skyscrapers. Her work found no
urbanistic nor economic or technological restrictions for the use and occupation of
the subsurface upon an indoor city [15].
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14.3.2.4 Tools for Urban Planning

One of the simplest ways of communicating geoscience for urban planners and
broad community is through maps. They are great at synthesizing information
about geology, geomorphology, engineering geology, geotechnics, subsurface inves-
tigations, hydrology, hydrogeology, coastal zones management, planning, and land
use. It is relevant to highlight the importance of an accurate ground field survey
and inventory at different scales, Geographic Information Systems (GIS) mapping
and databases, and seamless multidisciplinary urban studies as useful instruments
for supporting a sustainable land use planning [7]. A key aspect of the smart
urban geoscience concept must include Geographic Information Systems (GIS)
as a means for digital mapping and communication to a larger audience. That
framework includes merging numerous data about all elements of urban areas,
such as transport, environment, economy, housing, culture, science, population,
health, history, architecture, heritage, etc. Moreover, the format of a balanced
multipurpose engineering geological map strongly relies on its main objective and
the requirements of the end users, as well as the need to communicate information
to all agents involved (practitioners, researchers, stakeholders, decision-makers, and
the public) [15].

14.3.2.5 Future Prospects

Subsurface planning is a multidisciplinary task, so geoscientists will be required to
work together with other professionals (e.g., architects, urban planners, and engi-
neers), as well as local and national governments. If underground urbanization was
used more in big cities worldwide, it could help to address sustainable development
in terms of optimizing the land use, conserving supplies such as groundwater,
geothermal energy, space, and mineral resources [30]. In this scenario, it is possible
to state that mapping plays a central role in urban geoscience, specially for in situ
geotechnical investigations, ground modelling, geological resources, heritage and
geohazard assessments, and planning purposes. Once again, the importance of GIS
is highlighted as a useful tool for urban planning management in order to assure
a sustainable design with nature, environment, heritage, and society. At municipal
level, urban geoscience studies assume major significance contributing to land/cover
use management and planning. Therefore, innovative methodological approaches
are required in the collection, analysis, design, and modelling of urban data [15].

14.3.3 Big Data Analytics Dashboards

With the massive amount of sensors and devices currently positioned in cities, it is
inevitable to gather an exorbitant amount of information that ends up generating two
great problems for the public administration: the first is infrastructure—increasing
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the amount and storage of servers or even your data is in the cloud, costs increase,
and management is difficult; and the second in terms of viewing a colossal number
of different information about the same subject (i.e., the city), which makes it
difficult for people who need to analyze all this data to plan and take decisions.

The first problem turns out to be intrinsic and unlikely to be solved, perhaps only
mitigated if the information produced grows linearly and technological evolution
continues to grow exponentially, following Moore’s famous Law [32]. However,
a dashboard (or a set of them with different perspectives) can undoubtedly help
solving the second problem or at least a significant part of it. However, in order for
this to happen, this dashboard needs to follow some basic elements to ensure its
effectiveness [24]:

1. Be simple and communicate in an uncomplicated way,
2. Possess minimal effects and distractions to avoid confusion,
3. Provide useful and meaningful information to stakeholders,
4. Adequate presentation of data to human visual perception.

There are numerous ways to implement a dashboard, depending on the context
and the objectives it needs to fulfill. It can be implemented in a physical way through
large displays in places accessible only to a restricted internal public, with more
strategic and operational information. An example of this use is the dashboard of
the aforementioned Operations Center of the City of Rio de Janeiro [18], which is
considered one of the most modern in the world and played a key role during the
Olympics and World.

Furthermore, it can be available online to an external public—so that it is
accessible to a larger number of people—in order to ensure the accountability of
municipal management. As an instance, the Inter-American Development Bank
provides an integrated platform called Urban Dashboard [6] in which any person can
visualize all indicators of the 23 themes that make up the three dimensions (urban,
environmental and fiscal) of their methodology, and can also compare the indicators
among all 77 cities participating in the program. Similarly but with a different focus,
it can be a state or country initiative in the form of a benchmark between various
cities of a region or even done by an NGO to compare cities from several countries,
such as the Cities In Motion Index [9].

With such improvement in accountability provided by these dashboards, citizens
can now understand the evolution of the city’s main areas and also check whether
their taxes are being well used, feeling not only better served by municipal
management, but also more responsible, motivated, and empowered to proactively
help solving city problems [4].

In addition to improving the city’s accountability to the population, there
is another reason why the use of dashboards is so interesting to smart cities
and urban computing. Once two cities use the same assessment methodology,
ensuring that information is standardized, even that they are on continents with
different geographic conditions, have completely opposite cultures, or have different
political-economic systems, they are still comparable through that set of parameters.
Through dashboards you can establish a benchmarking and draw a parallel plan



232 A. C. Barbosa et al.

between them, allowing you to check which one is performing best in a particular
area, through common indicators.

Such contrast is also interesting to stimulate among cities and administrations
a certain amount of competition and ambition, characteristics usually absent (or
present only on an individual perspective and in a counterproductive manner) in
this context. Since cities well positioned in these rankings can attract even more
investment and tourists, the stimulus becomes even more real for city managers.

Furthermore, other authors [12] argue that the use of dashboards also brings
many advantages for city managers and public agents:

• Visual presentation of performance measures,
• Ability to identify and correct negative trends,
• Saves time compared to generating multiple reports,
• Measures efficiencies/inefficiencies,
• Ability to make more informed decisions based on Business Intelligence,
• Aligns organizational strategies and objectives,
• Gains full visibility of all systems instantly,
• Ability to generate detailed reports showing new trends,
• Quick identification of out-of-curve points and data correlations.

It is important to emphasize that these benefits on city management are also
reflected to the population in terms of improved quality of life and with public
services being offered more quickly and effectively. Ultimately, city dashboards
benefit the population by giving better information access and visibility to public
managers and investors.

14.3.4 Human and Computer Interoperability

When talking about software development, territorial planning, and governance
models in a socio-technical environment, the issue of interoperability is fun-
damental. This topic is often mentioned in the media, nonetheless with few
in-depth analysis about what is meant to be an efficient and resilient interoperable
system [17].

As expected in the technological scenario, interoperability could be briefly
defined as the capacity of devices, software, and data to easily communicate
among them. However, according to Gasser and Palfrey [33] in the book Interop:
the promise and perils of highly interconnected systems, interoperability could
be subdivided in different ways. One of those is by dividing into layers: the
technological, the data, the human, and the institutional ones. In this research, the
idea is to provide a broad perspective of this theory in terms of conceptualization,
current scenario, and normative future.

Another way to classify interoperability is as being vertical or horizontal. The
first refers to the previous capacities mentioned inside the same organization, the
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case of Apple®. The latter is, rather, the possibility of exchange among other
entities [20], the case of Android®.

The point is that interoperability to genuinely happen it should be able to
optimally enable exchange and flow while preserving diversity. It is not about a
one-size-fits-all standard approach to technology. Actually, it is about the ability of
different entities to cooperate in order to promote network effects with utility for
society as a whole [33]. Moreover, it should foster competition and innovation; but
it must be based on open standards and transparency.

14.4 Final Considerations and Future Research

With the expansion and popularization of technology, now applied to all other
areas of knowledge, more and more municipal managers, and citizens have been
interested in the benefits of the so-called Smart Cities. However, numerous cities
around the world are already titled in this way, these projects have still been
very challenging, failing in planning (due to the complexity of variables), in their
application (because they do not meet the real needs of the population) and in their
budgets (implementing expensive and inefficient technologies with low return on
investment).

This chapter enjoyed the opportunity to provide a comprehensive picture of the
urban planning ecosystem. The reason for this was both in the sense of raising
awareness of the diverse complexities that involves urban dynamics as well to
support technology-based solutions for societal challenges.

First, we intended to provide an overview of the urban planning theory through
a synthesized historical overview. The goal here was to highlight the fluid aspects
of cities, one of unpredictable outcomes. Technology must support those systems,
and technologists should take this into consideration. Solutions to indeed tackle
the challenges we face today can be and should be designed in collaborative way.
Technicalities and humanities must walk side by side.

This is the idea of Smart Planning supported in this paper, an approach that
takes diverse urban intrinsic components into account supported by emerging
technologies. Additionally, several studies and success stories have shown how
much of Applied Computing concepts like Internet of Things, Cloud Computing,
Big Data Analytics, and Machine Learning can revolutionize public administration
and urban planning. The correct adoption of connectivity infrastructure; sensors
and devices; integrated operating centers; and communication interfaces with the
population can certainly bring countless gains to cities.

The paper also provided a broad picture of urban geosciences potentials. One by
introducing the concepts of geographic information systems, since this source of
data serves as the basis for urban computing software development. Moreover, the
study also explores the emerging field of underground planning, through which the
technology will increasingly play a fundamental role.
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As an interface of those systems and the urban management and planning, the
dashboards are also highlighted here. It functions above all as the translation of data
and code into friendly visual screens. This is crucial for the technology complexity
handling, hence more efficient decision-making.

In order to make it possible to visualize the infinity of data generated by both
managers and the population, dashboards should be planned and implemented with
a focus on the priority areas and information relevant to the context in question.
These can be developed both with a focus on the external public (population and
potential investors) as well as internal to the city hall and public agencies.

Through dashboards, both managers and municipal agents, as well as citizens
and outside investors, have access to truly objective, factual, neutral, comparable,
comprehensive, and reliable information that cannot normally be found in the
information about the cities served by the media. In future, with its popularization,
society will experience a profound change not only in the way cities are governed
and managed, but also in the way we understand and experience urban life.
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Chapter 15
When CI and Decentralized Systems
Effectively Meet Smart Cities and Grids

Vitor N. Coelho, Yuri B. Gabrich, Thays A. Oliveira, Luiz S. Ochi,
Alexandre C. Barbosa, and Igor M. Coelho

Abstract A global trend has been motivating programmers, investors, and the
academia to go towards decentralized systems. Besides providing efficient solutions
for complex problems faced in our daily life, these peer-to-peer communication
protocols have been promoting greater freedom and transparency. In this paper, we
point out open fields for researching, thinking, and developing in the context of
Smart Cities and Smart Grids. Future cities will surely rely on efficient, autonomous,
transparent, collaborative, and decentralized environment. In particular, we consider
how renewable energy resources could be integrated with mini-/microgrids, which
will be hearth of the future cities. Furthermore, we discuss possibilities for promot-
ing territorial development, through the assistance of Blockchain-based platforms
embedded with Computational Intelligence tools.
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15.1 Introduction

Academia and the industry are moving towards decentralization and scalable
approaches for handling our modern systems [46]. Several decentralization levels
exist in order to achieve specific goals, such as providing greater service stability
and allowing the emergence of more scalable solutions to deal with computationally
expensive problems. Public databases and lots of papers are now being stored
into public decentralized storages, including ledgers [31]. Recent groundbreaking
technological advances managed to solve the double-spending problem, creating
the first public distributed ledger, called the Blockchain, supporting Bitcoin cryp-
tocurrency [35]. Many other blockchain technologies have been developed since
then, inspired by the success improvements on the open-source code of projects
like: Ethereum [8], Neo, Ripple, and Litecoin, among others. The integration of
blockchain technology with smart contract languages, such as Solidity [53], allowed
the creation of trustless computing networks that are fully autonomous and capable
of replacing centralized infrastructures. The case of Brooklyn Microgrid (BMG)
[33] is an interesting recent example of connection between Smart Grids and
Blockchain-based technologies [21]. Figure 15.1, inspired from [33], exemplifies
the virtual and physical layers of BMG, which will intrinsically be the heart of
distributed power trading. This combination of fully distributed components with
high-performance computing is also going to be part of cities’ environment. As can
be seen, deterministic and reliable engines should take care of market operations,
while private blockchains can play the role of the transparency and reliability.

Discussions surrounding what are the Smart Cities (SC) [41] have been recently
reaching several strategical areas. In particular, works from the literature have
been highlighting the importance of the energy grid in these idealized cities [29].
As pointed out by Hofman et al. [25], better energy quality may even lead to
greater availability of high-quality fresh water. Renewable energy resources may
even promote remigration to rural areas, as well as preventing urban exodus [26],
due to the possibility of offering “urban services and facilities” in isolated spots
and promoting smart territories. In addition, with the rise of these aforementioned
distributed databases, in connection with peer-to-peer cash systems [35], a novel
structure for payments between autonomous entities will be reality, changing the
way that citizens will interact with cities and services [42]. The idea of establish and
transform communities for using these systems can turn some points emphasized by
Wei Dai in 1998 into reality, reproduced below [16]:

I am fascinated by Tim May’s crypto-anarchy. Unlike the communities traditionally
associated with the word “anarchy,” in a crypto-anarchy the government is not temporarily
destroyed but permanently forbidden and permanently unnecessary. It is a community
where the threat of violence is impotent because violence is impossible, and violence
is impossible because its participants cannot be linked to their true names or physical
locations.

Until now it is not clear, even theoretically, how such a community could operate.
A community is defined by the cooperation of its participants, and efficient cooperation
requires a medium of exchange (money) and a way to enforce contracts. Traditionally, these
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Fig. 15.1 Schematic example of physical and virtual layers of a microgrid

services have been provided by the government or government sponsored institutions and
only to legal entities. (. . . )

In this paper, we contribute to the literature by discussing the importance of
evolving the energy grids and how decentralized technologies can promote a stable
and fair system, throughout the use of Computational Intelligence (CI) tools, in
connection with the future cities. Through an interdisciplinary perspective, we
highlight citizens’ possibilities and their important role in this transformation in
order to promote the balance between the efficiency and resilience of sociotechnical
systems.

This paper is organized in five sections, including this Introduction. Section 15.2
describes the state of the art for energy systems in fully distributed environments and
smart cities, also pointing out current challenges. Section 15.3 discusses the impact
of decentralization for urban and rural areas, and how smart grids and decentralized
systems are reshaping society organization. Section 15.4 presents open challenges
and how they can be possibly solved by applying distributed technologies combined
with computational intelligence. Finally, Sect. 15.5 concludes the work, with a
brief discussion and future perspectives on the topic of smart cities, computational
intelligence, and distributed systems.
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15.2 Current Challenges and State-of-the-Art Systems

The concept of decentralization is commonly referred to any activity that used to
be centralized, in terms of both private businesses and government policies, for
instance. An example with supply chain case can help us clarify the change that has
happened. Firstly, the distribution center used to be centralized for better control
and supervision of the whole process, but it used to have a big lack on velocity and
high delivery cost. So, some improvements were made to adjust those two variables
such as inserting other distribution centers on strategic places to deal with all
related demands. The constant evolution of distributed distribution centers has been
improved by Artificial Intelligence (AI) and CI data analysis, being the measure
of its impact the success by customers satisfaction, a real market thermometer. Self-
adaptive systems have gained much improved learning capabilities even for complex
problems, such as AlphaGo, that performed the near impossible task of beating the
world champion of Go [43].

Similarly, expansion on power grids was shaped by consumers’ needs, distin-
guishing by the way studies and planning were conducted though. On electricity
market, stakeholders used to be divided into groups accordingly with similar
technical characteristics and this is considered to determine future power demand
and generation, based simply on linear growth planning [18]. On supply chain
case, stakeholders have a more important role since their inputs are considered to
determine the best solution for each occasion, given to its future plan operation a
dynamism and complex behavior.

In our society, it is broadly accepted the importance of electricity in any activity.
Not just for country economic growth/stability but as well for a rising on humanity
quality of life [27]. In this way, decentralization of power generation and redesign
of energy market sounds trivial, if not for difficulty in integration of small power
customers into metering data sharing and technical issues [28].

Solar cells are becoming more affordable and, consequently, deployment of
residential photovoltaic microgrids is increasing [24, 45]. Furthermore, optimization
and novel simulation tools are assisting the achievement of efficient and resilient
solar cells [23]. Coelho et al. [13] pointed out possibilities for using electric
vehicles in connection with citizens wishes, designing a novel optimization model
for planning energy power dispatching in a multicriteria view. On the other hand,
a centralized agent cannot handle this scenario in an effective manner. Not only
because it would be subjected to optimize its own profits, but also because high
costly computational activities are requested. In this sense, a fully distributed system
sounds reasonable. On the other hand, these systems require smart devices to
interact and reach agreements, as highlighted by Coelho et al. [15]. MAS paradigms
are an interesting and groundbreaking solutions for mini-/microgrid and smart
cities’ services that rely on autonomous agents.

The mini-/microgrid concept is part of this change, in which Distributed Energy
Resources (DER) have been gradually implemented, promoting traditional power
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grids in regard to local electricity needs and desire [2]. Different cases around the
world have been facing several technical challenges and resolutions [19]. Either for
differences in power access on urban and rural areas or in levels of power capacity
installed.

Despite technical subjects, however, some approaches are arising to connect
people directly and reshape the way energy market behaves by optimizing territorial
supply and demand. Although mini-/microgrid communities with DER act off-grid
as an outcome to the lack of power lines in rural areas [27], the communication
between its adopters used to be in locu and defined as a one-way-direction problem
solving. In addition, these systems have been used by citizens to generate green
energy locally on the existing power network. Moreover, blockchain technology is
allowing a broad opportunity for those groups to exchange electricity as a custom
business model instead.

Decentralization is a well-known term on computer environment. Computer
technologies and architectures have been a “trend of fluctuation between the central-
ization and subsequent decentralization of computing power, storage, infrastructure,
protocols, and code” [20]. Blockchain, in its turn, is impacting directly on how
computing, storage, and processing are used relying on “a peer-to-peer distributed
ledger forged by consensus, combined with a system for ‘smart contracts’ and other
assistive technologies” [20]. In which, it “give(s) explicit control of digital assets to
end users and remove the need to trust any third-party servers and infrastructure” [5].

On this scope, individuals have been experiencing a diverse return beyond the
usual (and expected) profit. For instance, it is already possible to send power
credits via cryptocurrency payment to a remote intercontinental smart meter for
a limited energy-consuming period, working as a prepaid power bill plan, and a
way to charity safely [48]. Additionally, it is relevant to point out that sustainable
development is territorially embedded and in an anthropological way it is about
enhancing individual competences and autonomy [37]. Therefore, DER can promote
social innovations by empowering local rural users to become solar entrepreneurs,
to deal with solar power as an investment program, to connect households and
businesses in a diverse approach [44]. Through the same approach, although under
a limited group in a big city, the raised flag is both sustainability and independence.
Either in order to choose a preferred power source or to stay powered on during a
blackout [7]. In a more broad spectrum of initiatives, by partnering with local power
utility, individuals take part to be co-creators and co-responsible for their energy
needs and supply, no matter where you are from, because blockchain tokens can be
acquired by anyone in the world, i.e., individuals can be a nature activist, a local grid
user, or a remote investor. Within this environment, all views commented before
are possible and new ones keep welcome too [38]. In this regard, it is important
to highlight the issue of governance of distributed ledger technologies [12, 51].
Crossing out borders, the same project has aided to create the term Microgrid-
as-a-Service (MaaS), which is the generation and management of each individual
electricity open space to trade it in case of excess energy [47].
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The development of these new approaches has been improving solutions and
creating new local challenges, specifically on cities, where social, economical, and
political structures are tighter. Nevertheless, it is only on the embryonic stage, what
may explain a certain enthusiasm.

15.3 Connecting Individuals and Services in Urban
and Rural Areas

Smart cities should be designed and receive a special attention in handling decen-
tralized energy sources. Policy-makers should be aware about the possibilities and
the role of decentralizing infrastructure. Therefore, think tanks and territorial tech-
nology centers implementation are of extreme importance. These establishments are
the geographical representation of the bridge for interdisciplinary applied research.
Several countries around the globe are embarking on this journey [1, 4, 9, 17, 30, 36,
49, 52]. A question that has been bordering the energy planner is: “Will an adapted
energy grid become better than a new designed one, coming from the sand?” Several
novel startups are being developed in countries in the “Global South,” motivating
studies and innovation on these cities under development.

Energy commercialization is in the heart of the future cities, allowing more
efficient, reliable, and cheaper energy. It is relevant to point out the great potential
for these distributed energy exchange scenarios. It may enact the sharing economy
development and territorial cohesion being interpreted by society as an exchange
agreement. By localizing this supply and demand challenges, the process of
resilience building is much more likely to happen. The idea of using a blockchain-
based software for peer-to-peer energy trading has been quoted in Australia [50],
tracking energy trade from point to point.

Citizens’ houses and buildings will respond to price signals from the market
and interact with the energy grid [34]. Demand Response has been advocated as a
new Virtual Energy Storage System (VESS), able to intelligently manage energy
consumption of loads [10]. Large amount of available data will surely assist these
aforementioned tasks [6].

To guarantee the shared control of these DER, by who is being directly benefited
from it, a set of rules and guidelines must be clearly defined in advance. Only by
doing so, we can indeed promote a smart and decentralized governance system
in terms of urban/territorial collaboration [32]. This structure can be supported,
for example, by the Ethereum-based Decentralized Autonomous Organizations
(DAO). This tool can enable the participation of the stakeholders, consolidate a
transparent voting system, and solve conflicts without the need of high levels of
human capital [11].
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15.4 Open Challenges and Future Research Directions

Renewables penetration as mini-/microgrid will surely affect power system relia-
bility, because power grid operation used to be stable with synchronous machines
correlation between generation and consuming balances, and now and beyond this
pattern will be more discrete [2]. All variables that imply on power quality will
demand particular attention to keep on acceptable levels. Studies of the effect of
distributed energy have already been discussed to surpass those challenges [28].
Specifically, those concerning load forecasting [14, 18] and economics behavior
were compared to energy balance with DER and electricity storage [13, 54].

Even though DER have a positive return for its adopters and blockchain could
expand these enthusiasm, “the success, failure, and reasons behind its adoption
can stem from a multitude of different policies that are often strongly rooted in
the individual context of each country” [39]. Ramalho et al. [39] complement
that “decentralized and socialized provision of energy will clear the path for an
aspired participatory form of democracy,” but financial and economical crises have
a huge influence on policy motivation and adoption to support it. As an example,
for some utilities’ business model, current rate structure is inadequate for dealing
with such diffusion, creating cross subsidies and threatening the important economic
equilibrium of the power services [22].

Moreover, the smartness expected for the city of the future is open to develop
not only power grid innovation but social aspects as well. In this sense, architecture,
social geography, regional, and urban planning are the main disciplines related to
understand the incoherent performance of cities, crafted by its own citizens [40] in
a run to urban areas. Therefore, experts from these fields can contribute to better
comprehension of negative gentrification processes; that is, consequences that can
lead to population migration and displacement forced by community restructuring
or law imposing [3]. CI abilities should bare this issue in mind.

15.5 Final Considerations

We have discussed in this paper topics involving decentralized systems (mainly
smart grids) and their impact on society. Based on dozens of references in literature,
we strongly believe that support fully distributed paradigms is the key behind several
recent groundbreaking technologies (including cryptocurrencies and blockchain),
becoming a necessary tool for society transformation. These systems can provide
secure infrastructure with redundant information and high service availability, also
becoming a path for freedom and transparency. The transparency is a fundamental
feature of Smart Cities, in order to empower citizens with real-time information and
capability to take informed decisions that avoid corruption.

One industry that will suffer greater impact in the following years is the energy
sector. Smart grids are already being implemented to connect small customers (even
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in Brazil after recent regulation changes). For instance, neighbors in Brooklyn
already have the capability to exchange energy. Renewable energy (mainly solar)
is now attracting the interest of small customers, which in turn are demanding a
stronger participation in the free markets (although some third-party blockchain
technologies are already allowing such exchanges), creating larger grids with
local generators/prosumers. Although it is not possible to know in advance which
technologies will become “standards” for Smart Cities in a near future, it is
inevitable to realize that many of these changes are coming to stay. Therefore,
the next steps to be taken will shape society considerably and the precautionary
principle guides them. More now than never, everyone is responsible for technology
use and development.
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Chapter 16
Optimal Energy Trading Policy
for Solar-Powered Microgrids:
A Modeling Approach Based on Plug-in
Hybrid Electric Vehicles

Hendrigo Batista da Silva and Leonardo P. Santiago

Abstract Battery management is key to enact the widespread use of microgrid-
connected electric vehicles. We thoroughly review the literature and tackle the
role of battery in the process of energy commercialization between the microgrids
and utilities. In particular, by considering the battery management as a stochastic
inventory control problem, we develop a dynamic programming model and we
obtain an optimal policy for it. Then, we further explore the baseline model by
investigating a scenario in which the microgrid is constrained by a budget defined
a priori. Such a budget constraint captures situations when the microgrid profile is
risk averse. We end by discussing the main issues that stem from such a budget
constraint scenario.

16.1 Introduction and Related Literature

Plug-in hybrid electric vehicles (PHEVs) and the electric vehicles (EV) have a large
potential for reducing fossil fuels consumption and CO2 emissions [41]. In line with
that, PHEVs and EV enable a higher penetration of renewable sources in the energy
matrix of a country.

Current technology allows PHEV or EV owners to generate their own energy
from solar photovoltaic panels or other distributed generation sources, installed
on their own homes. The energy generated from distributed sources can be
commercialized with the grid or used by the homeowner. Such flexibility allows
homeowners to act like energy producers and consumers, creating the so-called

H. B. da Silva (�)
Federal University of Minas Gerais, Belo Horizonte, MG, Brazil
e-mail: hendrigobatista@ufmg.br

L. P. Santiago
Copenhagen Business School, Frederiksberg, Denmark
e-mail: ls.om@cbs.dk

© Springer Nature Switzerland AG 2019
V. N. Coelho et al. (eds.), Smart and Digital Cities, Urban Computing,
https://doi.org/10.1007/978-3-030-12255-3_16

251

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-12255-3_16&domain=pdf
mailto:hendrigobatista@ufmg.br
mailto:ls.om@cbs.dk
https://doi.org/10.1007/978-3-030-12255-3_16


252 H. B. da Silva and L. P. Santiago

prosumer (producer + consumer). By commercializing the energy with the grid, the
value of energy over time in a microgrid becomes object of concern to prosumers.
Therefore, an integrated system that manages multiple energy resources will play a
key role in the years to come, specially with the increasing penetration of PHEVs
and EVs in the automotive market. Moreover, it should also be highlighted that
vehicles are usually parked for around 90% of time and the batteries are a significant
capital investment [25]. Security and reliability issues also increase the need for a
microgrid to operate in a centralized management system.

The integration of PHEVs and EVs to the grid, known as “vehicle-to-grid” or
V2G in the literature, presents a large potential for improving the management
of the entire electric systems [17]. V2G technology can boost the income for
owners, fostering its adoption, in addition to improving the macrogrid stability
[39]. In that regard, the period of connection and disconnection from the grid
gains special importance. The charging of the PHEV and EV fleet can overlap
with the peak load time and, if there is no adequate planning of such connections,
additional investments will be required [15]. Such management becomes essential
with the diffusion of the microgrid and its inherent features that are associated
with intermittent solar generation. Therefore, a formal approach to deal with such a
complex scenario gains importance for managing the integration of PHEVs and EVs
to the grid in a dynamic manner. In that regard, the dynamic programming approach
is deemed to manage such an integration over time, since it defines optimal controls
over a certain time horizon. Furthermore, this approach presents the flexibility of
offering optimal policies in closed loop systems. Thus, with such an approach, the
connection of vehicle batteries to the grid can be optimized throughout time.

The integration of battery systems with microgrids, such as PHEVs and EVs,
has been discussed in the academic literature over the past years. It should be high-
lighted the study of [21], which presents the conceptual structure for a successful
V2G integration dealing with both technical and market environments. Kramer et
al. [20] reviews the main electric vehicles with possibility of V2G integration. Su
et al. [38] makes a general review of charging facilities, PHEVs and EVs batteries,
intelligent management systems, V2G, and communication requirements for such
integration. Guille and Gross [13] presents a proposal of integration structure of EVs
in the grid, in a way that vehicles could level demand in off-peak periods and provide
loads when the grid presents a high demand, working as a generator. Madawala
et al. [24] also presents a conceptual model to facilitate the V2G integration and
[35] shows the potential benefits and impacts of unidirectional V2G. It should be
highlighted the work of [23], which proposes a transference system that facilitates
the charging and discharging of multiple EVs simultaneously.

Regarding the integration with eolic sources, [9] proposes a grid model in which
EVs act as buffers of the differences between the prediction and actual generation
of eolic turbines. Lund and Kempton [22] shows that the addition of EVs to the grid
allows the integration of a large amount of eolic energy, reducing gas emissions in
the atmosphere. Pillai and Bak-Jensen [29] studies the capacities of V2G regulation
in the highly eolic electric system in Western Denmark, using a model of frequency
control.
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In the ancillary services provisioning context for PHEVs and EVs, some impor-
tant studies should be highlighted. Kempton and Tomić [18] offers a formulation
to estimate revenues and costs for a vehicle that provides energy in peak markets
and ancillary services. It presents the V2G integration as an important factor to the
stability and reliability of the grid and an important way of large scale storage of
renewable energy. In that regard, [1] also presents studies of vehicles in Sweden
and Germany as ancillary services providers. White and Zhang [42] explores the
financial returns potential of the use of PHEVs as a resource for frequency control.
Dallinger et al. [4] studies the impacts that different mobility patterns of such
vehicles could generate in the delivery of ancillary services, presenting insights
about the optimal size of the fleet and possible adaptation in regulation. Galus
et al. [11] also proposes ancillary service provisioning by aggregating PHEVs
and controllable residential loads. Kisacikoglu et al. [19] studies the impact in
the bidirectional charger of PHEVs with the provisioning of loads and ancillary
services to the grid. Ota et al. [27] proposes a control scheme that provisions
these services based on frequency deviation in the plug-in terminal, which could
be easily integrated in the electronic circuits of vehicles or units of residential loads
to facilitate plug and play operation. Quinn et al. [31] proposes new models for
V2G availability, reliability of the energy company, and time series of ancillary
services prices, presenting more feasible results for its implementation in the short
term. Sortomme and El-Sharkawi [36] develops a V2G algorithm for optimizing the
load and ancillary services scheduling, as reserves and load regulation. Wu et al.
[43] proposes a game theory model to understand the interactions between EVs and
aggregators in the V2G market, where EVs provide frequency regulation services to
the grid.

Some papers also discuss technical aspects of placing charging stations in
parking lots, as in [5], which proposes a model for municipal parking lots. For
instance, [16] proposes a scheduling model to efficiently use available loads in order
to maximize the profit of the PHEVs and EVs owner, when a fleet is in a parking
lot and taking into account system constraints. Saber and Venayagamoorthy [33]
proposes a scheduling model for charging of vehicles to obtain the maximum benefit
in scenarios with limited parking space.

The impact of PHEVs and EVs on the grid has also been tackled in recent studies.
For instance, [12] presents a review of the main consequences that PHEVs can
cause in distribution networks, through an approach that considers the combination
of driving and charging patterns, charging time and penetration of such vehicles
in the market. Farmer et al. [7] proposes a model to estimate the impact of an
increasing number of PHEVs or EVs in transformers and cables in systems with
medium voltage distribution. Mitra and Venayagamoorthy [26] presents a model that
assesses stability gains for the electric system connected with vehicles, through the
use of transient simulations and Prony Analysis in a WAC controller, implemented
in a real time digital simulator. Considering the impact in gas emissions, [34] studies
the impact in the dispatches of traditional generators that PHEVs caused in Texas,
estimating a reduction in emission rates with the increase of PHEVs fleet.
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Regarding the papers related to the difficulties of such integration, [28] studies
the effects of the combined use of batteries for driving and V2G in the lifetime of
the battery. Galus et al. [10] proposes details for the integration of PHEVs to the grid
in the current technology, with all the technical difficulties. Sovacool and Hirsh [37]
makes a critical analysis of a large scale integration of vehicles to grid, presenting
social-technical barriers resulting from this process.

Several papers approach the V2G integration through sequential decision models
in a finite time horizon. It should be highlighted the work of [8] that offers an
integrated approach in a way it could be properly managed by a load aggregator,
which allows a proper management of the charging process and the definition of
optimal bids for this energy. Rotering and Ilic [32] proposes a sequential decision
model to optimize the time of charging and the energy flow based on future prices
of electricity, reducing the costs in a significant way without increasing the battery
degradation. Such a paper also considers the participation of prosumers in providing
ancillary services, obtaining extra revenues. Clement-Nyns et al. [3] proposes,
through stochastic dynamic programming, a charging model in a coordinated
fashion, in such a way to minimize grid losses and optimize the load factor. Last but
not least, [14] tackles charging issues, through dynamic programming, obtaining an
optimal control for each vehicle.

However, in spite of noteworthy attempts to manage V2G integration, the man-
agement of the energy stored in the PHEVs and EVs connected to the microgrids
still has a large potential to be explored. Since it deals with a costly asset, which
will be used in a finite time horizon, the use of inventory management techniques
presents a high potential for optimization of such systems. We remark that the
efficient management of such system needs to take into account the costs and risks
inherent to this process. Tulpule [40] is one of the few papers that tackles the amount
of energy stored in EV’s batteries as a microgrid inventory to be managed over time.
In spite of its relevance, there are some points not tackled in that paper that could
foster the engagement of consumers and avoid their exposition to price volatility, in
scenarios with high energy costs—especially in real-time pricing environments.

The novelty of this book chapter is to offer a formulation that takes a holistic
approach to the uncertainties involved in a microgrid environment and explicitly
considers their inherent costs. As such, through our approach, we expect a smaller
resistance from the final consumers. This fact can enact the potential use of
microgrids in buying and selling markets, by coping with the minimum volatility
principle (for more details on minimum volatility principle, see, e.g., [6]). We
define six sources of uncertainties and their relation with different risks, which are
associated with inherent costs in this trading modeling:

1. Risk of low energy level in the batteries. For instance, if PHEVs leave before
expected without charging as expected, the vehicle might use gas instead
incurring the cost of it (gas). In the case of EVs, the cost is associated with not
being able to use the vehicle. The higher the cost of gas for PHEVs or the cost of
not using the vehicle, the bigger the impact of such risk.
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2. Risk of low energy generation on the spot. This risk is associated with the price
of energy in the grid, responsible for charging the vehicles and for providing
energy to local loads in the absence of local generation. The higher the price of
electricity from the grid, the bigger the impact of this scenario.

3. Risk of substantial increase of electricity prices from the grid. This scenario is
more common under real-time pricing, when the local generation does not match
the local demand. The risk is also associated with the price of electricity from the
grid. As before, the higher the price, the higher the impact of this scenario.

4. Risk of substantial decrease of electricity prices from the grid. Similarly, such
scenario is more common under real-time pricing, when the local generation/-
supply is higher than local demand. This risk is associated with the opportunity
cost of storing energy in periods with high prices and have to sell it in lower price
periods.

5. Risk of peaks of energy demanded from the microgrid. As in the case of low
local generation, this is associated with the expectation of electricity price from
the grid. The higher the price, the higher the impact.

6. Risk of demand response programs to poorly manage its budget due to volatility
aversion, which can be more common in scenarios with real-time pricing. The
cost associated can be considered as the cost of feasibility of such programs.

In a nutshell, our contribution through this book chapter is to offer a formulation
that simultaneously takes into account the principle of minimum volatility, and the
costs associated with the six risks previously discussed. The formulation draws
on the inventory management problem and is adapted in order to capture specific
features required to manage microgrids.

16.2 Optimal Energy Trading Policy

This section describes the formulation for an optimal energy trading policy between
the microgrid and the utility grid. The model considers managerial aspects of an
energy trading control systems throughout a time horizon. We consider energy, not
the power, as the unity to be optimized in this period. For the conceptual presentation
of the model, we consider that technical aspects concerning energy exchanges
and voltage quality do not constrain the control and state spaces. We propose
a stochastic dynamic programming model, which considers the utilization of the
electricity stored in PHEVs as the system states, similar to the inventory control
problem. The charging of the vehicles is managed in such a way to minimize the
purchasing costs for the microgrid and the opportunity costs of storage. A numerical
example illustrates the applicability of such model in a scenario in which vehicles
are disconnected in the morning and connected towards the end of the day. In the
numerical example, we consider a microgrid with solar generation characterized
by generation peaks around noon. This section considers the modeling features
discussed in the previous section, which will then be explored in the next section.
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16.2.1 Model

To improve the readability of the variables, we list in Table 16.1 the model notations.
The index k represents the decision stage in each variable.

In the sequence, we discuss the assumptions, the system dynamic, the cost
function, and the optimal policy.

16.2.1.1 Assumptions

Since the prosumers can trade the energy with the grid, they have to deal with a
trade-off regarding what to do with the energy generated and stored in the batteries
of the vehicles. This trade-off is similar to the problem of the stochastic inventory
control, in which the purchase decisions are taken based on the expected value of
demand and the purchase cost, an assumption of this model. We also consider that
prosumers are grouped into microgrids in order to facilitate the joint management
of the local energy generated.

16.2.1.2 Stochastic Factors

There are four sources of uncertainty in this microgrid management system:
intermittent generation of PV panels, local demand of the microgrid, electricity
prices in a real-time pricing (RTP) scenario, and the arrivals and departures of
vehicles from the microgrid.

Intermittent generation vk is an important feature of alternative sources of elec-
tricity, specially solar energy. Since generation is directly dependent on radiation

Table 16.1 Notation of variables

Variables Notation

xk Stored energy in the microgrid

uk Total energy traded

vk Local energy generation

dk Local energy consumption

wk Balance between generation and consumption

ak Arrival and departure factor of vehicles

Jk(xk) Cost function per state

ck Purchased energy cost in the beginning of each stage

pk Non-planned energy cost

hk Stored energy cost

yk Augmented state vector

πk Internal price of energy in demand response events

zk Available budget to be managed in the time horizon
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and therefore, dependent on weather conditions to be realized in the future, it
presents a stochastic value. Values concerning expected meteorological conditions
should be considered in such a way to support decisions that concern these random
variables.

The second source of uncertainty is the local demand or consumption in the
microgrid dk , which is not necessarily known. However, it can be estimated based
on historical patterns that vary depending on temperature, weekday, or time of the
day.

The third stochastic factor, price of electricity pk , has an important role in the
decision system, since it impacts directly the amount of energy that should be
commercialized. In a classical RTP scenario, consumers are exposed to electricity
price variations, reflecting better the market conditions of supply and demand.
Information from the utility or from the system operators about critical network
conditions can help in the treatment of this stochastic factor.

The last source of uncertainty is the arrivals and departures ak of PHEVs or EVs
in the microgrid. As the local demand, historic patterns or even a priori information
given by the prosumer to the management system could be utilized to obtain a more
efficient decision.

16.2.1.3 System Dynamics

The variation of the quantity stored between consecutive decision stages is influ-
enced by some factors: total amount of vehicles that connected or disconnected
from the microgrid, total amount of energy purchased or sold to the utility grid,
local generation and consumption inside the microgrid. Hence, the equation that
captures the system dynamics is as follows:

xk+1 = akxk + uk + vk − dk (16.1)

In this equation, the state xk represents the total amount of energy stored inside
the microgrid in stage k.

The factor ak is associated to the vehicles. Since the total energy stored is related
to the connection and disconnection of vehicles, this factor considers this influence
over xk . If ak < 1, it is expected that less vehicles will be connected to the grid in
the next decision stage. This situation can occur, for example, in the beginning of
mornings in residential microgrids, when it is often observed departures of vehicles
due to the daily commute in weekdays. For the same reason, it is expected ak > 1
in the end of the afternoon.

The decision or control variable is uk , which represents the total amount of
energy to be sold or purchased in the transactions with the energy grid. In this model,
we consider that there is a purchase when uk > 0 and there is a sale when uk < 0.

The expected value of local generation of electricity is associated with the
random variables vk . As most of the distributed generation sources are intermittent,
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vk is associated with an estimative inferred a priori based on solar radiation forecasts
and meteorological conditions expected for the microgrid locality.

The local energy consumption is represented by the random variable dk , whose
probability distribution inferred a priori can be based on demand forecast method-
ologies. These methodologies can utilize historic data or seasonal trends.

For simplification purpose, we consider that model stochasticity can be repre-
sented by a new random variable wk , which represents the net balance between the
energy generated and consumed locally in a period. This variable is described by a
probability distribution resulted from the union of two other random variables in the
model:

wk = vk − dk (16.2)

Therefore, the dynamic systems equation can be replaced by the equation:

xk+1 = akxk + uk + wk (16.3)

16.2.1.4 Cost Function

The energy generated supplies instantly the local load. Energy surplus could be
stored in the batteries of PHEVs or EVs or even sold back to the grid. This decision
depends essentially on energy price expectations. Therefore, there is a clear clash of
uncertainties. If higher prices are expected in the near future, it is preferable to store
energy in the batteries and take advantages of future periods to earn more revenues
to the microgrid. However, the time of departure is also an uncertainty factor that
impacts directly this decision, as well as the expectation of local generation in the
microgrid in the near future.

We can therefore observe that the optimal decision that a microgrid control
system should take depends on the magnitude of the costs associated with each
risk. The energy price of the grid and the gas price are decisive features for such a
system for PHEVs.

Considering the capacity of energy storage as the state space, we defined
expected costs for each state and control. From meteorological data, expected values
for the PV electricity generation are inferred for the next stage. We also defined
expected values for the local demand, utility electricity price, and also arrivals and
departure patterns in a typical weekday.

We considered a stochastic dynamic programming model to obtain optimal
decisions for the system. A control policy is obtained in closed loop for each stage
of decision. This optimal control is the amount of energy that should be bought or
sold back to the grid in each stage.

For each decision stage k, it is associated a recursive cost function Jk(xk). The
objective is to minimize this function in respect to the controls for all the stages and
states, obtaining an optimal decision for each stage. In general, the cost function
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will increase with the purchase of electricity from the grid and will decrease with
the sales.

The cost function penalizes the non-balancing in a same decision stage, that is,
the lack of energy stored in the microgrid summed with the purchase or sale planned
in the beginning of each stage. This penalization occurs through the electricity
price of the grid pk , and it is given in this inventory model in monetary units per
non-planned energy units in the beginning of the stage. This cost can impact the
definition of contracts between microgrids and utilities. The function also penalizes
the energy surplus stored in the end of each period that could be sold to the grid.
This penalty is given in monetary units per stored energy units and is represented by
the parameter hk .

Positive and negative imbalances are penalized asymmetrically, that is, are
mutually exclusives. Therefore, we have for all k:

r(xk) = pk max(0,−xk) + hk max(0, xk) (16.4)

Considering Eq. (16.4), we defined the following penalty function Hk(akxk+uk):

Hk(akxk + uk) = Ewk
[r(akxk + uk + wk)] = Ewk

[p max(0,−akxk − uk − wk)

+ h max(0, akxk + uk + wk)]
(16.5)

In order to minimize the total costs, we derived a cost function considering the
purchase costs or the “negative costs” of the sales given by the term ckuk , besides
the penalty function previously presented. Therefore, we have for k = 0, . . . , N −1:

Jk(xk) = min
uk

{
Ewk

[ckuk + H(akxk + uk) + Jk+1(akxk + uk + wk)]
}

(16.6)

We consider that the terminal cost is given by the cost of equivalent gas to the
amount not charged in all the PHEVs in the end of the time horizon, or by the cost of
non-utilization in all the EVs. Both cases are captured by the variable g. Therefore,
we have

JN(xN) = (xsup − xN)g (16.7)

In this function, xsup represents the maximum state of charge of the system.

16.2.1.5 Optimal Control Policy

The optimal policy represents which are the optimal controls (purchase or sale) that
should be taken between the microgrid and the grid. Its derivation is based on [2].
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The optimal policy μ∗
k for all k is given by:

μ∗
k = u∗

k = Sk − akxk (16.8)

in which:

Sk = arg min
yk

Gk(akxk + uk) (16.9)

Gk(akxk + uk) = ck(akxk + uk) + Hk(akxk + uk) + Ewk
[Jk+1(akxk + uk + wk)]

(16.10)

16.2.2 Numerical Example

In order to illustrate the applicability of this model, we present a numerical example
with the optimal policy and simulation of the microgrid behavior under this optimal
control considering PHEVs connections.

We specified a random walk for the distributed generation that matches the
typical pattern of a sunny day and another for the local demand, as specified in
Fig. 16.1. The distribution generation curve has a peak around noon, considering
the peak in PV panels properly oriented. On the other hand, the local demand curve
has a peak in the end of the afternoon and beginning of evening, a typical pattern
for residential consumption in a weekday.
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Fig. 16.1 Sample of generation and consumption curves in a hypothetic microgrid



16 Optimal Energy V2G Trading Policy for Solar-Powered Microgrids 261

2h30 5h 7h30 10h 12h30 15h 17h30 20h 22h30
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Hour

E
ne

rg
y 

P
ric

e 
($

/k
W

h)

Fig. 16.2 Energy price over a day

We also consider the unitary prices of energy shown in Fig. 16.2. This price
scenario is characterized by a grid in the modality RTP. We specified a random walk
for these prices for all the planning horizon in order to illustrate the applicability of
the model.

The penalty cost for the non-planned amount in the beginning of stage was
considered p = $1000/kWh and the storage cost h = $500/kWh. The cost p should
be expressive in magnitude in order to not observe a lack of energy in the microgrid
with the sale of all the energy generated between decision stages.

A one-day horizon was discretized in intervals of 30 min for the definition of
the amount that should be purchased or sold by the microgrid. This discretization
implies that the total amount of energy traded should be equal to the optimal control
in this interval. We do not specify in each period this trade should happen or if it
should be uniform along the 30-min interval. It could actually be processed in a
small fraction of that time, as long as technical constraints allow this operation to
occur. This issue is not approached in the scope of our study and an aggregated
proposal could be explored in future studies.

The availability rate of PHEVs for the next stage of decision is defined in the
sample path presented in Fig. 16.3. This curve captures a higher disconnection of
vehicles in the morning and a higher connection in the end of the afternoon, as
previously discussed.

The system state evolution represents the total energy stored along a day in the
batteries of PHEVs. The energy stored, as well as the energy traded or optimal
controls are specified in Fig. 16.4.
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Fig. 16.3 Vehicle availability rate over a day
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Fig. 16.4 Stored and traded energy in the vehicles

16.2.3 Discussion

The convexity of functions Gk previously presented can be observed in the
transversal section in Fig. 16.5, obtained from the numerical example. For each
decision stage, if we consider a section along this dimension, one can realize that
function Gk(yk) has a minimum value Sk , increasing monotonically for values
above or below. For a cross section at 8 am, we have the convex function presented
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Fig. 16.5 Cost function G per state and stage
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Fig. 16.6 Cross section of cost function G at 8 am along energy dimension

in Fig.16.6. Note that the function is convex by hour or decision stage, by not along
the day.

With these parameters, the model presents a system state with null value
in different periods of the day. Since the states represent the stored energy in
the batteries of PHEVs, it is important to highlight the importance of a correct
dimensioning of the cost parameters. In this example, the cost function leads the
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Fig. 16.7 Stored and traded energy considering a lower value for h

model to prefer to sell large part of the energy. With the storage parameter decreased
to h = $0, 10/kWh, the trade-off between to storage or sell energy presents a
different behavior, as presented in Fig. 16.7. It shows more instability between
purchase and sale, but it contains several stages with positive storage.

This formulation does not tackle the principle of minimum volatility presented
in [6], letting the consumers exposed to price variations in real-time. In the next
section, an integrated model is proposed as an addition to this formulation, defining
a budget to be managed in the time horizon and discussing the impacts of such
approach.

16.3 Model Integration with Demand Response

This section extends the previous approach by proposing a model for management
of microgrid with distributed generation sources, V2G connection, and demand
response events. The focus is to shed light on the budget management throughout
the time. In particular, we consider the microgrid has a predetermined budget for
buy energy from the energy company. In this case, optimal controls specifies the
total amount of energy that should be bought from the energy company, and also
reactions to demand response events, in order to better use the budget. In particular,
the microgrid manages the energy stored in the vehicles, which are connected and
disconnected from the grid, in order to obtain the minimum cost for its operation.
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16.3.1 State Space

The energy stored xk and budget zk are represented by the state variables of the
system in each stage k. It is noted by the 2-dimension variable yk .

yk =
(

xk

zk

)
(16.11)

16.3.1.1 Energy Stored Level

The variable xk represents the amount of energy stored in the microgrid in the
vehicles. Considering PHEVs, they are also moved by gas and they have more
flexibility to provide energy to the microgrid, since there is not a vital commitment
with a state of charge near 100% in the moment of disconnection. Therefore, PHEVs
are more suitable for participating in a microgrid management system. The value of
state at k = 0 is known a priori by the system.

16.3.1.2 Available Budget

The variable zk represents the budget available up to the end of a period for purchase
of external energy. It was proposed based on the principle of minimal volatility [6]
for greater consumer engagement in the proposed program to ensure the long-term
success of the approach. The total budget is set a priori to the system at k = 0.

16.3.2 Control Space

We consider the control represents the amount of energy that should be purchased or
sold to the utility grid, as well as an internal price of electricity of demand response
events at stage k. Therefore, it is represented by the 2-dimension column vector Uk .
So, the control space is the combination of trade energy uk with internal price πk .

Uk =
(

uk

πk

)
(16.12)

16.3.3 System Dynamics

The equation, that represents the system dynamics, captures how the state yk evolves
along two subsequent decision stages. We evaluate the behavior of each component
of such state vector.
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16.3.3.1 Level of Energy Stored

Regarding the first component of the state vector, the dynamics is similar to the
inventory control problem discussed in the previous section. The variation of the
level of energy stored between two consecutive decision stages in the microgrid
is influenced by the following factors: amount of vehicles that disconnected or
connected to the microgrid, amount of energy purchased or sold to the utility grid,
internal consumption inside this interval, and internal generation of electricity by
distributed generation sources. Then, we define an equation to capture the system
dynamics, regarding the stored energy level xk , as follows:

xk+1 = akxk + uk − dk + vk (16.13)

In this equation, the factor ak is associated with the availability of vehicles in the
microgrid. Since the storage is directly related to the connection of vehicles, xk was
weighted by the multiplication by ak , as we did in the previous section. If ak < 1,
it indicates that less vehicles were connected to the grid in the next decision stage,
as in the mornings on a typical weekday for residential microgrids. By the same
reason, it is expected ak > 1 in the end of afternoon.

The control variable uk represents the amount of energy to be purchased or sold
to the utility grid at stage k. This trade decision is represented by the variable signal.
We consider that there is a purchase if uk > 0 and a sale if uk < 0.

The internal electricity consumption is represented by the variable dk , and is
associated with the consumption inside the interval between decision periods. In
critical conditions of internal generation that results in excessive external energy
purchases, like a sequence of cloudy days for example, the consumption dk is
influenced by the control variable πk . This variable represents a higher internal
price due to demand response events. This consumption variation is caused due to
energy price variation for internal loads in relation to a fixed price π0, charged in the
absence of demand response programs. The variable dk can be estimated based on
the price-elasticity equation applied to the electricity market and to the mean values
of demand dm

k for a specific time at a price π0. Therefore, we have:

εk = (dk − dm
k )

dm
k

π0

(πk − π0)
(16.14)

Isolating variable dk , we have:

dk = εkd
m
k

π0
πk − εkd

m
k + dm

k (16.15)



16 Optimal Energy V2G Trading Policy for Solar-Powered Microgrids 267

It is important to highlight that final consumers are more inclined to respond to a
price modification in some periods than in others. For example, the daytime period
has a response capacity inferior to the evening period, due to the fact that during
the day, in general, consumers are working and less available to actively respond to
RTP. Therefore, it is interesting to consider elasticity as a variable that depends on
the decision stage k.

The estimation of internal generation of electricity is associated with the random
variable vk . Since the majority of distributed sources are intermittent, like solar
and wind, vk is associated to an estimative obtained based on local meteorological
conditions in the microgrid for the time horizon.

Replacing (16.15) in the dynamic systems equation (16.13), we have the
representation of how the stored energy changes over time:

xk+1 = akxk + uk − εkd
m
k

π0
πk + εkd

m
k − dm

k + vk (16.16)

16.3.3.2 Available Budget

Regarding the second component of the vector of states, the dynamics is influenced
by the cost or revenue of the traded energy. Therefore, we define a dynamic systems
equation regarding the available budget zk:

zk+1 = zk − ckuk (16.17)

The parameter ck represents the unitary price of energy in the utility grid. The
multiplication by uk subtracts the value of the purchased energy from the available
budget for that horizon or sums the sold energy, when uk is negative.

16.3.3.3 Augmented State

Grouping the dynamics of both states in the augmented space yk , we have the
following joint dynamic systems equation:

yk+1 =
(

xk+1

zk+1

)
=
(

ak 0
0 1

)(
xk

zk

)
+
⎛

⎝ 1 −εkd
m
k

π0
−ck 0

⎞

⎠
(

uk

πk

)

+
(

(εkd
m
k − dm

k )

0

)
+
(

vk

0

)
(16.18)
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In order to simplify, we adopt the following matrices. Since part of some matrices
will be used in the formulation of cost equations, we subdivided them by line. For
example, A1

k refers to line 1 from matrix Ak and A2
k refers to line 2:

Ak =
(

A1
k

A2
k

)
=
(

ak 0
0 1

)
(16.19)

Bk =
(

B1
k

B2
k

)
=
⎛

⎝ 1 −εkd
m
k

π0
−ck 0

⎞

⎠ (16.20)

Dk =
(

D1
k

D2
k

)
=
(

(εkd
m
k − dm

k )

0

)
(16.21)

Vk =
(

V 1
k

V 2
k

)
=
(

vk

0

)
(16.22)

Therefore, the dynamic systems equation of this model is given by:

yk+1 = Akyk + BkUk + Dk + Vk (16.23)

16.3.4 Cost Function

A cost function Jk(yk) is defined for each decision stage. It aims to minimize the
purchase of energy from the utility grid and consequently, maximize the sales.
Moreover, control variables Uk minimize the penalties related to: demand response
events dispatches, non-planned consumption, storage surplus, and extrapolation of
a priori defined budget. Then, we have a cost function per stage k defined as a sum
of different functions:

Gk(yk) = L1
k(Uk) + L2

k(yk) + L3
k(yk) (16.24)

Each term of the cost function will be discussed in detail.

16.3.4.1 Trading Energy with the Grid

One of the factors that compose the first term is the cost or revenue obtained with the
energy trading activity between the microgrid and the utility grid. It is determined
by the multiplication of the total energy traded by the electricity spot price ck . Since
a purchase is represented by uk > 0, this term represents a cost that should be
minimized.
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16.3.4.2 Dispatch of Demand Response Events

The cost function also penalizes in the term L1
k(Uk) the dispatch of demand response

events. In an extension of the formulated approach, this term aims to avoid events to
be dispatched when the microgrid defines a higher budget for purchase of external
energy from the grid, in line with the principle of minimum volatility explained in
[6]. This penalization is done through the parameter rk > 0, given in monetary
units per price unit, penalizing higher internal prices. Therefore, the first function is
given by:

L1
k(Uk) = CkUk = (

ck rk
) (uk

πk

)
(16.25)

16.3.4.3 Non-planned Consumption of Energy

The function L2
k(yk) penalizes the non-planned consumption of electricity through

the parameter pk , given in monetary units per non-planned energy units. This term
can be compared with the cost of an emergency purchase of energy. Therefore,
it should be necessarily higher than the purchase cost pk > ck . This function is
given by:

L2
k(yk) = pk max

(
0,−A1

kyk − B1
k Uk − D1

k − V 1
k

)
(16.26)

16.3.4.4 Storage Surplus of Energy

The storage surplus stored in the end of each stage is penalized by the function
L3

k(yk). This penalization is given in monetary units per stored energy units and it
is represented by hk . The function is given by:

L3
k(yk) = hk max

(
0, A1

kyk + B1
k Uk + D1

k + V 1
k

)
(16.27)

16.3.4.5 Budget Overrun

In the final stage, the terminal cost JN(yN) is given by the penalization of the budget
overrun in the time horizon. Matrices P and Q determine how each final state is
penalized. This term is given by:

JN(yN) = PyN + Q = (−g −1
) (xN

zN

)
+
(

xsupg

0

)
(16.28)
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The negative signal −1 aims to penalize this budget extrapolation, since zN will
also be negative in this situation. As in the previous section, we consider xsup as the
maximum state of the system.

16.3.4.6 Cost Function per Stage

The cost function per stage Jk(yk) is given by the sum of the functions L1
k , L2

k ,
L3

k , and the expectation of cost for the next stage, given the recursive feature of the
dynamic programming model. Then, we have:

Jk(yk) = min
Uk

{Gk(yk) + E[Jk+1(yk+1)]} (16.29)

16.3.5 Discussion and Future Research

The next steps of this research will be to improve the modeling in the penalization
of demand response and to consider technical and quality constraints for energy
exchanges as battery voltage. Moreover, we will study which discretization time
is better for this approach, as well as explore the convexity of cost functions
considering the bi-dimensional aspect for two controls.

16.3.5.1 Mathematical Formulation

Part of the penalization of demand response will be explored in the next steps of this
research. We will verify if the current linear penalization with the price should be
modified. Moreover, we will explore in the modeling possible technical constraints
like voltage control and considerations for reactive power and cost of acquisition of
new batteries. Given some physical limitations of the microgrid infrastructure and
market features, it will also be studied the inclusion of constraints in the control
space, considering limits for energy exchanges, as well as limits in the tariff prices.

16.3.5.2 Optimal Policy

Regarding the optimal policy, we will explore how bi-dimensional controls can
affect the convexity of the cost function, impacting in the optimal policy. Moreover,
the proposed constraints in the control space can impact directly the optimal policy.
Therefore, these considerations should be evaluated when deriving the optimal
policy.
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16.3.5.3 Computational Limitations

One of the major problems that arise with dynamic programming is the “curse
of dimensionality.” The increase of state and control spaces can directly impact
the solution time of the algorithms and the amount of computational memory
required. Powell [30] shows how the increase of the state and control spaces can
be computationally problematic.

1. If the state variable xt = (xt1, xt2, xt3, . . . .., xtI ) has I dimensions, and if xti

can have L possible values, then it can have a total of LI possible states.
2. If the control variable ut = (ut1, ut2, ut3, . . . .., utJ ) has J dimensions, and if

uti can have M possible values, then it can have a total of MJ possible controls.

Exploring these questions will be extremely important in models with vectorial
variables, as proposed in this chapter.

16.4 Conclusion

This book chapter presents an approach for the management of the energy stored
in vehicles connected to the microgrid via inventory control problem, and it was
structured in three main parts, which reflect our contributions. Firstly, to position
our work, we present a thorough review of the literature of V2G connections. Then,
by considering the battery management as a stochastic inventory control problem,
we develop a dynamic programming model and we obtain an optimal policy that
characterizes it. Thirdly, we further explore the baseline model by investigating a
scenario in which the microgrid is constrained by a budget defined a priori. Such a
budget constraint captures situations when the microgrid profile is risk averse and
we discuss the implications of such a scenario. There are several possibilities for
future research. For instance, to each of the uncertainties and risks pointed out in
our literature review, the decisions in a microgrid can be optimized if uncertainties
are reduced or if management can improve its ability to react to their impact (risks)
in a timely manner.
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18. Kempton, W., Tomić, J.: Vehicle-to-grid power implementation: from stabilizing the grid to
supporting large-scale renewable energy. J. Power Sources 144(1), 280–294 (2005)

19. Kisacikoglu, M.C., Ozpineci, B., Tolbert, L.M.: Examination of a PHEV bidirectional charger
system for v2g reactive power compensation. In: 2010 Twenty-Fifth Annual IEEE Applied
Power Electronics Conference and Exposition (APEC), pp. 458–465. IEEE, Piscataway (2010)

20. Kramer, B., Chakraborty, S., Kroposki, B.: A review of plug-in vehicles and vehicle-to-grid
capability. In: 34th Annual Conference of IEEE Industrial Electronics, IECON 2008, pp. 2278–
2283. IEEE, Piscataway (2008)

https://doi.org/10.1109/TSG.2010.2045163
https://doi.org/10.1109/TSG.2010.2045163


16 Optimal Energy V2G Trading Policy for Solar-Powered Microgrids 273

21. Lopes, J.A.P., Soares, F.J., Almeida, P.M.R.: Integration of electric vehicles in the electric
power system. Proc. IEEE 99(1), 168–183 (2011)

22. Lund, H., Kempton, W.: Integration of renewable energy into the transport and electricity
sectors through v2g. Energy Policy 36(9), 3578–3587 (2008)

23. Madawala, U.K., Thrimawithana, D.J.: A bidirectional inductive power interface for electric
vehicles in v2g systems. IEEE Trans. Ind. Electron. 58(10), 4789–4796 (2011)

24. Madawala, U.K., Schweizer, P., Haerri, V.V.: “Living and mobility” - a novel multipurpose
in-house grid interface with plug in hybrid blueangle. In: IEEE International Conference on
Sustainable Energy Technologies, ICSET 2008, pp. 531–536. IEEE, Piscataway (2008)

25. Markel, T., Kuss, M., Denholm, P.: Communication and control of electric drive vehicles
supporting renewables. In: IEEE Vehicle Power and Propulsion Conference, VPPC’09, pp.
27–34. IEEE, Piscataway (2009)

26. Mitra, P., Venayagamoorthy, G.: Wide area control for improving stability of a power system
with plug-in electric vehicles. IET Gener. Transm. Distrib. 4(10), 1151–1163 (2010)

27. Ota, Y., Taniguchi, H., Nakajima, T., Liyanage, K.M., Baba, J., Yokoyama, A.: Autonomous
distributed v2g (vehicle-to-grid) satisfying scheduled charging. IEEE Trans. Smart Grid 3(1),
559–564 (2012)

28. Peterson, S.B., Apt, J., Whitacre, J.: Lithium-ion battery cell degradation resulting from
realistic vehicle and vehicle-to-grid utilization. J. Power Sources 195(8), 2385–2392 (2010)

29. Pillai, J.R., Bak-Jensen, B.: Integration of vehicle-to-grid in the western Danish power system.
IEEE Trans. Sustain. Energy 2(1), 12–19 (2011)

30. Powell, W.B.: Approximate Dynamic Programming: Solving the Curses of Dimensionality,
vol. 703. Wiley, Hoboken (2007)

31. Quinn, C., Zimmerle, D., Bradley, T.H.: The effect of communication architecture on the
availability, reliability, and economics of plug-in hybrid electric vehicle-to-grid ancillary
services. J. Power Sources 195(5), 1500–1509 (2010)

32. Rotering, N., Ilic, M.: Optimal charge control of plug-in hybrid electric vehicles in deregulated
electricity markets. IEEE Trans. Power Syst. 26(3), 1021–1029 (2011)

33. Saber, A.Y., Venayagamoorthy, G.K.: Optimization of vehicle-to-grid scheduling in con-
strained parking lots. In: IEEE Power & Energy Society General Meeting, PES’09, pp. 1–8.
IEEE, Piscataway (2009)

34. Sioshansi, R., Denholm, P.: Emissions impacts and benefits of plug-in hybrid electric vehicles
and vehicle-to-grid services. Environ. Sci. Technol. 43(4), 1199–1204 (2009)

35. Sortomme, E., El-Sharkawi, M.A.: Optimal charging strategies for unidirectional vehicle-to-
grid. IEEE Trans. Smart Grid 2(1), 131–138 (2011)

36. Sortomme, E., El-Sharkawi, M.A.: Optimal scheduling of vehicle-to-grid energy and ancillary
services. IEEE Trans. Smart Grid 3(1), 351–359 (2012)

37. Sovacool, B.K., Hirsh, R.F.: Beyond batteries: an examination of the benefits and barriers to
plug-in hybrid electric vehicles (PHEVs) and a vehicle-to-grid (v2g) transition. Energy Policy
37(3), 1095–1103 (2009)

38. Su, W., Eichi, H., Zeng, W., Chow, M.Y.: A survey on the electrification of transportation in a
smart grid environment. IEEE Trans. Ind. Inf. 8(1), 1–10 (2012)

39. Tomić, J., Kempton, W.: Using fleets of electric-drive vehicles for grid support. J. Power
Sources 168(2), 459–468 (2007)

40. Tulpule, P.: Control and optimization of energy flow in hybrid large scale systems-a microgrid
for photovoltaic based PEV charging station. Ph.D. Thesis, The Ohio State University (2011)

41. Tulpule, P.J., Marano, V., Yurkovich, S., Rizzoni, G.: Economic and environmental impacts of
a PV powered workplace parking garage charging station. Appl. Energy 108, 323–332 (2013)

42. White, C.D., Zhang, K.M.: Using vehicle-to-grid technology for frequency regulation and
peak-load reduction. J. Power Sources 196(8), 3972–3980 (2011)

43. Wu, C., Mohsenian-Rad, H., Huang, J.: Vehicle-to-aggregator interaction game. IEEE Trans.
Smart Grid 3(1), 434–442 (2012)



Chapter 17
UAVs and Their Role in Future Cities
and Industries

Bruno Nazário Coelho

Abstract Unmanned aerial vehicles (UAVs) have been used in several different
fields. Each day, new applications for these devices arise. Also called RPA (remotely
piloted aircraft) or popularly known by drones, they are becoming cheaper and more
accessible to the whole population. Undoubtedly, the UAVs will play a fundamental
role in the everyday life of the smart cities, urban areas, and industries, contributing
to the improvement of the quality of life in its most different aspects. These devices
can provide information acquisition about the industrial process and its equipment,
data of raw materials yard, and also information about remote areas. Companies
can benefit from UAVs applications either acting directly in the industrial process
or simply with the acquisition of aerial images for specific purposes. In this chapter,
some of the main applications of UAVs and their role in smart cities and industries
as well as their characteristics and some of the most promising developments are
presented. Several examples of applications along the production chain of heavy
industries and for the primary sector of the economy are approached.

17.1 Introduction

A new era has dawned with the arrival of new technologies and new ways of seeing
the world, which is now much more seen from above due to the popularization of
portable and low-cost unmanned aerial vehicles (UAVs), which have been used in
the most diverse applications, from transportation to the acquisition of important
data and information. When remotely piloted, these equipment are also called RPA
(remotely piloted aircraft), being a more commonly used term when facing the
industrial and professional areas. These devices are popularly known as drones,
with their characteristic buzzing sound, these small flying objects have brought joy
for children, fun for young and old people, and astonishment for others. They are

B. N. Coelho (�)
UFSJ - Federal University of São João del-Rei, Ouro Branco, Brazil
e-mail: brunocoelho@ufsj.edu.br

© Springer Nature Switzerland AG 2019
V. N. Coelho et al. (eds.), Smart and Digital Cities, Urban Computing,
https://doi.org/10.1007/978-3-030-12255-3_17

275

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-12255-3_17&domain=pdf
mailto:brunocoelho@ufsj.edu.br
https://doi.org/10.1007/978-3-030-12255-3_17


276 B. N. Coelho

also the source of income for many people nowadays, the research object of many
studies, and the solution of industrial problems in various sectors.

Its history is older than many may think [1]. The first UAVs arose in the first
decades of the last century, aimed mainly at military applications. Since then, its
development has been widely diffused, but only in the last decades have it gone
beyond these applications.

The wide spreading of portable electronics in the last two decades has brought
a new phase to the history of mankind. Together with internet access, it provided
a great ease of access to information and knowledge, previously restricted to
the most favored classes. Over time, several sensors have been added to these
portable electronic devices—especially to smartphones—in order to facilitate their
use and provide new and better experiences of navigation and interactivity for
the consumers. Consequently, it encouraged the development and cheapening of
the sensors (accelerometers, gyroscopes, magnetometer/digital compass, barometer,
etc.), which later enabled the production of UAVs at a very affordable cost to a large
part of the population.

These aerial vehicles became rapidly popular, initially by hobbyists of aeromod-
elling, but soon after, their use was extended by companies specialized in filming
and photography. They have finally taken over the stores and can be easily purchased
by anyone for the most diverse purposes. Today, these equipment are the source
of sustenance for numerous independent professionals and companies that provide
services that depend on the skills provided by these aerial vehicles.

In a more general aspect in the cities, the administrators and the population itself
have sought to integrate the new technologies with daily activities, promoting a great
diversification in their uses and applicabilities. For the UAVs it is not different, every
day new studies on the use of these equipment in new situations emerge, which often
put their capacities on test and push their limits to the extreme.

The industries follow the same pattern, constantly seeking new technologies in
order to get ahead of their competitors, due to the high competitiveness and market
demand. Although the use of drones in the industry is not directly related to the
industrial internet of things (IIoT) and the Industry 4.0, its use in the industrial
environment often appears to be the first step towards the use of innovations.
This is probably for the reason that drones attract attention, generating a much
stronger visual marketing than if compared with the implementation of cyber-
physical systems that characterize IIoT and Industry 4.0.

In this chapter, some of the main applications of UAVs will be presented, as
well as their role in smart cities and industries, their characteristics, and the most
promising developments related to this technology. Several applications along the
production chain will be approached to exemplify its use in heavy industries and in
the primary sector of the economy.
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17.2 Smart Cities

The term smart city has been increasingly used in the last two decades and the
number of related works has also expanded exponentially. A large part of the
researches emphasizes mainly the technological aspects of the smart city systems,
but other studies highlight the social aspects in question. An interesting and detailed
bibliometric analysis on smart cities can be seen in [2], where the authors address
their growth in the most diverse aspects, their divergences, and subdivisions.

Numerous applications for the use of UAVs in urban centers have been evaluated,
and large companies have invested huge amounts of money in research related
to incorporating these aerial vehicles to perform routine tasks. In smart cities,
UAVs can contribute to achieve greater efficiency in different sectors, working
in a distributed way and with task exchange between multiple vehicles, adding
technological value while also directly influencing social aspects.

Based on a published work which presents six characteristics of a smart city [3],
it is possible to make a correlation between the application of UAVs in smart cities
according to these characteristics:

• Smart economy,
• Smart people,
• Smart governance,
• Smart mobility,
• Smart environment, and
• Smart living.

These characteristics are, in fact, six sectors of a society, which can be adopted
as umbrella terms that represent several other areas. Correlating the possibilities
of UAVs applications with these characteristics of a smart city presented by the
authors, it is observed that this technology can certainly influence and play an
active role in all of them. The use of UAVs can contribute to the smart economy
by promoting competitiveness in the market and providing agility and flexibility
in collecting and delivering small products over longer distances and in a short
term. Consequently, it stimulates the economy and enables small local businesses
to reach a larger public and a larger area of coverage. Increasingly, large retail
companies are investing huge amounts of money in the development of new
transportation possibilities for small consumer goods, streamlining the purchases
and deliveries of their products. Regarding the smart people, the UAVs will help
in the acquisition of data and information that will contribute to solve social
problems, influencing social and human capital. In relation to the smart mobility
aspect, they will support traffic services and local accessibility, as well as be
applied in mapping and analyzing the coverage area and signal quality of antennas,
expanding the availability of information and communication technology (ICT)
infrastructure. In the scope of smart governance, the UAVs will contribute with
data and information of scenarios for decision making. Concerning the smart living
feature, they may be used in several applications to improve health conditions, as
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well as facilitating humans daily life. For instance, acting in the transportation of
equipment for emergencies, in accidents in remote places, in search operations, in
disaster aid, etc. They will provide rapid delivery of medicines to hard-to-reach
places. In addition, they will contribute to individual safety with air monitoring,
and patrols, providing greater flexibility and coverage area for security officers.
The smart living concept also involves houses and buildings. In this sense, it is
noteworthy the applications of UAVs for autonomous cleaning of building glass
facades and house painting. Finally, with regard to the smart environment, they will
act directly in the monitoring and accomplishment of tasks in nature, in parks, in
isolated and remote areas, and natural resources. They will provide assistance and
rapid relief in case of environmental disasters and search and rescue operations.
They will also contribute with the acquisition of information to control pollution,
forest fires, and environmental protection.

These are just a few examples of how drones can be applied in the most diverse
aspects of a smart city. In some cases, they will act more directly than in others, but
in any case they will contribute to a wide range of factors. There is still much to
be discussed in relation to norms and legislation for the use of UAVs within cities.
Each country has been working on its own legislation, according to its interests, but
the main aspect that can limit their use are safety issues.

Drones applications currently occur in an isolated way, with practically no
integration and information sharing between the systems. The trend is increasingly
for multi-agent systems, where multiple UAVs will work in an integrated and joint
manner, being able to be reallocated to several applications in numerous systems
in a dynamic way. The complete integration of the equipment and information of
several areas will be obtained only over time and after the consolidation of the uses
in each of them.

17.3 Smart Industries

The industries are increasingly opening their gates for the application of new
technologies that can bring benefits to the productive processes, which currently
includes the use of UAVs within the industrial area. Many of them have invested
in research for the development of the most diverse applications that can bring
more safety and reduce production costs. These applications required more robust
and more reliable drones, with higher payloads that meet the requirements for safe
flights within the industrial environment. These devices can provide the acquisition
of information about the process equipment, data of raw materials yard, and
information from remote areas and hard-to-reach locations.

Most companies can benefit from UAV applications, both directly, acting in
their process, and indirectly, with simple acquisition of aerial images for specific
purposes. In this article, the main focus is on applications for primary and heavy
industries, more specifically for applications in the mining production chain and
throughout the production process in the steel industry.
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17.3.1 Mining Industry

Currently, there are several projects and ongoing research involving the use of UAVs
in the mining industry. Most current applications are related to the acquisition of
aerial imagery, but new ideas for different applications have been investigated.

Most of the applications are focused on open-pit mining, but researches on
mapping underground areas and underground mining can also be found [4]. In
underground situations, the major difficulty is the limitations of antennas and
GPS signal range, and in simultaneous localization and mapping (SLAM) during
autonomous flights.

17.3.1.1 Open-Pit Mining

In the open-pit mining, there is a wide range of possibilities for the use of UAVs.
Several researches have been developed in search of improvement in information
acquisition and safety aspects.

Currently, the main application of UAVs in open-pit mining is in the mapping of
the mine and the mining fronts, through aerial images and the generation of a 3D
model of the mine, where several information can be analyzed for blasting, routes
for the vehicles, areas of risk, volume of material, among others. In safety matters,
inspection routines may be conducted prior to dismantling operations to ensure that
there are no people and vehicles in hazardous areas that may be affected by debris
material projection during the blasting. Subsequently, after the blasting in the open-
pit mine, UAVs can be used for rapid information acquisition with the mapping of
the mining front.

The growth in the use of autonomous off-road trucks and vehicles within the
mining areas requires reliability in data transmission systems. In this sense, adding
signal receivers in UAVs allows the mapping of signal area of antennas and WiFi
signal in the mining area, ensuring the quality of the communication between the
equipment. Guarantee of good communication systems is essential for autonomous
vehicles in the mine.

The autonomous off-road trucks and cars that run in the mines currently require
a previous map with a high degree of detail and precision of the areas in which they
can move. Before a new area of locomotion is enabled, in order to ensure that this
area is safe and ready to be used, a driver usually goes to the location along with
a support car and maps it with the vehicle sensors, passing through the place to
be released. Although it ensures that unsafe areas are not released for autonomous
vehicles, it depends on a human going to the site to do the mapping. In this aspect,
UAVs can assist in this work of mapping and release of new areas, reducing the need
for people to circulate in the mine areas.
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17.3.1.2 Materials Transportation

Among the main applications of UAVs in industrial plants is the monitoring and
inspection of material transport systems in all stages of the production process,
both raw materials and processed products. One of the most used material transport
equipment is conveyor belts, which can reach tens of kilometers in a single industrial
installation. These systems require routine inspections, often at remote and high
locations. These characteristics highlight the possibility of using UAVs to perform
tasks in these equipment, and several researches have been done in this field [5],
using many different sensors for this task of inspecting the conveyor belt structure
and the rollers.

For long distances, some companies use the transportation carried out by
pipelines. In this case, the UAVs can assist inspection operations in remote areas
(similar to oil and gas pipelines [6]), being part of the set of equipment transported
in support cars for inspection routines.

Monitoring routines in logistics systems for material transport, such as railway
inspections [7, 8], can benefit from the use of UAVs carrying sensors for analysis
and maintenance of the permanent way.

17.3.1.3 Processing Plant

At processing plants, UAVs are currently used for volume measurement in ore piles
[9], inspections, and data acquisition at heights. They can contribute with routine
inspections, corrosion, and cracks analysis in building structures, bridges, towers,
antennas, large equipment, among others.

17.3.1.4 Dams and Reservoirs

In both water and tailing dams and reservoirs, the UAVs contribute to monitoring
along the banks and points of interest, as well as periodic inspections of structures
and sensors [10, 11].

Effluent monitoring systems can benefit from the implementation of autonomous
sample collection in rivers and dams, using UAVs equipped with sample holders to
acquire materials along a trajectory. This equipment promotes a flexible and agile
collection, increasing the speed of analysis, from the water collection systems for
the production process to the effluent analysis and monitoring of the water quality
generated after the process in the industry.
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17.3.2 Steel Industry

At steel industry, UAVs have been used in several areas throughout the production
process, assisting in the acquisition of information from various industrial equip-
ment during their inspection.

17.3.2.1 Raw Materials Yard

In the raw materials yard, one of the main applications of UAVs, besides aerial
monitoring, is in the calculation of material volume in the stockpiles. With the
acquisition of aerial images through autonomous flight and subsequent processing
in a photogrammetry software, the amount of material in the cells is estimated with
the required precision.

The same has been applied in scrap yards, scanning the area and estimating the
volume of material in the piles, which are usually separated by piles of materials
with similar chemical composition.

17.3.2.2 Material Transportation

The materials transport systems at steel industry are very similar to those of
mining, mainly composed of rail transport, conveyor belts, and cranes, according
to Sect. 17.3.1.2.

The main difference is that in the steel industry, monitoring the temperature
of the transported material is a very important information for the production
process. Therefore, the use of sensors and thermal cameras in the UAVs provides
the acquisition of very relevant data to the production process.

17.3.2.3 Blast Furnace

In the blast furnace area, the UAVs have already been used for structural monitoring,
and image acquisition of the pipes in height.

One of the major health risks for people who move around the structures near the
blast furnace is the leakage of carbon monoxide (CO). The monitoring and mapping
of possible leaks of toxic gases can be done using UAVs equipped with sensors to
detect these gases, avoiding the risk of poisoning accidents.

Mechanisms that can benefit from the use of UAVs for routine inspection are the
bleeders, which are pressure valves located at the top of the blast furnace, aimed to
relieve the high pressure inside of it. As it is a high-risk area for people, the use of
equipment for monitoring and inspection brings great benefits.

With the use of thermal cameras, it is possible to map potential structural
problems in the blast furnace and in the pipes, both in the heated oxygen pipes from



282 B. N. Coelho

the regenerators for injection in the blast furnace by the tuyeres, as in the exhaust
gases pipes at the top of the blast furnace for the cyclones and gas cleaning systems.

17.3.2.4 Steelmaking

Primary and secondary steelmaking, continuous casting, rolling, and other subse-
quent processes in the steel industry usually occur within large enclosed sheds.
Although much more limited, the indoor use of UAVs can also enable the acquisition
of information and inspect assets in height. In this complex environment, the most
common is to use navigation based on vision systems.

As examples of UAVs, applications in indoor areas, inspection on cranes,
winches, etc., as well as corrosion analysis in the structural part of equipment and
buildings can be carried out. In addition, it is also possible to perform small tasks
inside buildings, in the lighting systems, and sensors in high places.

17.3.3 Cement Industry

In the cement industry, much of what has been discussed in the previous sections
on the use of UAVs, in various applications and areas, can also be applied in a
quite similar way because of the similarity of much of the equipment throughout the
production process. In this sense, application can be related to the entire production
and supply chain, such as those of the mining industry: mining; storage of raw
materials; production systems; and transportation.

Thermal analysis in height can be made in the heat exchangers in the preheating
tower and in the rotary kiln for the production of clinker. It is possible to identify
potential sources of issues by temperature variations, indicating areas of erosion,
wear, corrosion, refractory collapse, among other common problems.

The monitoring to control the emission of polluting gases can also be done with
sensors coupled to the UAVs, contributing to meeting environmental standards along
the production chain.

17.3.4 Energy Industry

Numerous applications of UAVs are already in use in the power generation and
distribution industry, from structural inspections on offshore oil platforms to the
ethanol industry, with monitoring of sugarcane plantations. It also includes the
use of UAVs for inspections in chimneys and gas pipelines, monitoring gas leak
detection, corrosion, exposed pipes, erosion, among other possible issues.

In the electricity generation and distribution industry many applications can be
found nowadays, several of them in the early stages of research, but still showing up
as a very promising topic.
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17.3.4.1 Electric Power Distribution

The electric power distribution system has a grid with thousands of kilometers of
extension, which periodically goes through inspection routines. Some of the data
from these inspections can be acquired by monitoring using vertical take-off and
landing (VTOL) UAVs, starting from support points or support vehicles and having
a good coverage area in flight.

Among the applications in the electric energy transmission sector, it is worth
mentioning the image monitoring and infrared (thermographic) camera in the
transmission lines (LTs), in their connections and substations of energy. Moreover,
structural and corrosion analyses in the towers contribute to reduce the risk of
accidents.

An application that interests the concessionaires of transmission and distribution
of energy is in the monitoring of vegetation overgrowth, controlling the vegetation
under transmission lines.

17.3.4.2 Hydroelectric Plants

In hydroelectric plants, one of the main applications is routine monitoring in dams,
performing actions similar to those described in Sect. 17.3.1.4. UAVs can be used
for structural inspections at dams and spillways, detecting cracks, corrosion, and
other potential issues in structures.

17.3.4.3 Thermoelectric Plants

Sensor-equipped UAVs have now been used for tower and chimney inspections in
many industries, including thermoelectric power plants. When the production is
stopped or reduced, inspections of the chimney coating can be made, being a much
simpler operation than those involving human beings.

Monitoring the emission of pollutant gases can also be performed by UAVs,
including mapping the area of gas dispersion in the region.

17.3.4.4 Wind Power Plants

In wind power plants, UAVs can assist height inspections in a very practical and
efficient way. With various sensors, they can detect erosion, cracks, and other defects
in blade surfaces.

Unusual but useful applications of UAVs come up every day, solving problems
in a simple and practical way, like using an industrial drone to de-ice a wind
turbine [12].

The structure of the generation tower can also be analyzed with sensors
embedded in UAVs, performing inspection operations quickly and safely.
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17.3.4.5 Photovoltaic

The giant farms of solar panels require constant inspection and maintenance of these
panels. A single section of a damaged panel can completely hamper the production
of that panel.

From aerial images with thermal cameras it is possible to detect faults in the
panels in a simple and agile manner, reducing the losses of energy generation by
defects in the panels.

17.3.5 Agriculture

One of the first applications of UAVs in the industry occurred in the agriculture sec-
tor, initially with acquisition of simple aerial images, and later with multi-spectral
cameras and other tools of remote sensing and monitoring of the plantations,
allowing a fast and efficient control in all phases of the plantation cycle.

Several studies have been developed with applications of UAVs for precision
agriculture [13, 14].

The identification of affected areas for pest control in large plantations can be
aided by information acquired from aerial images. On a small scale, the control
itself can be aided by the localized spray of pest control products by UAVs.

17.4 Conclusions

Nowadays, the influence of UAVs is evident, which becomes clear with the great
diversity of applications and researches in progress in many different areas. The
growing trend of UAVs usage is also evident due to the gains made with its
applications, enabling the acquisition of information in a fast and flexible manner
and performing tasks without the need of human involvement.

Undoubtedly, the UAVs will play a fundamental role in the everyday life of
the smart cities, urban areas, and industry, contributing to the improvement of the
quality of life in its most different aspects.

In the industries, the UAVs contribute to the acquisition of data about the
productive processes and the detection of leaks, security, and potential sources of
issues. For long-distance monitoring and inspection, the trend is for fixed-wing
UAVs, or VTOLs, which can take off from suport cars in the regions of inspections.

Therefore, UAVs can bring numerous advantages, but all this will only be
possible if adequate rules and legislation are developed, controlling their use in a
way that can contribute to society.
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Chapter 18
Critical Systems for Smart Cities:
Towards Certifying Software

Erick Grilo and Bruno Lopes

Abstract Critical systems require high reliability and are present in many appli-
cations. Standard techniques of software engineering are not enough to ensure
the absence of unacceptable failures and/or that critical requirements are fulfilled.
Verifying and certifying systems for Smart Cities is one of the challenges that still
require some effort. Smart Cities models may be seen as Cyber-Physical Systems
and they may be formalized as Finite State Machines. We discuss how to reason
over these models as Finite State Machines formalized in a logical background from
which it is possible to provide certified software for the Smart Cities domain.

18.1 Does Software Certification Matters?

Critical systems are systems in which failure may result in loss of life, significant
destruction, high financial loss, or environmental damage [16]. In short, systems that
need a high level of reliability. There are many examples of critical systems applied
in a wide range of areas, from medical devices to nuclear systems.

Standard software engineering techniques are not designed to deal with fault non-
tolerant systems. In many domains such systems need a way to ensure its safety
in order to guarantee that the system indeed meet the required reliability. Formal
systems compose a theoretical and implemented background able to model and
reason about systems, ensuring (mathematically) that requirements are fulfilled and
that systems behave as expected.

Formal systems were used to certify Paris Metro line 1 (Paris’s subway system
in France) [11], leading it to a fully automated subway system, eliminating the
need of building another subway line, saving millions of dollars. Airbus uses formal
methods in order to certify avionics control systems of its families of aircrafts A318
and A340-500/60 [5, 27].
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The absence of such certification in critical systems may lead to catastrophic
scenarios: between 1985 and 1987, the Therac-25 medical electron accelerator
was involved in (at least) six radiation overdoses occurrences [22]. This episode
led several people to death and injured many others. This happened due to a
combination of factors, in which we can cite overconfidence of the software
engineers and the lack of certification [21]. In March 2018, a Uber’s driverless car
initiative was involved in an accident that killed a pedestrian in Tempe, Arizona.1

Many modern systems are becoming safety critical. Financial loss and even
deaths can result from their failure [16]. Hence, since the end of the 1980s and
early 1990s, researches have been directed on applying formal methods for critical
systems [16, 24, 26].

A common approach for Smart Cities is to look at them as Cyber-Physical Sys-
tems [6, 12, 28]. Cyber-Physical Systems propose the integration of computational
elements and sensors to interfere in the “cyber” and in the “physical” environments.

Ensuring safety and reliability of Cyber-Physical Systems is one of their main
challenges [18]. Modelling them in logic-based systems makes possible to reason
about them and take advantage of a wide theoretical and software framework.

The usage of logic systems to model and reason about Cyber-Physical Systems
seems to be a promising approach [13]. Proof assistants [23], like Coq [4, 9] and
Isabelle [25], lead to the possibility of automatizing the verification of such systems
and provide certified code. They are computational tools that implement usually
logic systems. Their design is tailored to automatize many (when possible all) steps
of proofs. The theoretical background leads to see proofs as programs and programs
as proofs. It is used to transform a proof that requirements are fulfilled in a model
in a certified code.

Industrial examples of the usage of proof assistants are already present in
companies as Mistubishi [7] and NASA.2 Certified compilers developed using proof
assistants are also in use [19].

Coq [4, 9] is one of the most prominent proof assistants. It deals with a high-level
language to model, prove, and provide certified code automatically.

This work extends the usage of Coq to model instances of software interac-
tion in Smart Cities domain by means of Cyber-Physical system as Finite State
Machines [13], a standard approach [1, 10, 15, 28]. We focus on the strategy
proposed by Privat et al. [28]. The usage of RGCoq library [13] (detailed on
Sect. 18.3) reduces the effort of implementing the model constructions.

This chapter reviews and extends the discussion of Grilo and Lopes [13]. In
the following sections, we review with more details the definitions and present
the methodology of using Coq to provide certified code for Smart Cities. The
automata model is extended to simplify the modelling process. It is well known
that formal systems use to have high computational complexity (we remember that

1https://www.nytimes.com/2018/03/19/technology/uber-driverless-fatality.html.
2https://shemesh.larc.nasa.gov/fm/ftp/larc/PVS-library/.

https://www.nytimes.com/2018/03/19/technology/uber-driverless-fatality.html
https://shemesh.larc.nasa.gov/fm/ftp/larc/PVS-library/
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even classical propositional logic SAT is NP-Complete). Trying to overcome this
complexity, we introduce the certification of minimality of automata.

18.2 Smart Cities Domain Formalization

The adopted approach is to look at Smart Cities models as Cyber-Physical Sys-
tems [6, 8, 28]. The following methodology was presented by Privat et al. [28].

Instances of Smart Cities are similar to each other in a general sense (in the sense
that every city has roads, streetlights, traffic lights, cameras, and other appliances
that are intrinsic to Smart Cities). The difference between instances lies in the
specific selection of the smart objects that compose an instance and on how these
objects interact with each other.

To make the model more generic, a instance of a Smart City is described as
the composition of those elements, where each element corresponds to a generic
version of the real-life modelled objects, assuming that they belong to such a generic
category. Figure 18.1 shows an example of a simple instance containing two roads,
each traffic light in each road (denoted by the green and the red dots) and one of the
roads containing a smart parking spot.

In Privat et al. [28], Smart Cities are modelled by categorizing its elements in
two different groups.

1. City devices are devices that do not have a meaningful state on their own, where
the only information relevant for modelling purposes are the states of the entities
they keep track of, serving as controllers of the entities to which they are attached.
Presence and heat sensors, USB WiFi dongles, photoelectric sensors, and electric
switches are examples of such devices.

2. City entities are subsystems (entities) in which it is classified “useful” city
equipment, such as traffic lights, street lights, toll, and train barriers. Such entities
may be connected to each other (a set of traffic lights in adjacent streets that
are simultaneously controlled) through sensors, since in the presented model

Fig. 18.1 Map of two roads in a Smart City
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such entities does not have a network connection on their own and they may
be monitored by means of available networked sensors.

Moving entities such as vehicles, people, or animals do not need to be accounted
in the process of modelling. They may be treated as event triggers for modelled
entities (e.g., a pedestrian passing by a streetlight with a presence sensor may trigger
the event of turning on the light). If finer-grain modelling requires representing them
individually, they can be modelled as entities identified by a unique proxy ID, not
being necessary to use real data in order to ensure that they are not accounted twice.

The process of modelling Smart Cities in the context of Finite State Machines
must capture real-time properties of the modelled entities without focusing into fur-
ther details of the entity (such as internal functioning or the entity’s manufacturer).
Properties may be abstracted in terms of states and transitions between those states,
removing uninteresting complex details about the modelled subsystems. A traffic
light may be modelled with three states: “green,” “yellow,” and “red.” Transitions
between those states may be a temporizer which after a short time changes the state
of the light.

Besides modelling city entities individually, the complexity of a Smart City with
its interconnected entities can be unfolded. By using a graph, a city itself can be
modelled as instances of related entities in different levels: a street lamp may contain
a photoelectric sensor, while streets can be adjacent to each other. It is interesting
to note that devices and non-modelled entities (such as flying birds or pedestrians)
may be also represented in this graph because they may take a relevant role in the
functioning of modelled entities.

Therefore, Privat et al. [28] present a framework which models instances of
open Cyber-Physical Systems (also discussed by Felipe et al. [10]) where its main
objective is to structure the middleware between ICT applications and instances of
open Cyber-Physical Systems (Smart Cities, Smart Homes, or other environment
similar to these).

The usage of Finite State Machines in the process of modelling is attractive
because of the simplicity of the model, where at the same time it captures many
properties one would like to model in Smart Cities domain, as Privat et al. [28] also
point. In the end of this chapter we discuss how to extend to more robust automata
formalism. This framework is defined as follows.

Definition 1 (Smart City Framework) The proposed framework by Privat
et al. [28] is structured through three different “planes” as follows.

1. physical plane contains the physical entities and the sensors used by them, where
the entities in this plane can be all sorts of material things, like legacy city
appliances or relevant subspaces of a city;

2. proxy instance plane holds the instances of software representation for the
entities in the physical plane, where external applications also interact with
the system through this plane (a general view on the proxy instance plane
is described in Fig. 18.2). The entities here modelled are instantiated with
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Fig. 18.2 An example of the
structure of a proxy instance
plane
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information gathered from the model plane to provide a generic model of the
entity modelled;

3. model plane has the generic reference models upon which a given representation
relies, where external ontologies and/or knowledge bases would interface on this
plane, gathering more generic information about the entities modelled. Here,
entities are categorized as part of a generic taxonomy that can be organized as a
directed acyclic graph that holds where all entities modelled in the proxy instance
plane belong to.

The work proposed here focuses on the plane that captures the modelled entities
and its relationship with their sensors (and with other entities), proxy instance plane
that is organized in five different layers.

1. devices proxy layer is the layer that provides an interface to networked devices,
independent on how they are networked. It contains the mapping of one to one
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of the city devices that are in the physical plane, serving as actuators and sensors
for city entities on that plane;

2. entity proxy layer is the layer that contains the entities themselves mapped from
a given generic model that is in the model plane;

3. entity groups proxy layer is the layer that captures relationship between different
entities that can be modelled as a group according to a given property;

4. services and local applications layer provides a layer that contains applications
that operates on more than one entity mapped in the entity proxy layer. Also
represented in this layer are applications that need to be close enough to the real
environment because of specific constraints, e.g., physical constraints;

5. instance graph is the graph that contains all important relations between different
city entities where it is possible to observe relationships such as entities
that are adjacent to others, entities that belong to others, and where sensors
observe/actuate.

In Sect. 18.3 we discuss its formalization in Coq.

18.3 Formalization in Coq

In this section we present how to formalize the concepts presented in Sect. 18.2
in Coq. We make use of Coq 8.7 (the by now up-to-date version) with the RGCoq3

library to formalize them as Finite Automata. We take advantage of the simplicity of
the Finite Automata model and its natural interpretation in Coq by means of RGCoq.

Hence, RGCoq lets their users to formalize and prove properties about models of
software interaction for Smart Cities in Coq, having all apparatus that Coq offers at
hand. Figure 18.3 shows a view of CoqIDE, Coq’s official IDE.

RGCoq is a Coq library tailored to formalize and reason about Finite Automata.
In what follows we present its background and how to model Cyber-Physical
Systems using it. After that we show how to automatically transform it in certified
code in Scheme, Haskell, and OCaml. The following methodology was proposed by
Grilo and Lopes [13].

A Finite Automata is an abstract machine defined as below.

Definition 2 (Finite Automata) A Finite Automata (FA) is a tuple A= (Q,Σ, δ,

q0,Qf ) where

Q is a finite set of states,
Σ is the alphabet of the language,
δ : Q × Σ → 2Q is the transition relation,
q0 is the initial state, and
Qf is a set Qf ⊆ Q of final states.

3http://github.com/simasgrilo/RGCoq.

http://github.com/simasgrilo/RGCoq
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Fig. 18.3 CoqIDE, the official IDE for Coq

The proxy instance plane presented in Definition 1 as a Finite Automaton is
achieved according to the following definition.

Definition 3 (Cyber-Physical Systems as FA)

• Behavior of a Cyber-Physical System can be modelled as states of a FA: a
streetlight may have two states “on” and “off,” representing the states where the
light is on and the light is off, respectively. When modelling relation between
entities, states of a FA can be seen as the related entities. As for the instance
graph presented in Sect. 18.2, one can model the related entities as states of a FA.

• Changing of behavior of a Cyber-Physical System can be modelled as the
transition relation of a FA. As for the instance graph, the relations of the entities
can be formalized as transitions of the FA.

This definition is formalized in Coq as

Definition 4 (Cyber-Physical Systems as DFA in Coq)

Variable (S A : Type).
Context ‘{EqDec S eq} ‘{EqDec A eq}.
Record t := DFA {

initial state : S;
is final : S → bool;
next : S → A → S;
states : set S;
alphabet : set A;

}.
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where initial state corresponds to q0, is final is a function that verifies if a given
state is final, e.g., if it belongs to Qf , next is the transition relation δ, states is the
set Q, and alphabet is the set Σ according to Definition 2.

Because Definition 4 is defined inside a section within a module (both named
dfa) in RGCoq, the usage of “Variable (S A : Type)” declares to Coq that
inside this section it is expected two variables in runtime of type Type (Type
being the most general type in Coq) which will define the states of the FA and
the alphabet of the FA, respectively. By using “Context ‘{EqDec S eq} ‘{EqDec
A eq},” Coq expects that (in runtime) both types denoted by the variables S and A
to have an equality relation defined for its inhabitants (the usage of EqDec to define
this equality relation is discussed in some detail in Sect. 18.4).

The Record defined in Definition 4 is parametrized by variables S and A. Hence,
when instantiating this record, one may supply a variable of any kind to initial state.
Coq’s inference system will then expect for the following fields of the record to be
filled: whenever there is a variable S in the record’s definition, a variable of the
same type of the one supplied to initial state may be supplied (the same happens in
the case of A). The field is final expects a function of type S → bool (a function
that takes an argument of type S and returns a boolean value), to the transition
relation next must be given a function of type S → A → S (a function that takes
two arguments, one of type S and another of type A and returns a value of type S).
To both states and alphabet one has to give variables of type set S and set A (where
set denotes sets implemented as lists in the library ListSet4).

For Deterministic Finite Automata, RGCoq defines functionalities such as run
within the module DFA in which it is possible to check whether the given automaton
recognizes the word given as input, path that shows all the states of a run with a
given input on a DFA, and get all reachable states from a state, which with a
DFA and a state returns all states that are reachable from the state given. This last
definition is crucial to check the relationships between city entities in the instance
graph.

The conversion from NFA to DFA may lead to an exponential grown of
the model, sometimes with many redundant states. To reduce this problem, the
minimization algorithm for DFA may be applied to identify and collapse equivalent
states.

RGCoq also implements the verification of the presence of equivalent states.
The function is minimal certifies whether a DFA does not contain any equivalent
states by implementing the algorithm described in [14]. Despite that in a worst-
case analysis the model will be exponential, it is common that the model may be
reduced. This leads to the possibility of using the smallest version of the modelled
system before certifying it (i.e., reason about a smaller model).

RGCoq also defines the notion of Nondeterministic Finite Automata (NFA) as
shown by the following record:

4https://coq.inria.fr/library/Coq.Lists.ListSet.html.

https://coq.inria.fr/library/Coq.Lists.ListSet.html
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Definition 5 (NFA in RGCoq)
Variable (S A : Type).
Context ‘{EqDec S eq} ‘{EqDec A eq}.
Record t := NFA {

initial state : S;
is final : S → bool;
next : A → S → set S;
states : set S;
alphabet : set A;

}.
where all definitions are the same as the ones presented in Definition 4, except
for next, which now expects a function of type A → S → set S, representing the
transition relation of a NFA, thus mapping a state and a terminal symbol to a set of
states Qi ⊆ Q.

RGCoq also defines for NFA the same functionalities described for DFA. The
modelling using NFA is simpler and Coq supports nondeterminism. RGCoq will
internally make it deterministic, in order to provide deterministic equivalent code.
Therefore, functionalities defined for DFA (such as minimal verification and code
extraction) can be applied to the instance modelled as NFA (after converting).

Nondeterministic Automata with ε-transitions are also formalized in RGCoq:

Definition 6 (NFA with ε-Transitions)
Variables ST A: Type.
Context ‘{EqDec ST eq} ‘{EqDec A eq}.
Record t := NFA e {

initial state : ST;
is final : ST → bool;
next : ST → set (nfa epsilon transitions.ep trans ST A);
states : set ST;
alphabet : set A

}.
where the first two lines of code and all the fields of the record but next are defined
as in Definition 5. Here, next (δ) is defined as a function that with a state of the
NFA returns a set of possible transitions encapsulated by ep trans (an inductive
type defined in module nfa epsilon transitions), the ones that take a terminal as
input and the ones that do not, called ε-transitions:
Inductive ep trans S A :=

| Epsilon : S → ep trans S A
| Goes : A → S → ep trans S A.

with Empty as the constructor that encapsulates ε-transitions and Goes, the con-
structor that stands for the transitions defined with a symbol in the NFA’s alphabet,
therefore formalizing possible transitions for NFA with ε-transitions.

Using this formalization we may ensure properties inherent to each system and
more general as termination, liveness, and absence of deadlocks. In Sect. 18.4 we
show some examples where we assure some properties and provide certified code.



296 E. Grilo and B. Lopes

18.4 Some Examples

Grilo and Lopes [13] present the following two first examples from a discussion
in Privat et al. [28]: the scenario of crossroads as an instance of open Cyber-
Physical System. It is presented how to use Coq to model and reason about the
aforementioned scenarios.

18.4.1 A Simple Parking Spot System

Figure 18.4 presents the modelling of an individual parking spot with a sensor that
detects if the spot is taken by a car or not.

A single parking place can be either occupied or empty. The parking spot may be
occupied only if there is a car on it and empty otherwise. This behavior is captured
by the following inductive definition in Coq

Inductive parkingPlace :=
empty | occupied.

where empty denotes the state the spot is empty (there is no car parked there) and
occupied stands for the case there is a car parked in the spot.

The sensor which acts in this parking place can either observe a car entering or
leaving the parking place.

Inductive sensorActivity :=
carEntersSpot | carLeavesSpot.

with carEntersSpot meaning that the sensor in the parking place received the
information that a car has entered the parking spot and carLeavesSpot denotes that
the sensor has detected that a car inside the parking spot has left.

Fig. 18.4 A simplified model of a sensor acting in a parking place
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Then, it is possible to define the behavior of the sensor which is monitoring the
parking place: if the spot is “empty” and a car arrives and parks in it, the sensor
receives information that a car is in the spot and it is now “occupied”; if the spot is
“occupied,” then the sensor may only detect information if the car leaves the spot,
where it now knows that the parking place is “empty.” Any other sequence of events
should not trigger a change in the model’s configuration. Therefore, by modelling
this way the sensor must not be able to detect a car coming into the parking spot
if there is already a car in there and also may not be able to detect the parking
place being empty if it is already empty. The described behavior can be defined as
follows.

Definition sensorChangesbehavior (s: option
parkingPlace) (a: sensorActivity) : option parkingPlace :=
match s with

| Some empty ⇒ match a with
| carEntersSpot ⇒ Some occupied
| carLeavesSpot ⇒ None
end

| Some occupied ⇒ match a with
| carEntersSpot ⇒ None
| carLeavesSpot ⇒ Some empty
end

| None ⇒ None
end.

where it is used the option type available in Coq (a type that encapsulates an optional
value; it is the same as maybe type in Haskell) to encapsulate the invalid transitions
as discussed before.

The second line in Definition 4 tells Coq that for types S and A there will be an
equality relation defined in runtime for the elements of both types. For this example,
S is parkingPlace and A is sensorActivity. To define this relation, we use the tactic
Program5 which lets one write code as if in a regular programming language along
with the proof that the written code meets its specification.

By using Program, the definition is saved in the proof context if all generated
proof obligations are proven. Therefore, the equality relation for the elements in
parkingPlace will be defined by using Program and can (but not limited to) be
defined as follows:

Program Instance parkingEqDec : EqDec
parkingPlace eq :=

{equiv dec x y :=
match x, y with
| empty,empty ⇒ in left
| occupied,occupied ⇒ in left

5https://coq.inria.fr/refman/program.html.

https://coq.inria.fr/refman/program.html
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| empty,occupied ⇒ in right
| occupied,empty ⇒ in right
end

}.

with in left and in right being notations for the constructors left and right of the
inductive type sumbool (a type of booleans with a proof of their values). EqDec6 is
a class that gives a equality relation over a given type and eq is the equality relation
between two elements of the same type.

The equality relation for sensorActivity can be defined by the same means:

Program Instance sensorEqDec : EqDec sensorActivity eq :=
{equiv dec x y :=

match x, y with
| carEntersSpot,carEntersSpot ⇒ in left
| carLeavesSpot, carLeavesSpot ⇒ in left
| carLeavesSpot,carEntersSpot ⇒ in right
| carEntersSpot,carLeavesSpot ⇒ in right
end

}.

For the sake of simplicity, the model of the parking place lets both “empty” and
“occupied” be final (valid, accepting) states for the model. The only non-valid state
is denoted by None, one of the constructors of the option type in Coq:

Definition final (s: option parkingPlace) :=
match s with
| None ⇒ false
| ⇒ true
end.

Now it is possible to define a FA according to Definition 4:

Definition parkingSpotFA : dfa.t := {|
dfa.initial state := Some empty;
dfa.is final := final;
dfa.next := sensorChangesbehavior;
dfa.states := [Some empty; Some occupied];
dfa.alphabet := [carEntersSpot;carLeavesSpot]

|}.

By defining the model as above, it is possible to prove certain properties about
it. The following Lemma ensures that the model will not go to a invalid state only
if the right conditions stated in the model’s definition are met: it will go to the state
“occupied” iff it is in the state “empty” and the sensor detects a car entering the
parking place and it will only go to the state “empty” if it is in the state “occupied”
and the sensor does not detect a car in the parking spot.

6https://coq.inria.fr/library/Coq.Classes.EquivDec.html.

https://coq.inria.fr/library/Coq.Classes.EquivDec.html
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Lemma sensorbehaviorSound : ∀ s: option parkingPlace, ∀ a: sensorActivity,
sensorChangesbehavior s a �= None ↔ (s = Some empty ∧ a = carEntersSpot)
∨ (s = Some occupied ∧ a = carLeavesSpot).
Proof.
intros;split.
- intros. destruct s. destruct p.

+ destruct a. left;split. reflexivity. reflexivity.
simpl in H. destruct H. reflexivity.

+ right. destruct a. simpl in H. destruct H;reflexivity.
split;reflexivity.

+ destruct H. simpl;reflexivity.
- intros. destruct H as [H2 | H3]. destruct H2. rewrite H. rewrite
H0. simpl. congruence.
destruct H3. rewrite H. rewrite H0. simpl. congruence.

Qed.

By means of Extraction,7 one can transform the verified model to code in
languages as Scheme, Objective Caml and Haskell after verifying the desired
properties in the formalized model. To enable extraction of certified code, one
should use:

Require Extraction.

Therefore, commands such as Extraction id lets the user to have a preview of
the extracted code in Coq’s own console and Extraction “file” id1 id2 . . . idn

that extracts recursively all terms from id1 to idn in the file named “file” become
enabled (including all terms that idI relies on, such as definitions used by idi where
i = 1, 2, . . . , n).

For the shown example, the target extraction language used is Scheme. To set up
this (the default target language is Objective Caml), one must use:

Require Extraction.
Extraction Language Scheme.

then

Extraction “parkingSpotCertified” parkingSpotFA

generates a .scm file (parkingSpotCertified.scm) containing the code of Listing 18.1.

Listing 18.1 Certified code for a parking spot generated by Coq
;; This extracted scheme code relies on some additional macros
;; available at http://www.pps.univ-paris-
;; diderot.fr/~letouzey/scheme
(load "macros_extr.scm")

7https://coq.inria.fr/refman/extraction.html.

https://coq.inria.fr/refman/extraction.html
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(define sensorChangesBehaviour (lambdas (s a)
(match s

((Some p)
(match p

((Empty)
(match a

((CarEntersSpot) ‘(Some ,‘(Occupied)))
((CarLeavesSpot) ‘(None))))

((Occupied)
(match a

((CarEntersSpot) ‘(None))
((CarLeavesSpot) ‘(Some ,‘(Empty)))))))

((None) ‘(None)))))

(define final (lambda (s)
(match s

((Some _) ‘(True))
((None) ‘(False)))))

(define parkingSpotFA ‘(DFA ,‘(Some ,‘(Empty)) ,final
,sensorChangesBehaviour ,‘(Cons ,‘(Some ,‘(Empty)) ,‘(Cons

,‘(Some ,‘(Occupied)) ,‘(Nil))) ,‘(Cons ,‘(CarEntersSpot)
,‘(Cons ,‘(CarLeavesSpot) ,‘(Nil)))))

Listing 18.1 corresponds to the code written in Coq for Example 18.4.1, as stated
by Letouzey [20]. To execute this code, one must follow the instructions given in
the beginning of the extracted code.

18.4.2 Street Parking Spots by Distance

Taking advantage of the native compositional approach of Finite Automata, this
proposal scales by composing states. Figure 18.5 illustrates another parking spot
example where two roads cross each other and each road contains three different
parking places, each of them has a sensor that presents the same behavior described
in Sect. 18.4.1.

This example focuses on another formalism which is part of the framework
proposed by Privat et al. [28] in which it uses the instance graph (as presented
in Sect. 18.2) where one can capture the relationship between different entities of a
city. The importance of this graph lies mainly on the property that it is possible to
verify which entities may be affected by a given action, limiting the scope of such
actions and being possible to avoid unwanted changes or potentially cascading side
effects on entities interconnected by this graph.

Since it is not known (and not interesting to fix) in which road one can start
verifying properties about the model, it can be modelled as a Nondeterministic Finite
Automaton (NFA) with ε-transitions.
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Fig. 18.5 Modelling of two roads crossing each other, each road having three parking spots

This scenario models a subset of a Smart City map that contains smart parking
spots and its related entities. By modelling this situation, it is possible to validate
how those entities interact with each other.

Since the non-labeled transitions can be triggered without any action taken (in
other words, the verification can start in either road 1 or in road 2), it is possible
to model it as ε-transitions. By making use of Definition 6, the system presented in
Fig. 18.5 is formalized as:

Inductive systemStates :=
| start | road1 | road2 | parkingPlace11 | parkingPlace12 | parkingPlace13
| parkingPlace21 | parkingPlace22 | parkingPlace23 | sensor11 | sensor12 |
sensor13 | sensor21 | sensor22 | sensor23.

Inductive systemTransitions :=
| crosses | contains | actsOn | has.

Definition transitionNFA (state : systemStates) :=
match state with
| start ⇒ [Epsilon road1;Epsilon road2]
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| road1 ⇒ [Goes has parkingPlace11; Goes has parkingPlace12; Goes has
parkingPlace13]

| road2 ⇒ [Goes has parkingPlace21; Goes has parkingPlace22; Goes has
parkingPlace23]

| parkingPlace11 ⇒ [Goes contains sensor11]
| parkingPlace12 ⇒ [Goes contains sensor12]
| parkingPlace13 ⇒ [Goes contains sensor13]
| parkingPlace21 ⇒ [Goes contains sensor21]
| parkingPlace22 ⇒ [Goes contains sensor22]
| parkingPlace23 ⇒ [Goes contains sensor23]
| sensor11 ⇒ [Goes actsOn parkingPlace11]
| sensor12 ⇒ [Goes actsOn parkingPlace12]
| sensor13 ⇒ [Goes actsOn parkingPlace13]
| sensor21 ⇒ [Goes actsOn parkingPlace21]
| sensor22 ⇒ [Goes actsOn parkingPlace22]
| sensor23 ⇒ [Goes actsOn parkingPlace23]

end.

Definition finalStates (s: systemStates) :=
true.

with systemStates as the states of the FA, systemTransitions represents the transi-
tions of the system, and transitionNFA is the transition relation of the modelled
automaton. By simplicity, the final states are defined as a function that given a state,
it always returns true (all states are valid, accepting states). Therefore, the model is
defined in Coq as follows:

Definition roadsParkingNFA := {|
nfa epsilon.initial state := start;
nfa epsilon.is final := finalStates;
nfa epsilon.next := transitionNFA;
nfa epsilon.states := [start;road1;road2;parkingPlace11;

parkingPlace12;parkingPlace13;
parkingPlace21;parkingPlace22;
parkingPlace23;sensor11;sensor12;
sensor13;sensor21;sensor22;
sensor23];

nfa epsilon.alphabet := [crosses;contains;actsOn;has] |}.

To simulate such formalism, RGCoq provides a procedure (named nfa e to nfa)
that converts NFA with ε-transitions to NFA without those transitions according
to [14], in order to use definitions formalized for NFA. Hence:

Definition roadsParkingNFAnoEpsilon := nfa epsilon.nfa e to nfa road-
sParkingNFA.
creates an instance of a NFA from the ε-NFA modelled above. For this conversion
to be done, one has to supply the equality relation as required by the second line in
Definition 6 the same way it was required for Example 18.4.1.
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RGCoq includes a C program in which given a inductive type of the states and its
inhabitants returns the equality relation by using EqDec as done in Example 18.4.1.
For this example, it generates 225 different “proof obligations” (here, each proof
obligation carries on the proof that either two related elements of the inductive
type are equal or not, corresponding to a line in the definition of the equality
relation). After creating the NFA, it is possible to verify and prove properties about
its specification.

Therefore if one needs to prove that in the specified model “Road 1” has exactly
three parking spots, one can simply prove it by using:

Lemma road1 has three parking spots : length (nfa.next roadsParkingNFAnoEp-
silon has road1) = 3.
Proof. reflexivity. Qed.

It may be interesting to verify that an entity interacts directly with another: say,
for example, that one wants to check that “road 1” contains the parking place named
“parking place 13”:

Lemma road1 has parkingplace13 : In parkingPlace13 (nfa.next roadsParkingN-
FAnoEpsilon has road1).
Proof. cbv. right. right. left. reflexivity. Qed.

or that both roads must have more than two parking spots

Lemma both roads two spots : length (nfa.next roadsParkingNFAnoEpsilon has
road1) > 2 ∧ length (nfa.next roadsParkingNFAnoEpsilon has road1) > 2.
Proof. split.
- cbv. reflexivity.
- cbv. reflexivity.
Qed.

It is also possible to verify which entities are affected by others: RGCoq offers
a procedure (named nfa.get all related states) that given a NFA and a state of this
NFA, it returns all states (entities) reachable from this state.

Lemma road2 sees sensor23 : In sensor23 (nfa.get all related states roadsPark-
ingNFAnoEpsilon road2).
Proof. cbv. left. reflexivity. Qed.

After verifying the given model, certified code can be obtained the same way as
described in Example 18.4.1. The target extraction language is also Scheme. Hence,
by using

Extraction “roadsParkingNFACertified” roadsParkingNFA

the certified extracted code that represents the model introduced as an ε-NFA is
shown in Listing 18.2.

Listing 18.2 Certified code for the model presented in Fig. 18.5 modelled in and genreated by
Coq
;; This extracted scheme code relies on some additional macros
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;; available at http://www.pps.univ-paris-
;; diderot.fr/~letouzey/scheme
(load "macros_extr.scm")

(define transitionNFA (lambda (state)
(match state

((Start) ‘(Cons ,‘(Epsilon ,‘(Road1)) ,‘(Cons ,‘(Epsilon
,‘(Road2)) ,‘(Nil))))

((Road1) ‘(Cons ,‘(Goes ,‘(Crosses) ,‘(Road2)) ,‘(Cons
,‘(Goes ,‘(Has) ,‘(ParkingPlace11)) ,‘(Cons ,‘(Goes

,‘(Has) ,‘(ParkingPlace12)) ,‘(Cons ,‘(Goes ,‘(Has)
,‘(ParkingPlace13)) ,‘(Nil))))))

((Road2) ‘(Cons ,‘(Goes ,‘(Crosses) ,‘(Road1)) ,‘(Cons
,‘(Goes ,‘(Has) ,‘(ParkingPlace21)) ,‘(Cons ,‘(Goes

,‘(Has) ,‘(ParkingPlace22)) ,‘(Cons ,‘(Goes ,‘(Has)
,‘(ParkingPlace23)) ,‘(Nil))))))

((ParkingPlace11) ‘(Cons ,‘(Goes ,‘(Contains) ,‘(Sensor11))
,‘(Nil)))

((ParkingPlace12) ‘(Cons ,‘(Goes ,‘(Contains) ,‘(Sensor12))
,‘(Nil)))

((ParkingPlace13) ‘(Cons ,‘(Goes ,‘(Contains) ,‘(Sensor13))
,‘(Nil)))

((ParkingPlace21) ‘(Cons ,‘(Goes ,‘(Contains) ,‘(Sensor21))
,‘(Nil)))

((ParkingPlace22) ‘(Cons ,‘(Goes ,‘(Contains) ,‘(Sensor22))
,‘(Nil)))

((ParkingPlace23) ‘(Cons ,‘(Goes ,‘(Contains) ,‘(Sensor23))
,‘(Nil)))

((Sensor11) ‘(Cons ,‘(Goes ,‘(ActsOn) ,‘(ParkingPlace11))
,‘(Nil)))

((Sensor12) ‘(Cons ,‘(Goes ,‘(ActsOn) ,‘(ParkingPlace12))
,‘(Nil)))

((Sensor13) ‘(Cons ,‘(Goes ,‘(ActsOn) ,‘(ParkingPlace13))
,‘(Nil)))

((Sensor21) ‘(Cons ,‘(Goes ,‘(ActsOn) ,‘(ParkingPlace21))
,‘(Nil)))

((Sensor22) ‘(Cons ,‘(Goes ,‘(ActsOn) ,‘(ParkingPlace22))
,‘(Nil)))

((Sensor23) ‘(Cons ,‘(Goes ,‘(ActsOn) ,‘(ParkingPlace23))
,‘(Nil))))))

(define finalStates (lambda (_) ‘(True)))

(define roadsParkingNFA ‘(NFA_e ,‘(Start) ,finalStates
,transitionNFA ,‘(Cons ,‘(Start) ,‘(Cons ,‘(Road1) ,‘(Cons

,‘(Road2) ,‘(Cons ,‘(ParkingPlace11) ,‘(Cons
,‘(ParkingPlace12) ,‘(Cons ,‘(ParkingPlace13) ,‘(Cons

,‘(ParkingPlace21) ,‘(Cons ,‘(ParkingPlace22) ,‘(Cons
,‘(ParkingPlace23) ,‘(Nil)))))))))) ,‘(Cons ,‘(Crosses)

,‘(Cons ,‘(Contains) ,‘(Cons ,‘(ActsOn) ,‘(Cons ,‘(Has)
,‘(Nil)))))))
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The code for the NFA without ε transitions generated and used in the example
can be obtained the same way. For the present work, it is not annexed because of the
size of the file obtained: by using

Extraction “roadsParkingNFACertified”

roadsParkingNFAnoEpsilon Coq will extract this definition recursively. In other
words, it will also extract all definitions that roadsParkingNFAnoEpsilon relies on.

18.4.3 Smart Cars in Smart Cities

Another example following the idea presented in Sect. 18.4.2 is modelling a subarea
of a Smart City containing a road and, say, three electric cars parked on recharging
stations placed in this road. We also model some other roads containing these
stations, being possible to verify the capability of these cars to go from the first
road to the target road, considering if they have enough charge.

Figure 18.6 shows an overview of the aforementioned situation. Based on it,
we model a scenario where there are four roads between them and there is a car
parked in a recharging station in the first road. In this configuration, we can prove
properties such as that a given car contains enough battery charge to reach the next
road containing the target recharge station.

The modelling of the entities involved is similar to the other examples. We can
define them as an inductive type as follows.

Inductive cityEntities :=
road1 | road2 |road3 | road4 | chargeTotem1 | chargeTotem2
| chargeTotem3 | chargeTotem4 | chargeTotem5 | chargeTotem6 | car: nat →
cityEntities.

Fig. 18.6 Graphic
description of the situation
presented
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It is interesting to point that the entity car denotes the car as a function that takes
as argument a natural number, which is the amount of battery charge the car has.
The relation between these entities is formalized as

Inductive cityRelations := contains| isParked | adjacent.

We consider that the model has a nondeterministic behavior in the sense that a
given car can head to any of the charging stations that are positioned in the target
road. Also, since the roads are interconnected, the car has the possibility to go forth
and back between those roads. Therefore, we can model the situation as follows.

Definition nfaex := {|
nfa.initial state := car 5;
nfa.is final := final;
nfa.next := cityInteractions;
nfa.states := setEntities;
nfa.alphabet := setRelations |}.

where the car we want to reason about is the initial state, final is a function that
verifies the car reached the target road (in this example, it is the last road, road4 that
contains the tokens), cityInteractions is the definition that denotes how the entities
interact with each other, setEntities is a set that contains all entities modelled, and
setRelations is a set containing all relations. Figure 18.7 shows the instance graph
of the modelled situation. For a matter of simplicity, it does not show chargeTotem5
and chargeTotem6 (although they are present).

Adjacent

Adjacent

Adjacent

Adjacent

Adjacent

Adjacent

Adjacent

Adjacent

Adjacent

Adjacent
Road 1 Road 2

Road 3

Road 4

Charge Totem
1

Car 5

Charge Totem
2

Charge Totem
4

Charge Totem
3

isParked

Fig. 18.7 Instance graph for the presented example
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In order to certify that the car will have enough fuel to reach the desired recharge
station, we consider that for each unit of fuel the vehicle has, it can pass through a
road in the modelled scenario.8

By ensuring that the roads are interconnected by the relation adjacent with

Lemma roadsInterconnected : cityInteractions adjacent road1 = [road2] ∧
cityInteractions adjacent road2 = [road1;road3] ∧ cityInteractions adjacent road3
= [road2;road4] ∧ cityInteractions adjacent road4 = [road3], we can run the
automaton to certify that the car has enough fuel to head to its destiny.

In the instance hereby modelled, the car we want to model contains five units
of battery charge. By considering a step that consumes the battery, we only take in
account the roads that the car goes by during the run. Therefore, since the trace of
the automaton considers the car itself (since it is the initial state) and the charging
station it is parked on is road1, we consider the two first entities (car1 and road1)
not to be battery-consuming situations. Therefore

Lemma carCanReachRoad4 : (length (nfa.path nfaex [isParked;adjacent;adja
cent;adjacent;adjacent])) - 2 < 5,
is an example of a property that can be formalized and proved, where carCan-
ReachRoad4 is a lemma that asserts that the modelled car in nfaex has enough
battery to reach the last road (Road 4 in Fig. 18.7).

18.5 An Overview of the Approach

Critical systems need their safety ensured in order to guarantee that they will not
provoke physical or financial damage caused by failure. This can be obtained by
mathematically ensuring that the model is sound following its specification and
other desired properties.

The approach hereby presented models Smart Cities software interaction by
modelling them as Finite State Machines by means of Finite Automata based
on the framework proposed by Privat et. al. [28]. It formalizes such theory in a
proof assistant, enabling the possibility of model, and proves properties about the
instances modelled in a computational environment.

These are only the first steps on automatizing this approach, consisting of a
simple yet effective framework to model Smart Cities software interaction [13].
This approach can also be extended in order to ease its usage and to be able to
model richer scenarios in specific domains. The scenario shown in Sect. 18.4.3 can
be extended to reason about more cars, automatically returning the optimal solution
of which car to use.

In order to increase the expressibility of the framework, implementations of
more expressive automata models, such as Constraint Automata [2, 3, 17] are

8More realistic fuel decreasing functions may be modelled, such as an exponential decreasing
based on time, topography, etc.
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in development and will constitute valuable tools. Such extensions may enable
the model to capture more properties, such as the ones based on how entities
exchange data, interacting with each other. They extensions will lead to a richer
framework, capable of modelling and certifying more properties in the Smart Cities
domain.
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