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Preface

The International Scientific and Practical Conference “Computational and Information
Technologies in Science, Engineering and Education” (CITech) has a long and rich
tradition and has been held regularly since 2002.

Historically, the conference was organized in close cooperation between Russian
and Kazakh scientists and the general area of discussion was the most advanced
achievements in the field of computational technology. The geographic reach of the
conference later expanded and now it is attended by leading scientists from Europe, the
USA, Japan, India, and Turkey, among others.

The purpose of the conference is the dissemination of new knowledge and scientific
advances among the participants. A special feature of this conference is to involve
young scientists in the assessment of their scientific achievements through their
interaction with the two countries’ leading scientists. Participating in CITech has
helped formed a community of new-generation young scientists who are currently
conducting important research in the field.

CITech has been held in Almaty (2002, 2004, 2008, 2015), Pavlodar (2006), and
Ust-Kamenogorsk (2003, 2013, 2018). An important role in the formation of stable
traditions for organizing and conducting CITech is played by the personal friendships
of scientists from the Novosibirsk Scientific School, such as Prof. S. Smagulov,
N. Danaev, Y. Shokin, V. Monakhov, B. Zhumagulov, and many others. Unfortu-
nately, some of them are no longer among us, but we will always remember their
contribution to science and education and keep their unforgettable image in our hearts.

For CITech-2018, the call for participation was issued in January 2018, inviting
researchers and developers to submit original recent work to the Program Committee.
Presentations at the conference took place in five sessions: “Mathematical Modelling of
Technological Processes,” “High-Performance Computing,” “Control, Processing, and
Protection of Information,” “Automation and Control of Technological Processes,” and
“New Information Technologies in Education.” In all, 86 papers were received from
authors all over the world. The Program Committee consisted of 52 members selected
from 16 countries. Furthermore, 33 external expert reviewers from the community were
invited to help with specific papers. Finally, the committee selected 24 papers for
publication, and for presentation in the research paper sessions. We are grateful to the
members of the Program and Organizing Committees, the additional reviewers for their
help in preparing this publication, and the Ministry of Education and Sciences of the
Republic of Kazakhstan for support in the organization of conference. We hope the
papers of CITech 2018 will be interesting for the readers and of value for the scientific
community.

February 2019 Yuri Shokin
Zhassulan Shaimardanov
Bakytzhan Zhumagulov
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Segmentation Algorithm for Surface
Reconstruction According to Data

Provided by Laser-Based Scan Point

D. Alontseva(B), A. Krasavin, A. Kadyroldina, and A. Kussaiyn-Murat

Department of Instrument Engineering and Technology Process Automation,
D. Serikbayev East Kazakhstan State Technical University,
Protozanov. 69, 070004 Ust-Kamenogorsk, Kazakhstan

dalontseva@mail.ru, alexanderkrasavin@mail.ru, akadyroldina@gmail.com,

asselkussaiynmurat@gmail.com

Abstract. The paper presents the results of the elaboration of algo-
rithms of image segmentation and segmentation of the surface based
on the calculation of the local geometric properties of the surface (the
method of the segmentation of the point cloud obtained at the stage of
rough scanning of the surface). The problem of reconstructing a surface
from a spontaneous point cloud has been solved to create a CAD model
based on laser based scan data of the object. The development of the
method of automatic reconstruction of accurate and piecewise smooth
surfaces from spontaneous 3D-points were carried out for designing an
automatic system of path planning for an industrial robot manipulator.
The proposed procedure of automatic segmentation is based on the local
analysis of the Gaussian K and mean H curvatures, obtained by applying
a non-parametric analytical model.

Keywords: Industrial robot manipulator · Point cloud ·
Surface segmentation · 3D-model

1 Introduction

Currently, the use of robots in technological processes has become a model of
high-quality industrial automation throughout the world [1]. The robot is a reli-
able and effective tool for solving various production tasks: loading, packaging,
plasma welding, cutting, coating, etc. The technologies of plasma spraying of
coatings, as well as the technology of plasma cutting products require accurate
observing a number of technological parameters (the distance from the plasma
system nozzle to the surface of a workpiece, the nozzle movement speed, etc.)
during the entire processing time. Exceeding these parameters beyond the per-
missible limits can lead not only to defective products, but also to an accident (a
short circuit). In cases when the robot program is generated according to a given
geometrical model of a finished components or part, the deflection of the shape

c© Springer Nature Switzerland AG 2019
Y. Shokin and Z. Shaimardanov (Eds.): CITech 2018, CCIS 998, pp. 1–10, 2019.
https://doi.org/10.1007/978-3-030-12203-4_1
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of the real object from the model often leads to the violation of technological
parameters of processing leading to undesirable consequences. This problem is
particularly acute in the case of large-size objects, when small relative errors of
geometric parameters and object positioning correspond to unacceptably high
absolute deviations of the distances between the tools mounted on the manipula-
tor and the object surface. The deeper solution of these problems is pre-scanning
the surface of an object.

A modern robot manipulator can be considered as a means of precise position
and orientation of an arbitrary instrument. If a distance sensor or a computer
vision system element (camera or projector) is used as a tool, the robot manipu-
lator can be an excellent basis for creating a surface scanning system. It should
be noted that the tasks associated with the construction of 3D-scanning sys-
tems based on robotic manipulators are of considerable independent interest,
both practical and theoretical, and the research stimulated by these tasks is
carried out both by research units of companies specializing in the manufacture
of test and measurement means and means of automation of production, and
representatives of the academic environment [2–9].

The motivation for the elaboration of our robotic scanning system was the
analysis of the challenges that we faced when using the industrial robot Kawasaki
for plasma surface treatment [10–13], as well as the desire to expand the range
of tasks solved by the industrial robots usage. Firstly, we faced the need to
applying coatings from biocompatible materials (titanium and alloys based on
it, powders of hydroxyapatite, etc.) on the surface of medical products of complex
shape. Secondly, the need to cut metal sheets by plasma cutting for small-scale
production of large-sized products arises.

The task of reconstructing a surface from a spontaneous point cloud often
arises in different engineering applications. We faced the problem of creating a
CAD model based on laser-based scanning data of an object, while designing an
automatic system of path planning for a robot manipulator. The basic idea of
the research is to plan the trajectory based on the scanning data of processed
object (finished component).

The main objective of the work is to create a method for automatic recon-
struction of accurate and piecewise smooth surfaces from spontaneous 3D points.
The segmentation of a point cloud is an important part of constructing a para-
metric model of an object. The aim of segmentation is partition of an unstruc-
tured point cloud into non-intersecting subsets of points. All points within each
segment must be close to each other in the selected feature space. The proce-
dure of automatic segmentation proposed by the authors is based on the local
analysis of the Gaussian K and mean H curvatures, obtained by applying a
non-parametric analytical model.

2 Experimental

An experimental study was conducted with the use of RS-010LA Kawasaki indus-
trial robot (Kawasaki Robotics, Japan). The industrial robot manipulator is a



Segmentation Algorithm for Surface Reconstruction 3

device consisting of movable parts with six degrees of freedom to move to a
predetermined profile, managed by a programmable controller E40F-A001. The
robot’s arm is equipped either by UPR device (NPPTekhnotron Ltd., Russia)
for plasma cutting (Fig. 1), or a MPN-004- microplasmatron (E.O. Paton Insti-
tute of Electric Welding, Ukraine) for microplasma spraying powders or wires
(Fig. 2). Kawasaki robot is controlled by AS software system. Binocular trian-
gulation laser sensors intended for use in automation systems and non-contact
measurement of various geometric parameters are chosen as distance sensors.

Fig. 1. The robot’s arm equipped by UPR device for plasma cutting of metals

Fig. 2. Robotic processes of microplasma spraying of powder (a) or wire (b)
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The KawasakiRS-010LA robot manipulator characteristics are as follows:

– positioning accuracy - 0.06 mm;
– maximal linear speed - 13100 mm/s;
– engagement zone - 1925 mm;
– working load capacity - 10 kg.

In this study, we focused on describing the development of a 3D-scanning
system based on proximity sensors mounted on an industrial robot manipulator.
The proposed system can scan an object on the basis of the distance from the
surface of an object in a discrete set of points, forming a network with the spec-
ified geometric parameters imposed on the surface of the object. A 3D-model of
the scanned object is built when using interpolation procedures of grid points.
Thus, the elaboration of a system of 3D-scanning requires the generation of a
data acquisition system involved in job stacking for the robot manipulator. The
system consists in stepping according to scanning points, at each point perform-
ing actions, followed by the accumulating the results in the storage system. As
precision distance sensors usually have a limited operation range, and some of
them require orientation of the axis of the sensor in a direction perpendicular
to the area of an object subjected to scanning, it is necessary to elaborate a
full-blown system consisting of rough and fine scanning subsystems.

3 Results and Discussion

We have developed a 3D-scanning system, where the process of generating a
“point cloud” technically performs the following operations:

(1) The scanning route with stop points is specified;
(2) The distance to the surface of the scanned object is measured at the stopping

point;
(3) Scan data is sent to a PC. Communication protocol (data transfer logic)

provides the transfer of the current coordinates of the scanner together with
the scan data (distance);

(4) The obtained data allow us to construct a point cloud and calculate the
3D-coordinates of a set of points on the surface.

The system of rough scanning that uses position sensors with a wide range of
measurable distances and is insensitive to the orientation relative to the surface,
is used for setting fine scanning sensors in the operating position and preventing
accidents during the scanning process. Thus, in order to implement the scan-
ning system we must develop the hardware and software for the data acquisition
system briefly described above. The elaboration of the system should include
research on testing the algorithms of distance sensors setting in run position
and the study of the system specifications in test situations with known geom-
etry. The process of 3D-models creating describes following programming layer
of this solution, which encloses kernel software mentioned in previous chapter.
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Fig. 3. Blocks of solutions of a higher programming layer

This layer consists in Trajectory Planning Block, Surface Generator Block and
File Saver. Placing these blocks in the entire system is shown in Fig. 3 and its
functions are described later in the text.

As shown in Fig. 3, output data from kernel 3D-scanner are in the form of
3D-point cloud. It means that spontaneous set of three-dimensional data is pro-
duced and sent into the Surface Generator block, where smooth shaded surface
should be generated. As it is known, laser-based scanning is characterized by an
automatic method for detecting a point cloud, and at the subsequent stages of
processing, human intervention is already required. For 3D-models constructing
we have to develop a method of segmentation of the point cloud obtained at
the stage of rough scanning of the surface, namely the algorithms of image seg-
mentation and segmentation of the surface based on the calculation of the local
geometric properties of the surface. Segmentation splits a complex surface into
geometrically homogeneous regions with a simple analytical description.

For surface segmenting we suggest using the variation of the region growing
algorithm, called Unseeded Region Growing Algorithm [14]. Although this algo-
rithm was proposed for the segmentation of images, its sufficient commonality
allows using it for our purposes. The proposed procedure for the automatic seg-
mentation of the surface is based on local analysis of the Gaussian and mean
curvature of the surface obtained when constructing a nonparametric analytical
model. In the proposed method, the point cloud is interpreted as a height map,
i.e. it is assumed that the discrete function of two variables Z (X, Y) on a grid
in the plane XY is preassigned.

In each point, the surface is modeled by a second-order polynomial by the
local coordinates. The calculation of the coefficients of the approximating poly-
nomial is carried out considering a selected number of neighboring points lying
within a circle of a given radius, for the application of the method of least squares.
The main advantage of the nonparametric approach is its commonality: previous
assumptions about the local geometry of the surface are not introduced, and,
moreover, the analytical model of the surface is not proposed.

Let us consider the approximation of the surface in the local neighborhood
of an arbitrary point P with the coordinates (xk, ym, zkm) of type (1)

zij = c0 + c1 · (u) + c2 · (v) +
1
2

· c3 · u2 + c4 · u · v +
1
2

· c5·v2 + εij (1)
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where,
c0 = zkm, u = xi − xk, v = yi − ym (2)

Such approximation can be considered as a truncation of Taylor series expan-
sion of the function Z(u,v) at a point (xk, ym).

The calculations of coefficients c0, c1, ..., c5 of local approximation of type
(1) are made by methods of the regression analysis according to the coordinate
values of the points neighboring P. More precisely, we specify some value of radius
r (selected empirically) and consider the set of points for which the following
inequality is satisfied (3)

dij ≤ r (3)

where dij is the distance between the point with the coordinates (xi, yj , zij)
and point P, which is defined according to (4)

dij =
√

(xk − xi)
2 + (ym − yj)

2 (4)

The calculation of the average and Gaussian curvature of the surface is given
below. Let r(u,v) parametric surface. The first fundamental form of surface I can
be represented as symmetric matrix (5)

I (u, v) =
(
uT

) ·
(

EF
FG

)(
v
)

(5)

The first fundamental form completely describes the metric properties of a
surface. For example, line element dr can be expressed in terms of the coefficients
of the first fundamental form as (6)

dr2 = E · du2 + 2 · F · du · dv + G · dv2 (6)

The coefficients of the first quadratic form are calculated using the coefficients
c0, c1, ..., c5 of the approximating polynomial (1) by formulas (7)–(9)

E = c3/
√

1 + c21 + c21 (7)

F = c4/
√

1 + c21 + c21 (8)

G = c5/
√

1 + c21 + c21 (9)

We will denote the partial derivatives of r with respect to u and v by ru and
rv. Then vector m defined by (10) is a nonzero vector normal to the surface.

m =
[rx, ry]
|[rx, ry]| (10)

The second fundamental form is a symmetric bilinear form
∏

determined
by (11)

rjk =
∂2r

∂xj∂xk
(11)
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The second quadratic form is a symmetric bilinear form
∏

determined
by (11) ∏

(u, v)) =
(
uT

) ·
(

LM
MN

)
· (

v
)

(12)

Coefficients of second fundamental form, defined by equations (13)–(15) are
the functions of coefficients c1, c2

L = (r11,m) = 1 + c21 (13)

M = (r12,m) = c1 · c2 (14)

N = (r22,m) = 1 + c22 (15)

The fundamental role of the second quadratic form in the definition of the
local surface geometry is that it allows determining the curvature of the given
curve belonging to the surface. Namely, the curvature of the normal section is
determined by the formula (16)

k =
∏

(u, v)
I (v, v)

(16)

In the tangent plane, we can choose a basis e1e2 in which the forms of I and∏
at the same time are diagonalized. The directions of vectors e1 and e2 are

called principal directions, and they are unequivocally determined if k1 �= k2.
The values of k1 and k2 of normal curvatures along the principal directions
are called the principal curvatures. They are the extreme values for the normal
curvatures at the point, which follows from Euler’s formula (17), where ϕ is the
angle between vectors e1 and v.

∏
(v, v)

I (v, v)
= k1 · cos2ϕ + k2 · sin2ϕ (17)

The product of the principal curvatures at the point is called the Gaussian
curvature of the surface at this point:

K = k1 · k2 =

(
L · N − M2

)
(E · G − F 2)

(18)

The sum of the main curvatures at the point is called the average curvature
of the surface at this point:

H =
1
2

· (k1 + k2) (19)

Thus, for each point, the four local curvature values K, H, k1 and k2 can be
automatically obtained as the functions of the coefficients of the approximat-
ing polynomial. In addition, such curvatures are invariant with respect to the
adopted reference system, which represents a very important property in analyz-
ing the surface shape. With simultaneous analysis of the sign and the values of
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K and H, the classification of the whole point cloud is really achievable, the fol-
lowing surface basic types are possible: hyperbolic (K = 0, parabolic ((K < 0),
parabolic (K = 0, but H �= 0), flat (K = H = 0) and elliptic (K > 0) [15]. In
addition, the method of empirical optimization of the Taylor expansion band-
width is presented. This makes it possible to calculate the minimum values of K
and H, which can be confirmed by an F-criterion, once the error value of the first
kind is fixed. After the 3D-models are created by using the point cloud, they are
saved for later viewing.

The analysis of publications [16–18] related to the development of systems
for 3D-scanning based on robot manipulators, and the analysis of solutions pre-
sented in the market, it is possible to come to a definite conclusion: the systems
of 3D-scanning, where robotic manipulators are applied, use either laser trian-
gulation scanners [18], or optical scanners that are implemented on the basis of
machine vision systems (in particular, the system using structured light tech-
nology). Currently, a number of manufacturers of optical measuring equipment
produce 3D-scanners specially designed for systems using a robot manipulator
to move the scanner in space. An analysis of the market suggests that they all
use methods of machine vision for scanning, i.e., include multiple cameras, and
software allowing for the reconstruction of 3D-scenes, located in the working area
of the camera system. As an example, let us note the series of MetraSCAN 3D-
optical 3D-scanners produced by Creaform Inc. Machine vision systems require
much less time for scanning than point scan systems, that require manipulator
passing all the scanning points; in addition, point scanning systems are of little
use for scanning objects, the surface of which cannot be described by a smooth
function – e.g., polyhedra. On the other hand, the point scanning systems of the
same accuracy will always be much cheaper and easier to setup and maintain
than the corresponding machine vision system. For any optical scanner, the nec-
essary conditions for achieving high measurement accuracy are a high resolution
image sensor and a high quality optical system. Machine vision systems require
additional expensive hardware and specific software. At the same time, distance
sensors for building a fairly accurate scanning system are cheap and easy to use.

Thus, we propose to generate a robot program by a 3D-model of the object
to be processed, obtained in the result of scanning, using an industrial robot as
a key component of the scanning system. According to the segmentation results,
a set of reference points is selected on the surface; and if we know their spatial
coordinates, we will be able to fairly accurately construct the 3D model of the
object. After selecting reference points, the software generates the program of
the manipulator, accomplishing which the manipulator will successively pass the
reference points, performing surface scanning at each of the points.

Thus, this paper summarizes principles of three-dimensional scanning system
based on robotic manipulator and laser scanner and describes designing of such
device. Solution is universal and does not dependent on actually used devices.
This approach brings more flexibility on scanned object; almost any type of
object can be scanned. Thus, we are developing an intelligent automated system
of controlling an industrial robot manipulator, which allows moving a robot arm



Segmentation Algorithm for Surface Reconstruction 9

along a given 3D-trajectory, a model of the product that the robot will coat
with plasma. A distinctive feature of the proposed system is pre-3D-scanning
the surface of the rough components or the components being processed.

4 Conclusion

Some specific technical solutions and algorithms for developing an intelligent
automated system to control an industrial robot manipulator while plasma cut-
ting and processing of large-size products of complex shapes have been sug-
gested, namely: the algorithms of image segmentation and segmentation of the
surface based on the calculation of the local geometric properties of the surface
(the method of the segmentation of the point cloud obtained at the stage of
rough scanning of the surface) and the multi-view 3D-Reconstruction algorithm
to quickly scan an object. We are planning to implement automatic generation
of program code of a robot-manipulator, taking into account the data of the
3D-scanning of an object to be processed, previously held by means of distance
sensors mounted on the robot manipulator. This will allow using components
varying in a wide range of geometric parameters and processing products, whose
geometrical parameters are determined with low accuracy or products with devi-
ations from a predetermined shape.
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Science Committee of the Ministry of Education and Science of the Republic of
Kazakhstan within the project AP05130525 “The intelligent robotic system for plasma
processing and cutting of large-size products of complex shape”.
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Abstract. The motivation for the research was the challenges faced
in developing the robotic microplasma spraying technology for applying
coatings from biocompatible materials onto medical implants of com-
plex shape. Our task is to provide microplasmatron movement according
to the complex trajectory during the surface treatment by microplasma
and to solve the problem of choosing the speed of the microplasma-
tron movement, so as not to cause melting of the coating. The aim of
this work was to elaborate mathematical modeling of temperature fields
in two-layer heat absorbers: coating-substrate depending on the veloc-
ity of microplasmatron with a constant power density. A mathematical
model has been developed for the distribution of temperature in two-
layer absorbers when heated by a moving source and the heat equation
with nonlinear coefficients has been solved by numerical methods.

Keywords: Heat equation · Two-layer metal heat absorbers ·
Computer simulation

1 Introduction

The multi-purpose methods of Thermal Coating have recently become popular
all over the world [1,2]. One of the major methods of gas-thermal deposition
of coatings is plasma spraying. The micro plasma spraying (MPS) method is
characterized by a small diameter of a spraying spot (1 ... 8 mm) and low (up to
2 kW) power of plasma, which results in low flow of heat into the substrate [3–5].
These characteristics are very attractive for the deposition of coatings with high
accuracy, in particular for applying biocompatible coatings in the manufacture
of medical implants.

However, the treatment of surfaces of complex shape can be difficult for
the implementation of the thermal spraying technology and requires automated
c© Springer Nature Switzerland AG 2019
Y. Shokin and Z. Shaimardanov (Eds.): CITech 2018, CCIS 998, pp. 11–22, 2019.
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manipulations of the plasma source and/or the substrate along with robotic
control for appropriate surface treatment [1,2].

At present, robot manipulators are widely used in metallurgical indus-
try, automotive industry and mechanical engineering, allowing automating the
plasma processing. However, they are used only for large-scale production,
because every transition to a new product requires complex calibration pro-
cedures to achieve compliance with the model set in the robot previously. Thus,
the problem of automatic code generation of a robot program for the model
specified by means of CAD is in the limelight of researchers and developers of
robotic systems [6–8].

The main prerequisites for the development of the research were the analysis
of technical difficulties arising from the industrial robot exploitation for coat-
ing by plasma jets, and the desire to expand the scope of tasks solved by the
exploitation of an industrial robot. The authors of this paper have carried out a
work in the field of application of automated plasma methods of biocompatible
or protective coating deposition, described in our paper [9] and protected by
certificates of intellectual property [10,11]. One of the main challenges of the
robotic technology of microplasma spraying is the choice of modifying irradia-
tion with a microplasma jet in order to set a certain speed of movement of a
robot manipulator with a plasma source along the treated surface. Successful
deposition of biocompatible coatings with sustained characteristics on parts of
complex shape, which are endoprostheses, requires steady travelling with spec-
ified speed and power density of the plasma source along the sprayed surface
of the product. In order to choose the desired modes of microplasma surface
treatment, we need assumptions about the temperature fields that form during
irradiation, because it is the temperature that determines the phase transitions
in the coatings. The purpose of this study is to develop a mathematical model for
the distribution of temperature fields in two-layer absorbers (coating/substrate)
under modifying microplasma irradiation of coatings from biocompatible metals
(Titanium or Tantalum).

2 Results and Discussion

2.1 Brief Description of the Developed Mathematical Model

We have considered the problem of heating a sample, which is a metal plate
(substrate) with the deposited on its surface by a moving axisymmetric heat
source coating layer (Fig. 1). The choice of material and layer thicknesses of the
absorbers were based on the previously developed scheme of the structure of
the protective powder coating applied by a plasma jet on the steel substrate
described in [12,13].

The task of heating a plate by a moving flat heat source comes down to the
solution of a boundary value problem for a differential equation of heat conduc-
tivity. As thermal characteristics of metals, such as thermal conductivity and
specific heat, highly depend on temperature, and in processes of radiation treat-
ment of coatings, temperature difference between various points of the sample
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Fig. 1. Moving flat heat source, where 1-coat; 2-substrate; XYZ - moving Cartesian
coordinate system.

can exceed 1000K (flash-off of a surface of the sample at maintaining the tem-
perature of end faces of a plate close to room), adequate mathematical model
of thermal processes at radiation treatment of coatings is a non-linear heat con-
duction equation considering dependence of thermal characteristics of material
on temperature.

2.2 Non-linear Heat Conduction Equation. Kirchhoff
Transformation

The heat conduction equation for the homogeneous environment whose ther-
mal characteristics depend on temperature in case of lack of sources of heat
distributed in the environment, is:

div(k(T )∇(T )) = c(T )ρ(T )
∂T

∂t
. (1)

In the Eq. (1) T (x, y, z, t) a dynamic field of temperatures taken in an
absolute scale (degrees Kelvin), k(T) - function of dependence of a thermal
conductivity of substance on temperature, c(T) function of dependence of specific
heat of substance on temperature, ρ(T ) - function of dependence of density of
substance on temperature. Further on, we will use a differential equation (5)
that the Eq. (1) turns into after Kirchhoff transformation [14].

ϑ(x, y, z, t) =
∫ T (x,y,z,t)

T0

k(τ)dτ (2)

For the sake of convenience, we believe value of the T0 parameter equal to
environment temperature. As at any moment t temperature T (P, t) in the arbi-
trariest point P meets condition T (P, t) ≥ T0, taking into account nonnegativity
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of the function k(T) we can claim that for display T (x, y, z, t) → ϑ(x, y, z, t), set
by formula (2) exists the inverse display, i.e. there is a T = T (ϑ).

The remarkable property of Kirchhoff’s transformation that

∇ϑ = k(T ) · ∇T (3)

and, as a result
div(k(T ) · ∇T ) =� ϑ (4)

Taking into account these identities, the differential equation of heat conduc-
tivity (1) turns into a differential equation (5) for function ϑ

� ϑ = Q(ϑ) · ∂ϑ

∂t
(5)

where

Q(ϑ) =
c(T (ϑ)) · ρ(T (ϑ))

k(T (ϑ))
(6)

To apply transformation of Kirchhoff to the solution of boundary value prob-
lems of the theory of heat conductivity, it is necessary to reformulate the bound-
ary conditions set for function T , in boundary conditions for function ϑ. Further
on we will believe that the boundary value problem is formulated for the given
area of space Ω, and a symbol ∂Ω will be designated as an area border. Let’s
consider separately cases of boundary conditions of the 1st and 2nd sort.

(A) The boundary conditions of the 1st sort set by the Eq. (7)

ϑin(M, t) = ϑ(Tin(M, t)) (7)
where Tin(M, t) the function setting distribution of temperatures on area border.
As it has been shown above, there is a uniquely determinated function ϑ(T ). Let’s
define on area border Ω function ϑin

ϑin(M, t) = ϑ(Tin(M, t)) (8)
Then a boundary condition (6) for function T (x, y, z, t) will l turn into a

boundary condition (9) for function ϑ(x, y, z, t).

ϑ|∂Ω = ϑin(M, t) (9)
(B) The boundary conditions of the 2nd sort set by the Eq. (10)

− (k(T ) · ∂T

∂−→n )
∂Ω

= P (M, t) (10)

where function P (M, t) describes the surface density of power of the heat sources
affecting the area border. Owing to equality (2), the boundary condition for
function ϑ looks like (11).

−(
∂ϑ

∂−→n )
∂Ω

= P (M, t) (11)

The Eq. (5) in comparison with the Eq. (1) has much simpler structure allow-
ing using well developed potential theory methods for the decision in some cases.
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2.3 The Limiting Stationary State When Heating a Plate by
Moving a Flat Heat Source. Differential Equation of the
Limiting Steady-State

Let’s introduce a concept of the limiting steady-state when heating a body by
moving heat source. For this purpose we will consider the task given below
about heating the semi-infinite body by moving heat source. The obtained results
hereafter naturally extend multilayer plates of the terminating sizes

Let axes X and Y of a Cartesian coordinate system lie on the surface of the
homogeneous semi-infinite body, with thermal characteristics of k(T ), c(T ), and
density ρ(T ). Axis Z is sent to the body depth (at such choice of a frame, the
semi-infinite body represents area of space set by inequality z ≥ 0). Let’s assume
that in an initial instant of t = 0 the flat source of heat moving with constant
speed −→v = v ·−→i , where v - the speed module, and

−→
i - a coordinate basis vector

of collinear axes X begins to act on a surface of sample. Let us assume that
the source of heat has an axial symmetry, and in an initial instant axis Z of a
Cartesian coordinate system coincides with a source axis. Let us note that the
assumption of a axial symmetry of the heat source is insignificant at a conclusion
of a differential equation of the limiting steady-state, and it is introduced, first,
for simplification, secondly, as the case that is most often found in practice. Let
the surface power density of a source be described by the P (r) function where r
distance to a source. In that case, a dynamic temperature profile of T (x, y, z, t)
in a semi-infinite body will satisfy a differential equation (1) and a regional
condition (12) on the sample surface (z=0 plane), the initial conditions (13) and
a condition (14)

− (k(T ) · ∂T

∂−→n )
z=0

= P (
√

(x − ϑ · t)2 + y2 + z2) (12)

T (x, y, z, 0) = T0 (13)

∀x, y, t lim
z→∞ T (x, y, z, t) = T0 (14)

Let us turn into the relative frame Cartesian coordinate system moving with a
speed of v, with axes of X∗, Y ∗, Z∗ parallel to axes X,Y,Z of the above described
fixed frame. Coordinates of a point x∗, y∗, z∗ in a relative frame of logical coordi-
nates are connected with coordinates x, y, z of the same point in the fixed frame
(15), (16) and (17).

x = x∗ + ϑ · t (15)

y = y∗ (16)

z = z∗ (17)

Let T ∗(x∗, y∗, z∗, t) the function describing a temperature field in a relative
frame of coordinates. Using differentiation rules and coordinate transformation
formulas (15), (16) and (17) we will obtain
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∂T

∂x
=

∂T ∗

∂x∗ (18)

∂T

∂y
=

∂T ∗

∂y∗ (19)

∂T

∂z
=

∂T ∗

∂z∗ (20)

∂T

∂t
=

∂T ∗

∂t∗
− ϑ

∂T ∗

∂x∗ (21)

Thus, the differential equation (1) turns into a differential equation (22) for
the function T ∗:

∂

∂x∗ (k · ∂T ∗

∂x∗ ) +
∂

∂y∗ (k · ∂T ∗

∂y∗ ) +
∂

∂z∗ (k · ∂T ∗

∂z∗ ) = c · p · (
∂T ∗

∂t
− ϑ

∂T ∗

∂x∗ ) (22)

The Eq. (22) can be considered a special case of the equation of Fourier Ostro-
gradsky for the moving environment [9]:

div(k · ∇T ) + qv = p · c · DT

dt
(23)

In the Eq. (23) qv - apparent density of sources of heat, and a DT
dt symbol des-

ignates the substantive derivative T determined by a formula (24)

DT

dt
=

∂T

∂t
+ (∇T,−→v ) (24)

It is logical to assume that when the travel time of source is aiming to infinity, in
the frame traveling together with a source, the quasistationary temperature pro-
file will be observed, in other words, we can put in the Eq. (23) ∂T ∗

∂t∗ = 0. We will
name this mode the limiting steady state, described by differential equation (25).

∂

∂x∗ (k · ∂T ∗

∂x∗ ) +
∂

∂y∗ (k · ∂T ∗

∂y∗ ) +
∂

∂z∗ (k · ∂T ∗

∂z∗ ) + ϑ · (c · ρ

k
) · (k · (∂T ∗

∂x∗ )) = 0 (25)

Applying transformation of Kirchhoff to this equation, we will obtain

� ϑ + v · Q(ϑ) · ∂ϑ

∂x
= 0 (26)

2.4 Heating of Semi-infinite Body by Moving Flat Heat Source

This section is devoted to the description of the numerical method of task solu-
tion of heating a half-space by a moving heat source. It should be noted that this
task solution allows finding rather precise estimates of a temperature schedule
in the field of border of a substrate coating.
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First of all, we will formulate a boundary value problem for function ϑ(x, y, z)
representing transformation of Kirchhoff of a temperature field T (x, y, z), in a
coordinate system. As it has been shown above, function ϑ(x, y, z) o satisfy a
differential equation (23) in the z ≥ 0

∇ϑ + v · Q(ϑ) · ∂ϑ

∂x
= 0 (27)

At boundary conditions (28) and (29):

(
∂ϑ

∂z
)z=0 = −P (x, y) (28)

lim
z→∞ ϑ(x, y, z) = ϑ0 (29)

If (29) a constant ϑ0 - transformation of Kirchhoff of environment tempera-
ture T0.

This boundary value problem can be reduced to a non-linear integral equation
for the numerical solution n which would make it possible to develop the iterative
method which enters the group of methods of the fixed point of the squeezing
operator finding. As well as in many cases of application of iterative methods, in
the case considered by us the choice of an initial approximation influences the
speed of calculations. For initial approximation finding, we used a method of a
linearization of a differential equation (27). It should be noted that in many cases
solution of the linearized equation (27) can serve an appropriate approximation
of solutions of initial non-linear equation (27).

For further consideration it is handier to use an invariant form of the equa-
tion (27)

� ϑ + ∇ · (F (ϑ) · −→v ) = 0 (30)

where F (ϑ) is the antiderivative of the function Q(ϑ)

dF (ϑ)
dϑ

= Q(ϑ) (31)

Certainly, the F (ϑ) function is determined within the arbitraries additive con-
stant. For the sake of convenience we will assume

F (ϑ) =
∫ ϑ

ϑ0

Q(ϑ)dϑ (32)

To show equivalence of the Eqs. (30) and (27) we will consider expression
∇ · (F (ϑ) · −→v ) (divergence of a field of vectors F (ϑ) · −→v ):

∇ · (F (ϑ) · −→v ) = (∇F,−→v ) + F · (∇ · −→v ) (33)

as

∇F (ϑ) =
dF (ϑ)

dϑ
· ∇ϑ (34)
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and divergence of a constant field of vectors −→v (x, y, z) = (v, 0, 0) equals to zero,
∇ · −→v = 0

∇ · (F (ϑ) · −→v ) =
dF (ϑ)

dϑ
· (∇ϑ,−→v ) (35)

Whence it follows that taking into account (31) we obtain

∇ · (F (ϑ) · −→v ) = v · Q(ϑ) · ∂ϑ

∂x
(36)

Let’s look for a scalar field ϑ in the form of superposition of fields ϕ and η

ϑ(x, y, z) = ϕ(x, y, z) + η(x, y, z) (37)

where a scalar field ϕ(x, y, z) satisfies the equation of Laplace (38)

� ϕ = 0 (38)

and the boundary condition (39):

(
∂ϕ

∂z
)z=0 = P (x, y) (39)

The boundary condition (39) forms the boundary value problem 3 for the
Laplace equation (38).

Thus, we obtain the following boundary-value problem for the function
η(x, y, z):

To find function η(x, y, z) defined in a half-space z ≥ 0 and satisfying in it a
differential equation (40)

� η = −∇ · (F (ϕ + η) · −→v ) (40)

and boundary condition(41) on border of area:

(
∂η

∂z
)z=0 = 0 (41)

Below we will show how the boundary value problem given above can be
reduced to an integral equation for function η(x, y, z).

Let’s consider the following boundary value problem for a Poisson equation:
Let function f(x, y, z) satisfies in field of z ≥ 0 a Poisson equation (42):

� f = ρ (42)

where ρ(x, y, z) the given function on a border (plane z = 0) boundary condition
(43):

(
∂f

∂z
)z=0 = 0 (43)

As the solution of this boundary value problem serves function (44)
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f(x, y, z) =
∫ ∫ ∫

G(x′, y′, z′, x, y, z) · ρ(x′, y′, z′) · dx′dy′dz′ (44)

Where G(x′, y′, z′, x, y, z) the Green function of this boundary value problem
determined by formulas (44) and (45)

G(x′, y′, z′, x, y, z) =
1

4 · π
· (

1
r(x′, y′, z′, x, y, z)

+
1

r(x′, y′, z′, x, y,−z)
) (45)

r(x′, y′, z′, x, y, z) =
√

(x − x′)2 + (y − y′)2 + (z − z′)2 (46)

Note: If we use physical interpretation of a Poisson equation in which function
f(x, y, z) describes a stationary temperature field, and the function ρ(x, y, z)
is related to the heat density distribution function p(x, y, z) the ratio and the
coefficient of thermal conductivity of the environment λ by the relation (47),

ρ(x, y, z) =
1
λ

· ρ(x, y, z) (47)

Then a design of a Green’s function of the above described boundary value
problem can be considered as natural generalization of a method of images.

Thus, the boundary value problem (1) for a differential equation (47) comes
down to a non-linear integral equation

η(x, y, z) = −
∫ ∫ ∫

(∇ · (F (η + ϕ) · −→v )) · G(x′, y′, z′, x, y, z)dx′dy′dz′ (48)

In the last equation the nabla operator represents a symbolic vector

∇ = (
∂

∂x′ ,
∂

∂y′ ,
∂

∂z′ ) (49)

And the factor ∇ · (F (η + ϕ) · −→v ) in expanded form registers as

∇ · (F (η(x′, y′, z′) + ϕ(x′, y′, z′)) · −→v ) (50)

Further we suppose that there is a rectangular parallelepiped Ω, (defined as
M(x, y, z) � Ω if xmax ≥ x ≥ −xmax, ymax ≥ y ≥ −ymax and 0 ≥ z ≥ zmax,
such, that F · (η(x, y, z) + ϕ(x, y, z)) = 0 at any point A(x, y, z) lying outside
this area.

Let’s transform a right member of the Eq. (48), integrating piecemeal

(∇ · (F (η + ϕ) · −→v )) · G = ∇ · ((F (η + ϕ) · G)) · −→v − F (η + ϕ) · (∇G,−→v )) (51)

According to the theorem of Gauss − Ostrogradsky

∫ ∫ ∫
Ω

∇· ((F (η +ϕ) ·G) · −→v )dx′dy′dz′ =
∫ ∫

D

F (η +ϕ) ·G · (−→n ,−→v )dS (52)
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where −→n - a vector of a normal to a surface of border D of the area Ω.
On the plane z = 0 vector −→n = (0, 0, 1) is orthogonal to −→v vector, i.e., on

sides of a parallelepiped D not lying in the plane z = 0 F (η + ϕ) = 0.
Thus,

∫ ∫ ∫
Ω

∇ · ((F (η + ϕ) · G) · −→v )dx′dy′dz′ = 0 (53)

and taking into account (50) we obtain

η(x, y, z) =
∫ ∫ ∫

Ω

F (η + ϕ) · (∇G,−→v )dx′dy′dz′ (54)

The problem of finding the solution of a non-linear integral equation (54)
can be interpreted as a problem of finding the fixed point of display f(x, y, z) →
Kf(x, y, z), where action of the non-linear operator K is defined by expres-
sion (55)

Kf(x, y, z) =
∫ ∫ ∫

Ω

F (η(x′, y′, z′) + ϕ(x′, y′, z′)) · (∇G,−→v )dx′dy′dz′ (55)

We make a hypothesis, that display (55) is the squeezing display, i.e. we
assume that there is a constant d < 1, such that ∀f1, f2 ∈ U is carried out
inequality:

‖ Kf1 − Kf2 ‖< d· ‖ f1 − f2 ‖ (56)

At the same time we designate a symbol U metric space of the square inte-
grable functions defined in the area Ω, with a reference metrics:

‖ f ‖=
∫ ∫ ∫

Ω

f2dxdydz (57)

It is known that for the squeezing operator K, the repetitive process deter-
mined by the equations looks like (58)

fk = Kfk−1 (58)

meets to the fixed point of operator K at any initial approximation of f0.

3 Conclusion

A mathematical model for the distribution of temperature fields in two-layer
absorbers with modifying microplasma irradiation of metallic coatings has been
developed and the numerical method for calculating temperature fields in the
coating/substrate’s system heating by a moving heat source has been designed.
Kirchhoff’s transformation was applied when solving a nonlinear heat equation
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by numerical methods. Based on the calculations of the temperature fields, cer-
tain speeds of movement of the robot arm with a microplasma source and cer-
tain power densities of the plasma source, i.e., microplasma surface treatment
modes were recommended in order to ensure the desired temperature distribu-
tion in the coating/substrate’s system. Coatings from biocompatible materials
deposited by the microplasma according to recommended modes onto steel and
titanium substrates have been obtained. It is shown that the robotic microplasma
spraying method allows applying a wide range of biocompatible materials:
Co-based powders, Titanium or Tantalum wires onto medical implants. Thus,
the applied value of the developed mathematical model and numerical methods
for solving problems of robotic microplasma spraying of biocompatible coatings
on endoprostheses has been shown. The results of the research are of signifi-
cance for a wide range of researchers developing numerical methods for solving
nonlinear equations.

Acknowledgment. The study has been conducted with financial support of the Sci-
ence Committee of the Ministry of Education and Science of the Republic of Kaza-
khstan within the framework of program-targeted financing for 2017–2019 years on the
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Abstract. The following work proposes an estimation procedure of risks
based on the calculation modeling action of concentration of the envi-
ronmental exposure thrown into atmosphere by industrial enterprises
with consideration for atmosphere perseverance category and wind rose
in the region. The information system of risk assessment employing the
suggested mathematical model for computation of environmental haz-
ards is described in the article.

The information system has client/server architecture and uses OLAP
technology to get the necessary information. The received data on Ust-
Kamenogorsk allowed the authors to analyze the weighting risk coeffi-
cient effect on per unit value of environmental threat. The calculation is
performed for the city of Ust-Kamenogorsk.

Keywords: Ecology · Risks · Damage · Emissions · Air pollution

1 Introduction

On December 12 2015 the Paris Climate Agreement was accepted. 195 forum
participants decided to not let the planet average temperature increase more
than 2◦ by 2100 in comparison with the pre-industrial era. However, the docu-
ment does not provide for quantitative obligations of reducing or limiting CO2
emissions [1].

Kazakhstan announced its intentions to reduce emissions by 15% and condi-
tionally by 25% with additional international support by 2030 from the base year
of 1990 [2]. The set goals can contribute to the low-carbon “green” development
path.

The main sources of environment pollution and degradation of natural sys-
tems are industry, agriculture, motor vehicles and other anthropogenic factors.
Of all the constituent components of the biosphere and the environment, the
atmosphere is the most sensitive. It is the first to receive polluting substances
not only in gaseous, but also liquid and solid state.
c© Springer Nature Switzerland AG 2019
Y. Shokin and Z. Shaimardanov (Eds.): CITech 2018, CCIS 998, pp. 23–33, 2019.
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Man pollutes the atmosphere for thousands of years, however the conse-
quences of the use of fire, which he has used all this period were not significant.
What is the atmosphere? The air around us is a mixture of gases or, in other
words, the atmosphere enveloping our globe. The afflux of various pollutants into
the atmosphere from stationary industrial sources makes currently more than 4
million tons per year.

A significant amount of highly toxic gaseous and solid substances is released
into the atmosphere over Kazakhstan. If we compare the number of emissions
from various stationary sources, about 50% is emitted by heat and power sources
and 33% by mining and non-ferrous metallurgy enterprises. The largest number
of emissions of various pollutants takes place in East Kazakhstan-2231.4 thou-
sand tons/year, which males 43% of the total emissions around Kazakhstan.

The second place in the number of emissions belongs to Central Kazakhstan-
1868 thousand tons/year or 36%. The least polluted is the atmosphere in North-
ern Kazakhstan: 363.2 thousand tons/year (7%) and Southern Kazakhstan: 415.1
thousand tons/year, which amounts to 8%. The most mobile, with a wide range
of action, are oxides of nitrogen and sulfur. They cover considerable distances
and have a strong impact on destruction of crops in the first place.

A significant contribution to the pollution of the air basin and other environ-
mental components is made by motor vehicles of the Republic. Their emissions,
especially in urban areas, range from 25 to 50%. According to the pollution of
the atmosphere with motor exhaust gases in the first place is Almaty - 75%,
then Aktobe - 47.1, Semey 46.6, Zhambyl - 43.1, and Ust-Kamenogorsk - 41.4%.
Zhezkazgan has the least content of exhaust gas in the atmosphere - 14.8. Then
go Petropavlovsk - 26.3 and Ridder - 27.6%. However, the highest pollutant gas
content of the atmospheric air, oddly enough was established in the cities such
as Kostanay - 84.7% and Uralsk - 81.7%, where the number of industrial enter-
prises and vehicles is relatively fewer than in the above-mentioned cities. Motor
vehicles are the main pollutants of air and, to a certain extent, of soil and water.
According to statistics, there are more than 200 thousand cars per more than a
million Almaty population-today.

Pollution of the atmosphere of cities with solid and gaseous pollutants reduces
the intensity of sunlight, clogs the air with a significant amount of solid particles,
which serve as concentration nuclei, contributing to the emergence of fogs and
smogs. The high content of harmful impurities in the atmosphere in the solid
and gaseous state affects the thermal properties of the atmosphere. Under the
influence of sunlight, as a result of photochemical reactions, a summation effect
is formed, thus contributing to the emergence of new, more toxic substances that
cause smog.

2 Mathematical Model

The environmental hazard is determined by two factors for the population living
in a territory with a high industrial content: damage from actual danger and
risk (potential hazard) in the event of emergency situations. For this reason the
environmental hazard value in relative terms can be presented in the form [3]:
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GRT = φ(YRT , RRT ), (1)

where GRT – environmental hazard risk in relative terms; YRT – damage in
dimensionless relative terms; RRT – risk in dimensionless relative terms.

The conditions determined by physical laws can be written in the following
form:

dφ

dYRT
> 0;

dφ

dRRT
> 0;φ(0, RRT > 0);φ(YRT > 0, 0);φ(0, 0) = 0. (2)

A similar approach to risk calculation was used in the articles [4,5]. The dam-
age and risk characteristics independence requires the φ function presentation in
their product form. Considering the conditions 2 the proposed φ function form
in [3] allows us to write the environmental risk value in the following form:

GRT = (YRT + 1)PY · (RRT + 1)PR − 1. (3)

where PY and PR – weighted coefficients which are describe the damage and
risk fractional contribution to the environmental hazards value.

According to the model proposed in [3], the damage to the YRT population
consists of two components: direct damage to YDD immediately inflicted to the
population and indirect damage YIND caused to the population due to habitat
degradation:

YRT = (YDD + 1)PY DD · (YIND + 1)PRIND − 1. (4)

The specific weight coefficients choice of direct PY DD and indirect PRIND

damages depends on the natural environment efficiency on the vital activity of
the population living in the given territory. In the case of a natural environment
marked impact on human living conditions the equivalent factors model can be
accepted, where the weight coefficients are equal and have value 0.5. Must be
chosen the selected factors model and particularly accept in the case of a natural
environment weak impact on human living conditions:

PY DD : PRIND = 9 : 1. (5)

Considering the industrial emissions impact in the atmosphere we have [3]
the following expressions for YDD and YIND:

YDD =
n∑

i=1

Cemis
i

MPCemis
i

· Nter

Ncntr
, (6)

YIND =
n∑

i=1

Cemis
i

MPCemis
i

· Ster

Sreg
· β. (7)

where Cemis
i – given territory actual (measured) concentration in the atmo-

sphere of the i-th substance;
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MPCemis
i – maximum allowable concentration of the i-th substance in

the air;
Nter – population density living on the polluted territory under consideration;
Ncntr – country average population density;
Ster – polluted atmosphere area;
Sreg – ecologically homogeneous region area that includes given territory;
β – given territory significance index in conserving the natural environment

in the region (0 ≤ β ≤ 1).

Expressions 4–7 are allowed to calculate Y OΠ - damage in dimensionless
relative terms. The general expression that allows estimating the damage numer-
ically appears as follow:

YRT = (
n∑

i=1

Cemis
i

MPCemis
i

· Nter

Ncntr
+ 1)

0.9

·(
n∑

i=1

Cemis
i

MPCemis
i

· Ster

Sreg
· β + 1)

0.1

−1. (8)

Similarly, RRT is calculated in dimensionless relative indicators:

RRT = (
n∑

i=1

Cemis
i

MPCemis
i

· Nter

Ncntr
+ 1)

0.9

· (
n∑

i=1

Cemis
i

MPCemis
i

· Ster

Sreg
· β + 1)

0.1

− 1.

(9)
The damage and risk weight coefficients can be calculated using formulas

that express the relative cost parameters contribution of damage and risk in the
environmental hazard total cost:

PY =
YV T

GV T
;PR =

RV T

GV T
. (10)

where YV T – general integrated damage to the territory in value term;
RV T – risk cost parameters;
GV T – environmental hazard total cost YV T + RV T .

The following expressions are used based on the proposed damage and risk
presentation in value terms:

YV T = YNORM + YPOP . (11)

where YNORM – damage cost from the environment (normatively determined
damage) direct pollution;

YPOP – social and ecological damage cost due to deteriorating the population
living conditions.

Expression 11 can be written in the following form:

YV T = a · σ · f · MCOND + YG + YQ + YW . (12)
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where a – proportionality cost factor for the conditional air contaminant
(tg/cond.t);

σ – dimensionless coefficient, which considers the territory peculiarities;
f – dimensionless coefficient that considers the contaminant fractions size, the

dispersal pattern, and the subsidence rate in the atmosphere;
MCOND – annual release reduced mass in the atmosphere from conditional

polluter (taking into account its ecological danger) (cond.t./year);
YG – reduced annual damage, which is connected with decreasing population

growth rate parameter;
YQ – reduced annual damage that is connected with decreasing living stan-

dards indicator, which is defined by the size of average life duration;
YW – reduced annual damage that is connected with decreasing population

employ ability indicator.

The following expressions can be used for MCOND, YG, YQ and YW :

MCOND =
n∑

i=1

Ai

mi
, (13)

where mi – annual emission mass of the i-th admixture to the atmosphere
(t/year); Ai – relative aggressiveness dimensionless parameter of the i-th admix-
ture (cond.t/year).

YG = (
ΔN cntr

repr

N cntr
repr

− ΔN ter
repr

N ter
repr

) · N ter
repr · qcntrrepr, (14)

where ΔN cntr
repr – reproductive age country population annual increase from

16 to 60;
N cntr

repr – reproductive age country population at the target year beginning;
ΔN ter

repr – reproductive age annual population growth;
N ter

repr – reproductive age territory population at the target year beginning;
qcntrrepr – specific gross national product, per head the country’s reproductive

population (tenge/person).

YQ = N ter
repr · qcntrrepr · (T cntr

L − T ter
L

T cntr
L

), (15)

where T cntr
L – average life duration in a country;

T ter
L – average life duration in a territory.

YW = N ter
repr · qcntrrepr · (ncntr

repr − nter
repr), (16)

where ncntr
repr – average annual number of man-days per reproductive age per-

son in a country;
nter
repr – average annual number of man-days per reproductive age person in

a territory.
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The cost risk index is expressed as follows:

RV T = Ynorm · (
MAE

cond

Mnorm
cond

), (17)

where MAE
cond – possible amount of accidental emissions;

Ynorm and Mnorm
cond – damage cost and the pollutant quantity in normative

evaluation by the standard methodology.

The obtained general expression can allow to model and study the causes of
changes in geoecological risks depending on all factors. This expression describes
the environmental hazard value in relative terms; however the actually mea-
sured emissions concentrations data of harmful substances in the atmosphere
are required for providing calculations. That is why calculation can be accom-
plished by analyzing the fact that damage has already occurred. Risk situations
forecasting is impossible during the industrial plants performance using formula
8–17 because of the absence of Cemis

i values. The way out can be done by using
theoretical formulas for calculating concentrations from an industrial plant’s
emissions stationary source. Then we can find an expression for the particular
plant considering the air condition of a certain region [6], which can be substi-
tuted in place of Cemis

i .
The mathematical expression for the concentration from a point source with

a constant power – Q (kg/s) for Ust-Kamenogorsk can be written as:

C(x, y, z, t) =
f(A) · Q

2πσyσzU
· exp (− y2

2σ2
y

) · [exp (−z − H2

2σ2
z

) + exp (−z + H2

2σ2
z

)], (18)

where Q – source power (kg/s);
σy and σz – dispersion parameters that depend on the atmosphere stability

and the distance from the source “x” (m);
U – wind speed (m/s);
H – source height (m);
x, y, z – axial, transverse and vertical coordinates;
f(A) – impurity fraction in the mixing layer (“A”– mixing layer height).

The dispersion parameters σy yand σz were calculated by the formulas that
were obtained by approximating the data for various atmospheric stability cat-
egories.

The calculating average annual concentrations problem solution in the res-
idential zone of Ust-Kamenogorsk comes to the integration of all possible pol-
lutants concentrations in a given point in space (x, y) and emission sources.
Since it is assumed that within the M-rumba wind rose sector, the wind direc-
tion is fairly spread, which is typical for Ust-Kamenogorsk, the average annual
concentration C (x, y) is calculated by the formula:

C(r, θ) =
L∑

i=1

PV i ·
{

6∑

k=1

(Pk(Ui) · M · Q · γ(x/U)
2 · √

2 · π3/2 · r · Ui · σz

· f(A,H, σz))

}
, (19)
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where Q – source power (kg/s);
PV i – wind realization probability at speed Ui (m/s) in the corresponding

M-rumbling scheme sector;
Pk(Ui) – realization probability of atmosphere stability certain class with the

wind Ui (A-1, B-2, ..., F-6);
θ – wind direction in polar coordinates;
r – distance from the pollution source to the point (x, y);
σz – vertical dispersion characteristic;
f(A,H, σz)) – influence function of the pollution source height (H) and the

mixing layer height (A);
M/2π – sector angular fraction in the winds M-pattern;
γ(x/U) = γ(t) – concentration change function along the plume axis due to

photochemical reactions, dry and wet deposition, etc. in time.

Substituting the expression 19 in 8–17 as Cemis
i , and the expression 18 as

CemisAE
i , we will get an expression allowing to analyze the existing atmospheric

pollution risk situation from an industrial plant, and to identify factors that have
a greater contribution for certain plant features.

3 Practical Implementation

To study the risk impact on the environmental hazards value in the region, we
developed the informational system for risk assessment using the above model,
considering numerical calculations that are modeling the harmful substances
concentration behavior. Which are trapped in the atmosphere as a result of
industrial plant emissions taking into account the atmospheric stability and wind
rose category in the region.

Fig. 1. General scheme of the informational system “UK Eco Risks”.
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The general scheme of the informational system “Ust-Kamenogorsk ecological
risks” is presented in Fig. 1. The data from the atmospheric pollution database
came to the SQL server, where the multidimensional cubes were built using
OLAP technology and summary spreadsheets were created by slice and dice with
the necessary information for us about the substances concentration upon which
further calculation was continued. Information on emergency emissions came
from the independent database in the separate informational system module.
The quantitative analysis and the environmental hazard calculation were carried
out in the region based on the incoming data.

4 Results

We analyzed the weight risk factor influence on the environmental hazard value
in relative units based on the available data for Ust-Kamenogorsk [7].

Fig. 2. Graphs of the environmental hazard value dependence on the environmental
risk value.

Figure 2 shows the dependence of GRT (PR). The important result is the PR

area identification, where the risk factor strong impact is manifested on the
environmental hazards value. So, with the value of 70–100, we can observe the
increase in environmental hazard from a low level (Fig. 2a) - 1–10 conventional
units (Fig. 2b) to 106–107conventional units. Here with further studies on the
probability of such events allow predicting the high ecological danger occurrence
probability and, therefore, preventing this situation.

In addition using the formulas 18, 19 and data on a specific industrial plant, it
is possible to determine the risks without providing quantitative measurements of
pollutants in the studied region territory. Also the obtained information makes it
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possible to predict the ecological hazard occurrence that can lead to irreversible
geoecological changes.

The most famous emergency situation that created unfavorable environ-
mental conditions and entailed a significant increase in environmental danger
appeared in the region in 1990, when, after the accident at the Ulba Metal-
lurgical Plant, the beryllium cloud spread hundreds of kilometers and reached
the territory of China (these emissions are the most significant for all history of
Kazakhstan and world practice).

The pattern of the distribution of the emergency release plume is presented
in Fig. 3 The dotted line indicates the area of beryllium detection, which is
approximately 12 thousand square kilometers.

Fig. 3. Emission spread area.

In general, the magnitude of the environmental hazard depends on a large
number of parameters; therefore, highlighting the influence of the risk factor will
make it possible to realistically assess the possible impact of existing industrial
enterprises, as well as being built or designed, on the appearance of environmen-
tal hazard in the region and the extent of possible violations associated with
risk.

Having information about the size of the consequences, we solved the inverse
problem of estimating the value of the proportionality coefficient (by the area
of the gas cloud propagation, calculated the emission power), and carried out
calculations of the environmental risk. The values obtained for the 1990 JSC
UMP accidental release are shown in Fig. 4 by dashed lines.

Thus, the calculated value of environmental risk in relative conditional units
is 972 units and shows that the values calculated on real data are in the zone
of a large growth gradient of the indicator of environmental hazard and are
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Fig. 4. The obtained values of PR for the accidental release of 1990 JSC UMP.

6, 79 ∗ 1012 in relative conditional units. In reality, this value shows that with
emergency emissions of this magnitude, the environmental situation in the region
deteriorates millions of times, since with a normally operating enterprise, the
risks have indicators equal to 102 − 103 in relative units.

5 Conclusion

In general, the environmental hazard value depends on the parameters large
number, for this reason identifying the risk factor impact will allow us to assess
the possible impact of existing (designed) industrial plants on the environmental
hazards occurrence in the region, and to predict the possible violations extent
associated with risk.

Conclusions and recommendations can be widely used in cities prone to the
negative effects of industrial emissions. A new approach to estimating the risks
of emissions from industrial enterprises and their impact on the magnitude of
damages is proposed. The program complex and the information system make
it possible to develop practical recommendations and evaluate the effectiveness
of environmental protection measures in a new way.

References

1. Parizhskoe soglashenie po klimatu [Electronic resource]. http://ratel.kz
2. Zelenaia energetica Kazakhstana v 21 veke: mifi, realnost i perspectivi [Electronic

resource]. http://gbpp.org/category/publication
3. Ibragimov, M.H.-G., Kutsenko, V.V., Rachkov, V.I.: Scientific foundations of the

methodology of quantitative analysis of environmental hazards in the event of
anthropogenic impact on the environment. Environmental Impact Assessment.
Ecological Expertise 5, p. 23 (1999)

http://ratel.kz
http://gbpp.org/category/publication


Environmental Threat Calculation 33

4. Kurilenko, E.A., Baklanov, A.E., Kvasov, A.I., Baklanova, O.E., Dmitrieva, T.S.:
Development of an information system for studying the impact of industrial emis-
sions on public health. In: Materials of the International Scientific and Methodolog-
ical Conference 2 (2007)

5. Baklanov, A.E., Baklanova, O.E., Titov, D.N.: Influence of emissions of harmful
substances in atmosphere on population health. In: International Forum on Strategic
Technology, IFOST 2012 (2012)

6. Doudkin, M.V., Pichugin, S.Y., Fadeev, S.N.: Contact force calculation of the
machine operational point. Life Sci. J. 10(10s), 246–250 (2013)

7. Kim, A., Doudkin, M.V., Vavilov, A., Guryanov, G.: New vibroscreen with addi-
tional feed elements. Arch. Civil Mech. Eng. 17(4), 786–794 (2017)



Using an Ontological Model for Transfer
Knowledge Between Universities

M. Bazarova(B), G. Zhomartkyzy, and S. Kumargazhanova

D. Serikbayev East Kazakhstan State Technical University,
Serikbaev Street, 19, 070010 Ust-Kamenogorsk, Republic of Kazakhstan

madina9959843@gmail.com, zhomartkyzyg@gmail.com, skumargazhanova@gmail.com

Abstract. The article deals with construction of the ontological model
to provide knowledge transfer between universities. It discusses a need
to consider requirements of the professional standard for a specialist
and labor market demand in process of educational programs design.
Ontological and modular-competence approaches were used to simulate
the mapping of competences. An ontological model of the professional
competence standard was developed. The information model distributed
knowledge database in the university consists of the ontology educa-
tional programs, the ontology of professional competencies demanded in
the regional labor market and the ontology of scientific knowledge in
the university. Classes taxonomy of the developed ontological model of
professional competences is presented. The method of analyzing hierar-
chies was used to assess the conformity of learning outcomes with the
functional requirements of labor market.

Keywords: Educational program · Competence · Ontology ·
Professional standard · Modular-competence approach ·
The method of analyzing hierarchies

1 Introduction

A notion of “competence” supplements triad “Knowledge-experience - skills”.
The triad is not sufficient to describe the educational process. It is necessary to
consider professional competencies for providing labor market with highly qual-
ified specialists. “Professional competencies” mean to master knowledge, skills
and abilities in professional field The concept of academic competence of a grad-
uate is same as the definition given in the European project Tuning. Academic
competence is the ability to know and understand the theoretical knowledge in
academic field; the ability to apply knowledge to specific situations; the values
as an integral part of the way of perception and life in a social context [1–4].
Competence is a set of skills specific to each individual including qualification.
It means that qualification is not enough to be a result of education. The com-
petence approach is a priority orientation goals to the vectors of education:
learning, self-determination (self-determination), self-actualization, socialization
c© Springer Nature Switzerland AG 2019
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and the development of individuality [5]. The modular-competence approach
allows to move from knowledge to application and organization of knowledge it
also increases the flexibility of the education system to expand the possibility of
performing work. The Republic of Kazakhstan as the leading world states sup-
ports the concept of a market-oriented innovative university based on a triangle
of knowledge (education-science-innovation). The concept is aimed to large-scale
investment in human resources, development of professional skills and research,
supporting the modernization of the education system in order to meet their
needs of a global knowledge-based economy [6]. To implement innovative activi-
ties there is a need in a system of its organization which was named as Knowledge
Transfer System [7]. The Bologna process unambiguously determines the need
to adjust the system of relationship between universities and enterprises con-
sidering transfer of knowledge as the key component of university development,
which provides commercialization of research and market - oriented educational
programs. Knowledge transfer is organizational systems and processes through
which knowledge, including technology, experience and skills is transferred from
one side to the other which leads to innovation in the economy and social sphere
[8]. The article considers application of the modular-competence approach to
educational programs, taking into account the requirements of professional stan-
dards. The modular-competence approach with use of ontology to educational
programs is reflected enough in works [9–12].

2 The Ontological Model

Agreement between educational programs and professional standards ensures
high-quality training of specialists. It means the correspondence of academic and
professional competencies. The more this correspondence is the more qualitative
will be the training of specialists. Correspondence to European framework of ICT
competencies and agreement of our educational programs to global standards are
essential for our specialists to compete in global labor market. Comparison of the
competencies of educational program, professional standards and the European
Framework of ICT Competencies (the European e-Competence Framework -
e-CF) form the general requirements for vocational training required to carry
out specific work activities. Competencies of the educational standard are the
results of training (competence) from the modular educational program of the
specialty. To achieve the planned result of learning it is necessary to study cer-
tain modules with subjects. Competences of professional standards correspond to
knowledge, experience and skills necessary to work in professional phere. Compe-
tencies from the e-CF qualifications framework are reference competencies that
include knowledge and skills. The ontological approach allows us to combine
these three types of competences and transfer professional competences to the
content of subjects. It will ensure the demand for graduates of higher educa-
tional institutions in the labor market without additional training or retraining.
An important function of the ontological model is the integration of heteroge-
neous data and knowledge of various fields of knowledge. The ontological model
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differs from the others written using known means and graphical languages by
them being not just individual models, but fragments of a general ontology
[13,14]. The information model of the university’s distributed knowledge base
includes the ontology of the university’s educational programs, the ontology of
the professional competencies demanded on the regional labor market and the
ontology of the European ICT Competence Framework (e-CF) [15]. The model
of knowledge of the university is a set of ontologies, has the following form 1:

OU = <OEP , OPS , Oe−CF> (1)

where

– OEP - ontology of educational programs of the university;
– OPS - ontology of professional standards;
– Oe−CF - ontology of the European ICT Competence Framework.

The ontological approach allows us to combine these three types of compe-
tences and transfer professional competences to the content of subjects which will
ensure the demand for graduates of higher educational institutions in the labor
market without additional training or retraining. Using the ontological approach,
it is necessary to develop a knowledge base of modular educational programs of
the university, professional competencies and e-CF. Using the ontology of edu-
cational programs EKSTU allows to automate the stages of expertise associated
with verifying the composition and structure of modular educational programs,
checking the consistency of the prerequisites for modules. The ontological model
of educational programs, created earlier in the framework of the Grant Financing
project, has been improved with the help of new concepts, properties and rela-
tionships. To build a complete information model of university knowledge, it is
necessary to build ontologies of professional competencies and e-CF. The article
deals with the implementation of the modular-competence approach in the field
of information and communication technologies. In the Republic of Kazakhstan,
the sectoral framework of qualifications and professional standards in the field
of information technology (IT) are under development. On the basis of them
universities would develop educational programs for training IT professionals.
Holding company “Zerde” develops 10 professional standards, which will create
the requirements for the professional qualification of IT professionals. Profes-
sional standards reflect professions, for each profession, skill levels and labor
functions are defined. Based on the structure of the Professional Standard of the
Republic of Kazakhstan, the main classes and relations of ontology are defined,
the ontology of professional standards is constructed Fig. 1 Ontology, together
with many individual instances of classes, constitute a knowledge base. Figure 2
shows a fragment of the constructed ontology.

3 Assessment of the Compliance of Training Results with
the Qualification Requirements of Labor Functions

The method of analyzing hierarchies (MAI) involves decomposing the problem
into ever simpler parts and handling expert judgments. As a result, the relative
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Fig. 1. The main classes of the ontology of the professional standard

Fig. 2. Fragment of the constructed ontology

significance of the investigated variants is determined for all criteria in the hier-
archy [16]. Relative significance is expressed numerically in the form of prior-
ity vectors. To assess the compliance of training results with the qualification
requirements of labor functions for a particular post, it is necessary to perform
several steps, shown in Fig. 3. Matrices of paired comparisons are constructed
and filled by experts. The calculation and hierarchical synthesis have been made.
The analysis of the results of the resultant vector shows which options (learn-
ing outcomes) are prioritized for this position. As follows from the diagram in
Fig. 4, the highest priority for the position of “Information Security Specialist”
has, according to experts, the result of training (competence), according to L12
special competence. The highest priority for the post “Network Administrator”
has the result of training (competence), formulated in L14, L11, L13 special com-
petencies. The highest priority for the position of “Software Developer” (Fig. 4)
has, according to experts, the result of training special competencies L11, L13,
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L14, and for the post “Business Analyst” - L19, L20, L17. in Fig. 4. It should
be noted that, according to experts, the least priority is given to the training of
special competencies L23, L24, as each ICT specialist is mastering them, based
on other learning outcomes [17].

Fig. 3. Algorithm for conformity assessment

4 Architecture of the Distributed Information System of
Knowledge Transfer of Universities

Within the framework of the concept of a market-oriented innovative univer-
sity, the task is to improve the education system, in the direction of developing
professional skills. To solve this problem, it is necessary to build a distributed
information system for the transfer of knowledge of higher education institutions
Fig. 5. Participants of knowledge transfer of universities are students, university
entrants, teachers, researchers, employers, management, the authorized educa-
tion and science bodies and the administrator. The general information model of
the university’s distributed knowledge base includes the ontology of the univer-
sity’s educational programs, the ontology of professional competencies demanded
inthe regional labor market, the ontology of the European ICT Competence
Framework (e-CF) and the ontology of scientific knowledge. The ontology of sci-
entific knowledge was developed earlier in the framework of the Grant Financing
Project. Distributed systems are client-server systems. The models of these sys-
tems and advantages are considered in the article [11]. The three-link model is
favorable becausethe interface with the user is completely independent of the
data processing component. In the three-tier model, the user interface compo-
nent and data management component (and databases including) are clearly
highlighted.. Between them there is middleware which performs the functions
of managing transactions and communications, transporting requests, manag-
ing names and many others. Middleware is the main component of distributed
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Fig. 4. Learning outcome

Fig. 5. Distributed integrated circuit

systems. The client explicitly requests one of the services provided by the appli-
cation component. The client sends the request to the information bus, without
knowing anything about the location of the service. For the Client, the database
is hidden by a layer of services. Moreover, he generally does not know anything
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Fig. 6. Distributed integrated architecture

about its existence, since all operations on the database are performed inside
the services [11]. Service-oriented architecture is a set of services. Based on the
three-tier architecture and the use of services, the architecture and functional
scheme of the distributed IS, presented in Fig. 6, is constructed. As a prototype of
a distributed information system, to interact with a distributed knowledge base,
let’s consider the construction of a semantic educational portal. To ensure the
transfer of knowledge of universities between all participants - teachers, students
and employers, it is necessary to create a single educational space, i.e. educa-
tional portal. Figure 7 shows the structure of the semantic educational portal. To
access the knowledge contained in the ontology of educational resources, it is nec-
essary to develop services for interaction with the knowledge base, encapsulating
technologies for working with the knowledge base and inference. The services of
interaction with the knowledge base use the OWL API library. The OWL API
library has a modal structure and represents functions for editing the knowledge
base and organizing the operation of the inference engine [20]. Since Protégé 4.3
is used HermiT will be used as the inference engine, as it supports the OWL DL
standard more than Fact ++. The knowledge base consists of ontologies of edu-
cational programs, professional standards and the European Framework for ICT
Competencies (e-cf) Fig. 7 The main components are a distributed knowledge
base management system (SURB), a web server and an application server (mid-
dleware). To access and manage data, a link is used for “thin” or “thick” clients.
The distributed knowledge base assumes the storage and execution of knowl-
edge management functions in several nodes and the transfer between these
nodes during the execution of requests. Partitioning of data in a distributed
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Fig. 7. The main classes of the ontology of the professional standard

database can be achieved by storing various tables on different computers or
even storing different parts and fragments of the same table on different com-
puters. For a user (or application program), it does not matter how knowledge
is shared between computers. To work with a distributed knowledge base, if it
is really distributed, should be the same as with a centralized database, i.e., the
location of the database should be transparent [18]. To access the local network
for convenience, a Windows server can be used. The knowledge base is located
on another server, for greater security, it is recommended to use a Unix server
[19]. Two servers are used to work with the knowledge base. The user has the
opportunity to work with distributed IP, not only in the local network, but also
via the Internet, using the Web server. For access through the local network,
LAN (LAN) support is used. For Internet access, a web browser and network
protocols are used. The competency-based approach will help to overcome the
discrepancy between the requirements for the quality of education between the
state, society and the employer. That in its turn will allow the university to
respond flexibly to changing conditions of the external environment and develop
educational programs, improving their quality and relevance in the market of
educational services. It is essential to create a single educational space, i.e. edu-
cational portal to ensure the transfer of knowledge of universities between all
participants - teachers, students and employers.
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5 Conclusion

An information model of the university’s distributed knowledge base has been
built up, including the ontology of the university’s educational programs and the
occupational competencies demanded in the regional labor market and the ontol-
ogy of e-CF. The method of analyzing hierarchies for posts has been approved.
The obtained expert assessments will be used and included in the competence
knowledge ontology database. This approach will allow students to build an
individual learning trajectory aimed at obtaining concrete results necessary for
performing interesting labor functions. The method of analyzing hierarchies
allows examining the educational program in terms of learning outcomes and
the requirements of labor functions. The architecture of the distributed informa-
tion system of knowledge transfer of higher educational institutions is presented.
As a prototype of a distributed information system, the structure of the semantic
educational portal is constructed to interact with a distributed knowledge base.
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Abstract. Integration of SmartTran software with a SCADA system
allows real-time simulation, monitoring and optimization of oil pumping
through main oil pipelines of the Republic of Kazakhstan. The results
of the digital technology development to control oil transportation along
the main oil pipelines of the Republic of Kazakhstan using the SmartTran
software are presented. The calculations results of pumping modes prove
the economic efficiency of digital technology implementation.
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1 Introduction

The management of oil transportation via the main oil pipelines is carried out
using the SmartTran software in conjunction with a SCADA system, which pro-
vides monitoring, management and optimization of technological modes of oil
pumping [1,2]. This technology monitors the operation of pumping units, heat-
ing furnaces, oil pumping modes in real time and allows process automation
during pipeline transportation. As a result, operational reliability and efficiency
of the main oil pipelines is increased. In this paper, we present the results of
the digital technology development for oil transportation through the main oil
pipeline sections by integrating the SmartTran software and the SCADA system
of JSC “KazTransOil” (hereinafter KTO).

2 SCADA System of the KTO

The main oil pipelines (MP) of the KTO are characterized by the following
features:

– the main technological objects of MP have a high single capacity;
– MP objects are classified as dangerous;
c© Springer Nature Switzerland AG 2019
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– MP objects are spaced at long distances;
– climatic and other external conditions are severe, unfavorable.

The principle of operation of Supervisory Control and Data Acquisition
(SCADA system) is in providing industrial and information security; effective-
ness; standardization and information compatibility.

The SCADA system of the KTO is one of the largest in the world with
technological equipment including 80 main pumping units, 40 booster pumps,
62 heating furnaces, 86 tanks, 626 auxiliary system, 1731 pipe gate valves, 2468
temperature sensors, 1649 pressure sensors, 995 level sensors, 239 consumption
sensors, 323 vibration sensors, 213 gas content sensors, 721 current and voltage
sensors.

The main function of the SCADA system:

– visualization and information input;
– data control;
– management of process equipment;
– registration and storage of events and accidents;
– storing the history of technological parameter values;
– reports formation;
– communication with technological networks (via OPC technology);
– inter-level transmission of technological information.

The SCADA system receives data via the fiber-optic system from sensors
that measure pressure and temperature of the oil flow, the soil temperature at
the points of measurement in the linear section of the pipeline and equipment
(pump units, gate valves, etc.). The values from pressure, temperature and flow
sensors helps to monitor the flow of oil in the pipeline and the operation of
process equipment.

3 SmartTran Software

The SmartTran software is a joint development of the authors, and it is designed
for forecasting, modeling and optimization of energy-saving modes of oil mixtures
transport at sections of the main oil pipelines. Also it gives an opportunity to
design new pipelines with the identification of sections, pumping equipment and
heating furnaces. Modeling and optimizing the energy saving mode of “hot” oil
transportation distinguishes the SmartTran software from other products.

The functionality of the SmartTran software consists of the following tasks:

1. Determination of energy-saving operation modes of pumping units with
detachable rotors and variable frequency drive;

2. Determination of the optimum oil mixtures temperature at pipeline sections
under energy-saving operating conditions for heating furnaces;

3. Determination of energy saving modes of “hot” oil transportation in main oil
pipelines;
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4. Determination of energy saving modes of oil transportation using chemical
additives (depressor and anti-turbulent additives);

5. Determination of the economic efficiency of technological modes of oil trans-
portation taking into account the difference in tariffs for fuel and electricity.

SmartTran performance capabilities:

1. Heat-hydraulic calculations of stationary modes of high viscous and high pour
point oil transportation for the safe operation of the main pipelines (taking
into account associated pumping and pumping out, loops, pipe defects, pres-
sure regulator and input of additives);

2. Heat-hydraulic calculations of non-stationary pumping modes after short-
term stops for the safe operation of main oil pipelines;

3. Heat-hydraulic calculations of serial transfer of different varieties of high vis-
cous and high pour point oils mixtures along main oil pipelines;

4. Heat-hydraulic calculations of energy saving modes of main pumping units
with detachable rotors and variable frequency drive for stationary operation;

5. Determination of the optimum temperature of heating oil mixtures and
energy-saving modes of heating units for stationary operation;

6. Selection of pumping equipment of pumping stations (PS) with detachable
rotors and variable frequency drive for forecasting the maximum capacity of
the pipeline with permissible operating modes of pumping equipment;

7. Adaptation of real characteristics of pumping equipment of the PS according
to the SCADA system data;

8. Designing of new sites, the addition of pumping equipment at PS and input
of rheological properties of oil mixtures.

Figure 1 shows the SmartTran software window during calculation of the
main pumping station (MPS) Uzen - PS named after T. Kasymov section.

Fig. 1. A SmartTran software window during calculation of the selected section
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4 Integration of SmartTran with SCADA

Figure 2 shows structurally how the SmartTran integrates with the SCADA
system.

Fig. 2. Integration diagram of the SCADA system with SmartTran

As a result of integration the following initial data were obtained:

1. Pressure-volumetric characteristics of pumps, depending on the service life
for determining the power consumption and efficiency;

2. Pressure and temperature values at the inlet/outlet of pumping units and oil
pumping stations;

3. Oil parameters in the linear sections of the main oil pipeline (flow rate and
pressure, oil temperature);

4. Hydraulic and thermal characteristics of pipes within sections (waxing of
inner part, stagnant zones, soil parameters);

5. Parameters of the heating furnaces (oil and gas consumption, oil temperature
at the inlet and outlet of the furnaces).

The SmartTran software uses data obtained from the SCADA system to
determine the energy saving modes of oil mixture transportation at sections of
the main oil pipelines.

5 Determination of Pumping Units Power Consumption

Figure 3 shows the head-capacity characteristic of the pumping units, taking
into account its operational life, obtained by the SmartTran adaptation module.
Actual data of volumetric flow and pressure drop (Q, Pout−Pin) obtained by the
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SCADA system are used to determine the power consumption and the coefficient
of performance of the pumping unit. The points indicate an actual data of the
pumps working. The transition from blue to red color displays an increase in
the points concentration. The adaptation module constructs a regression curve
(black line on the plot).

The coefficient of performance of the pumping units is described by [3]:

ηPE = ηP ηMT ηEM =
(Pout − Pin)Q

Nact
(1)

where Nact is active motor capacity, ηP is the coefficient of performance of the
pumping unit, ηMT is the coefficient of performance of the power transmission
from the motor to the pump, ηEM is the electric motor coefficient of performance,
Q is the volume flow.

For the mechanical collar of the pump ηMT = 0.99, and ηEM can be calcu-
lated by [1]:

ηEM =
1

1 + 1−ηnom

2ηnomkload
(1 + k2

load)
, kload =

Nact

Nnom
(2)

where ηnom is the electric motor coefficient of performance at nominal load,
Nnom is the standard horsepower of the electric motor, rating.

Fig. 3. Pressure drop vs volumetric flow rate relationship dP(Q)

Based on the SCADA system’s data the coefficient of performance of the
pump is calculated as:

ηP =
(Pout − Pin)Q

NactηMT

(
1 +

1 − ηnom

2ηnomkload
(1 + k2

load)
)

(3)
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and energy consumed by pumping units:

NP =
ρgHQ

ηP ηEMηMT
(4)

where H is the pump head, g is the gravity acceleration.
Power consumption data are used to optimize energy saving modes of pump-

ing units.

6 Determination of the Energy Consumed by the Heating
Furnace

Calculation of the fuel consumption of any type is carried out in units of reference
fuel. As a reference fuel is used 1 kg of fuel with a lowest calorific value Qp

r.f. =
7000 kcal/kg (29.3 MJ/kg). Specific consumption of gaseous fuel for heating 1
ton of oil by 1 ◦C in the i-th heater is found from expression [4]:

bi
f =

7000
QH

p

· bi
r.f., bi

r.f. =
142.86 · 10−3

ηθ
i

· cp (5)

where QH
p is the calorie power of gas fuel, bi

r.f. is the specific consumption of
reference fuel, cp is the heating capacity of oil, ηθ

i is the coefficient of performance
of the i-th heater.

Knowing the specific fuel consumption, it is possible to determine the amount
of gas Ggas

i (103 Nm3) for heating specific amount of oil Goil
i (103 tons) on the

i-th heater [4]:
Ggas

i = bi
r.f. · Goil

i · (T ex
i − T en

i ) (6)

where T ex
i , T en

i are oil temperature at inlet and outlet of the i-th heater.
In the case when several heating furnaces operate at a heating station the

total amount of fuel is found from the following expression:

Ggas =
n∑
i

bi
f · Goil

i · (T ex
i − T en

i ) =
7000
QH

i

n∑
i

0.14286
ηθ

i

cpi · (T ex
i − T en

i ) · Goil
i (7)

The SCADA system data determine the temperature of oil at the i-th heating
furnace inlet and outlet, at the heating station inlet and outlet; pressure at the
heating station inlet and outlet, and the oil flow through the i-th furnace.

Based on SCADA system data SmartTran carry optimization of fuel con-
sumption for heating oil at the heating station during “hot” transportation.

7 Determination of the Hydraulic Resistance of the
Pipeline

Hydraulic resistance is the most important characteristic of the pipeline, and the
accuracy of its determination affects the economic efficiency of oil transportation.
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Fig. 4. Dependence of the coefficient of hydraulic resistance on Reynolds number λ(Re)

Hydraulics of the oil pipeline depends on many factors (viscosity, roughness, flow
velocity) when pumping high pour point (paraffinic) and high viscous oil and is
based on the Darcy-Weisbach formula [1–3]. The oil temperature varies along
the length of the pipeline due to heat transfer with the soil, and as a result the
oil viscosity changes. The pipe roughness can vary for various reasons, including
wax deposition on the walls, and requires constant adaptation of the hydraulic
resistance.

The coefficient of hydraulic resistance is determined by solving the system of
motion and continuity equations [5]:

ρ0
∂w

∂t
+

∂p

∂x
= −λ

ρ0w
2

2D1
+ ρ0g sin α(x) (8)

∂p

∂t
+ ρ0c

2 ∂w

∂x
= 0 (9)

where p, ρ0, w are pressure, density, velocity of oil, g is gravity acceleration,
λ is hydraulic resistance coefficient, D1 is internal diameter of pipeline, α is
angle of inclination of the pipeline axis to the horizontal, c is the speed of wave
propagation in the pipeline (c ≈ 1000 m/s).

The coefficient λ is expressed by the modified Altshul formula [1]:

λ(Re) = a

(
68
Re

+ e

)b

+ d (10)

In the formula (10) the coefficients (a, b, e, d) are considered unknown and
are found by comparing calculated and experimental data.
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Fig. 5. Comparison of data from the SmartTran software and the SCADA system for
the Karazhanbas-Aktau section

Fig. 6. Comparison of data from the SmartTran software and the SCADA system for
the Atyrau-Bolshoy Chagan section

As indicated above, the SmartTran adaptation module determines the coeffi-
cient of hydraulic resistance by comparing the calculated and experimental data
of the SCADA system. After that dependence of the coefficient of hydraulic
resistance on Reynolds number λ(Re) at the section of the main oil pipeline is
identified (Fig. 4). In the Fig. 4 square dots indicate the experimental data of the
SCADA system, the white line is a regression curve.



52 T. Bekibayev et al.

Fig. 7. Comparison of Smart Tran and the SCADA system data at the Djumagaliev-
Atasu section

8 Determination of Technological Modes of Oil Mixtures
Transportation

The integration of the SmartTran and the SCADA system creates digital tech-
nology to control the technological modes of oil transportation while ensuring
the safety of the main oil pipeline. As a proof, the results of the determination of
oil transportation modes on some sections of main oil pipelines are given below.
Figure 5 shows the results of comparing the calculated data of the SmartTran
with the real data of the SCADA system at the Karazhanbas-Aktau section.

As can be seen from Fig. 5, the calculations results on the distribution of the
hydro-slope, oil pressure and temperature are in agreement with the actual data
received from the SCADA system.

The results of monitoring the technological mode of “hot” pumping in the
Atyrau-Bolshoy Chagan section are shown in Fig. 6.

It is necessary to note the agreement of the data calculated at the Smart Tran
and the field data received from the SCADA system regarding power capacity
of pumps at the PS named after T. Kasymov and Inder (Fig. 6).

Similar data were obtained at the Djumagaliev - Atasu (Fig. 7) and Djuma-
galiyev - Chulak Kurgan (Fig. 8) sections.

Thus, the developed digital technology allows the simulation of oil pipeline
operation and manages the technological modes of oil mixtures transportation
through the integration of the SmartTran software and the SCADA system.
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Fig. 8. Comparison of Smart Tran and the SCADA system data at the Djumagaliyev-
Chulak Kurgan section

9 Conclusions

1. As a result of integration of the SCADA system and the SmartTran a digital
technology to control and manage the technological modes of oil transporta-
tion through the main oil pipelines of the Republic of Kazakhstan was created.

2. The results of modeling using the SmartTran software are in accordance with
the field data of the SCADA system. Digital technology based on the Smart-
Tran software and the SCADA system is an effective tool for efficient opera-
tion of the main oil pipelines of the Republic of Kazakhstan.

We would like to thank the Ministry of Education and Science of the Republic
of Kazakhstan for financial support through grant AP05130503 for 2018–2020.
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Abstract. The article describes the IT infrastructure for implementing
e-health based on the development of standards that determine the fea-
sibility of realization a service-oriented architecture. This IT infrastruc-
ture provides full interoperability between information systems involved
in supporting healthcare processes. Particular attention was paid to the
introduction, use and features of a unified health information system.
Also features of architectural models and management characteristic for
e-health of Kazakhstan are described. The functional and architecture
of e-health information systems are considered; the proposed concep-
tual functional architecture for health care; architecture of software and
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1 Introduction

In the modern world, one of the main factors determining the dynamics of social
and economic development of any state, including health care, is the informati-
zation of society and the active introduction of information and communication
technologies in all sectors of human life.

The main goal of informatization of healthcare in general can be formulated
as follows: the creation of new information technologies at all levels of health
management and the introduction of new medical computer technologies that
improve the quality of medical and preventive care and contribute to the realiza-
tion of the basic function of protecting public health - to increase the duration
of active life [1].

In order for health services to promote the integration of medicine and public
health, they must have three main characteristics: a population-based and geo-
graphical focus in the context of a decentralized health system; an attempt to
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develop organizational models to support coordination and integration processes;
and the proper use of the health information system.

As we know, the medical industry produces and accumulates a very large
volume of medical and statistical data. All these data are to some extent used by
doctors, medical workers, and also by the governing bodies in order to properly
organize and improve the quality of medical care and raise the overall standard
of living of the population.

To be relevant, a health information system must fit into the organization of
the health system for which it generates information. Based on clearly defined
management functions, it is relatively easy to identify the information needed
to make appropriate decisions at each level of management.

The next question is how to obtain this information in the most efficient
and effective way. To answer this question, it is important to understand the
structure of the health information system.

Health information system, like any system, has an organized set of interre-
lated components that can be grouped into two objects: information process and
management structure. Through the information process, raw data (input data)
are converted into information in a “convenient” form for management decision-
making (output data). The information process can be broken down into the
following components: (I) data collection, (2) data transmission, (3) data pro-
cessing, (4) data analysis and (5) reporting for use in patient and health care
solutions for service management.

Not only health of the population depends on the qualitative use of medical
information, but also the level of development of the country as a whole. Thus,
the use of constantly growing large volumes of medical data in solving diagnostic,
therapeutic, statistical and management tasks for the development of e-health
in Kazakhstan is topical.

The prerequisites for the development of e-health in the Republic of Kaza-
khstan are:

(1) The State Program of Health Care Reform and Development for 2005–2010.
(2) The Code of the Republic of Kazakhstan “On the health of the people and

the health care system”.
(3) The State Program for the Development of Health Care of the Republic of

Kazakhstan “Salamatty Kazakhstan” for 2011–2015, approved in November
2010.

(4) Message from the President of the Republic of Kazakhstan N. Nazarbayev.
to the people of Kazakhstan on December 14 2012 “Strategy” Kazakhstan-
2050 “: a new political course of the held state”.

(5) The state program “Information Kazakhstan 2020”, approved in January
2013.

(6) The concept of e-health development in the Republic of Kazakhstan for
2013–2020, approved by order in September 2013 and road map.

(7) The State Health Development Program of the Republic of Kazakhstan
“Densauly” for 2016–2019, approved in January 2016.
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(8) Law of the Republic of Kazakhstan of November 24, 2015 No. 418-V “On
Informatization”.

(9) Project of the World Bank and the Government of the Republic of
Kazakhstan “Transfer of technologies and institutional reform in the health
sector of the Republic of Kazakhstan.

List of officially approved regulatory and legal acts that regulate the develop-
ment of e-health in the Republic of Kazakhstan; a number of important medical
automated systems integrated into a single health information system was stud-
ied in [2]. A detailed review of the current automated information systems in
medical organizations of the country was conducted, using methods of system
and structural-logical analysis, SWOT analysis was carried out.

As part of the development of e-health in accordance with the approved Con-
cept of e-Health Development of the Republic of Kazakhstan information and
communication technologies will be introduced into the medical sphere every-
where. The focus of e-health will be the formation of a single health information
space in which all interested parties, including the patient, have access to the
necessary information, regardless of the type of information systems used.

2 Development of e-Health in Kazakhstan

One of the most important strategic directions for the development of the health-
care system is the organization of a single information space and its technological
infrastructure.

By today, Kazakhstan’s healthcare sector is transitioning to automation of
medical information processing and document management. This implies an
increase in processing speed, thereby improving the quality of patient care, facil-
itating the work of medical and medical personnel.

In order to implement e-health in Kazakhstan, it is planned to develop and
implement standards that enable the realization of a service-oriented architec-
ture. In turn, it will ensure full interoperability between information systems
involved in supporting health processes. That is, this architecture allows the
system to interact and function with other products or systems without any
restrictions on access and implementation.

Today, the information and technology platform, the so-called Unified Health
Information System (UHIMS), is actively implemented in the country, the main
purpose of which is to create an information healthcare structure of the Repub-
lic of Kazakhstan that corresponds to the level of economic, social, technical
and technological development of society and ensures the rational use of health
resources in more quality provision of medical services to the population [3].

The creation of UHIMS involves the fulfillment of a number of tasks based on
the development and implementation of uniform standards for the exchange of
medical data, the use of a unified system for identifying objects of account and
subjects of information interaction in health care. It is planned to implement
centralized management and open access to a database of common classifiers,
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directories and standards, including a database of standards of medical care,
patient records, state registries of medicines and medical products [4].

Within the framework of the State Health Development Program of the
Republic of Kazakhstan “Densaulyk” for 2016–2020, the development of a uni-
fied national health information system (hereinafter - UHMIS) will continue to
develop common standards, technological specifications and characteristics of
various information systems for the required functionality.

It is clear that the task of forming the UHMIS can be solved only at the state
level and only for many years. At the same time, the technological prerequisites
for its solution already exist. Two private information technologies (in addition to
many other components), which have received significant development in recent
years, are the basic ones for solving this problem: telemedicine and medical
information systems [5].

By the end of 2018, it is planned to create the necessary software and hard-
ware for the implementation of the Electronic Health Passport (hereinafter -
EHP), a single repository of analytical health data, an integration bus, tools for
maintaining single classifiers, directories and registers.

EHP will become the central link ensuring the interaction of medical infor-
mation systems and providers of medical services through the implementation
of a standardized model of medical information. At the same time, information
security mechanisms and protection of personal and confidential data will be
provided.

Most medical institutions are currently developing an environment using
medical information technology, through the introduction of integrated access
to clinical information. Here information technologies and their tools help with
administrative and financial issues, in scientific research, in office automation,
and also helps patients. At the heart of these evolving integrated environments is
an accessible, confidential, secure and integrated electronic medical record [6–9].

3 Health Information Systems: Architectural Models and
Management

From a functional point of view, e-health in Kazakhstan supports three main
levels of the health system:

Centralized management at the national and regional levels: this includes
central planning, resource management, the rules and procedures to be followed,
overall financial control, quality and safety control.

Primary health care: this level includes all systems that support services
provided to citizens throughout the national or regional territory. It includes all
service providers, such as general practitioners, local customs, etc.

Secondary health care: this level refers primarily to systems that support
health processes among health care providers.

These three levels are usually interrelated only with respect to administrative
and accounting flows, but the potential exchange of data between different layers
makes ICTs important for both exchange and processing of large sets of clinical
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data. These data provide a great potential for the future development of health
care. In fact, ICT solutions that are now present in the healthcare industry
have the opportunity not only to simplify the relationship between patients and
physicians that improve the overall effectiveness of health services - but also to
better control the entire health care system.

Functionality and architecture of e-health information systems, as well as the
need for standardization is determined by the information model EMR (Elec-
tronic Medical Record)/EHP (Electronic Health Passport) (Fig. 1).

Fig. 1. General scheme for the implementation and development of e-health.

The creation of e-health is based on the following fundamental directions:

– digitization of information flows at the national and regional levels;
– development of a national, as well as a regional social insurance card;
– the presence of an integration bus and a single repository that provides cen-

tralized storage of medical and non-medical health data, including electronic
health passports of each citizen of the Republic of Kazakhstan (Fig. 2);

– development of regional infrastructure supporting online services for citizens;
– development of a strong set of interrelations between providers of medical

services (secondary care) and general practitioners (primary health care);
– establishment of a regional electronic health record, which will subsequently

be integrated at the national level;
– digitization of the processes of providing services with secondary care.

Among other priority areas of e-health, the State Program “Information
Kazakhstan 2020” noted the following:

– creation of a unified database of medicines;
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Fig. 2. The proposed conceptual functional architecture of e-health.

– creation of electronic system of medical prescriptions and prescriptions;
– introduction of a system of telemedicine bracelets for monitoring the state of

health;
– automation of ambulance services;
– creation of a database of scientific and medical information [3].

Technical architecture is the architecture of the hardware and software infras-
tructure that ensures the operation of application systems and the execution of
operational (non-functional) requirements for the architecture of application sys-
tems and information.

Currently, the e-health architecture contains two types of information sys-
tems and applications. The first part is developed on the principle of client-server
desktop applications. When using these systems, it is assumed that all MOs have
servers within the enterprise itself, and all users work with systems on the local
network from their workstations. During the night, all the data that was updated
during the day is sent from the local server to the top (to the level of the area
to ensure data backup), where the data is synchronized, and downward possi-
ble changes in directories, data structures and software codes are transmitted.
Exchange of operational information necessary for the process of medical care
between centralized systems and nodes of UHMIS systems is carried out by
accessing services through messaging through the transport environment. The
second part of the applications is developed on the web technologies, in which
users via web browsers access directly to the central data center of the Ministry
of Health of the Republic of Kazakhstan, where web servers, applications and
databases are located.

In the future, the transition to cloud technologies is expected. The availability
of a backup center for processing medical data (MDC) and a communication



60 M. Kalimoldayev et al.

channel is considered. In this architecture, there are two categories of medical
organizations: (1) working in the cloud, and (2) working with the local server,
at the beginning most organizations will be from the second category (Fig. 3).

Fig. 3. The architecture of software and hardware in e-health.

Inside the MDC, all databases will be stored, among which the following are
highlighted:

– patients Index (PI), which contains the basic identification data for each
patient (the personal data are stored in encrypted form in a database), demog-
raphy and other basic data;

– Electronic health passport, which stores the basic medical data of each
patient;

– Specialized databases of individual EMR and web applications, as well as
centralized information systems operating in the cloud;

– Data warehouse for statistical calculations.

Data center servers will be treated as existing systems (centralized database
from local systems and web applications), and software for virtual desktops and
new systems (EHP, IP Polyclinic, IS Hospital, IS Ambulance), etc.

Now the service “Software as a Service” (SaaS) is becoming more widespread.
Consequently, cloud computing services are becoming more popular. Often they
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even completely displace local systems and data stores. It is assumed that such
systems can rely solely on SaaS services and provide all the necessary functions
through thin clients, which are a combination of inexpensive hardware, an oper-
ating system and a web browser.

The health benefits of the SaaS model are undeniable. These advantages are
expressed in the following points:

(1) Availability of a single information space. The ability to quickly access com-
puting and information resources when needed is largely the ideal solution
for many hospitals, medical clinics and doctor’s offices. This should provide
them with an opportunity to improve services for their patients.

(2) All system data is stored in a single storage and processed on the system
servers. The problem, at least for now, is maintaining patient privacy. The
risks of providing sensitive patient data, especially in public cloud infras-
tructures, continue to constrain the pace of cloud adoption.

(3) Updates and backups are done automatically. The distribution of electronic
medical records, implemented on the basis of cloud technologies, allows you
to automate not only the registration of the patient, but also to conduct cen-
tralized monitoring of the process of providing medical services at a higher
level. It also facilitates the transfer of statistical, administrative, financial
data in electronic format, which greatly simplifies their processing and opti-
mizes business processes.

(4) System requirements to jobs user is minimal, no need to install and config-
ure, thereby saving time and money.

(5) Possible access from any node of the system. The cloud brings powerful
it resources to healthcare professionals, healthcare organizations that are
available anywhere in the world. World-class applications and computing
infrastructure are available to all without significant upfront investment.

Areas of application of the SaaS model in health care:

– ERP (Enterprise Resource Planning) system that allows you to store and
process most of the critical data: workflow, financial report, personnel records,
procurement and inventory management;

– System of medical reference information;
– CRM (Customer Relationship Management) - software for organization and

automation of work with customers. In health care, these include: manage-
ment of the patient base, management of the current activities of the health
facility);

– Portal solution. In order to raise public awareness, an information portal is
being created within the framework of the unified health system. It aims to
increase public awareness, transparency and accountability and effectiveness
in the health system. Through this, citizens should have access to reliable
and complete information about: public health programs, medical services,
service providers, medical equipment, medical personnel and their workplace.
The portal should allow the citizen to check his/her insurance status and find
out what services are available to him/her within the framework of health
care programs.
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Thus, the introduction of cloud technologies in the medical industry can solve
a number of problems associated with the inefficiency of medical services.

Large volumes of various medical data, which are mainly stored in paper
form, are difficult to process and analyze. Also this medical data are prevent
rapid clinical decision-making.

Although this approach may be rational in some cases, it can not be universal,
because it is thus impossible to provide usability, full integration with productive
desktop systems, and the ability to work offline (without an Internet connection).
Therefore, it is considered expedient to apply the advanced approach “software
products and Internet services” (S + S) [10].

4 Conclusion

This article presents the urgency of the process of development of administra-
tive and clinical information systems in the medical sphere of the Republic of
Kazakhstan. Particular attention was paid to the introduction, use and features
of a unified health information system. Also features of architectural models
and management characteristic for e-health of Kazakhstan are described. The
functional and architecture of e-health information systems are considered; the
proposed conceptual functional architecture of e-health; architecture of software
and hardware in e-health.

The introduction of medical information systems, even if well-organized and
technologically sound, has its own difficulties. The main problem is that informa-
tion systems are managed and used by people who have certain beliefs, attitudes
and practices, and it will take time to change them.

Most health care providers feel threatened by a system that leads to objective
decisions and are suspicious of automation; health consumers believe that more
accessible information systems pose a threat to privacy; and there is no close
relationship between consumers.

Another important issue of resource management concerns the appropriate-
ness of computerization and at what level. Although the majority of medical
institutions in big cities, now have access to the computer equipment, in many
rural areas of the country, the computers may still not be available and the
computer literacy of the population is not at the proper level.

However, rapidly evolving computer technologies will make health infor-
mation systems an increasingly effective and powerful management tool for
health services. Computer equipment is becoming increasingly available. Soft-
ware applications for database management and geographic information systems
can improve the use of information for decision-making on the health of individ-
uals and society as a whole.

However, the introduction of computer technology is not necessarily the deci-
sive factor that creates efficiency and effectiveness in the health sector. On the
other side, the lack of properly trained staff, as well as problems with hard-
ware and software, sometimes lead to the decline and obsolescence of expensive
computer equipment without any benefit in decision-making. Therefore, in this
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area it is also important to train medical staff in the use of information and
communication technologies for their professional needs.

In the future, due to the development of e-health, it will be possible to provide
medical care to citizens through various telecommunication services, for example,
services that provide remote interaction between doctors or doctors and patients,
remote monitoring of the patient’s health status, maintaining medical records of
the patient in electronic form, creating a personal account of the patient.

The development of e-health is considered as a complex project in terms
of integration of computing, information and telecommunication infrastructure
with the health care system. This will bring the quality of medical care to a new
level. E-health technologies will make it possible to monitor the population at a
distance, better disseminate information among patients, and improve access to
health care.
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Abstract. Information systems of innovation management are an
important component of cluster organization infrastructure. The cre-
ation of such systems involves working with a wide range of commer-
cial information resources. These resources are often used to form the-
matic databases designed to meet the information needs of cluster orga-
nizations. It is highly relevant to find the topology of an information
processing system which would minimize overall operational costs for
information support of innovative cluster activities. The paper presents
the mathematical statement of the problem concerning forming optimal
topology of such system. It is shown that finding optimal topology of a
distributed information processing system can be reduced to solving the
problem of integer linear programming, which would allow minimizing
the system operation costs.
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Information support · Distributed data processing ·
Optimization models

1 Introduction

The expediency of using various forms of cooperation in organizing information
activities was pointed out as early as in the 1990s [1–4]. The interest towards this
topic was also provoked by the transition to the market economy in the former
Soviet Union countries [5]. Currently, the relevance of this topic is determined
by the need to develop innovative activities in conditions of limited financial
resources.

Cluster policy is one of effective tools to develop territories and regions
[6–9]. Cluster approach is most widely used in the European Union where it

This work was supported by a grant from the MES RK (project No. AP05134019
“Development of scientific and methodological foundations and applied aspects of
building a distributed information support system for innovation activities, considering
the specific features of each of the stages of the innovation life cycle”.
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was elevated to the rank of public policy. The Russian Federation has begun to
actively support innovative territorial clusters since 2011.

In the Republic of Kazakhstan, the cluster approach is laid down in the State
Program of Industrial Innovative Development for 2015-2019. The program pro-
vides active financial support for clusters with the highest development potential.
They are selected on a competitive basis.

This support is realized in several directions, including the processes of form-
ing supplier bases and creating information platforms. Information systems for
innovation management are an important component of cluster organizations
infrastructure. The creation of such systems involves working with a wide range
of commercial information resources. These resources are often used to form
thematic databases designed to meet the information needs of cluster organiza-
tions. It is highly relevant to find the topology of such information processing
system which would minimize overall operational costs for information support
of innovative cluster activities. There are many approaches to solving this class
of problems, as well as relevant data processing models, beginning with the sim-
plest set-theoretic models and ending with the most complex simulation models.
This article shows that the optimal topology of the information support system
for cluster organization can be obtained by means of solving an integer linear
programming problem.

2 Mathematical Statement of the Problem

The mathematical model proposed in this article describes the process of creat-
ing an information product in terms of cooperation. It also allows solving the
problem of optimal distribution of technological operations between members
of an innovation cluster in order to achieve the minimum of overall costs for
product creation. This model is constructed as follows. Let the analysis of the
market and choice of the database subject show that the information flow for
database formation is the association of R subjects (rubrics):

Φ =
R⋃

r=1

Mr (1)

and the volume of each rubric can be estimated by the number of documents
belonging to it:

|Mr| = Vr.

The level of interest of each of the partners U1, U2,. . . , UN in the processing
of each of the R rubrics can be estimated by the vector

pn = (pn1, pn2, . . . , pnR) ,
(
n = 1, N

)
. (2)

In order not only to reflect the participant’s interest in processing documents
for each of the R rubrics, but also to compare the level of their interest towards
any of the rubrics, the following condition must be met:
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R∑

r=1

pnr = 1, (0 ≤ pnr ≤ 1) . (3)

The values pnr can be determined in several ways. In particular, the level
of interest of each of the partners in the documents of the rth rubric can be
estimated based on the predicted number of queries to each of the Mr arrays
from each participant. Then we denote by bnr the number of queries from the
partner Un to the array Mr and get:

pnr = bnr/
R∑

r=1

bnr. (4)

More accurate estimates can be obtained using the notion of completeness of
the answer in the database system. Here, as a criterion, the number of documents
issued in response to each of the queries is used when searching all Mr arrays.
Then, denoting by dnr the total number of documents obtained by searching the
array Mr for the entire set of queries Bn of the participant Un, we have:

Bn =
R∑

r=1

bnr, pnr = dnr/
R∑

r=1

dnr. (5)

Introducing a system of weighting coefficients (βn1, βn2, . . . , βnR) to consider
subjective factors which determine the interest of the participant Un to the array
Mr, we get:

pnr = βnrdnr/
R∑

r=1

dnr. (6)

To simplify the time-consuming procedure of formulating a large number
of queries, it is possible to use an approach based on the connection between
the frequencies of terms in a database and the number of documents issued in
response to a query. Then, using the results of a previously organized question-
naire of future customers (subscribers), and assuming that each of the queries
includes only one term, we get a list of terms (normalized lexical units) for each
of the Un participants:

Ln =
(
l1n, l2n, . . . , lKn

)
.

Comparing each term with frequency dictionaries of each Mr array, we get:

d̃nr =
R∑

r=1

Fr,

where

Fr =
K∑

k=1

fk
nr,
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and fk
nr is the frequency of the kth term from the list of partner Un in the

array Mr.
The technological process of information processing by the partners can be

represented as an ordered sequence of simple or aggregated operations, the same
for any Mr array:

O =
(
O1, O2, . . . , OQ

)
. (7)

Let us denote by tqin the volume of unit costs for the ith resource (taking into
account the characteristics of software and hardware resources, as well as other
factors affecting the real cost of data processing operations in the Un center)
for the operation of Oq by the partner Un. Also, we consider the fact that the
overall cost of ith resource for each of the partners cannot exceed a certain limit
value μi

n. Taking into account the volumes of the Mr arrays, let us introduce the
indicator:

τ qi
nr = Vrt

qi
n , (8)

which characterizes the cost of the ith resource required by the partner Un to
perform the operation Oq on the array Mr. Then the overall cost can be described
as:

H1 =
I∑

i=1

N∑

n=1

R∑

r=1

Q∑

q=1

ωq
nrτ

qi
nr, (9)

where

ωq
nr =

{
1 − if the Un participant performs the Oq operation on the Mr array;
0 − otherwise;

and the equality holds:

N∑

n=1

ωq
nr = 1

(
q = 1, Q; r = 1, R

)
. (10)

The latter means that each of the Oq operations on any Mr array is neces-
sarily performed, and it is done only by one of the Un partners, i.e. the principle
of one-time processing of information is respected. Thus, there is a problem of
minimizing the functional (9) with the equality (10) and limitations held:

ωq
nr = {0, 1} ; (11)

R∑

r=1

Q∑

q=1

ωq
nrτ

qi
nr ≤ μn

i . (12)

With the solution of this problem, it is possible to find such distribution
of work between partners which allows achieving the minimum of the overall
costs for creating an information product. However, this is true only if there
are no subjective factors affecting the distribution of work between partners,
and causing the need for some operations to be performed centrally whereas the
solution of others (for example, information service operations themselves) is
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decentralized. Based on the foregoing, the set of O operations can be divided into
three disjoint subsets (O′ means centralized operations; O′′ means distributed
operations; O′′′ means operations performed by each of the Un partners), and
further focus will be on distributed operations.

We impose a penalty on the execution of operations from O′′ in case if the
participant Un (interested in the results of processing documents of the rth

rubric) does not perform operations on its processing. Logically, the amount
of the penalty should be proportional to the level of interest of the participant
and the cost of performing the operation Oq on the array Mr. In this case, the
functional (9) will take the following form:

H2 = H1 +
I∑

i=1

N∑

n=1

R∑

r=1

∑

q:Oq∈O′′
(1 − ωq

nr) pnrτ
qi
nr. (13)

To simplify the functional, we introduce the notation:

θqnr =
I∑

i=1

τ qi
nr. (14)

Then the minimized functional (13) can be rewritten in the form:

H2 =
N∑

n=1

R∑

r=1

∑

q:Oq∈O′′
ωq
nrθ

q
nr +

N∑

n=1

R∑

r=1

∑

q:Oq∈O′′
(1 − ωq

nr) pnrθ
q
nr. (15)

Thus, the task of obtaining the optimal topology of the information manage-
ment system for a cluster organization is described by means of the mathematical
model (15), (10), (11), (12), which, as you can see, belongs to the class of integer
linear programming models.

3 Results and Discussion

The results of numerical calculations for the proposed model allow us to deter-
mine the distribution of work between cluster members. This distribution allows
to achieve the minimum of overall costs for operating the information support
system of this cluster organization with given resource constraints. Figure 1
shows the graphical interpretation of the problem solution results (15) with
constraints (10), (11), (12), and obtaining the network topology of distributed
information processing in cluster organization conditions. In these conditions,
any of the participants performs at least one operation on processing informa-
tion of documents. There is at least one thematic rubric, and none of them can
be duplicated.

Practical testing of the proposed model was carried out during the creation
and implementation of an automated scientific and technical information system
of the Siberian Branch of the Academy of Sciences. It covers research institutes of
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Fig. 1. Graphical interpretation of the results obtained

the Novosibirsk Scientific Center and information files in the fields of chemistry,
biology, information sciences, environmental protection, etc. The results obtained
allow to reduce financial costs for the creation and operation of the system almost
twice [4].

4 Conclusion

The conditions of public-private partnership in solving the development problems
of innovation activity cluster forms in the Republic of Kazakhstan involve new
technologies of interaction between cluster organizations members. In some cases,
this makes it possible to achieve a significant reduction in the cost of creating
components of cluster organization infrastructure.

When forming the information infrastructure of a cluster, it is possible to
organize a system of distributed information processing which would minimize
the total cost of system operation.
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Abstract. Development process of combined trajectories, in places of
joining conic arcs, undesirable intermittent effects inevitably arise due
to the second-order non-smoothness. A second order tangency is con-
sidered taking into account the curvature and the equality condition of
the arcs curvature radii to be joined at the conjugation points. A kine-
matic method for determining joints on the basis of a rocker mechanism
is given, which ensures smooth joints.

1 Introduction

The scientific interests of the creation and formation of complex trajectories
locate in the areas of road construction, aviation industry, shipbuilding, textile
production, railway and automobile transport. Combined trajectories are created
in the form of conjugate contours, the shapes of which are given by curves of
different order and mathematically described by analytical equations. The result-
ing form should provide an improvement of the functional properties of objects.
For example, asymmetric planetary vibration exciters with a combined tread-
mill (trajectory) are used to improve the performance of road vibratory rollers.
Similarly, to improve the aerodynamic properties of the aircraft, combined wing
shapes are created, and the smooth geometric shapes of the hull greatly improve
the seaworthiness of the vessel. Currently, to implement a smooth transition
from one arc to another curve arc, methods of patterns, transformations and
second-order curves (conics) are used. These methods provide only smoothness
of the first order. The study of conics is due to their wide application in science
and engineering practice. These curves are the most important components of
the contours of double curvature surfaces. A method of analytic determination
of the transition section is proposed to ensure second-order smoothness (smooth-
ness). Mathematical patterns that determine the smoothness of the transition
c© Springer Nature Switzerland AG 2019
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are found. The process of finding the starting and ending points of the docking
is modelled by the movement of the rocker mechanism [1–8].

The contours of the technical product lines are a combination of lines, which
in most cases smoothly passing from one to the other.

A smooth transition of one line to another from a transitional line is called
conjugation.

The following methods are used to identify intermediate curvilinear sections:
(a) template curve, (b) nonlinear transformations, (c) second-order curves. These
methods of constructing the curves are widely used in the design of curvilinear
sections of the trajectories [9–13].

However, all these methods are approximate.
The process of determining the position of the finishing point is proposed

with the condition that the smoothness ratio be simulated by a rocking mech-
anism. With the motion of the rocking rock of the rocking mechanism, the dis-
tances from the conjugate points to the point of intersection of the tangents
change simultaneously, i.e. The changes in the lengths of tangents whose rela-
tions satisfy the smoothness conditions. The proposed method makes it possible
to visually, quickly and effectively determine the position of the finish point on
the circumference and ensure a non-collapsible connection of the conical arcs.
Using the method of determining the position of the conjugate points based on
the kinematics of the rocking mechanism, it is possible to smoothly join the
conical arcs satisfying the conditions of continuity, tangency and equality of cur-
vature and to create on their basis new models of treadmills (trajectories) from
conical arcs that allow eliminating unwanted impact effects.

2 Problem Statement

To implement the second order smoothness between curve arcs, it is proposed
to insert a transition arc, the model of which is a conic arc (transition conic).
The functional purposes of the transition conic are as follows:

– the arc of the transition conic must necessarily pass through the connecting
points A and B;

– at the points of joining A and B the first derivatives must be equal (there are
common tangents at the points of docking);

– at the joining points A and B the radii of curvature should be equal.

The fulfillment of the first two conditions means the smoothness of the con-
nection, and the addition of the third condition to them ensures a smooth con-
nection.

Let the combined trajectory be formed from arcs of a circle x2 + y2 = a2

and an ellipse x2

a2 + y2

b2 = 1. Choose an arbitrary starting point on an elliptical
arc A. We calculate the radius of curvature ρA at this point and draw a tangent
LAτ = 0. It is required to determine the position of the end point B in order to
realize a smooth conjugation of circular and elliptical arcs. Thus, the endpoint B
is not arbitrarily selected and should provide functional purposes. To solve the
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problem of determining the final joining point, it is necessary to determine the
mathematical relationships between the elements of the transition conic at the
points A and B.

3 Mathematical Preliminaries

Take the two points A (xA, yA) and B (xB, yB) on the ellipse (Fig. 1) with the
curvature radii ρA and ρB respectively and draw through them the tangents LAτ

and LBτ with the normals LAn and LBn. Let Aτ , Bτ and An, Bn - points of
intersection of tangents and normals with the axis Ox, points Ax, Bx - points of
the base of perpendiculars, dropped from points A and B on the axis, and Ox,
Ah, Bh and Ad, Bd, are the points of the base of perpendiculars dropped from
the points A, B and the center of the ellipse O tangent to LBτ and LAτ . The
tangents LAτ and LBτ mutually intersect at the point E [23].

By connecting the A, B and E points, we obtain the ΔAEB triangle. A
triangle made up of the tangents LAτ , LBτ , and the chord LAB , and also con-
taining the inside of the arc of the ellipse � AB will be the base triangle. EC
is the median of the base triangle [23].

We denote by, nA = AAn, nB = BBn - are the lengths of the normals LAn

and LBn, τA = AAτ , τB = BBτ - the lengths of the tangents LAτ and LBτ ,
sA = AxAn, sB = BxBn - are the lengths of the subnormals of the points A
and B, mA = AxAτ , mB = BxBτ - are the lengths of the tangent points A
and B, lA = AE, lB = BE- are the lengths of the tangent segments LAτ and
LBτ , prior to their intersection at the point E, dA = OAd, dB = OBd - are the
distances of the center O to the tangents LAτ and LBτ , hA = AAh, hB = BBh

- the distances of the points A and B to the tangents LB and LA, α = ∠BAE,
β = ∠ABE - are the angles between the tangents LAτ , LBτ and the chord AB,
αE = ∠AEC, βE = ∠BEC - are the angles between the tangents LAτ , LBτ and
the median EC [23,24].

Fig. 1. Basic triangle and its elements
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The considered lengths of the segments and the angular quantities will be ele-
ments of the basic triangle and find the connecting ratios between them through
the radius of curvature [23].

From analytic geometry it is known that the radius of curvature of an ellipse is
inversely proportional to the cube of the distance from the center to the tangent
at the corresponding point [23]

ρM =
a2b2

d3M
.

We introduce the coefficient defined as the cubic root of the ratio of the radii
of curvature [23]:

3

√
ρA

ρB
=

dB

dA
= η.

The coefficient η introduced by us is called the coefficient of curvature [23].
Four points: the center of the ellipse O, the points Ad and Bd of the base

of the perpendiculars and the point of E intersection of the tangents are on
the same circle [14]. Consider rectangular triangles ΔOAdE and ΔOBdE, the
vertices of which lie on the intersection circle and apply the sine theorem [23].

Then
sinβE

sinαE
=

dB

dA
= η.

Now consider the triangles ΔACE and ΔBCE, which we get from the basic
triangle by dividing the median EC, i.e. AC = BC, and similarly applying the
sine theorem we obtain [23]

sinβE

sinαE
=

sinβ

sinα
= η.

For a basic triangle, we have [23]

sin β

sin α
=

lA
lB

= η.

From rectangular triangles ΔAAhB and ΔABhB with a common hypotenuse
AB (chord), we get sin β

sinα = hA

hB
= η.

4 Main Results

Statement. If we have two points A and B an ellipse with radii of curvature ρA

and ρB , then the relationship between the corresponding elements of the basic
triangle ΔAEB, made up of the tangents LAτ , LBτ and the chord LAB , is equal
to the smoothness coefficient η [23]:

sinβ

sin α
=

sin βE

sin αE
=

dB

dA
=

lA
lB

=
hA

hB
=

nA

nB
= η (1)

The obtained relations (1), characterizing the properties of the elliptical
treadmill, allow determining the position of the point and constructing a tran-
sition section [23].
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5 Simulation of Connection

The process of finding the position of a point B on a circle that satisfies the
lA
lB

= η relation can be modeled by a link mechanism (Fig. 2) [23].
In the rocking mechanism, the guides AE and BE correspond to the direc-

tions of the tangents LAτ , LBτ , and the stone E represents the point of their
intersection. The movement of the stone leads to a change in the length of the
tangents. Value dA - the distance from the center O to the tangent LAτ , mA - the
distance from the center O to the normal LAn, γ - the varying angle of inclination
of the tangent LBτ , r - the radius of the connected arc of the circle [23].

Fig. 2. Rocking mechanism

The equation of motion of the rock of the wings as a function of the angle
γ [23]:

xE = (mA + r sin γ) − dA − r cos γ

tgγ
.

Similarly, for the point B we have [23]
{

xB = mA + r sin γ
yB = dA − r cos γ

Further, using the dependence lA = ηlB , we obtain the equation for deter-
mining k = tgγ [23]:

mA + r sin γ + r
k
√
1+k2 − dA

k

m2
A + r2 + d2A + 2r

(
mA

k√
1+k2 − dA

1√
1+k2

) = η
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Applying this method, one can find a conic section having two given tangents
at two points with given radii of curvature and passing through the third point
in the form of the Lyming equations [15–19,23]:

F (x, y) = (1 − λ)LAτLBτ
+ λL2

AB = 0.

The third point is found from the condition for determining the engineering
discriminant for a known radius of curvature [23]

f =
1

1 +
√

2l2A
hAρA

.

Using a concrete example, obtaining the equation of a smooth transition
conic is shown. It is needed to find a transition curve connecting lemniskats arcs[
x2 + (y + y0)

2
]

− 2c2
[
x2 − (y + y0)

2
]

= 0 and circumference x2 + y2 = r2,
where y0 = 7, c = 5, r = 6.

Choose a lemniscate on the arc starting point A (6.8; −8.1) the radius of
curvature is equal to ρA = 2c2

3ρ = 2.4195, as well as draw a tangent through it

LAτ = 1.9155x − y − 21.1258 = 0. Smoothness coefficient η = 3

√
ρA

ρB
= 0.7388.

Using the kinematic method we find the angular coefficient between the tangent
ones, conducted through the starting point and the desired finishing point B:

η =
mAk − dA + r

√
1 + k2

dA

√
1 + k2 − r

⇒ k = 2.

Point B defined as a tangency point with a circle B (4.8621; 3.5157) and the
tangent equation at the finish point is: LBτ = −1.383x − y + 10.2399. Chord
equation LAB = −5.994x − y + 32.6589 = 0.

Find the length of the tangent lA = 5.859 and distance hA = 5.238 from the
starting point A up to the tangent LBτ , which are necessary to calculate the
engineering discriminant f = 1

1+

√
2l2

A
hAρA

= 0.333.

The coordinates of the point M through which the smooth transitional conic
passes is determined by

σ =
f

1 − f
= 0.4993

{
xM = xC+σxE

1+σ = 7.0556
yM = yC+σyE

1+σ = −2.498

The coefficient λ in the Lyming equation is calculated by the formula

λ =
LAτLBτ

LAτLBτ − L2
AB

∣∣∣∣x = xM

y = yM

= 0.23035.
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Fig. 3.

Equation of transition conic with continuity, tangency and smoothness con-
ditions

F (x, y) = (1 − λ) (1.9155x − y − 21.1258) (−1.383x − y + 10.2309) +

+λ (−5.994x − y + 32.6589)2 = 0

or

F (x, y) = 27.0768x2 + 10.2088xy + 4.3412y2 − 228.4166x − 28.9158y + 344.4504 = 0.

The desired conic is represented as a displaced rotated ellipse [23]

[(x − a0) cos α + (y − b0) sin α]2

a2
k

+
[−(x − a0) sin α + (y − b0) cos α]2

b2k
= 1 (2)

where ak and bk the semiaxes of the desired conic a0, b0 are the coordinates of
the center of the conic displacement, and α is the angle of rotation of the focal
axis [23].

The movement of the center of the vane of the exciter is described by chang-
ing the distance from the center of the runner to the anchoring point of the
carrier, i.e. polar radius R. Therefore, all the component curves (circle, ellipse
and transition conic) with which we form the roll must be described in polar
coordinates (R, ϕ). The anchoring point of the carrier (the origin) is in the
common geometric center of the circular and elliptical parts of the roll [23].

The components - the circular and elliptical parts - of the roller in polar
coordinates are described by the equations R = a and R = b√

1−e2 cos2 ϕ
, respec-

tively, where a and b are the semiaxes of the given ellipse are, e = a2−b2

a2 the
eccentricity of this ellipse.



78 B. O. Bostanov et al.

Having made mathematical transformations, from the Cartesian equation (2)
it is possible to obtain the polar equation of the transition conic [23].

Then

R2[1−e2 cos2(ϕ−α)]+2Rq sin(ϕ−α)−p cos(ϕ−α)(1−e2)]+[p2(1−e2)+q2−b2] = 0,

where

p = a0 cos α + b0 sin α, q = a0 sin α − b0 cos α, g = p2(1 − e2) + q2 − b2.

The movement of the center of the slider C will be considered along sections
divided by the joints of the curve arcs. The polar angle ϕ is measured from the
abscissa axis against the clockwise direction (Fig. 3) [23].

1. Section 1 - the arc B0B1. A point B0(x0, 0) is a point of intersection of an arc
of a conic with a positive abscissa, a point B1(x1, y1) is a point of connection
of an arc of a conic with an arc of a circle 0 ≤ x ≤ x1, 0 ≤ y ≤ y1. The polar
angle is 0 ≤ ϕ ≤ ϕ1 [23].

R =
1

1 − e2 cos2(ϕ − α)
{−A cos(ϕ−β)+

√
A2 cos2(ϕ − β) − g[1 − e2 cos2(ϕ − α)]}

where [23]

q sin(ϕ − α) − p(1 − e2) cos(ϕ − α) = A cos(ϕ − β),

A =
√

p2(1 − e2)2 + q2, cos β =
p(1 − e2)

A
, sin β =

q

A
.

2. Section 2 - an arc B1B2. Point B2(x2, y2)- the point of connection of the arc
of a circle with an arc of a conic x2 ≤ x ≤ x1 [23], 0 ≤ y ≤ y2;
The polar angle ϕ1 ≤ ϕ ≤ ϕ2. Equation of motion R = a.

3. Section 3 - the arc B2B3. The point B3(x3, y3) is the point of joining the arc
of the conic with the arc of the ellipse x2 ≤ x ≤ x3, 0 ≤ y ≤ y3; The polar
angle ϕ2 ≤ ϕ ≤ ϕ3 [23].

R =
1

1 − e2 cos2(ϕ + α)
{A cos(ϕ − β) +

√
A2 cos2(ϕ − β) − g[1 − e2 cos2(ϕ + α)]}

4. Section 4 - arc B3B4. Point B4(x4, y4)- the point of connection of the arc of
an ellipse with an arc of a conic x3 ≤ x ≤ x4, 0 ≤ y ≤ y4 [23]; The polar
angle ϕ3 ≤ ϕ ≤ ϕ4.

R =
b√

1 − e2 cos2 ϕ

5. Section 5 - the arc B5B0 is part of the right conic.

The diagram of a smooth change in the polar coordinate R, describing the
movement of the center of the slider of the reclosure on the combined treadmill,
is shown in Figs. 4 and 5 [23].
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Fig. 4. Combined roll

Fig. 5. The diagram of the movement of the center of the runner

6 Conclusion

Thus, the original way of connecting the treadmill of a planetary vibration
exciter, obtained by connecting the arc of an ellipse with a circular arc with
a radius equal to one of the semi-axes, is obtained. Moreover, the connection
point has a common tangent, and does not have a jump along the curvature.
The presented method and analytical dependencies of the smooth connection of
two curves described by different equations allows making a dynamic calcula-
tion of the planetary vibration exciter, the treadmill is described by the intrusion
curves (conic). The result is a smooth connection of treadmill sections, which
ensures that the inertial runner of the planetary exciter moves along it evenly
without drops and jumps at the junction points of various curves.
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Abstract. The article presents a three-dimensional solid-state compu-
tational model, as well as the results of stress-strain state analysis of
feed elements rods of vibroscreen. An algorithm for solving the problem
numerically using the finite element method is proposed. The obtained
results were used at the designing stage of the platform with feed ele-
ments for industrial vibroscreen and subsequently confirmed in work in
a real experiment. The stress-strain state of feed elements rods was ana-
lyzed for various bulk materials, conditionally designated A and B, sorted
by vibrating screen, where feed elements were mounted. These materi-
als, in screening process with varying strength, acted on feed elements
rods, the parameters of which did not change for the flow of various bulk
materials. Rods perceived this load pressing in different ways, which was
shown by the finite element analysis.

Keywords: Vibroscreen · Feed elements · Analysis ·
Finite elements method · Modeling

1 Introduction

The proposed article is in addition to the well-known publication “New vibro-
screen with additional feed elements” [1], which describes the mathematical and
physical models of the experimental installation of a new vibroscreen with addi-
tional feed elements. Feed elements are an additional construction that signifi-
cantly intensifies the screening process and at the same time the weakest part of
the vibroscreen. Based on the developed mathematical screening model using a
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main platform of feed elements, numerical studies have been carried out to iden-
tify the influence of the process parameters on the screening kinetics and the
state of various passage particles in the screened layer. The numerical studies
shown that the introduction of additional feed elements into the screened mate-
rial flow leads to an increase in the passing intensity of the bulk material lower
class to the sieve, regardless of the size fractions of different bulk materials.

Figure 1 schematically shows a vibrator with additional feed elements (FE)
7 mounted on the frame 6.

During the screening process, the sorted material flow 2 moves along the
screen 1 and comes into contact with the feed elements (FE) 7 located along and
across the screen. Since the feed elements themselves are installed with a certain
step, the material not only rests against them, but also flows around the sides,
exerting pressure on them with a certain force for each material.

The collision of bulk material particles with FE leads to the creation of addi-
tional chaotic movements of particles in the upper layers of bulk material, either
coinciding or different from the forced oscillations direction from the vibration
exciter 5 (Fig. 1). While the difference in particles velocities of the particulate
material relative to each other, which activates the passing particles process of
the bottom fraction to the screen surface through the entire layer of bulk material
through forced mixing.

Fig. 1. Scheme of vibroscreen with additional feed elements: 1 - screen, 2 - bulk mate-
rial, 3 - box, 4 - elastic supports, 5 - vibration engine, 6 - frame, 7 - feed elements.

The productivity of screening before FE can be described by the formula [1]:

Q = μFE · (S − SFE) ·√
2

γ − Δγ

(
m(t) · (0.02 · A · ϑ2)

S
− kF · γ(t) · c · (2.22 · A · ϑ2)

2

)
(1)

It can be seen from the formula (1) that the increase in the productivity of
the screening process is possible due to decrease in the specific material mass on
the screen or by more intensive mixing of the bulk material on the screen, which
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leads to slowing down of the material flow, as well as its redistribution and longer
residence of the material in the active sieving zone. As a result, the specific weight
of the finished product increases, the total amount of material decreases, while
the productivity Q increases; because smaller amount of material is distributed
over the same area of material flow and experiences less resistance.

Since active screening occurs mainly up to FE, after them the vibrating screen
can be considered as a vibration transporter, since the screening process after
FE itself is very insignificant, so that the productivity of the process after FE is
directly and primarily related to the speed of material transportation along the
screen Q = v (t), and velocity of the material passing through the screen is the
main researched parameter after the FE [1–6].

ν2
2

ν2
=

2m · A2 · ϑ2 · φ2
2

S2 · (γ − Δγ)
· S · γ(t)
2m · A · ϑ2 · φ2

⇒ ν2
2

ν2
=

A2 · φ2
2 · γ · S

A · φ2 · (γ − γ2) · S2
. (2)

According to the formula (2), it can be concluded that the rate of bulk
material after FE should increase for the following reasons:

– due to the decrease in the material resistance to movement, because, after
the FE, the number of material pieces decreases per area, respectively, the
pieces of the remaining material less interfere with each other;

– in connection with the increase in energy, i.e. at each point, a certain energy
was initially supplied, which depended on the amplitude and frequency of
sieve vibrations, and after the FE, with a decrease in the specific material
mass, which was partially sorted and fell into the subsystem space, the energy
that was set for the entire volume of the bulk material was now consumed
only on his remaining part.

After substituting the experimental data into the formula (2), mathematical
calculations confirmed the tendency of first screening phase acceleration, i.e. the
time of material passage to the screen is accelerated by the use of additional
FEs at 6.66% with the use of static FE and by 13.33%, with the use of dynamic
FE, the overall efficiency of the screening process is accordingly increased, which
is graphically depicted in Fig. 2, each state of a vibrating screen (a - without
a FE; b - with static RE; c - with dynamic FE) as an increase in the upper
horizontal coordinate shows the acceleration of the first screening phase for 6
cells, conventionally accepted lying on the screen.

To carry out experimental studies and analyze the behavior of particles on
a natural flat screen, a physical model of vibrating screen was developed and
manufactured, which contains a sieve box mounted on elastic supports, vibrator
and installed feed elements (FE) above the surface of the screen, rods attached
to the frame, while the feed elements can be movable and equipped with a drive,
and also fixed removable [7–12].

These requirements, even before the production of feed elements complex,
lead to the need for setting new tasks and developing new modeling techniques
at the stage of feed elements designing for vibration screens that most fully and
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adequately take into account the geometry, internal composition and mechani-
cal features of the elements being developed for operation under real operating
conditions.

From these conditions, higher requirements to the rigidity and strength of
the feed elements arise, while simultaneously striving to reduce their mass, opti-
mality and versatility of the design, while maintaining the reliability of the work
and the FE, and the vibroscreen itself.

Fig. 2. Graphic image of the acceleration of the first screening phase of the conditional
6th cell: (a) conventional vibroscreen (without FEs); (b) vibroscreen with static FEs;
(c) vibroscreen with dynamic FEs, according to the developed mathematical model.

2 FEM Analysis

One of the main methods that reduce the structure development time, which
increasing requirements for rigidity and strength characteristics, is the finite
element method (FEM), which makes it possible to foresee the behavior and
reliability of the experimental design, even before industrial manufacture. This
makes it possible to shorten the cycles of experimental studies, modification
of the design, processing of design and technological documentation, significant
reduction in the cost of production preparation.

Therefore, the analysis of design decisions in the early design stages with the
help of simulation systems, including the finite element analysis, which allows
modeling the future design and the processes of its testing for various effects at
the design stage, acquires special significance.

In this article, the finite element method (FEM) is used to solve the problems
of determining the stress-strain state of feed elements rods fixed on the platform,
for which we will perform the necessary preliminary graphic constructions, cal-
culations and selection of initial data.

A solid 3D model of a vibrating screen with a separate bearing surface of feed
elements rods (Fig. 3) and separate calculation models (Figs. 4, 5, 6 and 7) of
feed elements consisting of metal rods mounted on a bearing platform from metal
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corners were developed and implemented in a system of parametric solid model-
ing KOMPAS-3DV17.1. The calculations were made in the APM FEM system,
which is an integrated tool in the KOMPAS-3DV17.1 for the preparation and
subsequent finite element analysis of a three-dimensional solid model (Certifi-
cation passport No. 330 dated April 18, 2013, issued by the Federal Service for
Environmental, Technological and Nuclear Supervision (Rostekhnadzor), FBU
“STC NRS”). The calculating core of the APM FEM system for KOMPAS-3D
is the “Finite element program system APM Structure 3D [13–17].

In the considered structure of the vibroscreen, the investigated element will
be a system of feed elements consisting of a bearing surface and eight vertical
rods arranged 4 in two rows and at a certain distance from each other (Fig. 3).

The setting of the feed elements on the vibrating screen is shown in Fig. 3.
The calculated finite element grid of the platform with feed elements is shown
in Fig. 4. Between feed elements by conditional groups, the sorted material with
a shadow trace from the motion is shown schematically.

Conditionally it is considered that the bulk material flow during the passage
of the feed elements rods is the same in height both in the middle of the screen
and at edges, which is shown in Figs. 5, 6 and 7.

The structure of the feed elements can be conditionally divided into two
groups of homogeneous elements - a metal corner (Steel 20, Table 1), from which
the bearing platform is made (Corner profile d63x63x5 GOST 8509-93, transverse
length L = 1066 mm and longitudinal length L = 340 mm), which serves as the
basis for fastening the rods, and the rods themselves (Steel 45, GOST 1050-2013),
mounted on this site.

The behavior of feed elements is simulated in contact with two different bulk
materials “A” and “B”, which have significant property differences. For each
distributed force acting on feed elements, the corresponding objects are selected
and the following load parameters are applied: Force vector: for material “A” -
X = 400; Y = 0; z = 0; for material “B” - X = 1200; Y = 0; z = 0. Accordingly,
the magnitude of the flow force of the bulk material acting on the rods of the
feed elements: for material “A” - 400 N, for material “B” - 1200 N.

Accordingly, information on fixations and coinciding surfaces is included in
the program, and finite-element grid consisting of 10 nodal tetrahedrons is cho-
sen. It should be noted that tetrahedrons are the only elements that can be used
to thicken the adaptive grid. When the density of the grid is increased, the solu-
tion becomes more precise. So it can unerringly assume relatively slow change in
the stresses in these areas. In these calculations, the adaptive grid is unchanged.
For all accepted parameters, static calculations were performed, the results of
which are presented in Figs. 4, 5, 6 and 7.

The initial data for solving the problem are summarized in Tables 1, 2 and 3.
The equivalent Mises stress (Fig. 5), SVM (MPa), ranged from the minimum

value (0) to the maximum (118,579,194) for bulk material “A” and from 0 to
474.317501 for material “B”.
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Fig. 3. Vibroscreen with feed elements: a - general view of vibrating screen with FE;
b - feed elements.

Table 1. Data of platform material (Steel 20, GOST 1050-2013).

1 Yield stress (MPa) 235

2 The modulus of normal elasticity (MPa) 200 000

3 Poisson’s ratio 0.3

4 Density (kg/m3) 7 800

5 The temperature coefficient of linear expansion (1/C) 0.000012

6 Thermal conductivity (W/m C) 55

7 Compressive strength (MPa) 410

8 Tensile strength (MPa) 209

9 Torsional fatigue strength (MPa) 139

Table 2. Data of feed elements material (Steel 45, GOST 1050-2013).

1 Yield stress (MPa) 560

2 The modulus of normal elasticity (MPa) 210 000

3 Poisson’s ratio 0.3

4 Density (kg/m3) 7 810

5 The temperature coefficient of linear expansion (1/C) 0.000013

6 Thermal conductivity (W/m C) 47

7 Compressive strength (MPa) 600

8 Tensile strength (MPa) 294

9 Torsional fatigue strength (MPa) 150

Stress analysis shows their growth for material “B”, which is very clearly seen
when comparing the FE in Fig. 6, where the middle of the area working with
material “B” acquired tints of stresses corresponding to high numerical values
of the color scale (Table 4).
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Table 3. Parameters and results of feed element location.

Description Value

1 Element type 10-nodal tetrahedrons

2 Maximum length of the element side (mm) 10

3 The maximum coefficient of condensation
on the surface

5

4 The coefficient of vacuum in the volume 3.5

5 Number of finite elements 114953

6 Number of nodes 235487

Fig. 4. Finite element grid of the FE construction (a) and its fragment enlarged (b),
consisting of tetrahedron grid of finite elements.

Fig. 5. Equivalent Mises stress of feed elements platform for various bulk materials.
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Accordingly, the total linear displacement, USUM (mm), also varied from (0)
to a maximum of 3.905783 for bulk material “A” and from 0 to 15.623117 for
material “B” (Fig. 6).

As a result of the numerical analysis of the researched system, a picture of
the safety factor distribution by structural elements was obtained, expressed
by the range of its change. The obtained values of the safety factor ranged from
3.457605 to 1000 for bulk material “A” and from 0.8644 to 1000 for material “B”
(Fig. 7). As can be seen from the results of the analysis, the loading regime of
the structure for material “A” is safe, as indicated by the value of the minimum
safety factor of 3.5. And for material “B”, the minimum safety factor is 0.8, which
is much less than 3.5. Consequently, the load from the material “A” practically
does not affect the efficiency of the FE. The simulated design demonstrated a
large safety margin, confirmed by the resulting safety factor.

The scale of the FE image shown in Fig. 7 does not allow us to clearly compare
the color variations of the finite element grid, which confirm changes in the
calculated values of the coefficient for the loads considered from the action of
various materials, but the color gradient decoding below each of the figures shows
numerically a significant difference in the indices strength.

Based on the results of modeling and calculation, there were no large defor-
mations or stresses in the structure exceeding the yield strength of the material

Table 4. Inertial characteristics of FE models.

Name Value

1 Mass of the model (kg) 55.81

2 Center of the model gravity (m) (0.000011; −0.117649; −0.000087)

3 The inertia moment of the model relative
to the mass center (kg m2)

(8.229942; 7.831576; 3.248618)

4 The reactive moment with respect to the
mass center (N m)

For bulk material “A” (0.656308;
−47.820212; −1151.888135)

For bulk material “B” (2.639079;
-191.280431; -4607.557001)

5 The total reaction of supports (N) For bulk material “A”
(−3057.227214; 0.157531;
−1.370206)

For bulk material “B”
(−12228.908843; 0.630143;
−5.480826)

6 The absolute value of the reaction (N) For bulk material “A” 3057.227525

For bulk material “B”
12228.910087

7 The absolute value of the moment (N m) For bulk material “A” 1152.880514

For bulk material “B” 4611.526502
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Fig. 6. Distribution of the total linear displacement on the platform. (Color figure
online)

when the two materials “A” and “B” were screened, so there was no point in
re-solving the problem with the new data.

An exception can be given by a material with special properties that increases
the force of the pressure on feed elements an order of magnitude because of
its increased density or the adhesion coefficient. The above calculations and
modeling were made for the average statistical and widely used materials in the
construction. The finite element method gave an approximate, nocturnal solution
for the physically and geometrically linear rods of feed elements of the screen,
greatly simplifying the final system of equations, determining and showing the
reliability of the chosen design.

3 Experiment

The main test of any calculation results is physical experiment. Considering that
the above simulation and calculations represent only feed elements simulation of
the real design and how accurate the model and mathematical apparatus imple-
menting this model depend on the experimental verification results. Therefore,
on the results of the finite element analysis, a natural, industrially applicable
platform with feed elements was installed (Fig. 8). The vibroengine is mounted
on the platform with the possibility of changing the amplitude and frequency
oscillation, tested for durability and reliability in actual production conditions.
A comparison was made between the calculated and actual screen weediness,
the dependence of sieve weediness on feed elements number, the sieve weedi-
ness dependence on the number of FEs rows, the actual and calculated screen
weediness was analyzed, by varying the sieve oscillation frequency.

In the experiment, material 2 moving along the sieve 1, under the influence
of vibrations generated by the vibration engine 5, is divided into upper and
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Fig. 7. Distribution of the safety factor for strength on the platform. (Color figure
online)

lower fractions. The elastic supports 4 provide the mobility of the box with
the screen 1 for generating oscillatory movements. The vibroengine works at a
constant speed. Particles of bulk material 2 moving along the screen 1 run into
feed elements 7 fixed to the frame 6, which leads to the creation of additional
chaotic movements of particles in the upper layers of bulk material 2, either
coinciding or differing from the direction of the forced oscillations reported by
the engine 5.

This increases the difference in the speed of bulk material particles relative
to each other, which activates the process of passing particles of lower fraction to
the screen surface through the entire layer of bulk material, which increases the
screening process efficiency, as a result, increases the screening capacity while
maintaining quality sorting.

To determine the efficiency of the FEs operation, it is necessary to identify
the most efficient operating mode without FE. For this purpose the following
parameters varied: the amplitude of the sieve A oscillation (0.75–3.0 mm) and
the vibration frequency v (8–50 Hz).

After revealing the most rational operating mode of the vibration screen
without FE, it is necessary to determine the most effective operating mode of
the screen with FE, for this purpose the following parameters were changed: the
number of FEs in a row from 1 to 10; the number of FEs rows from 1 to 5.

In this case, the EE are installed at a distance of 200 mm from the beginning
of the screening and at a height of 10 mm from the screen, these parameters are
established in preliminary experimental studies.

The experiment results on determining the influence of the FE number on
the screen weed are given in Table 5, and the graph of the sieve weed dependence
on the number of FEs is shown (Fig. 9).
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Fig. 8. Industrial platform with feed elements (1 row), installed in the trough of the
vibroscreen on the basis of data analysis of finite element modeling.

Fig. 9. Graph of the sieve weediness dependence on the number of feed elements.

Table 5. Test results with different number of FE.

FEs number Weight, g Screening time
(min)

Weediness of the
upper class ZB, %Above the sieve Under the sieve

1 15 112 6 378 1.40 8.31

2 15 000 6 340 1.38 7.01

3 14 650 6 150 1.40 6.62

4 14 770 6 280 1.36 4.55

5 14 830 6 240 1.36 4.31

6 14 770 6 280 1.36 4.91

7 14 650 6 150 1.34 5.92

8 14 760 6 310 1.34 7.71

9 14 760 6 310 1.33 8.59

10 15 100 6 230 1.32 10.56
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Table 6. Test results with different number of FEs rows.

FEs number Weight, g Screening time
(min)

Weediness of the
upper class ZB, %Above the sieve Under the sieve

1 14 830 6 240 1.36 4.31

2 14 530 6 000 1.36 3.5

3 14 550 6 001 1.36 3.51

4 14 530 6 002 1.36 3.52

5 14 489 6 590 1.36 3.79

6 14 552 6 590 1.36 4.52

7 14 466 6 590 1.36 4.78

8 14 588 6 587 1.37 5.59

9 14 003 6 004 1.35 6.98

10 14 554 6 001 1.35 7.99

Further, tests are carried out with a variation of the FE series (Table 6) and
an experimental dependence is illustrated (Fig. 10).

On the graph (Fig. 10) the following processes are shown: the lowest index
of contamination is reached with the number of rows - from 2 to 10, thus, with
the same indices of the minimum level of contamination, a decision is made for
further experiments of 2 rows of FE with 5 rods in each row.

Fig. 10. Graph of the screening weed dependence against the frequency of sieve oscil-
lations, the amplitude of sieve vibrations and the number of FEs, under different incli-
nation angles of the coordinate axes.

The evaluation of the strength and rigidity characteristics of the structure
(stresses, deformations, displacement of various points in the structure) by finite
elemental analysis is fully confirmed in industrial design tests.

To represent the experiment results, multidimensional graph is shown
(Fig. 10); the same 3D image of the screening weed, for greater clarity, is shown
at different angles of inclination.
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The results of experimental studies show a reduction in the level of the upper
fraction contamination up to 3.5%, which confirms an increase in the productiv-
ity of the screening process, with the same energy consumption, which leads to
the conclusion that it is decreasing.

Thus, according to the experimental results, the most effective mode of the
vibroscreening process with a 3.5% weed was detected, with an amplitude of
sieve vibrations A = 2 mm, a sieve vibrational frequency v = 25 Hz, a number of
FEs in the FEe series of 5 and the number of FEs rows equal to N = 5, the time of
material passage along the screen was accelerated to t = 1.36 min. Consequently,
with a normative screen weed of 5%, the productivity of the screening process
increased by 2.1%, and the process time decreased by 4.4%.

Experimental studies confirmed the theoretical premise that the additional
material stimulation on the screen, when compared with the standard screening
on a flat screen, provides an increase in the productivity of the screening process
by 2.1%, a decrease in the material passage time through the screen by 4.4%,
while maintaining normative weed of the material is 5%.

The practical significance of the work is confirmed by the using of prototypes
of the vibrating screen with additional feed elements in LLP “CS RNP” in Ust-
Kamenogorsk in 2017.

4 Conclusion

1. The simulation model with the finite element method, in contrast to full-
scale manufacturing, allows determining the weak places in the design at the
design stage and approaching the task of optimal parameters selection. The
finite element analysis of the feed elements platform is the best and accurate
method of researching and predicting the operability of the structure under
given operating conditions, allowing selecting the parameters of the future
design reasonably prior to its industrial manufacture.

2. The application of the mathematical apparatus (FEM) simplifies the con-
struction of an object model consisting of a finite elements set. FEM allows
obtaining a solution in the form of stress and strain fields in practically any
section of the element. These advantages of the method have not yet been
used in the design of vibroscreen elements. Their implementation can reduce
the metal equipment consumption, increase the reliability of its operation and
reduce self-cost and, ultimately, improve the quality of the sorted material.

3. Computer simulation technology with the help of FEM allows reliable deter-
mination of the real operational characteristics of products, helps customers
to ensure that their products comply with the necessary requirements and
standards.

4. The results of experimental studies of FEs, produced according to the results
of the FEM analysis, showed a decrease in the level of sieve weed up to 3.5%,
which allows increasing the productivity of the screening process and also
reducing the energy consumption.
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5. Experimental studies confirmed the theoretical premise that the additional
material stimulation on the screen, when compared with the standard screen-
ing on a flat screen, provides an increase in the productivity of the screening
process by 2.1%, a decrease in the material passage time through the screen
by 4.4%, while maintaining normative weed of the material is 5%.
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Abstract. Taking into account the high rate of construction in the mod-
ern big cities, it is very important to save the natural aerodynamics
between the buildings. It is necessary to explore the ventilation of space
between architectural structures, making a preliminary prediction before
construction starting. The most optimal way of evaluating is to build a
mathematical model of air flow. This paper presents numerical solutions
of the wind flow around the architectural obstacles with the vertical
buoyancy forces. An incompressible Navier-Stokes equation is used to
describe this process. This system is approximated by the control vol-
ume method and solved numerically by the projection method. The Pois-
son equation that is satisfying the discrete continuity equation solved by
the Jacobi iterative method at each time step. For check correctness
of mathematical model and numerical algorithm is solved test problem.
The numerical solutions of the backward-facing step flow with the verti-
cal buoyancy forces, which was compared with the numerical results of
other authors. This numerical algorithm is completely parallelized using
various geometric domain decompositions (1D, 2D and 3D). Preliminary
theoretical analysis of the various decomposition methods effectiveness
of the computational domain and real computational experiments for
this problem were made and the best domain decomposition method was
determined. In the future, a proven mathematical model and parallelized
numerical algorithm with the best domain decomposition method can be
applied for various complex flows with the vertical buoyancy forces.

Keywords: Domain decomposition method ·
Flow around the architectural obstacles · Backward-facing step flow ·
Projection method · Vertical buoyancy forces · Mixed convection

1 Introduction

The increased pace of construction in modern large cities and, in particular,
Almaty, leads to a tightening of architectural structures. Due to the increase in
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the population of cities and to save space, mostly high-rise multi-storey buildings
are being built. As a consequence, this entails such consequences as a violation
of the natural aerodynamics of the city, which in turn leads to increased gas
contamination of the city, the accumulation of heavy metals in the lower atmo-
sphere, and to the violation of the local climate. The building codes and norms
currently used in the construction and design of buildings do not contain aerody-
namic criteria and coefficients indicating the optimal distance between buildings
of different heights. When determining these standards, various natural and cli-
matic features are taken into account, such as wind loads, insolation, etc. Fire
safety requirements are also taken into account. However, the above-mentioned
documents do not take into account the factor of natural aerodynamics of space
between neighboring buildings. The distance between buildings and structures
is considered to be the distance between the outer walls or other structures.
As a result, when designing, the distances between building objects are laid,
which can not provide free movement of the wind vortex, which leads to a dis-
turbance of the natural air flow. In this thesis, a model of aerodynamics between
two high-rise buildings is considered. This mathematical model allows you to
accurately calculate the optimal distance between the two buildings, which will
take into account the climatic features and will preserve the natural purge. In
many technical flows of practical interest, like flow divisions, with the sudden
expansion of geometry or with subsequent re-joining, are a common occurrence.
The existence of a flow separation and recirculation area has a significant effect
on the performance of heat transfer devices, for example, cooling equipment in
electrical engineering, cooling channels of turbine blades, combustion chambers
and many other heat exchanger surfaces that appear in the equipment. Many
papers are devoted to the motion of a fluid with separation and reconnection of
flows without taking into account the buoyancy forces. The importance of this
process is indicative of the number of papers where special attention was paid to
building equipment [1–3] and developing experimental and theoretical methods
for detailed study of flows with separation regions [4–7,28–30]. An extensive sur-
vey of isothermal flows in fluid flows is given in papers [10–12]. Heat transfer in
the flows has been investigated by many authors, like Aung [13,14], Aung et al.
[15], Aung and Worku [16], Sparrow et al. [17,18] and Sparrow and Chuck [19].
However, published papers on this topic do not take into account the strength of
buoyancy force on the flow stream or the characteristics of heat transfer. These
effects become significant in the laminar flow regime, where the velocity is rela-
tively low, and when the temperature difference is relatively high. Ngo and Byon
[26] studied the location effect of the heater and the size of the heater in a two-
dimensional square cavity using the finite element method. Oztop and Abu-Nada
[27] numerically investigated natural convection in rectangular shells, partially
heated from the side wall by the finite volume method. In this paper considered
the influence of buoyancy forces on the flow and heat transfer characteristics
in individual flows. Numerical solutions for a laminar mixed convective airflow
(Pr = 0.7) in a vertical two-dimensional channel with a backward-facing step to
maintain the buoyancy effect are shown in Fig. 1. Numerical results of interest,
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such as velocity and temperature distributions, re-binding lengths and friction
coefficients are presented for the purpose of illustrating the effect of buoyancy
forces on these parameters.

Fig. 1. Schematic representation of the backward-facing step flows.

2 Mathematical Formulation of the Problem

Consider a two-dimensional laminar convective flow in a vertical channel with
a sudden expansion behind the inverse step of height s, as shown in Fig. 1. The
straight wall of the channel is maintained at a uniform temperature equal to the
temperature of the inlet air T0. The stepped wall below the stage is heated to a
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uniform temperature, which can be adjusted to any desired value Tw. The upper
part of the stepped wall and the reverse side is installed as an adiabatic surface.
The inlet length of the channel xi and the outlet lower length xe of the channel
are appropriate dimensions. These lengths are assumed to be infinite, but the
simulation domain is limited by the length Le = xe + xi. The smaller section of
the channel before the projection has a height, and the large section below the
stage has a height H = h+s. Air flows up the channel with mean velocity u0and
uniform temperature T0. The gravitational force g in this problem is considered
to act vertically downwards.

To describe this physical problem, was used assumption about constant prop-
erties, and was used the Boussinesq approximation. This system of equations in
an immense form can be written in the form:
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The dimensionless parameters in the equations given above are defined by
the formula:

U = u/u0, V = υ/u0, X = x/s, Y = y/s,

θ = (T − T0)/(Tw − T0), P = p
/
ρ0u

2
0,

Pr = ν/α, Re = u0s/ν, Gr = gβ (Tw − T0) s3
/
ν
2
.

Where α – the temperature diffusion, ν – the kinematic viscosity, and β –
the thermal expansion coefficient are estimated at the film temperature Tf =
(T0 + Tw) /2 (Fig. 2).

Boundary conditions:

(a) Inlet conditions: At the point X = −Xi and 1 ≤ Y ≤ H/s: U = ui/u0,
V = 0, θ = 0, ∂p

∂x = − Gr
Re2 θ.

where ui is the local distribution of velocities at the inlet, which is assumed
to have a parabolic profile and ui/u0 an average inlet velocity, that is, given
by formula

ui/u0 = 6
[−y2 + (H + s)y − Hs

]/
(H − s)

2
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Fig. 2. Boundary conditions.

(b) Outlet conditions: At the point X = Xe and 0 ≤ Y ≤ H/s: ∂U/∂X = 0,
∂2θ

/
∂X2 = 0, ∂V /∂X = 0, ∂p

∂x = − Gr
Re2 θ.

(c) on the top wall: At the point Y = H/s and −Xi ≤ X ≤ Xe: U = 0, V = 0,
θ = 0, ∂p

∂y = 0.
(d) on the wall of the upper stage: At the point Y = 1 and −Xi ≤ X < 0:

U = 0, V = 0, ∂θ/∂Y = 0, ∂p
∂y = 0.

(e) on the wall of the lower stage: At point X = 0 and 0 ≤ Y ≤ 1: U = 0, V = 0,
∂θ/∂X = 0, ∂p

∂x = 0.
(f) on the wall below the stage: At the point Y = 0 and 0 ≤ X ≤ Xe: U = 0,

V = 0, θ = 1, ∂p
∂y = 0.

The last term on the right-hand side of Eq. (2) is the contribution of the
buoyancy force. The length of the downstream flow from the simulation area
was chosen to be 70 steps (Xe = 70). The upper length of the design area was
chosen to be 5 steps (i.e. Xi = 5), and the velocity profile at the input area was
set as parabolic profile, like ui/u0 = 6

[−y2 + (H + s)y − Hs
]/

(H − s)2, and
temperature was chosen as uniform T0.

3 The Numerical Algorithm

For a numerical solution of this system of equations, the projection method is
used [8,20–23,36]. The equations are approximated by the finite volume method
[20,24,35–38]. At the first stage it is assumed that the transfer of momentum is
carried out only through convection and diffusion, and an intermediate velocity
field is calculated by the fourth-order Runge-Kutta method [21,22,31–34,36]. At
the second stage, according to the found intermediate velocity field, there is a
pressure field. The Poisson equation for the pressure field is solved by the Jacobi
method. At the third stage it is assumed that the transfer is carried out only due
to the pressure gradient. At the fourth stage, the equations for the temperature
are calculated by the fourth-order Runge-Kutta method [21,22,31–34,36].

I.

∫
Ω

u∗ − un

Δt
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II.
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4 Parallelization Algorithm

For numerical simulation was constructed a computational mesh by using the
PointWise software. The problem was launched on the ITFS-MKM software
using a high-performance computing. The equations are approximated by the
finite volume method (FVM) and used collocated grid, because it makes paralli-
sation of numerical algorithm simple and efficient to use domain decomposition
method. For pressure velocity coupling is used Rhie-Chow interpolation. This
coupling interpolate pressure on the faces of the cell and then use this face pres-
sure to construct the central difference scheme for pressure, which couples the
adjacent pressures and avoid the checkerboard effect. For convective flux term
used first order upstream flow scheme. This numerical algorithm is completely
parallelized using various geometric domain decompositions (1D, 2D and 3D).
Geometric partitioning of the computational grid is chosen as the main approach
of parallelization. In this case, there are three different ways of exchanging the
values of the grid function on the computational nodes of a one-dimensional,
two-dimensional, and three-dimensional mesh. After the domain decomposition
stage, when parallel algorithms are built on separate blocks, a transition is made
to the relationships between the blocks, the simulations on which will be exe-
cuted in parallel on each processor. For this purpose, a numerical solution of
the equation system was used for an explicit scheme, since this scheme is very
efficiently parallelized. In order to use the domain decomposition method as a
parallelization method, this algorithm uses the boundary nodes of each subdo-
main in which it is necessary to know the value of the grid function that borders
on the neighboring elements of the processor. To achieve this goal, at each com-
pute node, ghost points store values from neighboring computational nodes, and
organize the transfer of these boundary values necessary to ensure homogeneity
of calculations for explicit formulas [36].

Data transmission is performed using the procedures of the MPI library [25].
By doing preliminary theoretical analysis of the effectiveness of various domain
decomposition methods of the computational domain for this problem, which
will estimate the time of the parallel program as the time Tcalc of the sequential
program divided by the number of processors plus the transmission time Tp =
Tcalc/p + Tcom. While transmissions for various domain decomposition methods
can be approximately expressed through capacity [36]:
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T 1D
com = tsend2N2 × 2

T 2D
com = tsend2N2 × 4p1/2

T 3D
com = tsend2N2 × 6p2/3

(5)

where N3 – the number of nodes in the computational mesh, p - the number of
processors (cores), tsend – the time of sending one element (number).

It should be noted that for different decomposition methods, the data trans-
mission cost can be represented as T 1D

com = tsend2N2xk(p) in accordance with the
formula (5), where k(p) is the proportionality coefficient, which depends on the
domain decomposition method and the number of processing elements used [36].

At the first stage, one common program was used, the size of the array from
start to run did not change, and each element of the processor was numbered
by an array of elements, starting from zero. For the test simulation is used
well known problem – 3D cavity flow. Despite the fact that according to the
theoretical analysis of 3D decomposition is the best option for parallelization
(Fig. 3), computational experiments showed that the best results were achieved
using 2D decomposition, when the number of processes varies from 25 to 144
(Fig. 3) [36].

Based on the preliminary theoretical analysis of the graphs, the following
character can be noted. The simulation time without the interprocessor commu-
nications cost with different domain decomposition methods should be approxi-
mately the same for the same number of processors and be reduced by Tcalc/p.
In fact, the calculated data show that when using 2D decomposition on differ-
ent computational grids, the minimal cost for simulation and the cost graphs
are much higher, depending on the simulation time, on several processors taken
Tcalc/p [36].

To explain these results, it is necessary to pay attention to the assumptions
made in the preliminary theoretical analysis of efficiency for this task. First, it
was assumed that regardless of the distribution of data per processor element,
the same amount of computational load was done, which should lead to the
same time expenditure. Secondly, it was assumed that the time spent on inter-
processor sending’s of any degree of the same amount of data is not dependent
on their memory choices. In order to understand what is really happening, the
following sets of computational simulations test were carried out. For evaluation,
the sequence of the first approach was considered when the program is run in a
single-processor version, and thus simulates various geometric domain decompo-
sition methods of data for the same amount of computation performed by each
processor [36].

5 Numerical Results for Test Problem

Geometric parameters are indicated in Fig. 1: channel length L = 75, channel
height H = 2, step height S = 1. Numerical results were obtained for the dimen-
sionless numbers Re = 50, Pr = 0.7 and Gr = 19.1 [9].
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Fig. 3. Speed-up for various domain decomposition methods of the computational
domain.

Figure 4 shows the comparison of the longitudinal velocity profile with the
numerical data of Lin et al. [9] at the point x/xf = 0.5, where xf = 2.91. Figure 5
shows the comparison of temperature profiles with the numerical data of Lin
et al. [9] at the point x/xf = 0.5, where xf = 2.91. It can be seen from the figures
that the mathematical model and the numerical algorithm which is used in this
paper is coincided with the numerical results obtained by Lin et al. [9]. Figure 6
shows the streamlines and the horizontal velocity contour for dimensionless num-
bers Re = 50, Pr = 0.7 and Gr = 19.1. Figure 7 shows the vertical velocity contour
for dimensionless numbers Re = 50, Pr = 0.7 and Gr = 19.1. Figure 8 shows the
temperature profile for dimensionless numbers Re = 50, Pr = 0.7 and Gr = 19.1.
For a better understanding of this process from Figs. 6, 7 and 8 can be seen
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Fig. 4. Velocity profile with vertical buoyancy forces for dimensionless number Re = 50,
ΔT = 1 oC, x/xf = 0.5, where xf = 2.91.

Fig. 5. Temperature profile with vertical buoyancy forces for dimensionless number
Re = 50, ΔT = 1 oC, x/xf = 0.5, where xf = 2.91.

the development of the backward-facing step flow with vertical buoyancy force:
the initiation and process of the development of the region of flows reconnection
with taking into account the buoyancy forces.
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Fig. 6. The contour of the horizontal velocity component with streamlines for dimen-
sionless numbers Re= 50, Pr = 0.7 and Gr = 19.1.

Fig. 7. The contour of the vertical velocity component for dimensionless numbers
Re = 50, Pr= 0.7 and Gr = 19.1.

Fig. 8. Temperature contour for dimensionless numbers Re = 50, Pr = 0.7 and
Gr = 19.1.
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6 Numerical Results for Real Problem

For the real problem considered a man-made obstacle 9 floors (27 m) and 5 floors
(15 m) buildings. The wind flow is conventionally moving from the high building
side to the low one. The following models consider the calm, according to the
Beaufort wind speed scale. The speed of wind is in the range from 0 to 0.2 m/s. To
find the optimal distance, various parameters prescribed in the above-mentioned
standards were used.

According to the fire protection requirements specified in Building norms and
regulations of the Republic of Kazakhstan 3.01-01-2002, 2.12 * [18], the minimum
distance between houses with a height of 4 floors or more must be at least
20 m. However, having constructed this model, a result was obtained, showing
that at such a distance between the buildings, there was no wind, therefore, air
circulation does not occur in this interval.

After that, the IBC (International Building Code) standard used in the USA
was considered, where the distance between two buildings is calculated according
to the following formula (Fig. 9) [19]:

δMT =
√

(δM1)2 + (δM2)2

where δMT - required distance, δM1, δM2 - height of the first and second build-
ings, respectively.

Fig. 9. The calculation of the distance between two high-rise buildings according to
IBC 2009 1613.6.7

For the calculations, the area was divided into the 14 design subareas of
different sizes. Each subregion is a grid block, which contains a part of a curvi-
linear, uneven, unstructured grid. When creating a grid, the number of points



108 A. Issakhov et al.

Fig. 10. Boundary conditions

Fig. 11. Horizontal velocity-component and streamlines with buoyancy force for Pr =
0.7 and ΔT = 1 ◦C.

is chosen in such a way that no oscillations occur in the solution of the problem
and the results are correct for large values of the Reynolds number. Thus, the
constructed grid contains more than 100 000 control volumes.

In the interval between the buildings and near the streamlined surfaces of
buildings, the grid is thickened, i.e. the sizes of control volumes decrease. This
allows for more accurate simulations. As the grid is removed from the vortex zone
and the dimensions of the control volumes increase the flow around. Therefore,
in areas that are not of great interest in solving a given problem, net catch is
smaller. And in the most important zones for the model, the number of nodes is
greater, which allows obtaining more accurate results.
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Fig. 12. Vertical velocity-component with buoyancy force for Pr = 0.7 and ΔT = 1 ◦C.

Fig. 13. Temperature component with buoyancy force for Pr = 0.7 and and ΔT = 1 ◦C.

Boundary conditions are specified for physical variables: pressure, temper-
ature and velocity components: p pressure, u, v, w - velocity components, θ -
temperature (Fig. 10).

In Fig. 11 shows horizontal velocity-component and streamlines with buoy-
ancy force for Pr = 0.7 and ΔT = 1 ◦C. From Fig. 12 can be seen vertical
velocity-component with buoyancy force for Pr = 0.7 and ΔT = 1 ◦C. In Fig. 13
can be seen temperature component with buoyancy force for Pr = 0.7 and
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ΔT = 1 ◦C. The distance obtained for existing buildings was 35 m and satisfied
all the standards specified in the republican standards. In the following case,
the length of extensions to the buildings (balconies, porches, etc.) was added
to the previous value and an approximate distance of 35 m was obtained. This
model showed that a vortex in the gap occurs and therefore the natural purging
between buildings is not broken.

7 Conclusion

Numerical studies of the laminar flow were carried out by the zone of joining the
flows behind the backward-facing step with taking into account the buoyancy
forces. This gave a deeper insight into the internal flow behind the backward-
facing step and the processes of flows reconnection under the influence of tem-
perature effects, which in turn gave an idea of the further appearance of sec-
ondary zones. The distance from the ledge to the canal boundary is 4 times
the channel height, for a more detailed study of the backward-facing step flows
with taking into account the buoyancy forces [9]. The numerical data of the
velocity distribution showed the formation of a primary reattachment zone of
backward-facing step flows. To numerically solve the Navier-Stokes equations
system, the projection method was used. From numerical results can be seen
that the realized numerical method gives a small error in comparison with the
numerical results of other authors [9] for the dimensionless numbers Re = 50,
Pr = 0.7 and Gr = 19.1. After testing the numerical algorithm with the buoy-
ancy forces, for the real problem considered a man-made obstacle with 9 floors
(27 m) and 5 floors (15 m). In this problem, the wind speed was regarded as
calm, according to the Beaufort wind speed scale (from 0 to 0.2 m/s). According
to the data obtained as a result of the numerical simulation taking into account
the buoyancy forces, it can be said that the current standards and rules for con-
struction do not guarantee the required aerodynamics of the terrain. Also in this
paper is used a parallel algorithm to obtain fast numerical results. This parallel
algorithm is based on one-dimensional, two-dimensional and three-dimensional
domain decomposition method. The numerical results from the 3D cavity flow
test problem, which used 1D, 2D and 3D domain decomposition method showed
that 3D domain decomposition is not time-consuming compared to 2D domain
decomposition, for the number of processors that does not exceed 250, and 3D
domain decomposition has more time-consuming software implementation and
the use of 2D domain decomposition is sufficient for the scope of the problem.
That’s why for backward-facing step flow with vertical buoyancy force is used
2D domain decomposition. It should also be noted that setting the boundary
conditions is an important process. In the future, this mathematical model and
a parallel numerical algorithm can be applied to various complex flows taking
into account the buoyancy forces.
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Abstract. This paper presents computational fluid dynamics (CFD)
techniques in modeling the pollution distribution from thermal power
plant. Carbon dioxide (CO2) dispersion from a thermal power plant was
simulated. The mathematical model and numerical algorithm were tested
using a test problem and gave a good match with the experimental data.
The influence of gravity force was taken into account. The k-epsilon
model of turbulence with the buoyancy force was used. Calculations were
performed by ANSYS Fluent. As a result, there was found a distance
from the source at which the impurity settles on the ground surface.

Keywords: Navier-Stokes equations · Mass transfer ·
Numerical simulation · Air pollution · Concentration

1 Introduction

Energy is the most significant among the industries that have a negative impact
on the environment. This is due to the fact that the development of society and
the population growth constantly require more and more energy. As a conse-
quence, emissions of pollutants into the atmosphere should also increase. There-
fore, studying the nature of these emissions, their structure, the impact of these
pollutants on the elements of the environment - is one of the urgent tasks of mod-
ern applied ecology. The structure of pollution emissions into the atmosphere
depends on the capacity of emission sources, the location of energy facilities in
relation to ecologically significant areas, and the physical nature of emissions.
For example, discharges from the coal industry and from TPPs are close in mag-
nitude, but they substantially exceed the discharges from the gas industry. NPPs
shed much less sulfates, chlorides and nitrates than TPPs, but more phosphorus
emits out of nuclear power plants. In addition, it should be noted that mercury,
selenium, fluorine and other elements, that are not completely captured by the
waste gas filtration system, become a source of air pollution in coal combus-
tion products at high-capacity power plants (over 2 million kW). Volatile (lead,
copper, zinc, cerbium, itterium, etc.) elements are distributed between solid com-
bustion products, which requires special procedures for the disposal of ash and
c© Springer Nature Switzerland AG 2019
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slag wastes. In addition, the nature of the impact on ecological systems depends
on the natural conditions of the location area and the physical nature of the
ejected ingredient. Recently, much attention has been paid to the effects of vari-
ous pollutants on environmental and human elements, as well as on models and
physical principles of the spread of these pollutants in environmental objects.

At the same time, the issues of the emissions spread and their impact on
ecological systems have not been adequately worked out. The most successful is
the assessment of the effect of thermal emissions and discharges on the thermal
regime of rivers and reservoirs. However, the study of thermal emissions and the
associated effects of changing microclimatic conditions, impact on terrestrial eco-
logical systems, require further elaboration taking into account the concepts of
sustainable ecological development of ecosystems, monitoring systems and envi-
ronmental safety. The purpose of this work is to assess the impact of large-scale
energy emissions on the environment based on a numerical model of emissions
diffusion from sources. One of the pipes of Ekibastuz SDPP-1 (Kazakhstan) was
chosen as the real object of the research. Its height of stack is 330 m and the
diameter is 10 m.

2 Mathematical Model

A detailed description of the latest works about the study of the jet distribution
in the crossflow is given in [1] and [2]. The velocity field is numerically calcu-
lated in papers [3–7]. The passive scalar mass fraction field was considered in
papers [8–10]. CFD is often used to solve these problems. Reynolds-averaged
Navier-Stokes equations (RANS) were used and the results were compared with
the experimental data in papres [11–16]. Good correspondence between numer-
ical solutions (DNS) and experiments was obtained by [17] and [18]. However,
the DNS simulation requires large computational costs, which is unacceptable
for solving large-scale problems in real scales [1] and [19–23]. As a result, the
k-epsilon turbulence model was used in this paper. The CFD simulations of such
processes are based on the resolution of the Navier-Stokes equations (continu-
ity of mass and momentum equations) [24–28]. Since the RANS equation was
applied taking into account the buoyancy, the equations for turbulent kinetic
energy and dissipation are presented as follows:
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The term Pk represents the generation of turbulence kinetic energy due to
the mean velocity gradients. Pkb, Pεb represent the buoyancy forces, where Pkb =
− μt

ρσρ
ρβgi

∂T
∂xi

and Pεb = C3max (0, Pkb). Here β is thermal expansion coefficient,
σρ = 0.9, Cs1, Cs2, σk, σε are constants. For solving conservation equations for
chemical species, ANSYS Fluent predicts the local mass fraction of each species
Yi, through the solution of a convection-diffusion equation for the i-th species.
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∂
∂t (ρYi) + � (ρuY i) = − � J i + Ri + Si

Here Ri is the net rate of production of species i by chemical reaction and Si

is the rate of creation by addition from the dispersed phase plus any user-defined
sources.

For the turbulent flows, the mass diffusion is computed in the following form:

J i = −
(
ρDi,m + μt

Sct

)
� Yi

Where Sct = μt

ρDt
– turbulent Schmidt number (μt - turbulent viscosity and

Dt - turbulent diffusivity).

3 Test Problem

An experimental study for this test problem was conducted in a low speed wind
tunnel on a row of six rectangular jets injected at 900 to the crossflow [1,29]
and [30]. Mean velocities were measured using a three-component laser Doppler
velocimeter operating in coincidence-mode. Seeding of both jet and cross stream
air was achieved with a commercially available smoke generator. To complement
the detailed measurements, flow visualization was accomplished by transmitting
the laser beam through a cylindrical lens, thereby generating a narrow, intense
sheet of light.

3.1 Computational Domain and Grid

The computational domain included the jet channel and the space above the
flat plate. A square jet was used in this study and jet diameter (jet width) was
D, which was used as the length unit. The origin of the coordinate system was
located at the center of the jet exit. The calculation area of the test problem
is a three-dimensional channel with the pipe entering into it. The height of the
crossflow channel is 20D, jet channel length is 5D, the length of the crossflow
channel is 45D, the width is 3D, and the center of the pipe located at 5D from
the inlet (See Fig. 1). Number of grid points: main channel 230× 100 × 21 and
jet channel 7× 30 × 7 nodes. Grid was unstructured, total number of nodes was
533 697 [1].

3.2 Boundary Conditions and Flow Characteristics

The ratio of the jet velocity to the crossflow velocity is denoted by R, and is
expressed as:

R = Vjet/Vcrossflow

In papers [1] and [30] considered various R (0.5, 1.0 and 1.5). In present
paper R = 0.5 was considered, that is why the jet velocity was 5.5 m/s, crossflow
velocity was 11 m/s. Water was chosen as the material of the crossflow and jet
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Fig. 1. Configuration of test problem computational domain.

fluid. The jet diameter was D = 12.7 mm. Based on the above data, the Reynolds
number is defined as:

Rejet = ρVjetD/μ = 4700

Five types of boundary conditions were used: inlet, outlet, no flux, wall,
periodic (See Fig. 1). According to the experimental data, the boundary layer
thickness is 2D. To describe the initial crossflow velocity profile in the boundary
layer, 1/7 power law wind profile was used:

u
ur

=
(

z
zr

)α

Here u is the wind velocity at height z and ur is the known wind velocity at
a reference height zr. α is empirically obtained coefficient, which varies depend-
ing on the atmosphere stability. Here, α = 1/7 for neutral stability conditions.
Uniform velocity (11 m/s) was defined above the boundary layer 2D [1].

3.3 Comparison of Numerical Results

Figure 2 shows a comparison of the numerical results of present paper with exper-
imental data and computational solutions of other authors (R = 0.5). The red
solid line marks the results of present paper, round-shaped of experimental data
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Fig. 2. Comparison of results for streamwise velocity at jet center plane (z/D = 0) for
R= 0.5: (a) x/D = 0; (b) x/D = 3. (Color figure online)
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(See [29]) and the rest lines illustrate computational solutions of other authors
(See [30]). The results for the SST model are shown by blue squares. Comparative
analysis showed that the k-epsilon model and the SIMPLE algorithm with finite
volume method yield closest results to the experimental data (See Fig. 2b) [1].

The solutions obtained in this paper turned out to be more accurate than
those computational solutions obtained by other authors ([30]). Values of the red
line (u/Vjet) at y/D = 0 close to zero, when other results close to 0.5–0.7. This is
more accurate from a physical point of view, since it is a near-wall field. Moreover,
in the interval y/D 0.5–1.5 it is noticeable that the current calculations are much
closer to the experimental data than the others. The reason is the quality of the
grid: in present paper unstructured grid was used, the number of nodes was 533
697, while in paper [30] used structured grid and the number of nodes was 265
000 [1].

3.4 Geometry, Grid and Boundary Conditions

The computational domain is a three-dimensional box with a pipe inside it (See
Fig. 3). The boundary conditions were set analogically to test problem: inlet,
wall, outlet, symmetry, periodic. The length of the geometry was 2500 m, the
height was 1500 m, the width was 200 m. The pipe was located at 250 m from
the entrance of the wind.

Fig. 3. Configuration of thermal power plant computational domain.
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Fig. 4. Computational mesh

An unstructured grid was constructed. It was refined in the area of the pol-
lution motion trajectory (See Fig. 4). Around the pipe, the grid size was 1 m,
with 1.1 growth factor, in the remaining refined region the maximum grid size
was 6 m. As a result, the computational grid consists of 822 056 nodes and 4 788
517 three-dimensional elements.

3.5 Flow Characteristics

To account for the boundary layer, the wind speed profile was described as fol-
lows: vx = vwind · (0.2371 · ln (Y + 0.00327) + 1.3571)

[
ms−1

]
. In these calcula-

tions, the wind speed was 1.5 m/s. The velocity of pollution was 5 m/s. CO2 was
selected as a substance of emission. The influence of gravity force was taken into
account. It was accepted that there is no chemical reaction between pollution
and air.

3.6 Results

Figure 5 shows the distribution of CO2 pollution concentration, visualized using
the Volume Rendering option in ANSYS. Visually, the diffusion effect is observed
with increasing distance from the source. The concentration was measured in
mass fractions. Mass fraction of species is the mass of a species per unit mass
of the mixture (e.g., kg of species in 1 kg of the mixture), i.e. dimensionless
quantity. Figure 6 shows profiles of CO2 distribution at different distances from
the source (500, 1000, 1500, 2000 and 2200 [m]). Based on numerical results, it
can be concluded that the CO2 concentration reaches the surface of the earth
at a distance of 2200 m from the stack. At a distance of 2200 m the emission
concentration is spreading in the range from the ground surface to 420 m in
height.
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Fig. 5. The isosurface of CO2 distribution

Fig. 6. CO2 mass fraction profiles at various distances for chimney: 500, 1000, 1500,
2000, 2200 [m]

The Fig. 7 shows a CO2 pollution distribution contour at the plane XY.
Pollution settles on the ground surface at a distance of about 2220 m from the
origin (i.e, 1970 m from the source).
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Fig. 7. The CO2 mass fraction distribution contour at the center plane XY slice

Fig. 8. CO2 mass fraction profiles at various distances for chimney: 1850 and 2200 [m]

This is also confirmed by the following concentration distribution profiles at
a distances of 1850 and 2200 m from the source (Fig. 8). At a distance of 1850 m,
the concentration does not reach the ground and spreads at a height of about
20 m, while at a distance of 2200 m the concentration already reaches the ground.
It can also be noted that the level of concentration decreases with increasing
distance from the source: at a distance of 1850 m the maximum value of the
pollution mass fraction is 0.0045, while at a distance of 2200 m the maximum
value reached only 0.0035.
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4 Conclusion

The purpose of this investigation was to study the dynamics of the emissions
spread from energy objects. The computational fluid dynamics (CFD) techniques
in modeling the pollution distribution from thermal power plant were considered.
The mathematical model, turbulent model and numerical algorithm were tested
using a test problem and gave a good match with the experimental data. The
results obtained in this paper were closer to experimental, in comparison with
the results of other authors. This was influenced by the quality of the grid: the
unstructured and refined mesh gave a better result than the structured one.
Carbon dioxide (CO2) dispersion from a thermal power plant was simulated.
The influence of gravity force was taken into account. To close the RANS equa-
tions was used the k-epsilon turbulent model. No additional dispersion model
was applied. All simulations were performed by ANSYS Fluent. As a result,
there was found a distance from the source at which the impurity settles on the
ground surface. According to the obtained data, with increasing distance from
the source, the concentration of pollution spreads wider under the influence of
diffusion. The further the distance from the pipe then the lower the concen-
tration. Thus, the obtained numerical data may allow in the future to predict
the optimal distance from residential areas for constructing a TPP at which the
emission concentrations will be at a safe level. These studies are useful for those
who are interested in gas pollutant distribution in the atmosphere.
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Abstract. The safety on the urban environment is the most urgent
problem of the modern world. A promising avenue for solving this prob-
lem is the development of effective monitoring systems, whose mathe-
matical support is based on the application of numerical algorithms for
modeling the spread of a pollutant, that evaluate the state of the system
in real time [1,2]. In data assimilation tasks, it is required to predict the
value of the model state function in accordance with available observa-
tional data, that is, to estimate the “real” state of the system using a
mathematical model, a priori information and measurement data. The
variational principle of constructing numerical schemes is used in this
paper [1,3]. Numerical experiments were carried out.

Keywords: Data assimilation algorithms · Variational principle ·
Monitoring · Numerical scheme · Testing

1 Introduction

Providing comfortable living conditions of society and people health in the urban
environment is an urgent problem of the modern world. A promising solution to
this problem is the development of effective monitoring systems, the mathemat-
ical support of which is based on the use of numerical algorithms for modeling
the distribution of pollutants that take into account the chemical composition of
the atmosphere for preparing decisions on management of quality control of the
atmosphere. For these purposes, it is necessary to solve the tasks of assimilation
data, where it is required to forecast the value of the model state function in
accordance with the available observational data, that is, to estimate the “real”
state of the system using of mathematical model, priori information and mea-
surement data. In this direction, special attention is paid to algorithms that can
evaluate the state of the system in real time. In the work the variational prin-
ciple of constructing numerical scheme [1,3] is applied and presented testing of
algorithms.

A review of scientific research on this subject has shown that there are
three main approaches to the tasks of data assimilation: - variational; - dynamic
stochastic (based on the Kalman filter algorithm, particle filters); - hybrid Envar.
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Research of data assimilation tasks began in the 60s of the last century.
One of the first works on variational harmonization of data is noted by work
Sasaki [4], in which the author proposes a variational approach to solving the
tasks of analysis. The basis for the construction of algorithms is the variational
principle. Then Kalman’s optimization technique was developed. The algorithm
of assimilation based on the Kalman filter naturally generalizes the assimilation
systems, which are a cycle of forecast-analysis [5,6]. In works [7–19] a large review
is given on the applicability of the Kalman algorithm and the ensemble Kalman
filter in the tasks of data assimilation meteorological and oceanic observations.
At present, the application of the Kalman filter theory to the tasks of data
assimilation has been investigated by many authors.

In their research, scientists Daescu D., Carmichael G., Trevisan A., Uboldi
F. discuss new trends in the expand of data assimilation techniques and directed
monitoring for improving air quality [20–22]. In the present form variational
data assimilation algorithm with direct and adjoint problems first appeared in
the paper [23], which was cited in the work [24] by French mathematicians ten
years later. More detailed overview can be found in [25]. It should be noted the
French mathematical school, which made a great contribution to the theory and
practice of the variational data assimilation [24]. Works by Elbern H., Strunk
A., Schmidt H., Talagrand O., Courtier P., Th’epaut J.N. and Hollingsworth A.
devoted to the implementation of 4D-Var variational methods. Also academician
G. I. Marchuk developed a four-dimensional variational method, which is based
on perturbation theory of conjugate equations for discrete models of atmospheric
and ocean dynamics [26]. Various applications of variational principles for con-
structing numerical schemes for nonlinear mathematical models, methods of the
theory of model sensitivity, and data assimilation of measurement from various
observational systems are described in the monograph [1].

The main results of scientific work in this field by the Novosibirsk scientists
V.V. Penenko, A.V. Penenko, A. Baklanov, E.A. Tsvetovoy, E.A. it is the devel-
opment of the theory and methods for solving interrelated tasks of ecology and
climate, the transfer and transformation of pollutants in the atmosphere, envi-
ronmental prediction and design based on variational principles [27–33]. With
the help of the proposed models, scientists solved the applied tasks of problems
environmental monitoring for cities such as Moscow, Novosibirsk, Tomsk, Sofia,
Ulan-Ude, Astrakhan, and Alma-Ata; Ust-Kamenogorsk.

A lot of research was carried out in his works by scientist Lorenc A.C. about
the management of 3D and 4D-Var variational principles in data assimilation, the
Kalman ensemble and its potentials, methods of analysis of numerical weather
forecasting, modeling and development schemes of operational variational data
assimilation, which are currently actively developing.

Research and creation of the theoretical and methodological basis of infor-
mation technology of assessment and prediction of the state of the environment,
taking into account the impact on the level of pollution of hazardous natural
and man-made processes are devoted to the work of such domestic authors as,
Danaev N.T., Temirbekov N.M., Zakarin E.A., Sultangazin U., Bakirbaev B.,
Aidosov A. and others.
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Environmental monitoring in the example of the city of Ust-Kamenogorsk
of the East Kazakhstan region is also carried out by domestic scientists: Temir-
bekov, Madiyarov, Malgazhdarov, Abdoldina, Turganbaev, Soltan, Rakhmetul-
lina, Denisova [34–38].

Thus, in practice, two main types of assimilation systems are used: contin-
uous and discrete. If in continuous systems of observations is carried out at a
time, then in discrete - at times corresponding to the main synoptic terms of
observations. On the basis of the complexity of the implementation, F. Bout-
tier and P. Courtier presented a conditional classification of data assimilation
algorithms [39].

In the last decade, the search for effective algorithms for spatio-temporal data
assimilation in the context of with reference to atmospheric chemistry tasks is
increasing. An overview of the main approaches to solving this problem is given
in work [40].

The general scheme of data assimilation can be represented as follows, as
shown in Fig. 1.

Fig. 1. The general scheme of data assimilation

Extensive research by the world and domestic scientists on the algorithms
and methods of distribution of pollutants, including industrial cities, shows an
actual global problem that requires the development of further research in this
area and the solution of tasks for the benefit of a comfortable and healthy life of
society with the introduction of modern high-performance computing systems.

2 Mathematical Support

Model of the Process of Impurity Transfer in the Atmosphere

As a model of the process of impurity transfer in the atmosphere, the boundary
value problem for the nonstationary transport equation with diffusion on the
bounded interval (0,X)(0, 1) over the space is considered:
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∂

∂x
μ

∂ϕ

∂x
− u

∂ϕ

∂x
=

∂ϕ

∂t
+ cϕ − f(x, t) (1)

with the following boundary conditions:

−μ∂ϕ
∂x + aϕ = qL, x = 0

μ∂ϕ
∂x + aϕ = qR, x = X

(2)

and initial data:
ϕ = ϕ0, t0 = 0 (3)

where

ϕ – function of impurity concentration,
ϕ0 – initial distribution of concentration,
μ0 – coefficient of turbulent exchange,
u – impurity transfer rate,
c – coefficient disintegration,
f(x,t) – function of sources,
0<x<N – interval of change in space,
0<t<M – interval of change in time,
α – preset coefficients,
qL, qR – given functions.

We also assume that the function ϕ and the unit μ∂ϕ
∂x are continuous in space.

In the course of the solution, an approach was used to construct discrete-analytic
numerical schemes for the given equation [41,42]. By authors in work [43] give
a detailed algorithm for solving this task.

By the authors obtained the differential-difference equation (4):

−Δtu∂ϕj+1

∂x + ∂
∂xΔtμ∂ϕj+1

∂x − ( 32 + Δtc)ϕj+1

= −Δtf j+1(x, t) + (−2ϕj + 1
2ϕj−1),

(4)

To construct discrete approximations, the authors used the integral identity
obtained after multiplying (4) by a sufficiently smooth conjugate function ϕ∗

and two integrations by parts (5):

∫ xi
xi−1

(− ∂(Δtu)ϕ∗
∂x

+ ∂
∂x

Δtμ ∂ϕ∗
∂x

)ϕj+1dx + Δtuϕϕ∗|xi
xi−1

+ Δtμ ∂ϕ
∂x

ϕ∗
∣
∣
∣
xi

xi−1
− Δtμ ∂ϕ∗

∂x
ϕ

∣
∣
∣
xi

xi−1

− ∫ xi
xi−1

(( 3
2
+ Δtc)ϕj+1 + Δtfj+1(x, t)− (−2ϕj + 1

2
ϕj−1))ϕ∗dx = 0

(5)
Variational Data Assimilation Algorithms of Observations of Point Measure-
ments of Impurity Concentration in Real Time

In data assimilation tasks, it is forecasted the value of the model state function
in accordance with available observational data. Using the algorithm proposed
in work [43], we studied data assimilation algorithms of observation data for
point measurements of impurity concentration in real time. In works [44,45] the
latest research and results in this direction are presented.
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The inverse modeling tool is the uncertainty function. The concentration val-
ues were measured in some finite set of points in space and in time. To continue
the concentration field from the observation points, we use model (1) with bound-
ary conditions (2) and an algorithm for solving the tasks sequential variational
data assimilation algorithms [44]. Denote by Ij+1

i the result of measurements
at the j-th time moment at the grid point with index i, M j+1

i - mask of the
measurement system.

For approximate the a priori model, we use an implicit scheme by adding
right side function of control ξ. As a result, j+1 s time step we get:

−Aiϕ
j+1
i+1 + Biϕ

j+1
i = ϕj

i + Δtξj+1
i , i = 0,

−Aiϕ
j+1
i+1 + Biϕ

j+1
i − Ciϕ

j+1
i−1 = ϕj

i + Δtξj+1
i , i = 1, . . . , N − 2,

Biϕ
j+1
i − Ciϕ

j+1
i−1 = ϕj

i + Δtξj+1
i , i = N − 1.

The model was adjusted in accordance with the incoming observations Ij+1
i .

To do this we minimize the functional:

Φ(ϕj+1, ξj+1) =
N−1∑

i=0

(
ϕj+1

i − Ij+1
i

)2

M j+1
i Δt +

N−1∑

i=0

(
ξj+1
i

)2

Δt.

Further, the authors wrote out an extended functional

Φ(ϕj+1, ξj+1, ψ) =
(

N−1∑

i=0

(
ϕj+1

i − Ij+1
i

)2

M j+1
i +

N−1∑

i=0

(
ξj+1
i

)2
)

Δt

+
N−1∑

i=0

(
−Δtξj+1

i − aiϕ
j+1
i+1 + biϕ

j+1
i − ciϕ

j+1
i−1 − ϕj

i

)
ψi

As a result, a matrix system was obtained:
when i = 0,

(
Ai 0
0 Ci+1

) (
ϕj+1

i+1

ψi+1

)

+
(

Bi −Δt
2

2M j+1
i Δt Bi

) (
ϕj+1

i

ψi

)

=
(

ϕj
i

2M j+1
i ΔtIj+1

i

)

(6)

when i = 1, . . . , N − 2,

−
(

Ai 0
0 Ci+1

)(
ϕj+1

i+1

ψi+1

)

+
(

Bi −Δt
2

2M j+1
i Δt Bi

)(
ϕj+1

i

ψi

)

−
(

Ci 0
0 Ai−1

)

(
ϕj+1

i−1

ψi−1

)

=
(

ϕj
i

2M j+1
i ΔtIj+1

i

)

(7)

when i = N − 1,
(

Bi −Δt
2

2M j+1
i Δt Bi

)(
ϕj+1

i

ψi

)

−
(

Ci 0
0 Ai−1

)(
ϕj+1

i−1

ψi−1

)

=
(

ϕj
i

2M j+1
i ΔtIj+1

i

)

(8)

To solve it, a matrix sweep was applied.
For illustrate the operation of the algorithms, a series of numerical experi-

ments.
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Experiment 1. Test experiment. The following options are selected: coefficient
of turbulent exchange: μ = 0, 06m2/s, transfer rate: u = 0.7m/s. The result of
the work is shown in Fig. 2 in the form of graphs.

For the experiment, a mobile surveillance post was chosen, the trajectory of
which is shown in Fig. 2b. In Fig. 2(c) the solution of the assimilation problem
is adjusted to the measurement data, and at the remaining points the solution
“tends” to the exact solution depicted in Fig. 2a.

Fig. 2. The result of experiment 1

Experiment No. 2. Test experiment for industrial city of Almaty. According to
meteorological data, wind speed u = 3m/s, wind direction - western, coefficient
of turbulent exchange: μ = 0, 06m2/s. The result of the numerical experiment
is shown in Fig. 3.

The results of testing the data assimilation algorithm: the data assimilation
procedure may impose additional requirements on the numerical scheme for the
basic model of physical processes; the appearance of additional peaks in the
solution of the problem of data assimilation in contrast to the solution of a
direct problem when combining schemes with a high order of accuracy and time-
discontinuous solutions to data assimilation problems.
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Fig. 3. The result of numerical experiment 2

3 Conclusion

In the course of the study, the existing algorithms of data assimilation used
in the works of modern scientists were studied. To improve the solution of the
environmental problem for the urban environment, it is required to use these
algorithms with more accurate input information, for example, point measure-
ments, complex chemistry with many species, wind direction changes in real
time.

Adaptation of data assimilation algorithms of monitoring is as follows:

– the coordinates of the observation points in the algorithm are determined in
accordance with the coordinates of the pollution observation posts of city;

– adaptation of the diffusion convection model to the conditions of city;
– chemical composition of the atmosphere on the urban environment.

The work was supported by the Ministry of Education and Science of Repub-
lic of Kazakhstan, under the Grant “Development of a new information system
and database to optimize monitoring of atmospheric air pollution by heavy met-
als” (contract number 132, 12 March, 2018).
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Abstract. The approach to the development of informational computer
technologies for the interactive learning of sign language which use 3D
model human expart of sign language is proposed. Methods for model-
ing fingerspelling information and it’s recognizing uses convolution neural
networks are created. The implementation of these methods under the
operating system Microsoft Windows and on the cross-platform technol-
ogy have been developed. Methods and software for gestures modeling
base on 3D human model and using Motion Capture technology are cre-
ated.

Keywords: Sing language · Modeling · Recognition · Deaf people ·
3D design

1 Introduction

Currently, the society tries to solve the problem of integration of disabled people.
The same is true in the relations to the people with hearing impairment and the
deaf-mutes. As a rule, sign language (SL) remains the main way of communica-
tion among those people [1]. In terms of SL, the movements of body and hands,
face, eyes code the information, which is perceived visually.

Therefore the fundamental peculiarities of the SL are that the leading role
in the communication belongs to the settings and the elements of gestures are
performed and perceived simultaneously.

Gesture is the main unit of the SL. There are three parameters necessary for
the description of gesture structure [2]: relations between the place of gesture
performance and the body of a communicator, design of a hand demonstrating
the gesture; trajectory of the hand. Today, existing systems for learning the sign
language are oriented, mainly, to video recording of gestures. The efficient solu-
tion of the problem of SL investigation requires the creation of the technologies
responsible for the computerization of this process. In fact, it is quite possible to
perform such tasks due to the accessibility and modernity of the approach, con-
sidering pace of the development of graphic processors and technologies for the
3D graphics. As noted in the paper [3], development of the human-like avatars
for gestures modeling with applicatications to creation of the SL teaching sys-
tems are very important and perspective. From the other hand avatar-oriented
c© Springer Nature Switzerland AG 2019
Y. Shokin and Z. Shaimardanov (Eds.): CITech 2018, CCIS 998, pp. 135–144, 2019.
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approach to SL modeling has general character and can be use to realization any
sign language. In this article it is proposed to develop the approaches given in
the papers [4–6], and expand them for modeling based on 3D model of fingers of
the human hand and the recognition of signs of the alphabet. Develop a system
of sign communication based on 3D human model and implement it in the form
of the cross-platform information technology.

2 Modeling and Recognition of the Sign Language
Fingerspelling Alphabet

Dactyl (fingerspelling) SL is an integral part of sign communication systems and
to show individual letters (dactylemes) of the alphabet is designed. Note, that
for the main languages of the world the dactylemes are demonstration with the
fingers of one human hand (right hand as rule). Necessary create mathematical
methods and computer technologies for modeling and demonstration as separa-
tive dactylemes as well as continuous sequence of dactylemes for words showing.
For given problems solving, investigations were conducted and base on it a new
methods, algorithms and models of computer synthesis of fingerspelling alphabet
were and effective broadcast of gestures animation via the Internet were created.

To create a software tools, a mathematical model of a simplified human skele-
ton was used. The hand is represented as a hierarchical structure of bones form-
ing an acyclic directed graph. As mathematical model for fingerspelling alphabet
modeling was used of a simplified human hand skeleton, were the hand is rep-
resented as a hierarchical structure of bones forming an acyclic directed graph.
Based on the proposed mathematical model, an information model that contains
a set of fingers vertices in the initial state, a sets of indices for representing trian-
gles, a set of normals for each vertex, a hand texture coordinates describing the
surface of the hand was created [4]. Hand visualization occurs base on through
the spinning procedure, which it the most effective method of animation [4].

The developed methods and algorithms were implemented in the form of
information technology (see Fig. 1), were indicated numbers mean next activities:
1 – area of displaying dactylemes alphabet; 2 – panel of displaying playback
progress of dactylemes or words; 3 – input panel for words; 4 – list of letters of
the fingerspelling alphabets; 5 – button «spell», the process of fingerspelling of
input word begins when the button is clicked; 6 – panel to demonstrate the verbal
description of a hand configuration that correspond to the current displayed
dactylemes; 7 – panel to display written letter and a picture that correspond to
the current displayed dactylemes; 8 – indicator of a location of a hand rotation;
9 – define the pace of fingerspelling [5].

It should be noted that on the basis of the created information technology
software tools can be developed for the simulation of any dactyal sign language
from a one-handed finger alphabet. For example, on a Fig. 2 shows the work
of the created software for fingerspelling alphabet modeling of the Kazakh sign
language.
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Fig. 1. The main activities of a software for fingerspelling alphabet modelling

Fig. 2. Fingerspelling alphabet modeling of Kazakh sign language

The created software package runs in the OS Windows environment and over
the Internet. It is important to note that the parallelization of frame preparation
algorithms allows you to play animation with an increased frame rate when
using multi-core processors, thereby increasing the readability of the source files
of applications. As advantage of created approach is it transfer a controlled
media stream through the Internet with the adaptation to the width of the data
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transmission channel is created. This allows to create software media applications
that can be accessed by all Internet users.

Note that created software was oriented on OS Windows and for running
proposed information technology in any operation systems the cross-platform
software dactylemes alphabet modeling and recognition was created [6]. It very
important that created software should solve the problem of running on existing
platforms using cross-platform development without implementing the function-
ality for each platform separately.

Infological model of the cross-platform technology which is composition of
three cross-platform modules is demonstrate in Fig. 3: 3D hand model and user
interface (which are implemented with cross-platform framework Unity3D [7]),
and software for gesture recognition (implemented with cross platform frame-
work Tensorflow [8]). The main functionality is implemented with C# and
Python and runs on desktop OS (MacOS, Linux, Windows) and on mobile OS
(Android, iOS).

Fig. 3. Infologic model of cross-platform gesture communication technology

3D human hand model module is cross-platform and provides hand model
representation for gesture recognition module. Function renderer for human hand
receives hand model representation and gesture specifications from gesture stor-
age module, and provides a high-polygon rendered hand model. Module for ges-
ture learning and module for gesture modification are implemented with cross-
platform Unity3D, both taking as input results of hand model renderer. Module
for gesture modification provides updated gesture specifications and transmits
them to gesture storage. Note that for the storage of a gesture, the BVH file
format was used. For gesture recognition is proposed to be implemented with
Tensorflow framework and receives as input data: model of the 3D human hand,
gesture specifications and input from usual camera [6].
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Note that for Unity3D framework is able to effectively reproduce a realis-
tic human hand 3D model which consists of more than 70,000 polygons (see
Fig. 4). Based on the anatomy of the hand within Unity3D hand model was
developed with 25 degrees of freedom, four of them located in the metacarpal-
carpal joint, to the little finger and thumb to provide movement palm. The
thumb has 5 degrees of mobility, middle and index fingers have 4 degrees of
mobility (metatarsophalangeal joint with two degrees of mobility, and the distal
and proximal interphalangeal joints each have one) [9].

Fig. 4. 3D model for gestures demonstration under iOS platform

Modules for gesture modeling and recognition are developed with cross-
platform tools (frameworks based on Python, C++) can be embedded into
information and gesture communication cross-platform technology. Multiple
approaches were considered as an approach for gesture recognition [10,11].

Thus SL recognition tools are consists of taking an input of video stream,
extracting motion features that reflect SL linguistic terms, and then using pat-
tern mining techniques or machine learning approaches on the training data.
For example, in the paper [9] propose a novel method called Sequential Pattern
Mining (SPM) that utilizes tree structures to classify characteristic features.

Convolution neural networks have such advantages [6]:

(1) no need in hand crafted features of gestures on images;
(2) predictive model is able to generalize on users and surrounding not occurring

during training;
(3) robustness to different scales, lighting conditions and environment.

As a result of experimental studies F1-score of gesture recognition on test dataset
of 0.2 fraction of whole dataset for 100 image samples is equal 0,6, for 200 image
samples is equal 0,74, for 500 image samples is equal 0,8 and for 1000 image
samples is equal 0,82.
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Usage of cross-platform neural network framework such as Tensorflow allows
to implement gesture recognition as a cross-platform module of proposed technol-
ogy and serve trained recognition model on server or transfer it to the device [6].

Created software [6] offered and used in the implementation of information
technology is cross-platform and operates unchanged regardless of operating sys-
tem (Windows, Linux, Android, iOS), CPU type (x86, arm), and the type of
hardware (mobile or stationary device).

With its cross-platform build system Unity3D it is possible to create appli-
cations for each platform without porting or changing the original code.

As there are no specific hardware requirements for information technology
for modeling SL, there are objective obstacles for performance speed of older
generations devices. To overcome this problem, the following adaptive approach
to information technology was proposed as shown on Fig. 5.

Further modules implementation will leverage from existing cross-platform
technology. Modules for gesture learning and recognition, developed with cross-
platform technologies (Python, Tensorflow) will be embedded into information
and gesture communication cross-platform technology. In case of the mobile app
(iOS, Android) or application on the device with a stationary operating sys-
tem (Windows, Linux), during installation on the device information technology
analyses the existing hardware and, depending on its capacity, conducts a series
of adjustments.

Fig. 5. Cross-platform and adaptive execution of information technology scheme
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The effectiveness of the proposed approach is shown in building cross-
platform technology for modeling and recognition of Ukrainian fingerspelling
(dactyl) alphabet [4,6,11]. Based on this technology, training programs for any
one-handed fingerspelling alphabet can be created.

3 Information Technology for Simulation of Sign
Language

The general scheme for SL uses for communication with deaf people is shown on
a Fig. 6 and will provide the following features [5]:

Fig. 6. Sign language communication technology

– a module for translation of the usual text into the SL (text-to-gesture); the
module will provide demonstration animation of a common and official SL by
presenting the output on a 3D human model;

– mimics and animation (with regard to emotional components) during the
pronunciation process;

– lips reading module for recognition of the text being pronounced.

For the implementation of the suggested concept of computer-aided non-
verbal communication, a series of research works have been made and the appro-
priate software has been developed (see, for example papers [2,5,10]). For the 3D
model for SL animation synthesis, the geometrical classes of vector-based ges-
tures are described. These classes were formed using Motion Capture (MoCap)
technology [12]. MoCap is a technology for retrieving real-world 3D coordinates
using multiple video streams recorded from different viewpoints. Then the coor-
dinates are used to determine values in the 3D mathematical model. The key
frames are determined by using tracking technology [5,13].

BVH file format for the storage of a gesture was used [5].
Method of the 3D model creation of real human using Motion Capture tech-

nology is show on the Fig. 7. Note that the sign language interpreter was used for
gestures demonstration (on the Fig. 7 it a left hand picture) and his movements
were transferred to the 3D model (on the Fig. 7 it a right hand picture).
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Fig. 7. 3D model creation for gestures demonstration

The main advantage of proposed approach is technology for 3D human model
creation which maximal similar on real human (on the Fig. 7 it a central picture).

Note that gestures obtained in this way (from sign language interpreter
demonstration) can be used as a standard for displaying gestures of a partic-
ular sign language.

For the input text preprocessing, the appropriate informational technology
was created, which considers the stress location for each word, specifies its nor-
malized word form; contains synonyms and idioms. The model is represented
as a set of tables in a relational database along with a set of stored procedures
which implement all the required functionality.

For the implementation of visualization and pronunciation feature of a cus-
tom text, the appropriate synthesizer has been created. It allows creating the
voice equivalent of a custom text using different voices and voice characteristics
(volume, distance).

For the complex verification of the suggested technology the appropriate
software has been created (Fig. 8). It is used for translation of a custom text
into the SL.

The created approach which base on uses the following algorithm for SL
synthesis:

(1) a speech equivalent is synthesized for the input text;
(2) the input text is parsed as separative words;
(3) create speech synthesis for the input text;
(4) for each word its normalized form (infinitive) is found by performing a look

up in the database;
(5) for each normalized word form a gesture is looked up (represented as a 3D

model human movements);
(6) in case the gesture is not found, the word will be shown using fingerspelling

alphabet.

The created information technologies was implemented in the specialized schools
for deaf people for sign language learning was implemented and effectiveness ones
was demonstrated.
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Fig. 8. Computer system for SL modelling and learning

4 Conclusion

In the paper suggests a complex approach to creation of the informational tech-
nologies for communication with deaf people using sign language: gestures cre-
ation, modeling, animation and recognition. Convolution neural networks are
used for recognition dactylemes and experiments good recognition results are
demonstrated.

As novel approach to the 3D human model creation for sign language demon-
stration was create model maximal similar on real human. The technology uses
3D models of human body, hands and fingers. Cross-platform technology pro-
posed for solves the problem of execution on the existing multiple platforms
without implementing functionality under each platform separately is created.
This is one of the important advantages of the proposed approach to simulation
and recognition of sign languages.

Thus, in this paper it was shown the effectiveness of the technologies 3D mod-
eling sign language for creation using cross-platform common tools for modeling
and recognition sign language. Effectiveness created technologies was demon-
strated for modeling and recognition of Ukrainian sign language. Information
and gesture communication technology was developed with further scaling capa-
bilities in mind for gestures of other languages such as Polish sing language,
Kazakh sign language, English sign language etc.
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Abstract. Based on the conceptual model of the information system,
which provides an abstract representation of entities and relationships
(connections between entities), support is provided for the architecture
of a universal information system related to a particular area of scientific
knowledge.

The conceptual model includes the basic entities: actors (persons,
actors, organizations and other subjects of activity, including computer
applications). An essential component of the conceptual model are docu-
ments, publications, dictionary articles, key terms, data and other objects
of activity, including facts - a special kind of document. In turn, facts
are understood as characteristics of entities described in the ontology of
the information system, represented as a single value of data.

Keywords: Information system · Conceptual model · Actors ·
Essences · Facts

1 Introduction

To date, huge amounts of information have been accumulated and continue to
grow in the form of series of data obtained in the course of scientific research. As
a rule, they are stored in various paper and electronic publications. A modern
approach to processing the data obtained is to digitize and create large digi-
tal repositories. This approach allows more flexible organization of access and
storage of these data.

To further work with such information repositories, it is necessary to develop
specialized Internet resources, the basis of which are conceptual models of infor-
mation systems for supporting scientific activity. It is urgent, also the problem of
clear and convenient display of information, and the interaction of the end user
with this information. Therefore, the development of new methods for storing
and displaying information does not stop.

The article publcations was supported by RFBR (grant No. 18-07-01457).
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One of the new methods is ontology. They are used as a means of combin-
ing information from several sources in one area of knowledge. The creation of
ontologies is popular in any subject area. They allow you to structure the data,
exchange research results among different researchers. We have worked out con-
venient methods for entering new data and changing, if necessary, existing ones.

1.1 A Domain Choosing

A standard approach to the systematization of information is the classification
of documents using taxonomies. Taxonomy is a subject (thematic) classification
that groups terms in the form of controlled dictionaries (thesauri) and organizes
them in the form of hierarchical structures.

To describe a particular domain, a certain set of key terms is usually used,
each of which designates or describes a concept from a given subject area. The
basis of the classification is the separation of concepts (key terms), the estab-
lishment of paradigmatic relations between them (for example, the parent-child
type) and the comparison of the analyzed document to the highlighted concepts.

The development of specialized thesauri is relevant both for the develop-
ment and systematization of the conceptual apparatus of the domain (in this
case, computer science) and for the logical search for information in full-text
databases on the Internet, acting as a means of forming a search requirement,
formulating search requirements and adequate automatic indexing, classification
of documents.

The formalization of the semantics of the domain in the form of ontology
serves not only the goals of a compact and consistent description, it also forms a
conceptual basis for the representation of the whole body of knowledge about it.
For example, in the system of information support of scientific activity in terms
of ontology, the semantics of the data and information resources used in it can
be described.

Using the approaches described above, we will demonstrate on bioinformat-
ics, and specifically - its section associated with tick-borne danger in the Altai,
Kazakhstan and Siberia. Factographic material obtained during field work is
the framework of the future system. At the same time, the basis is the data on
mites, the areas of their spread, the pathogens and diseases they are carrying.
Additional information will be the actors—persons associated with these mites -
pioneers, people studying this species or collecting statistics about it, and others.
In this case, the use of ontology as a navigation system allows not only to display
information in the form of a clear structure of relationships, but also to supple-
ment the available data with a distributed method with the correspondence to
the existing axioms.

2 Domain Ontology

The formalization of the structure of the obtained information about ticks
is based not on the taxonomy of ticks. For this, we used the systematized
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Fig. 1. Of the ixodid ticks taxonomy.

medical nomenclature SNOMED CT [1] and the classification of organisms of
the National Center for Biotechnological Information [2,3] (Fig. 1).

Let us single out those species of ixodid ticks that inhabit the regions of
Altai, Kazakhstan and Siberia. Information about them will be supplemented
by current statistics of bites and infections, as well as by analysis and possible
prediction of the situation (Fig. 2).

Different types of ticks can contain different pathogens or groups of
pathogens. Many tick-borne diseases show almost identical early symptoms, it
can be difficult for health professionals to confidently assess and control the
patient who has been bitten by a tick. In addition, in some cases, one tick can
be infected, and simultaneously transmit more than one type of pathogen, which
further complicates the clinical picture. Knowing the types of ticks and possible
infections can alert the physician to specific diseases, thereby facilitating the
appropriate diagnosis and treatment. In addition, the ability to better clarify
the real threat posed by the tick bite can reduce the unnecessary prescription of
antibiotics.

To ensure effective prevention measures, a spatial and temporal analysis of
the distribution of ticks, including those infected by one or other pathogens, is
necessary. The lack of an effective technology for early detection of known and
new pathogens and predicting their spread is one of the important and acute
problems. And in this regard, one of the most promising ways to control infec-
tious agents can be continuous surveillance systems. The first step to creating
such a system is spatial and temporal analysis based on geoinformation tech-
nologies.

Geoinformation system (geographic information system, GIS) is a system
for collecting, storing, analyzing and graphically visualizing spatial (geographic)
data and associated information about the required objects. The concept of
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Fig. 2. Of ticks Classification.

geoinformation system is also used in a narrower sense - as a tool (software
product) that allows users to search, analyze and edit both a digital map of the
terrain and additional information about objects.

In our country, for the effective organization and management of a large
volume of accumulated thematic data on the spread of ixodid mites, the cases
of the circulation of people with tick bites are used as single databases so the
open database “GenBank” [4], in which all registered sequences are stored. This
database is publicly available and contains all the annotated DNA and RNA
sequences, as well as the sequences of proteins encoded in them. GenBank is
supported by the US National Center for Biotechnology Information, part of the
National Institutes of Health in the United States, and is available free of charge
to researchers around the world. GenBank receives and consolidates data from
different laboratories for more than 100,000 different organisms.

3 Of the Information System Architecture

The conceptual basis of the information system of the created Internet resource
(knowledge portal) is the ontology described above. Portal ontology introduces
formal descriptions of domain concepts in the form of object classes and rela-
tions between them, thereby setting up structures for representing real objects
and their relationships. In accordance with this, the data on the portal are
represented in the form of a semantic network, i.e. as a lot of different types
of interconnected information objects. Substantial access to systematic knowl-
edge and information resources is provided through an information system (IS)
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that provides advanced navigation and search facilities. The architecture of IS
is defined by its components, their functions and interaction.

The system is built on the basis of client-server technology and consists of the
client part, the server part, and the MySQL database. The information resource
is located at (http://ixodes.ict.nsc.ru). The structure of this resource, created
on the basis of the ontological campaign is presented in Fig. 3.

Fig. 3. Database structure.

In the described architecture, the client is the browser (user), and the server
is the web server. The logic of the system is distributed between the server and
the client, the data is stored in the MYSQL database, information is exchanged
through the network. An important advantage of this approach is the fact that
customers do not depend on the specific operating system of the user, therefore,
the system is a cross-platform service.

At the heart of the client part of the application built on the basis of the
structure is the use of cartographic service based on the library Leaflet. This is an
innovative, open source, JavaScript library. With it, a vector map is displayed,
which is loaded from the MapBox service (https://www.mapbox.com/). The
MapBox service provides a wide range of different maps, which can differ in
design, language of headings on the map and other parameters. As sources,
to generate accurate maps, MapBox uses the OpenStreetMap service (https://
www.openstreetmap.org/). OpenStreetMap is a non-commercial, open source
project that provides accurate coordinates for all the objects that are on the
map. The service uses OpenStreetMap to determine the polygons of areas that
form an intuitive interface for the user.

http://ixodes.ict.nsc.ru
https://www.mapbox.com/
https://www.openstreetmap.org/
https://www.openstreetmap.org/
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Fig. 4. On the geographical map type of the information.
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Fig. 5. Of the mathematical processing variants.
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The mapping of information on a geographic map (Fig. 4) is supplemented
by elements of statistical analysis of data accumulated over several years [5]. To
do this, we use the Google Charts library [6]. It is written in JavaScript, the
construction of combined histograms, bar charts, calendar charts, pie charts.

In Fig. 4 shows fragments of the geographic map, where markers are used to
identify the places for gathering field expeditions. If you click the mouse cursor
on any of the markers, you will see its enlarged image, where you can identify
the area where the work was done, and below - the basic information associated
with the objects of observation. In this case, we see a link to the object on the
geographic map of the northern Altai. The following are distinguished: territory
names, coordinate values in decimal format, material collection dates, type of
biotope, type of collected ticks and infectious agents detected during laboratory
sequencing.

In Fig. 5 there are samples from the statistical analysis of the material both
in the form of columnar diagrams and in the sectoral form. Data values are
presented both in numerical form and in relative values in percent.

4 Conclusion

Based on the conceptual model of the information system, which provides an
abstract representation of entities and relationships (connections between enti-
ties), support is provided for the architecture of a universal information system
related to a particular area of scientific knowledge.

The model includes the main entities: actors (persons, actors, organizations
and other subjects of activity, including computer applications). An essential
component of the conceptual model are documents, publications, dictionary arti-
cles, key terms, data and other objects of activity, including facts - a special kind
of document. In turn, facts are understood as characteristics of entities described
in the ontology of the information system, represented as a single value of data.

Acknowledgments. The work was carried out within the framework of the RFBR
grant (No. 18-07-01457), the Integration Project of the SB RAS (AAAA-A18-
118022190008-8) and the Basic Research Project (AAAA-A17-117120670141-7).

References

1. SNOMED CT [Electronic resource]. https://bioportal.bioontology.org/ontologies/
SNOMEDCT/

2. National Center for Biotechnology Information (NCBI) Organismal Classification
[Electronic resource]. https://bioportal.bioontology.org/ontologies/NCBITAXON

3. National Center for Biotechnology Information. http://www.ncbi.nlm.nih.gov
4. Database “GenBank”. https://www.ncbi.nlm.nih.gov/sites/entrez?db=nucleotide
5. Livanova, N.N., Borgoyakov, V.Y., Livanov, S.G., Fomenko, N.V.: Characteristics

of natural foci of tick borreliosis Novosibirsk scientific center and the Novosibirsk
region. Siberian J. Med. 111(4), 20–23 (2012)

6. Library Google Charts. https://developers.google.com/chart/

https://bioportal.bioontology.org/ontologies/SNOMEDCT/
https://bioportal.bioontology.org/ontologies/SNOMEDCT/
https://bioportal.bioontology.org/ontologies/NCBITAXON
http://www.ncbi.nlm.nih.gov
https://www.ncbi.nlm.nih.gov/sites/entrez?db=nucleotide
https://developers.google.com/chart/


Modelling of Technological Processes
of Underground Coal Mining

V. Okolnishnikov1(B), A. Ordin2, and S. Rudometov1

1 Institute of Computational Technologies SB RAS,
Academician M.A. Lavrentiev Avenue, 6, 630090 Novosibirsk, Russia

okoln@mail.ru
2 N.A. Chinakal Institute of Mining SB RAS,
Krasnyi Avenue 54, 630091 Novosibirsk, Russia

ordin@misd.nsc.ru

Abstract. The paper presents mathematical and simulation models of
the technological process of underground coal mining in one of the coal
mines in Kuznetsk Coal Basin. The simulation model is developed with
the help of our own simulation system MTSS, which contains a special-
ized library of mining equipment models and a coal seam model. The
main goal of the simulation for coal mining technological processes in
stoping face is the evaluation of productivity of a cutter-loader depending
on different factors. Such factors are: technical parameters of a cutter-
loader, size of a longwall face, conditions and constrains of technological
processes in stoping face, geophysical state of a coal seam.

Keywords: Coal mining · Simulation system ·
Visual interactive simulation · Longwall mining system

1 Introduction

At present, many coal mines have problems in making decisions to increase
productivity, to improve coal production planning, to use new mining machines
and new perspective technologies for coal mining. The most suitable way to solve
these problems is simulation.

A large number of publications on the use of simulation to support deci-
sion making on the design, the development and the optimization of coal mines
testifies the importance of these problems [1–8].

To solve these problems the simulation system MTSS [9] was developed. It is
a visual interactive and process-oriented discrete simulation system intended to
develop and execute the technological processes models. A distinguishing feature
of the simulation system is its orientation toward the users who are the experts
in a particular subject area (process engineers, mining engineers) not having
experience in usage of universal simulation systems. The fast development of
models is carried out owing to the visual-interactive interface and specialized
libraries of models of technological equipment for specific subject areas.
c© Springer Nature Switzerland AG 2019
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The simulation system MTSS provides the user with the following options:
visually interactive model construction with a graphical editor, setting model
parameters, various modes of model execution, 2D and 3D model visualization.
The simulation system MTSS uses 2D as a graphical editor and 2D, 3D for
visualization of model execution.

To simulate the technological processes in coal mines in MTSS simulation
system the specialized libraries of technological equipment for such coal mine
subsystems as an underground conveyor network, a pumping subsystem, and a
power supply subsystem were developed. With the use of the specialized libraries
a number of models of these subsystems for underground coal mines in Kuznetsk
Coal Basin (Russia, Western Siberia) were created [10].

In this article a new specialized library of models of mining equipment in the
stoping face is considered. The second section provides a mathematical model
of the technological process of coal mining in the stoping face. The third section
describes the simulation model of the technological process of coal mining in
the stoping face developed using the new specialized library of models and the
results of its implementation.

2 The Mathematical Model of Productivity of the
Cutter-Loader

The theoretical advance speed of a cutter-loader is [11,12]:

V =
30Nηn1K1

fP cos α ± P sin α + SDn2K2K3K4K5K6
(1)

where

V—the speed of the cutter-loader;
N—the power of the effector motor;
η—the efficiency of the effector reduction gearing;
n1—the cutting tools in the cutting line;
K1—the coefficient of the horsepower input to cutter-loader travel;
f—the cutter-loader and transporter friction coefficient;
P—the cutter-loader weight;
α—the angle of inclination of the cutter-loader;
“plus” and “minus” in front of the cutter-loader weight specify the cutter-
loader movement up and down the longwall, respectively;
S—the weighted average of the coal cutting resistance;
D—the diameter of the augers;
n2—the cutting tools that synchronously cut the face;
K2—the coefficient of squeeze which takes into account the cutting force
decrease due to the ground pressure;
K3, K4, K5, K6—the coefficients for the cutting angle, the cutting tool width,
the cutting tool dulling and the cutting tool shape, respectively.
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Among the above mentioned parameters the coal cutting resistance S influ-
ences on the motion rate the most. The coal cutting resistance is considered to
be invariable in a certain vast area and is defined by data obtained while drilling
the geological prospecting well with (2)

S1 =
k(mcfc + mrfr)

mc + mr
(2)

where

mc, mr—the coal mass and the rock mass respectively;
fc, fr—the coal hardness and the interbed rock hardness respectively;
k—a certain coefficient.

In the case of several geological prospecting wells S is calculated with the Inverse
Distance Weighting method according to (3).

S(X,Y ) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

n∑

i=1

d−2
i Si

n∑

i=1

d−2
i

, if di �= 0

Si , if di = 0

(3)

where

n—the number of wells nearest to stoping face that are taken into account
while calculating;
Si—the coal cutting resistance in ith well calculated with formula (2);
di—the distance between the ith well and the mining face with current posi-
tion (X,Y), calculated with (4).

di =
√

(X − xi)2 + (Y − yi)2 (4)

where (xi,yi)—the coordinates of the ith well.
While one-way operating of the cutter-loader the time of one-way is:

Toneway = T1 + Tscr + Tend one cut =
L

V1
+

L

Vscr
+ Tend one cut (5)

where

L—the length of the longwall face;
V1—the speed of the cutter-loader movement up the longwall determined
by (1);
Vscr—the speed of the cutter-loader movement when scraping operation is
performing;
Tend one cut—the time of the cutter-loader at the end of the longwall face by
one-way operating.
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While shuttle operating of the cutter-loader the time of one cycle is:

Tshuttle = T1 + T2 + 2Tend =
L

V1
+

L

V2
+ 2Tend (6)

where

L—the length of the longwall face;
V1,V2—the speeds of the cutter-loader movement up and down the longwall
determined by (1), respectively;
Tend—the time of the cutter-loader at the end of the longwall face by shuttle
operating.

While one-way operating of the cutter-loader the productivity of the cutter-
loader per time Twork is:

Aoneway =
γmrLTwork

Toneway
(7)

where

γ—the average mean density of the rock mass;
m—the working-bed height;
r—the cutter-loader cut width.

Substituting V1 from (1) into (5) and Toneway from (5) into (7) we get:

Aoneway =
γmrTwork

fP cos α + P sinα + SDn2K2K3K4K5K6

30Nηn1K1
+

1
Vscr

+
Tend one cut

L

.

(8)
While shuttle operating of the cutter-loader the productivity of the cutter-loader
per time Twork is:

Ashuttle =
2γmrLTwork

Tshuttle
. (9)

Substituting V1,V2 from (1) into (6) and Tshuttle from (6) into (9) we get:

Ashuttle =
γmrTwork

fP cos α + SDn2K2K3K4K5K6

30Nηn1K1
+

Tend

L

. (10)

3 Integrated Simulating Model of Stoping Operations

In the frames of simulation system MTSS a specialized library of simulating mod-
els of mining equipment (a conveyor, a cutter-loader, a self-moving roof support
etc.) that are used while coal mining in stoping face was implemented. Using
the specialized library of simulating models of mining equipment an integrated
model for technological processes of underground coal mining in stoping face was
developed. The integrated model involves the following interactive models:
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• A coal seam model.
• A cutter-loader model moving up and down the longwall face.
• A model of a self-moving roof support.
• A model of a flight conveyor.

All parameters of the mine equipment models correlate with the parameters
of the actual mine equipment operating at one of the coal mine in Kuznetsk
Coal Basin. The goals of the simulation for coal mining technological processes
in stoping face are:

• The evaluation of productivity of a cutter-loader depending on different fac-
tors including the variety of geophysical conditions of the coal seam.

• The input data acquisition (input coal stream) for operating of the belt con-
veyor network model of the coal mine.

Generally, in the stoping face the following factors influence the productivity
of the cutter-loader:

• The geophysical state of the coal seam.
• The advance speed of the cutter-loader.
• The technical characteristics of the cutter-loader.
• The delays at the end of the longwall face.
• The delays associated with the movement of the roof support.
• The delays associated with the flight conveyor.
• The delays associated with the belt conveyor.
• The delays associated with the increase of methane release.
• The delays associated with equipment failure.
• Regulations conditions and maintenance etc.

In this paper the influence of the first six factors on the cutter-loader productivity
was studied. Since the main factor influencing on the cutter-loader productivity is
the state of the coal seam (the coal cutting resistance) that restricts the advance
speed of the cutter-loader, the subject of the research is the detailed simulating of
one-way operating and shuttle operating of the cutter-loader together with roof
supports movement depending on geophysical state of coal seam. Under these
conditions the top speed and the cutter-loader productivity were calculated with
(1) and (7) of the mathematical model.

Figure 1 shows the coal seam model with two geological prospecting wells.
Figure 2 shows the integrated model of underground coal mining technological
processes in stoping face carried out with simulation system MTSS. In Fig. 2 the
coal seam with two geological prospecting wells is painted over. The areas with
reduced resistance are painted in a lighter tone. The belt conveyor and power
lines are designated in the main window.

The equipment parameters and operation modes can be set interactively in
the parameters window. The control buttons are entered in the main window:
to start the cutter-loader; to stop the cutter-loader.

With the developed simulation model of the technological process of under-
ground coal mining in the stoping face a series of experiments was performed.
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Fig. 1. The 3D coal seam model with two geological prospecting wells.

Fig. 2. The main window of the stoping face model.

For one-way and shuttle operations the average productivity of the cutter-loader
was calculated, depending on the length of the longwall face. All experiments
were carried out under the equal conditions of the passage of the cutter-loader
for a certain depth into the coal seam.

The obtained results are presented in the form of graphs in Fig. 3.
The obtained results allow us to conclude the following:

• The shuttle operation of coal mining in the stoping face is more productive
in comparison with the one-way operation.

• Increasing the length of the longwall face, beginning from a certain value, does
not significantly affect the increase in the productivity of the cutter-loader.
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Fig. 3. The dependence of the productivity of the cutter-loader on the length of long-
wall face.

4 Conclusion

The extension of the considered simulation model of the stoping face operation is
assumed to be carried out in the future. Models of aerogasdynamics of methane-
air flow in a long stope and models of a belt conveyors subsystem, a ventilating
subsystem, and a power supply subsystem of a coal mine will be additionally
included into the integrated model of the stoping face operation.

Simulation system MTSS enables engineers with little experience in simula-
tion, investigation and optimization of mining systems to solve complex engineer-
ing problems to assess the effectiveness of automation and choice of the optimal
technology, which eventually will reduce the costly risks during the design and
optimization technological processes in the mining.

The MTSS simulation system can be used not only for simulation of the
existing coal mining technologies, but also for simulation of perspective robotized
technologies and manless coal mining technologies.

Acknowledgments.. This research was partly financially supported by the Russian
Foundation for Basic Research (project 16-07-01179).
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Abstract. The system of environmental monitoring in Almaty is a
collection of data without analysis and processing, without identifying
sources of pollution. An urgent solution to this problem is to expand the
system of environmental monitoring of the city, since the foothill zone
of Almaty is characterized by extremely weak resources for self-cleaning
the atmosphere. When developing an information system to optimize the
monitoring of atmospheric air pollution by heavy metals, the key stage
is the collection, processing and structuring of data [1,2]. The object of
research is the air of the surface layer of Almaty, selected at the monitor-
ing posts for the pollution of the air monitoring network. In the course
of the research, a selection of sites for air sampling and determination
of heavy metals in the samples was carried out. The received data were
structured and prepared for inclusion in the created database and further
complex mathematical calculations. Technical requirements and limita-
tions to the information system are given.

Keywords: Ecology · Emissions · Heavy metals · Air · System ·
Monitoring · Database · Database management system · User

1 Introduction

The protection of the air environment is one of the priority directions of the
policy of the Republic of Kazakhstan in the field of ecology.

Therefore, gathering and analyzing data on atmospheric air pollution is of
particular relevance. The integrated environment will provide the opportunity
to process, forecast, produce complex calculations and will help to avoid a large
number of emissions of harmful substances into the atmosphere.

The quality of atmospheric air in the city is determined by the emissions of
pollutants from the enterprises located on its territory and road transport - the
main negative factor that determines the growing pollution of all environments
and the concern of citizens [3]. This factor will remain the dominant one in
assessing the environmental situation in Almaty.

According to the International Quality of Living Survey, Almaty occupies the
176th place among the 230 largest cities in the world in terms of environmental
c© Springer Nature Switzerland AG 2019
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quality [4]. At the same time, among these 230 cities there are also “ten million”.
According to Almaty Urban Air, some air samples in the “southern capital”
showed a degree of air pollution 9 times higher than normal. According to the
UN Assembly on the Environment, in the death of more than 25% of children
who did not live to 5 years, environmental degradation is responsible.

70% of harmful emissions into the air environment of Almaty fall to the
share of transport. According to the Almaty Traffic Police Department, to date,
more than 850,000 cars have been registered in the city. When burning fuel, the
greatest amount of toxic impurities and heavy metals are released: sulfur oxide,
aldehydes, benzopyrene, soot, lead compounds, causing severe diseases, including
cancer. Also, studies have shown that the city of Almaty is contaminated mainly
with heavy metals, whose high concentration adversely affects the environment.

Given the above problems, we have developed a database in the database
management system MS SQL Server for data collection and processing to opti-
mize monitoring of air pollution. In this article we will make the Classification of
a priori information, development of attributes of the information under inves-
tigation and proceeding from this, we will justify the structure of the created
database [5,6].

2 Rationale for Database Creation

The air quality management system includes state monitoring of ambient air
quality, establishment of emission standards, carrying out model calculations of
the level of its pollution by atmospheric emissions from industrial enterprises
and vehicles. It is being carried out with the aim of developing action plans
to reduce the negative impact, as well as carrying out environmental measures
aimed at reducing emissions of pollutants into the atmosphere.

The database allows to integrate the available data on the quality of atmo-
spheric air and to conduct their joint analysis [5]. It includes a primary data
storage unit.

The sources of primary data are:

– results of automated quality control of atmospheric air;
– data on stationary sources of emissions of pollutants into the atmosphere;
– data on emissions of pollutants into the atmosphere from vehicles.

2.1 Object of Research

The object of the research was air in the surface layer of Almaty, which was
selected for 2 monitoring stations for pollution of the air monitoring network:
Station No. 1 st. Amangeldy/Ave. Abay and Station No. 2 - Ave. Raimbek/st.
Nauryzbai batyr. For our studies, the observation data for these posts monitoring
the content of heavy metals were analyzed.

The selection is made at 2 points in the city 1 time per week. The data
obtained as a result of laboratory analyzes are used to construct maps of the
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distribution of concentrations of pollutants - both the main pollutants (heavy
metals) and a number of volatile organic compounds [7].

The database uses an internal data format that excludes the ability to import
from standard dbf or csv files.

3 Classification of a Priori Information

The information used and generated in the process of air pollution can be divided
into the following relatively independent units:

3.1. Information about users and their roles in the system;
3.2. Information on measurements of the concentration of impurities of spe-
cific heavy metals in the atmosphere;
3.3. Wind information.

These data can be broken down into four independent databases, or can be
combined into one database. The choice depends on the DBMS, on the basis of
which the client application will be developed. For example, if you use Oracle,
then it is advisable to create a single database. Since at this stage we will use MS
SQL Server, which allows simultaneous work with several databases. The follow-
ing names for databases, tables and fields are working and can be changed. For
achievement of the optimization system’s objectives of monitoring of pollution of
an atmospheric air with heavy metals require a solution of certain problems for
optimum performance of a system. In the course of work the main processes of
an information system were selected and on the basis of which the corresponding
modules are created. A modular principle of creation allows ensuring optimum
functioning of an information system. The main components of the system are
the following modules that perform basic functions for the system operation:

– “data entry” module;
– meteoparameters module;
– “assimilation of data” module;
– “data analysis” module;
– visualization module.
– “data output” module;

All the main tasks of this system’s modules are performed on the server. A web
client sends a request to the server which processes a request and replies to the
client. (A web client sends server request, the server, in turn, processes a request
and again sends to the client.) If there is a necessity, the server sends a request
to DB. Each module has the functionality which is presented in Table 1.

3.1 Information About Users and Their Roles in the System - Users

Below we describe the structure of the tables of this database (Tables 2, 3, 4
and 5).
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Table 1. Functionality of modules

Module Functionality of modules

“Data entry” module Collecting, processing of input data about environmental
pollution by heavy metals (concentration of impurity) of
the city of Almaty. The input data can be entered and also
are imported from various sources

Meteoparameters
module

Collecting, processing of meteoparameters (wind speed, a
direction of the wind, temperature, atmospheric pressure,
etc.)

“Assimilation of data”
module

Mathematical support of the environmental monitoring
system of atmospheric air with heavy metals is variational
algorithms for sequential data assimilation in real time

“Data analysis” module Definition of the extent of an atmospheric air pollution, a
status assessment of a ground layer air of the atmosphere
of the city

Visualization module Visualization of the received results in a graphic view with
use of geoinformation technologies

“Data output” module On the basis of the received results, data output in the
form of reports on the extent of pollution of an
atmospheric air of the city is made

Table 2. User: FD AuthUserType

Fields: Data type Field description Field properties

id bigint Identifier user Key field

name ru Varchar Name user Required (not null)

fullName ru Varchar Full name of the user Values are allowed NULL

Ord bigint Values are allowed NULL

Vis Integer Values are allowed NULL

Table 3. User Authentication: AuthUser

Fields Data type Field description Field properties

Id Bigint record id Key field

name ru Varchar Name user Required (not null)

fullName ru Varchar Full name of the user Values are allowed NULL

login Varchar User login Required (not null)

passwd Varchar Password Required (not null)

locked bit User Status (Lock) Required (not null)

authUserType bigint Authorized User Type Required (not null)

parent bigint Required (not null)

email Varchar Mail user Required (not null)

phoneNumber Varchar Phone Values are allowed NULL
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Table 4. Authorized user role: AuthRole

Fields Data type Field description Field properties

Id Bigint Identifier id Key field

name ru Varchar Name user Required (not null)

fullName ru Varchar Full name of the user Values are allowed NULL

cmt ru text Comments in Russian Values are allowed NULL

Table 5. Authorized user role: AuthRoleUser

Fields Data type Field description Field properties

id bigint Identifier id Key field

authRole bigint The role of an authorized user Required (not null)

authUser bigint The role of an authorized user Required (not null)

ord bigint Values are allowed NULL

vis bigint Values are allowed NULL

Fig. 1. User unit

The FD BusProcessType, BussProcess, AuthRolePriv, AuthUserPriv tables
are filled in the same way (Fig. 1), and contain additional information about the
authorized users of the system. Figure 1 shows the relationship of the tables in
the User block.
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3.2 Information on Measurements of the Concentration of
Impurities of Specific Heavy Metals in the Atmosphere

The main table in this database is a table with data on measurements of the
concentration of impurities of specific heavy metals in the atmosphere - Pollu-
tion, the types of materials and their physical characteristics, which may have
implications for collection and analysis. Figure 2 shows the “Pollution” block.

This database in the future will consist of two parts. One of them corresponds
to standard mathematical models of media, the other to models created in the
natural experiment. In the course of the work, this database should be expanded
and supplemented with new data.

Below describe the structure of the created tables (Tables 6, 7 and 8).

Table 6. DataCollectionPoint – basic information about data collection points

Fields Data type Field description Field properties

id bigint Data collection point identifier Key field

name Varchar Data collection point name Obligatory field

lon float Longitude Obligatory field

lat float Latitude Obligatory field

cmt ru text Comments optional field

Data on heavy metals and other pollutants in the atmospheric air are stored
in the PollutionElements table.

Table 7. PollutionElements

Fields Data type Field description Field properties

Id Bigint Records ID Key field of the table

name varchar Name of pollutant Required, foreign key

alias varchar Secondary name (formula) Optional

concentration Float Concentration of the contaminant
in the atmosphere

Required, foreign key

The Measurements table contains data on measurements at collection points.

3.3 Wind Information

The wind is the key factor in the spread of pollutants in the ambient air, and
it is advisable to create a separate data block for the wind parameters. The
FD WindType, Wind (Tables 9 and 10) contains basic information about the
characteristics of the wind.
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All tables can be added to the database as needed. Five tables are designed
to write system data – Dblog, dbFileStorage, sys jc GenId, DbInfo, Wax VerDb
ModelingOthers, which will provide information about the files, the database.

To collect and process data to optimize the monitoring of air pollution, a
database is created, which is shown in Fig. 3 as a relational model of the database.

Table 8. Measurements

Fields Data type Field description Field Properties

Id bigint Records ID Key field

point bigint data collection points Obligatory, Key

dBeg datetime Start time of the conducted measurement Obligatory

dEnd datetime End time of the conducted measurement Obligatory

element bigint Contaminant Obligatory, Key

temperature float Air temperature during measurement Obligatory

pressure float Air pressure during measurement Obligatory

value float Value Obligatory

Fig. 2. Block “Pollution”

Table 9. FD WindType

Fields Data type Field description Field Properties

Id bigint Records ID Key field

name ru varchar Name Obligatory, Key

fullName ru varchar Full name Obligatory

ord bigint values are allowed NULL

vis bigint values are allowed NULL
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Table 10. Wind

Fields Data type Field description Field Properties

Id bigint Records ID Key field

dte datetime Measurement time Obligatory

speed float Wind speed Obligatory

windType bigint Type of wind Obligatory, Key

Fig. 3. Relational model of database

It is necessary to fix special marks on the surface that affect the measure-
ments. After the work is finished and the data is viewed, the data is saved to a
file that must be loaded into the database.

Next, we will develop an application that will transfer to the database the
results of both mathematical modeling and experiments in accordance with the
structure of the database.
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4 General Structure of the Monitoring System

The working process of the air pollution monitoring and surveillance system is
shown in Fig. 4 and consists of three main blocks, namely: a database, a real-
time sensor data reporting system from two monitoring stations and the server.
Finally, the results of the previous steps can be used for applications.

Fig. 4. General structure of the monitoring system

5 Conclusion

Despite all the efforts made by the Government of Almaty to improve the qual-
ity of atmospheric air in the city, air pollution remains the main environmental
problem of our metropolis. The constant growth of the fleet of vehicles in combi-
nation with the growth of the number of industrial enterprises and the increase
in the capacity of enterprises of the energy complex lead specialists to forecast a
negative trend in the development of the ecological situation. In this connection,
the use of modern technologies of spatial processing and data analysis makes it
possible to significantly improve the efficiency of air quality management. The
integrated approach implemented in the information system allows combining
the maintenance of databases of emission sources, instrumental and calculation
methods for air quality control, as well as using spatial analysis tools in organiz-
ing information support for making managerial decisions of the urban planning.
The adoption of environmentally friendly management decisions is the basis for
sustainable development of the city and the region as a whole.

The work was supported by the Ministry of Education and Science of
Republic of Kazakhstan, under the Grant Development of a new information
system and database to optimize monitoring of atmospheric air pollution by
heavy metals (contract number 132, 12 March, 2018).
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Abstract. Over recent years, substantial efforts have been made to
develop technologies for the flame 3D reconstruction and characteri-
zation. Among those, the digital image based on tomographic tech-
nique has received great attention due to its clear advantages over other
approaches. The technology of digital image appeared to be the most
suitable for the 3D measurement of flame in practical furnace. Digital
image-based tomography of flame can be achieved using either a single
camera or multi-camera set-up. Although the single camera approach is
simple in structure and low in cost, it can only be applied under strict
conditions where the flame is steady and has a high level of rotational
symmetry. For the more accurate reconstruction of unsteady and asym-
metric flame, a multi-camera system has to be employed. The process of
capturing the light from a combustion flame onto an imaging sensor is
physically equivalent to a Radon transformation where a 2D flame cross-
section undergoes transformation to produce a 1D section projection.
Consequently, the reconstruction of a flame cross-section from its mul-
tiple 1D projections turns out to be the inverse Radon transformation.
Among the majority of currently known multi-camera optical pyrometry
methods for temperature field reconstructing, the back-projection algo-
rithm is used for Radon inverse transformation. At the same time, the
back-projection algorithm is known to have a low accuracy of restoring
the original distribution. The purpose of this report is a study of the
algebraic approach possibilities to numerical Radon inverse transforma-
tion. We hope that the proposed method can be useful in the process of
the 3D image temperature field reconstructing.

Keywords: Two-colorpyrometry · Flame ·
Temperature field reconstruction · Radon transform ·
Inverse Radon transform · Numerical methods
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1 Introduction

In recent years, a large amount of research has been focused on the development
of automatic process control systems in thermal power plants (CHP). The main
control task for the CHP is the following: the automatic control system must reg-
ulate the output power to meet the electricity demand in combination with the
safe maintenance of the required values of the main dynamic variables such as
steam heater temperature, throttle pressure, furnace pressure, and drum water
level. As a rule, this goal is achieved through the use of multi-level automatic con-
trollers based on proportional-integral-differential (PID) controllers [1–3]. This
approach turns out to be highly reliable and provides satisfactory performance
during normal operation, maintained in the system, where the characteristics
of CHP plants remain almost constant. However, the demand for electricity
increases, while the magnitude of the cyclic change in the grid load of renewable
sources such as wind, solar and hydropower, is strongly influenced by the sea-
son and weather conditions. Consequently, CHP must participate in the overall
energy production network and respond to these changes by adjusting the load
in a wide and rapidly changing wide range. Thus, the above thermal param-
eters of CHP plants should be monitored so that they can work optimally at
any time. At present, the problems of control in conditions of non-linearity of
parameters in a wide range of operations, high inertia and time-varying behav-
ior, as well as strong interaction among a multitude of variables, are becoming
serious challenges for CHP process control systems. Consequently, conventional
PI/PID controllers based on controllers are already insufficient for the required
performance, even if they are well tuned at a given load level. On the other hand,
with the help of modern computer and instrumental technologies and the use of
a distributed control system, it is now possible to introduce advanced intelligent
controllers. Intelligent control systems developed on the basis of neuro-fuzzy net-
works are described in papers [4–6], where both linear models and controllers
are given and evaluated. Thanks to simulation studies of a coordinated control
system for a boiler-turbine system and a superheater controlled by an intelligent
controller, higher control values are shown in comparison with linear intelligent
systems of general control.

The authors of this work are developing an intelligent controller to control the
processes of formation of the fuel-air mixture in steam boilers, including a “fast”
temperature control circuit based on the readings of the pyrometer. A radiation
detector is used as a detector, the selected detection wavelength depends on the
type of fuel burned, the operation of the device and the circuits are described in
more detail in our paper [7].

It has been proved that the geometric, luminous, and fluid dynamic charac-
teristics of the flame in combustion systems are closely related to combustion
efficiency and pollutant emissions as well as furnace safety [8]. Advanced mon-
itoring and characterization of these flames have therefore become increasingly
important for engineers to better understand and optimize combustion processes.
In recent years, much research effort has been directed towards the development
of advanced instrumentation systems for enhanced monitoring and specification
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of flames, particularly with the latest optical sensing, digital imaging, and image
processing techniques [9]. However, the flame data obtained from these systems
is limited to two dimensions (2-D) only, i.e., the third dimension has not been
taken into account. The most recent advance in this area of research is the devel-
opment of an instrumentation system for three-dimensional (3-D) visualization
and quantitative characterization of red gas flames [9,10]. However, the system
was elaborated to measure geometric and luminous parameters of flames from
a reconstructed 3-D flame model, ignoring 3-D temperature information. Accu-
rate measurement of temperature distribution in combustion flames is necessary
to achieve fundamental understanding of combustion and polluting substances
formation processes. Three-dimensional temperature measurement of combus-
tion flames is of a major technical challenge. As a result, very limited scope of
work has previously been reported on the subject. It is the nature of combustion
flames which is the greatest problem in attempting to determine any informa-
tion as to their internal structure in 3-D, including temperature. Moreover, as
translucent, a flame cannot be inspected and analyzed using established 3-D
techniques, such as tomography as used in medical imaging. Previous work in
the area includes theoretical study on the determination of 3-D temperature dis-
tribution in a large furnace using multiple cameras [11]. However, the principles
upon which the described system is based appear to be difficult for implementing
the system.

The purpose of this study is to develop a mathematical apparatus for the
reconstruction of the three-dimensional temperature field of the flame, which is
being formed in an industrial boiler and controlled according to the readings of
the pyrometer.

2 Principles of Two-Color Pyrometry

Pyrometry is based on the fact that all surfaces at temperatures above abso-
lute zero emit thermal radiation. Planck’s radiation law (1), modified to include
surface emissivity, is the fundamental relation of thermal radiation:

M(λ, T ) = ελ
C1

λs(e
C2
λT − 1)

, (1)

where M(λ, T ) is the monochromatic exitance, namely monochromatic radia-
tion measured in ration of energy per unit area per unit time (W/m2/s), λ
is the wavelength of the radiation (mm), T is absolute temperature (K), ελ is
monochromatic emissivity, and C1 and C2 are the first and second Planck’s con-
stants. In cases C2

λT � 1, Planck’s law can be replaced by the Wien’s radiation
law (2):

M(λ, T ) = ελ
C1

(λs)5
e
C2

λT
. (2)

It can be shown that the output of the imaging system, namely the grayscale
G(λ, T ), is proportional to the exitance of the measured object and dependent
on the spectral sensitivity Sλ of the imaging system (CCD sensor), i.e.,
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G(λ, T ) = RSλελ
C1

(λs)5
e
C2

λT
, (3)

where R is called the instrument constant which is independent of wavelength
and reflects the effects of various factors including radiation attenuation due to
the optical system and atmosphere, observation distance, lens properties and
signal conversion. The ratio between the grey levels at wavelengths λ1 and λ2 is
given by Eq. (4):

G(λ1, T )
G(λ2, T )

=
Sλ1ελ1

Sλ2ελ2

(
λ2

Λ1
)5 exp (

C2

T
(

1
λ2

− 1
λ1

)) (4)

The ratio between the spectral sensitivities S(λ2)

S(λ1)
is called instrument factor

and is known from calibration using a tungsten lamp as a standard temperature
source. A crucial point here is how to deal with the ratio between the spec-
tral emissivities λ1 and λ2. Normally, gray body behaviour is assumed for the
detected object (i.e., λ2

λ1
= 1), when the wavelengths are very close to each other.

For gaseous flames, the size of the soot particles ranges from 0.005 to 0.1 mm [5]
and is much smaller than the wavelengths of observation. Flower (1983) proved
that, when assuming the soot particles in the flame to be homogeneous, opti-
cally thin, isothermal along a horizontal line through the flame, and small relative
to the used wavelength, the spectral emissivity is inversely proportional to the
wavelength, i.e., λ1 � 1

1 . Therefore, another formulation for gaseous flames in

this study is obtained by substituting λ2
λ1

= e(λ2)

e(λ1)
into Eq. (5):

T =
C2( 1

λ1
− 1

λ2
)

ln G(λ1,T )
G(λ2,T ) + ln Sλ2

Sλ1
+ ln (λ1

λ2
)6

(5)

3 Principle of Measurement

Two-color pyrometry has been used extensively in many combustion applications
but its application is relatively new to coal flames. Reviews and discussions on
the uncertainties of the two-color method for measuring temperature and KL can
be found by Ladommatos and Zhao [12] and others [13–16]. the two colors can
be derived by several methods. The simplest is to obtain emission from a single
line of sight (provides a point measurement) which is split and then optically
altered to produce two narrow bands of light. Shaw and Essenhigh [17] used this
method on a laboratory scale reactor using pulverized coal to yield point tem-
perature measurements. Lu and Yan [9] used a single, CCD camera to measure
the two-dimensional (2D) temperature in a 500 kW pulverized-coal flame. The
light from the flame was split and altered into three narrow wavelength beams
and captured by the CCD detector on the camera. The signals for the three
beams were processed continuously to provide online temperature readings. The
effects on temperature with varied air-fuel ratios, fuel low rates, and particle sizes
were examined. Huang et al. [18] used a similar method to yield 2D, continuous
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temperature measurements using a single CCD camera with rotating, narrow
(10 nm) band-pass filters. Three hundred images were taken over a period of
thirty seconds with each band-pass filter. The signals for each wavelength were
averaged and then used to compute the average, 2D flame temperature. In order
to calculate the temperature distribution of a flame cross section from its gray
scale images using the two-color method, it is necessary to reconstruct two gray
scale representations of the cross section for two different spectral bands (Fig. 1).

Fig. 1. Functional schematic of the two-color pyrometer

The process of projecting the light from a combustion flame onto an imaging
sensor is physically equivalent to a Radon transformation, where a 2-D flame
cross section undergoes transformation to produce a 1-D section projection [19].
Consequently, the reconstruction of a flame cross section from its 1-D projec-
tion is essentially the inverse Radon transformation. As a matter of fact, the
implementation of the inverse Radon transformation requires infinitely many
of projections from a 180 arc around the burner axis. In practice, however,
the reconstruction is achieved using a sufficiently large number of projections
(Fig. 2).

4 Radon Transform

Let f(x, y) be a function of two real variables defined on the whole plane, and
decreasing sufficiently fast at infinity (so that the corresponding improper inte-
grals converge). Then by the Radon transform of the function f(x, y) is defined
as (6)

R(s, α) =
∫

f(s cos α − z sin α, s sin α + z cos α) dz (6)
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Fig. 2. Schematic illustration of the reconstruction problem

The geometric meaning of the Radon transform is the integral of the function
along a straight line perpendicular to the vectorn = (cos α, sin α) and passing
at a distance s (measured along the vector n, with the corresponding sign) from
the origin (Fig. 3)

The Radon transform can be defined in different ways. The Radon transform
q�(ρ, τ) of a continuous two dimensional function q(x, y) is found by stacking or
integrating values of g along slanted lines. The location of the line is determined
from the line parameter: slope ρ and line τ offset.

q�(ρ, τ) =
∫

q(x, ρx + τ) dx (7)

We will use

S(ρ, ϕ) =
∫∫

f(x, y)δ(ρ − x cos ϕ + y sin ϕ) dxdy, (8)

where δ(ρ) is a Dirac’s delta-function.If the distribution function f(x, y) is
known, the formula (8) allows to calculate so-called “sinogram” S(ρ, ϕ).

5 Numerical Inversion of Radon Transform

The inverse task means that to find f(x, y) when the function S(ρ, ϕ) is known.
There is an exact solution of Eq. (1), which was found by Radon himself. It is
called inverse Radon transform and has the form (9):

f(x, y) = − 1
2π2

π∫

0

dϕ

∫
DS

Dρ

dρ

ρ − x cos ϕ + y sin ϕ
(9)
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Fig. 3. Geometry of the Radon transforms

It should be noticed, that the method of Radon transform is widely used
in tomography [20]. Its main advantage is that there is no need to solve the
system of algebraic equations. This method gives the explicit expression for the
density function f(x, y) through the ray-sums of sinogram S(ρ, ϕ), Of course the
matter is not reduced to find the inverse operator for Eq. (12), which is incor-
rect. Currently, the most common method of numerical inversion of the Radon
transform is the inverse projection algorithm [21,22]. In any case we can get
the corresponding expression by using different mathematical transformations
and hypotheses. It seems that those transformations must be examined in detail
and replaced by its approximated matrix analogs. In theory of Radon transform
there is an interesting ratio, which gives an integral equation to find the phantom
density. Let consider double integral on a plane (10):

I(q, x, y) =
∫∫

D

f(α, β)√
(x − α)2 + (x − β)2 − q2

dαdβ, (10)

where D defined as (x − α)2 + (x − β)2 > r2

Let’s
α = x + r cos θβ = y + r sin θ (11)

Then (11) transforms to

∞∫

r

r dr√
r2 − q2

2π∫

0

(x + r cos θ, y + r sin θ) dθ = I(q, x, y) (12)

The internal in (12) is a mean density along circles with radius r > q, that
means

f�(r, x, y) =
1
2π

2π∫

0

(x + r cos θ, y + r sin θ) dθ (13)
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Thus, expression (13) is an integral equation to determine unknown function
f(r, x, y):

∞∫

r

f�rdr√
r2 − q2

=
1
2π

I(q, x, y) (14)

Last equation is a well-known Abel equation, and its solution is expressed by
formula:

f�(r, x, y) =
1
π2

∞∫

r

√
r2 − q2(

DI

Dq
)dq (15)

For r → 1: the mean density naturally converted to the density in point
(x, y), and we get:

f(x, y) = − 1
π2

∞∫

r

1
q
(
DI

Dq
)dq (16)

If we know relation between distances q and detector numbers p, then the
function I(q, x, y) can be written through the sinogram in form

I(q, x, y) =

2π∫

0

S(ρ, ϕ) dϕ (17)

Hence, the phantom density (17) can be presented as (18):

f(x, y) =

2π∫

0

dϕ

∫
DS

Dρ

dρ

q(ρ, ϕ, x, y)
(18)

The value q, included into (7) is a distance from each image point (x, y) to
each ray (ρ, ϕ) passing camera. The elements of four dimensional array q can
be calculated by formula (7). For its practical usage one can introduce three
dimensional array of inversed distances Q(α, x, y). In formula (6), which made
the Radon transform, exist a numerical operation of differentiation of sinogram
S(ρ, ϕ) by detectors ρ. If ρ considered as number of lines, and ϕ - as number of
columns, then numerical differentiation is more comfortable do by multiplication
of S(ρ, ϕ) from left on the corresponding matrix M, i.e. S1(ρ, ϕ) = DS(ρ, ϕ) =
MS(ρ, ϕ). In the internal points of differentiated vector-column the derivative is
approximated by central differences, but in extreme points - one-side differences.
The matrices of differentiation operator M can be built with any sizes. They are
distinguished from Toeplitz matrices, having the same values on diagonals, by
the first and last lines.

The main results of this research are following:

(1) The mathematical approach of the two-color pyrometry task with usage
matrix algorithm for 3D temperature field reconstruction was formulated.
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(2) In contrast to the known approaches, the matrix algorithm gives precise
reconstruction of the radiation intensity distribution. However, it is sensitive
to the inaccuracy of image parameters. This drawback is also inherent for
other image based pyrometry methods.

(3) We have currently tested the possibility of using the direct method of solv-
ing the inverse Radon equation in combination with the recently developed
regularization methods.

6 Conclusion

A mathematical apparatus has been developed to recreate the three-dimensional
temperature field of the flame, which is being formed in an industrial boiler
unit and controlled according to the readings of the pyrometer. The two-color
pyrometry problem is solved using the matrix algorithm for the recovery of a
three-dimensional temperature field using direct and inverse Radon transforms.
In practice, the developed methods are used to create an intelligent system for
managing the processes of forming a fuel-air mixture in steam boilers, including
a “fast” temperature control circuit with an intelligent controller that works
with pyrometer readings.

The results of the research are of significance for a wide range of researchers
developing temperature control circuits using pyrometers.

References

1. Xiao, W., Jiong, S., Yiguo, L., Kwang, Y.L.: Steam power plant configuration,
design, and control. In: WIREs Energy Environ, p. 27. Wiley, Hoboken (2015)

2. Mallik, A.: State feedback based control of air-fuel-ratio using two wide-band oxy-
gen sensors. In: Proceedings of 10th Asian Control Conference (ASCC 2015), Kota
Kinabalu, Malaysia, pp. 1–6 (2015)

3. Najimi, E., Ramezani, M.H.: Robust control of speed and temperature in a power
plant gas turbine. ISA Trans. 51, 304–308 (2012)

4. Li, X., Guan, P., Chan, C.W.: Nonlinear multivariable power plant coordinate
control by constrained predictive scheme. IEEE Trans. Contr. Sys. Technol. 18,
1116–1125 (2010)

5. Liu, X.J., Chan, C.W.: Neuro-fuzzy generalized predictive control of boiler steam
temperature. IEEE Trans. Energy Conver. 21, 900–908 (2006)

6. Liu, X., Liu, J.: Constrained power plant coordinated predictive control using
neurofuzzy model. Acta Autom. Sinica 32, 785–790 (2006)

7. Ospanov, O.B., Alontseva, D.L. Krasavin, A.L.: Development of an intelligent sys-
tem for optimal energy-efficient control of the air-fuel mixture making in steam -
driven boilers. In: The Joint Issue of Journals “Herald of D. Serikbayev EKSTU”
and “Computational Technologies”, vol. 1, no. 2, pp. 56–70 (2018)

8. Toftegaard, M.J., Brix, J., Jensen, P.A., Glarborg, P., Jensen, A.D.: Oxy-fuel com-
bustion of solid fuels. Prog. Energy Combust. Sci. 36(5), 581–625 (2010)

9. Lu, G., Yan, Y.: Temperature profiling of pulverized coal flame using multicolor
pyrometric and digital imaging techniques. IEEE Trans. Instrum. Meas. 55(4),
1303–1308 (2006)



180 O. B. Ospanov et al.

10. Brisley, P.B., Lu, G., Yan, Y., Cornwell, S.: Three dimensional temperature mea-
surement of combustion flames using a single monochromatic CCD camera. IEEE
Trans. Instrum. Meas. 54(4), 1417–1421 (2005)

11. Zhou, H.C., Han, S.D., Lou, C., Liu, H.: A new model of radiative image forma-
tion used in visualization of 3-D temperature distributions in large-scale furnaces.
Numer. Heat Transfer B Fundam. 42(3), 243–258 (2002)

12. Ladommatos, N., Zhao, H.: A guide to measurement of flame temperature and
soot concentration in diesel engines using the two-colour method, part 1. In: SAE
Paper, vol. 941956 (1994)

13. Ladommatos, N., Zhao, H.: A guide to measurement of flame temperature and
soot concentration in diesel engines using the two-colour method, part 2. In: SAE
Paper, vol. 941956 (1994)

14. di Stasio, S., Massoli, P.: Influence of the soot property uncertainties in temperature
and volume-fraction measurements by two-colour pyrometry. Meas. Sci. Technol.
5, 1453–1465 (1994)

15. Zhao, H., Ladommatos, N.: Optical diagnostics for soot and temperature measure-
ment in diesel engines. Prog. Energy Combust. Sci. 24(3), 221–225 (1998)

16. Tree, D.R., Svensson, K.I.: Soot processes in compression ignition engines. Prog.
Energy Combust. Sci. 87, 272–309 (2007)

17. Shaw, D.W., Essenhigh, R.H.: Temperature fluctuations in pulverized coal (P.C.)
flames. Combust. Flame 86, 333–346 (1991)

18. Huang, Y., Yan, Y., Riley, G.: Vision-based measurement of temperature distribu-
tion in a 500-kW model furnace using the two-colour method. Measurement 28,
175–183 (2000)

19. Lou, C., Zhou, H.C., Yu, P.F., Jiang, Z.W.: Measurements of the flame emissiv-
ity and radiative properties of particulate medium in pulverized-coal-fired boiler
furnaces by image processing of visible radiation. Proc. Combust. Inst. 31(2), 2771–
2778 (2007)

20. Faridani, A.: Tomography and sampling theory, the radon transform and applica-
tions to inverse problems. In: AMS Proceedings of Symposia in Applied Mathe-
matics. American Mathematical Society, Providence (2006)

21. Jia, R.X., Xiong, Q.Y., Wang, K., Wang, L.J., Xu, G.Y., Liang, S.: The study
of three-dimensional temperature field distribution reconstruction using ultrasonic
thermometry. AIP Adv. 6(7), 075007 (2016)

22. Li, Y., Liu, S., Inaki, S.H.: Dynamic reconstruction algorithm of three-dimensional
temperature field measurement by acoustic tomography. Sensors 17(9), 2084 (2017)



Quasi-geostrophic Wave Motion
in a Rotating Layer

of Electrically Conducting Fluid with
Consideration of Dissipation Effects

S. I. Peregudin1(B), E. S. Peregudina2, and S. E. Kholodova3

1 St. Petersburg State University, Saint Petersburg, Russia
peregudinsi@yandex.ru

2 St. Petersburg Mining University, Saint Petersburg, Russia
ehllina-peregudina@yandex.ru

3 ITMO University, Saint Petersburg, Russia
kholodovase@yandex.ru

Abstract. The purpose of the paper is to obtain an analytic solution
of the boundary-value problem for the system of nonlinear partial dif-
ferential equations that model magnetohydrodynamic perturbations in
a layer of perfect electrically conducting rotating fluid bounded by space-
and time-varying surfaces with due account of the dissipative factors of
the magnetic field diffusion, the inertia forces, and the Coriolis force.

We construct an exact solution of the reduced nonlinear equations
that describes the propagation of waves of finite amplitude in an infi-
nite horizontally extended electrically conducting fluid when the surface
bounding the layer has approximatively constant gradient over distances
of the order of the wavelength.

Keywords: Quasi-geostrophic motion · Rotating fluid ·
Magnetic field diffusion · Magnetohydrodynamic processes

1 Introduction

The paper is concerned with theoretical studies of nonlinear wave processes in
liquid electrically conducting media with dissipation which are influenced by
magnetic forces. It is known that a motion of conducting media in a magnetic
field is accompanied by interaction effects between mechanical and electromag-
netic fields due to ponderomotive forces and elastic motions. Various manifesta-
tions of such interaction is the subject of study of magnetic hydrodynamics, one
of the branches of continuum mechanics, which was considerably advanced by
H. Alfvén, G. G. Branover, T. G. Cowling, A. G. Kulikovskii, G. A. Lyubimov, J.
A. Shercliff, and other researchers, who studied propagation of small perturba-
tions in ideal media and succeeded in solving hydrodynamically classical motion
problems of conducting fluids in channels and tubes.
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Practical considerations indicated the need in the development of simplified
mathematical models of MHD-processes more suitable for dealing with specific
problems. In this direction, one should mention the models of weakly conducting
media obtained by S. I. Braginskii, G. G. Branover, A. G. Kulikovskii, and
G. A. Lyubimov, as well as the asymptotically degenerated models of magnetic
hydrodynamics with small and large Reynolds numbers.

Within the framework of the above approximations it proved possible to con-
struct the solution of many practically important problems of flow of conducting
media and investigate processes of propagation of linear magnetohydrodynamic
waves both in homogeneous and in inhomogeneous media.

The study of nonlinear MHD waves started relatively recently. Principal
results in this problem were obtained by F. De Hoffmann in the approxima-
tion of weak conductivity of the fluid without consideration of rotation and by
K. D. Danov and M. S. Ruderman for a perfectly conducting media.

In the present study we construct a nonlinear mathematical model of dynamic
wave processes in an electrically conducting fluid with due account of such
important effects as the rotation of the medium and dissipation associated with
equiprobable effect of the convective and diffusion terms in the magnetic field
induction equation.

2 Quasi-geostrophic Motion. Statement and Solution of
the Problem

Let us consider a rotating layer of perfect incompressible electrically conduc-
ting fluid bounded from above by a hard impermeable surface z = Z(x, y), and
from below, by the surface z = −hB(x, y, t). We use the rectangular Cartesian
coordinates Oxyz. By the body force we shall mean the vector g orthogonal to
the surface z = 0 and antiparallel to the vertical axis. The rotation axis of the
fluid coincides with the z-axis; i.e., ωω = kω, where ωω is the angular velocity of
rotation of the layer. We solve the problem in the framework of long wavelength
approximation [1],

∂vx

∂t
+ vx

∂vx

∂x
+ vy

∂vx

∂y
= 2ωvy + g
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+
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∂η
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∂

∂x
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∂

∂y
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(hB − Z)
(

∂bx
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+

∂by

∂y

)
+ b

(e)
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where λ =
1

σμ
is the magnetic diffusion coefficient. Let L be the linear scale,

U is the velocity scale, B is the scale of the magnetic field, T is the time scale,
and N is the ordinate scale of the surface η(x, y, t). Consider the dimensionless
variables

x′, y′, t′, v′
x, v′

y, b′
x, b′

y, η′, x = Lx′, y = Ly′,
t = Lt′, vx = Uv′

x, vy = Uv′
y, bx = Bv′

x, by = Bb′
y, η = Nη′.

Now the initial equations assume the form (dropping prime notation)
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Here

εT =
1

Tα
, ε =

U

Lα
, F =

α2L2

gD
, α = 2ω, Rm =

UL

λ
,

H = H0(x, y) + η(x, y, t) = D − Z + η, H0 is the unperturbed fluid depth and
D is a constant.

We next assume that
gN

LαU
= 1. (1)

Hence N =
LαU

g
. From the above analysis it follows that

B2

μρU2
= O(1),

F = O(1). Additionally, we assume that

Z

D
= εηb, b(e)z0

− bz0 = εbh, (2)

where ηb, bh are of the order of unity. Condition (1) means that if the Rossby
number ε is small, then it is not yet so great that the motion differs substantially
from a strictly geostrophic motion.
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The Rossby numbers εT and ε measure the ratio of the local and advective
accelerations to the Coriolis acceleration. The ratio of the local acceleration to
the advective acceleration is controlled by the parameter

εT

ε
=

L

UT
.

In the case when this parameter is large, the equations are essentially linear;
i.e., the local time derivative is dominant over the nonlinear advective terms.
Let us assume that the nonlinear terms are of the same importance as the local
acceleration. In other words, we assume that

εT

ε
= 1;

i.e., we consider the cases when the advection time
L

U
has the same order as the

time scale of local variations.
Using conditions (1), (2) and applying the operator rot to the first and second

equations, we obtain, from the third equation of the above system for εT = ε in
the first approximation (ε = 0),

(
∂

∂t
+ vx

∂

∂x
+ vy

∂

∂y

)
(Ω − Fη + ηb) = M

(
bx

∂ζ

∂x
+ by

∂ζ

∂y

)
;

vx =
∂η

∂y
, vy = −∂η

∂x
, Ω = −Δη, ζ =

∂by

∂x
− ∂bx

∂y
;

∂bx

∂x
+

∂by

∂y
= 0; (3)

∂bx

∂t
+ vx

∂bx

∂x
+ vy

∂bx

∂y
− bx

∂vx

∂x
− by

∂vx

∂y
=

1
Rm

(
∂2bx

∂x2
+

∂2bx

∂y2

)
,

∂by

∂t
+ vx

∂by

∂x
+ vy

∂by

∂y
− bx

∂vy

∂x
− by

∂vy

∂y
=

1
Rm

(
∂2by

∂x2
+

∂2by

∂y2

)
,

where M =
B2

μρU2
. In the absence of magnetic field, such approximation is

called quasi-geostrophic in hydrodynamics; this means that the Rossby number
is small, but at the same time it is still large in order that the fluid would move
as a family of columns.

The solution to the system of nonlinear equations (3) will be sought as a func-
tional dependence of components of the magnetic field on the function η,

bx = f1(η), by = f2(η).
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Now Eq. (3) in terms of the function η assume the form
(
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The terms in the expression −Δη − Fη + ηb are completely determined by
the relative motion. The term is a relative vorticity, the second term describes
the contribution from the layer depth changes. The last term corresponds to the
contribution from the surface topography z = −Z(x, y) and is independent of
the motion. The right-hand side of Eq. (4) contributes to the vorticity equation
due to the presence of the magnetic field.

Thus, the problem of determining the quasi-geostrophic motion is reduced
to the solution of the system of three nonlinear equations for perturbation of
the surface η (or, what is the same, for the hydromagnetic pressure) and for the
functions f1(η) and f2(η) that describe the magnetic field. From the available
solutions η, f1 and f2 of Eqs. (4)–(6), one can find from the above relations the
velocity components vx, vy and the field components bx, by.

The solution η will be sought in the form

η = Aei(kx + ly − σt).

Now system (4)–(6) assumes the form

i
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Analytic expressions of the functions f1(η) and f2(η) can be found from the
system of Eqs. (8), (9). Excluding the function f2 from this system, we find that
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1
l2

(
iσf ′

1 − klf1 − f ′′
1

1
Rm

(k2 + l2)η − f ′
1

1
Rm

(k2 + l2)
)

. (10)



186 S. I. Peregudin et al.

As a result, we have the equation

1
Rm
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for the function f1(η). Its general solution reads as
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.

The form of the function f2 is determined by formula (10). But Eq. (7) is satisfied
only by the functions f1 and f2 for which C3 and C4 are zero. Hence

f1(η) = C1η + C2, (11)

f2(η) =
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Rm

l2
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l
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Using expression (11) and (12), Eq. (7) assumes the form
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Note that the equation representing the quasi-solenoidality of the magnetic
field is satisfied identically.

We thus have the following conclusion. For an electrically conducting rotating
fluid which is infinitely extended in the horizontal direction with ∇ηb = const
(which is equivalent to the assumption that the slope of the surface z = −Z(x, y)
is nearly constant over distances of the order of the wavelength), the precise
solution of the system of nonlinear equations (3) reads as

η = Aei(kx+ly−σt), vx =
∂η

∂y
, vy = −∂η

∂x
,

bx = C1η + C2, by =
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η.
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From Eq. (13) we have the following dispersion relation
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Note that in the case C1M = 0 the dispersion relation has the same form
as for the low-frequency Rossby wave in a nonconducting fluid. In both cases,
waves with higher frequency become filtered due to the a priori assumption on
the quasi-geostrophic character of motion. In the limit Rm → ∞ the dispersion
relation (14) assumes the form of the dispersion relation obtained earlier.

In the real form, the principal motion characteristics read as
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bx(x, y, t) = (a cos(kx + ly − σ1t) − b sin(kx + ly − σ1t)) Aeσ2t + C2,

by(x, y, t) =
k

l
(b sin(kx + ly − σ1t) − a cos(kx + ly − σ1t)) Aeσ2t

−
(

bσ1 + aσ2 + k2+l2

Rm
a

l2
− kC2

l

)
,

vx = −lAeσ2t sin(kx + ly − σ1t), vy = kAeσ2t sin(kx + ly − σ1t).

Here

σ1 =

(
k

∂ηb

∂y
− l

∂ηb

∂x
− 2abM(k2 + l2)2

l2Rm

) (
F −

(
1 +

k2

l2

)
(l2 + (a2 − b2)M)

)
(

F −
(

1 +
k2

l2

)
(l2 + (a2 − b2)M)

)2

+ 4a2b2M2

(
1 +

k2

l2

)2

−
2abM2(k2 + l2)3(a2 − b2)

l4Rm(
F −

(
1 +

k2

l2

)
(l2 + (a2 − b2)M)

)2

+ 4a2b2M2

(
1 +

k2

l2

)2 ,

σ2 =
2abM

(
1 +

k2

l2

) (
k

∂ηb

∂y
− l

∂ηb

∂x
− 2abM(k2 + l2)2

l2Rm

)
(

F −
(

1 +
k2

l2

)
(l2 + (a2 − b2))M

)2

+ 4a2b2M2

(
1 +

k2

l2

)2

+

(k2 + l2)2(a2 − b2)M
l2Rm

(
F −

(
1 +

k2

l2

)(
l2 + (a2 − b2)M

))
(

F −
(

1 +
k2

l2

)
(l2 + (a2 − b2))M

)2

+ 4a2b2M2

(
1 +

k2

l2

)2 ,



188 S. I. Peregudin et al.

where a, b, σ1, σ2 ∈ R, C1 = a + ib, σ = σ1 + iσ2. As Rm → ∞ the sign of σ2

depends on the sign on the expression ab

(
k

∂ηb

∂y
− l

∂ηb

∂x

)
. For the existence of

a bounded solution it is necessary to satisfy the inequality

ab

(
k

∂ηb

∂y
− l

∂ηb

∂x

)
< 0.

By considering the projection of the magnetic induction equation to the
vertical axis one can find a link between the amplitude of the external magnetic
field, the topography of the layer outer surface, the oscillation amplitude of the
interior boundary, and the amplitude of the generated magnetic field inside the
liquid layer. Indeed, under the conditions of the problem under consideration,
with bz = b

(e)
z0 the above equation assumes the form

∂b
(e)
z0

∂t
+

D(η, b
(e)
z0 )

D(x, y)
+

iσ − k2 + l2

Rm

l2
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D
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∂y
, Z

)

D(x, y)
− 1

Rm
Δb(e)z0

= 0.

From this equation, for the periodic field b
(e)
z0 with respect to the horizontal

coordinates and time (i.e., for example, for b
(e)
z0 = Bei(kx + ly − σt)), it follows

that

B = AC1

(
k

l

∂Z

∂y
− ∂Z

∂x

)
. (15)

It is worth noting that the above relation (15) has the same form as in the
case of a frozen magnetic field.

From the above analytic solutions enable one can assess the effect of the
topography of the domain dynamics on the magnetohydrodynamic character-
istics of a wave process inside the liquid layer. The results obtained can be
employed in astrophysics and geophysics. The layer boundaries are known be of
great importance in its evolution, as well as in the dynamical processes occur-
ring inside the liquid layer (for example, in geophysics the mantle topography
controls the dynamic velocity of the solid core, which in turn can have an effect
on the growth rate of the inner core, and hence, on the power required to engage
the dynamo mechanism). The quasi-geostrophic motion in the layer depends
on the character and intensity of interaction between the liquid layer and its
boundaries.
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Abstract. The present work explores nonparametric clustering algo-
rithm HCA-MS. The combination of grid-based approach and Mean shift
procedure allows the algorithm to discover arbitrary shaped clusters and
to process large datasets, such as images. Parallel implementation of
the HCA-MS algorithm on NVIDIA GPU using CUDA platform is pre-
sented. Provided experimental results on model data and multispectral
images confirm the efficiency of the considered algorithm and its parallel
implementation. The computation speedup on images was shown to be
about 20x compared to 4 core CPU.
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1 Introduction

Clustering is the task of grouping a set of objects in such way that objects in
the same group are more similar to each other than to those in other groups
(clusters). Clustering of large datasets is urgent in many applied problems of
data analysis. For example, it is one of the most common approaches to satellite
image segmentation [1]. Generally, a priori information about the probabilistic
characteristics of classes, as well as training samples is often absent. Widely used
clustering algorithms (k-means, ISODATA, EM) are based on the assumption of
Gaussian distribution models and do not always provide required segmentation
quality (especially for high spatial resolution satellite images) [2,3].

In such circumstances, nonparametric clustering methods are more attractive
because of their ability to discover arbitrary shaped clusters [3]. However, high
computational complexity strongly limits its application to large datasets, such
as images. One of the best-known nonparametric mode-seeking algorithms that
are capable of producing accurate results is Mean shift [4] and it has quadratic
time complexity [5].

On the other hand, grid-based methods that divide feature space into a finite
number of cells are also capable of discovering arbitrary shaped clusters and at
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the same time they have high computational efficiency [6]. But their accuracy is
limited by a grid structure [7].

Recently HCA-MS algorithm was proposed by the author to combine the
best qualities of these two approaches [8]. It is based on the grid-based algorithm
HCA with the following Mean shift procedure for clusters’ borders refinement.
The combination of these approaches allows obtaining higher clustering accuracy
in comparison with grid-based approach and higher performance in comparison
with Mean shift.

Today, most personal computers are equipped with graphics cards (GPU),
the performance of which has grown dramatically in the last years. Consequently,
general-purpose computing on graphics processing units (GPGPU) technologies
are actively developing for solving time-consuming non graphics tasks [9].

The present work introduces a parallel implementation of HCA-MS clustering
algorithm on GPU using CUDA platform. Experimental results on model data
and multispectral images confirm the efficiency of the considered algorithm and
its parallel implementation. The computation speedup on images was shown
to be about 20x compared to 4 core CPU, where the parallel version of the
algorithm for CPU was implemented with OpenMP.

2 Nonparametric Clustering Algorithm HCA-MS

This section briefly describes the nonparametric clustering algorithm
HCA-MS [8]. This novel algorithm utilizes grid-based HCA clustering algorithm
with Mean shift procedure, which is applied to the elements of border cells
resulting in the refinement of the clusters’ borders.

The first stage of the HCA-MS is to execute grid-based HCA algorithm,
which was presented in [10] and briefly described below.

Let the set of objects X consist of d-dimensional vectors lying in the feature
space Rd: X = {xi = (x1

i , . . . , x
d
i ) ∈ Rd, i = 1, . . . , N}, and bounded by a hyper-

rectangle Ω = [l1, r1] × · · · × [ld, rd]: lj = minxi∈X xj
i , rj = maxxi∈X xj

i . Grid
structure is formed by dividing Ω with hyperplanes xj = (rj − lj) · i/m + lj ,
i = 0, . . . ,m where m is the number of partitions in each dimension. The set
of cells adjacent to B will be denoted by AB . The density DB of the cell B is
defined as the number of elements from the set X belonging to the cell B.

The nonempty cell Bi is directly connected to the nonempty cell Bj (Bi →
Bj) if Bj is the cell with the maximum number that satisfies the conditions
Bj = arg max

Bk∈ABi

DBk
and DBj

� DBi
. The nonempty adjacent cells Bi and Bj

are directly connected (Bi ↔ Bj) if Bi → Bj or Bj → Bi. The nonempty cells
Bi and Bj are connected (Bi ≈ Bj) if there exist k1, . . . , kl such that k1 = i,
kl = j and for all p = 1, . . . , l − 1 we have Bkp

↔ Bkp+1 . The introduced
connectedness relation leads to the natural partition of nonempty cells into the
connectedness components {G1, . . . , GS}. The connected component is defined
as the maximum set of pairwise connected cells. Representative cell Y (G) of the
component G is defined as a cell with the maximum number that satisfies the
condition Y (G) = arg maxB∈G DB .
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The determined connectedness components correspond to single-mode clus-
ters, and their representative cells correspond to the density modes of these
clusters.

Next, to construct an hierarchy between components we define the distance
hij between adjacent components Gi and Gj as

hij = min
Pij∈Rij

[
1 − min

Bkt∈Pij

DBkt

/
min

(
DY (Gi),DY (Gj)

)]
,

where Rij = {Pij} is a set of all possible paths between representative cells
Y (Gi) and Y (Gj), Pij = 〈Y (Gi) = Bk1 , . . . , Bkt

, Bkt+1 , . . . , Bkt
= Y (Gj)〉 such

that for all t = 1, . . . , l − 1: (1) Bkt
∈ Gi ∪ Gj ; (2) Bkt

, Bkt+1 are adjacent cells.
After forming a matrix of distances between adjacent components {hij}, the

SLINK (nearest neighbor) algorithm for dendrogram construction is applied to
it. The result of the algorithm is an hierarchical structure built on the set of
connected components.

The HCA algorithm at low computational costs allows distinguishing clus-
ters of complex shape and obtaining hierarchical clustering structure. Moreover,
unlike the other well-known hierarchical algorithms [11], it allows separating
clusters that are intersecting in the feature space. However, accuracy of cluster’s
separation highly depends on the grid structure, which can lead to mistakes,
particularly if the grid parameter m is chosen unsuccessfully.

At the second stage of HCA-MS algorithm, data elements are grouped due
to the cells they belong to, for the following quick access to the list of elements
of an arbitrary cell.

At the third stage , non-empty cells located at the cluster’s borders are
considered. To each element of such cell Mean shift procedure is applied [4],
which iteratively converges to the local density maximum: xk+1 = m(xk), where

m(x) =

N∑
i=1

xi · KEp(x − xi)

N∑
i=1

KEp(x − xi)
.

where the finite Epanechnikov kernel function is used:

KEp

(
x − xi

h

)
=

(
1 − ||x − xi||2

h2

)
· I

(||x − xi|| � h2
)
,

where I(x)—an indicator function.
Smoothing parameter h is set equal to the width of the cell in the grid

structure.
The shift process stops if the considered element moves to the other non-

empty cell. In case the new cell belongs to another cluster the element is moved
to this cluster. The maximum number of Mean shift iterations is limited by the
parameter, which we will set to 3. Experimental studies on model data have
shown that in most cases this parameter value is sufficient [8]. In general, it is
possible to use more sophisticated stopping criteria, but since this is not the
subject of this study, we will not consider them.
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3 Parallel Implementation of the Clustering Algorithm
HCA-MS with CUDA

CUDA is a powerful parallel computing platform and API model that allows
using NVIDIA GPUs for general purpose processing. Modern GPUs contain
thousands of cores, grouped into blocks under the control of multiprocessors.
The cores of one block perform the same set of instructions, but on different data
elements. Each core contains small number of registers and has quick access to a
limited amount of shared memory within its block (managed cache). In addition,
all the threads (executed on separate cores) can access large amount of global
memory, but random access time to it is slow and takes hundreds of cycles.
Synchronization of threads during execution is possible only within a block.

Parallel implementation of the grid hierarchical HCA algorithm on GPU
using CUDA is described in detail in [12]. By itself, this algorithm has very fast
performance: four-bands images of the size up to 100 megapixels are processed
on CPU within 1 s and on GPU within 0.1 s. Considering HCA-MS algorithm,
its first stage (HCA) computing time is insignificant.

At the second stage, data elements are sorted by the cells and an array of
the first elements indices for each cell is formed. This stage is also not compu-
tationally time consuming, and its execution is performed on CPU.

The use of a weighting table (the number of elements with the same feature
values) can significantly reduce computational cost of processing color images
with common 256 quantization levels. Yet, when processing multispectral satel-
lite images containing more than three spectral bands with radiometric resolu-
tion of 10–14 bits, the efficiency of this approach is diminished. Therefore, in
this particular study we will not use a weighting table.

Finally, the third stage is the one that is time consuming. Mean shift pro-
cessing of the border cells can be done independently from each other, therefore,
parallelization is applicable. On CPU different threads just process different cells.
But, on GPU each cell is processed by its block, where block’s threads process
the elements of the cell in parallel. Let’s consider the processing scheme of a
non-empty cell by a block of threads.

First, the connectedness components of all neighboring cells are read into
the shared memory by the threads, as well as the indices of the first and the
last elements of these cells. If among the neighboring cells no cell belongs to the
different component, which means it is not a border cell, then the block finishes
its work.

Otherwise, the elements of the cell are processed in parallel by the threads.
To execute Mean shift step each thread goes through all the elements from the
adjacent cells to search those in the radius h. Due to the fact that it is impossible
to guarantee that the number of considered elements will not exceed the limited
size of shared memory, data access is made through the global memory.

Yet, to optimize data access, managed cache was successfully utilized. The
elements of each cell are read into the allocated array in shared memory by
fragments of fixed size that is equal to the block size (the number of threads
in the block). After the threads finish processing this part of data, the next
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data fragment is uploaded. All block threads upload new data fragment syn-
chronously, even if some threads are not involved in the cell elements processing.
This optimization additionally reduced computation time by 20%.

4 Experimental Results

This section presents the results of experimental studies of HCA-MS algorithm
on model data and images. It was shown that HCA algorithm is capable of
distinguishing clusters of complex shape and produces better results than well-
known clustering algorithms like K-means, EM, DBSCAN, OPTICS, DeLiClu,
SLINK and Mean shift on complex data [12]. The considered issue is the effi-
ciency of the proposed implementation to correct border mistakes caused by the
grid effect. The clustering accuracy of HCA-MS algorithm is compared with the
initial grid-based algorithm HCA and density-based algorithm Mean shift. The
computation time of the proposed CUDA implementation of HCA-MS algorithm
on GPU (GeForce GXT 770, 1536 cores) compared with execution on one and
four cores of the CPU (Intel Core i5, 3.5 GHz) is presented. The parallel version
of the algorithm for CPU was implemented with OpenMP.

Experiment 1. Two-dimensional synthetic dataset containing 3 classes [13] was
clustered. One cluster described by a normal distribution is surrounded by two
clusters in the form of rings (Fig. 1c). Mean shift clustering algorithm cannot
extract multimode clusters in the form of rings in principle. In its turn, HCA
algorithm successfully separates all three clusters, but makes some mistakes when
the grid parameter is selected unsuccessfully: at m = 30 clustering accuracy is
98.21% (Fig. 1a); at m = 42 mistakes are made in 3 points (Fig. 1b); 100%
accuracy is obtained only at m = 46 (Fig. 1c). However, HCA-MS algorithm is
able to correct mistakes caused by the grid effect. As a result, 100% accuracy is
obtained in all three cases: at m = 30, m = 42 and m = 46 (Fig. 1c).

Fig. 1. The results of clustering the model dataset obtained by HCA algorithm at
m = 30 (a), m = 42 (b), m = 46 (c); and the result of HCA-MS with the same
parameter’s values (c).
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Fig. 2. Clustering results of the model dataset (a) by HCA algorithm (b) and by HCA-
MS algorithm (c) at m = 20.

Experiment 2. The synthetic dataset containing three strongly intersecting
classes with normal distribution [13] is shown in Fig. 2a. Clustering accuracy of
this model by HCA algorithm at m = 20 is 94.93% (Fig. 2b). At this case, the
accuracy can be increased by using finer grid: for example, at m = 40, the accu-
racy is 96%. However, very fine grid can be unacceptable when extracting clus-
ters with complex structure. HCA-MS algorithm demonstrates 96.4% accuracy
at m = 20 (Fig. 2c). While Mean-shift algorithm at most achieves 96.33% accu-
racy at h = 27. At the same time, other density-based algorithms (DBSCAN,
OPTICS, DeLiClu) fail to adequately separate strongly intersecting classes.

Experiment 3. To assess the speedup effect of the GPU implementation, test
data-sets of different size were generated. The data-sets follow uniform distribu-
tion in the limited three-dimensional feature space. HCA-MS algorithm process-
ing time on the test data depending on the number of elements (from 500’000
to 10’000’000) performed on the GPU and one and four cores of the CPU is
presented in Fig. 3a. The obtained speedup of the GPU execution in comparison
with four cores of the CPU is shown in Fig. 3b. The results are presented for the
grid parameter values m = 20 and m = 32, because these values are usually used
for image clustering. Average speedup of the OpenMP parallel implementation
performed on four cores of the CPU is 3.8x compared to the non-parallel version.
The speedup of the proposed CUDA implementation on the GPU in comparison
with OpenMP performance reaches 28x.

Experimental studies have shown that the speedup on GPU depends on cell
density: denser cells are processed more efficiently. This is caused by the fact
that each cell is processed by a block of threads. Therefore, if there is insuffi-
cient number of elements in a cell, then some part of the reserved threads may
be unused. Thus, the speedup on GPU can decrease if the grid parameter m
is increased. On the other hand, the cells are processed independently by the
blocks. Therefore, the speedup directly depends on the number of streaming
multiprocessors (SM). And while the number of cores per SM is almost constant
(192 in Kepler and 128 in Maxwell and Pascal architectures), the number of
SMs is determined by the total number of GPU cores, which provides a direct
dependence of the algorithm CUDA performance on the number of GPU cores.
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Experiment 4. The table below shows HCA-MS algorithm time performance
on the GPU and four cores of the CPU on the images of different size at m =
20. In total 40 color photos and multispectral satellite images (WorldView-2
and Landsat-8) of different size [14] were processed. The full table is avable
here [15]. The results showed that the average speedup of the OpenMP parallel
implementation performed on four cores of the CPU is 3.7x compared to the
non-parallel version and it does not fluctuate considerably. The average speedup
of the GPU execution in comparison with four cores of the CPU is 22x at m = 20
and 19x at m = 32 (for the images containing more than 1 million pixels). Time
performance of the algorithm at m = 32 is about 4x faster than at m = 20.
However, it should be noticed that processing time strongly depends on the
data itself, and for different images of the same size it can vary greatly.

Thus, the proposed parallel implementation on the GPU can process large
multispectral images just in few minutes (Table 1).

Table 1. HCA-MS algorithm time performance on the images (in seconds).

Number of
bands

3 3 3 3 4 3 3 4 3 3 4

Image size
(megapixels)

0.3 1.2 4.2 4.2 4.2 5 9 12.5 13.8 25 25

CPU, 4 cores 6.6 93 302 6872 701 1465 1948 2055 18186 16623 11013

GPU 0.5 5.2 10.6 357 33 49 96 115 679 587 510

Speedup 14.4 18.0 28.4 19.2 21.3 29.7 20.3 17.8 26.8 28.3 21.6

Fig. 3. HCA-MS algorithm processing time on the test data depending on the number
of elements N performed on the GPU and one and four cores of the CPU (a); the
speedup of the GPU performance in comparison with 4 cores of the CPU (b).
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5 Conclusion

Parallel implementation of the nonparametric HCA-MS clustering algorithm on
GPU using CUDA platform is presented. Experimental results on model datasets
showed the ability of the algorithm to correct mistakes caused by the grid effect,
reaching clustering accuracy level of the well-known Mean shift algorithm. The
experiments showed, that the proposed parallel implementation on GPU allows
processing multispectral images 20 times faster than on CPU (4 cores). Thereby,
large multispectral images can be clustered just in few minutes.
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Abstract. In this paper we consider acoustic equation. The equation
by separation of variables is reduced to a boundary value problem for
the Helmholtz equation. We consider problem for the Helmholtz equa-
tion. We reduce the solution of the operator equation to the problem of
minimizing the functional. And we build numerical algorithm for solv-
ing the inverse problem. At the end of the article is given the numerical
calculations of this problem.

Keywords: Continuation problem · Regularization problem ·
Comparative analysis · Numerical methods · Landweber’s method

1 Introduction

For mathematical modelling of physical processes and the phenomena occurring
in nature, it is necessary to face ill-posed problems, including with the Cauchy
problem for the Helmholtz equation. The Helmholtz equation is used in many
physical processes associated with the propagation of waves and has numer-
ous applications. If the law of oscillations of the physical medium harmonically
depends on time, then the wave equation can be transformed to the Helmholtz
equation. In particular, the Cauchy problem for the Helmholtz equation describes
the propagation of electromagnetic or acoustic waves. The aim of the paper is
that an effective numerical solution for investigating inverse elliptic-type prob-
lems by the Landweber method. A significant theoretical and applied contribu-
tion to this topic has been accumulated in monographs by A.N. Tikhonova, M.M.
Lavrentyeva, V.K. Ivanova, A.V. Goncharsky. The Cauchy problem for elliptic
equations is of fundamental importance in all inverse problems. An important
application of the Helmholtz equation is the acoustic wave problem, which is
considered in the works of DeLillo, Isakov, Valdivia, Wang (2003) L. Marin,
L. Elliott, P. J. Heggs, D. B. Ingham, D. Lesnic and H. Wen. The Landweber
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method is effective and makes it possible to substantially simplify the investiga-
tion of inverse problems [1,2].

There are a lot of application of the Cauchy problems for PDE [3–5]. In the
work [6] authors introduced a concept of very weak solution to a Cauchy problem
for elliptic equations. The Cauchy problem is regularized by a well-posed non-
local boundary value problem the solution of which is also understood in a
very weak sense. A stable finite difference scheme is suggested for solving the
non-local boundary value problem and then applied to stabilizing the Cauchy
problem. Numerical examples are presented for showing the efficiency of the
method.

In the work [7] it was investigated the ill-posedness of the Cauchy problem
for the wave equation. The conditional-stability estimate was proved.

In [8] it was investigated the continuation problem for the elliptic equation.
The continuation problem is formulated in operator form Aq = f . The singular
values of the operator A are presented and analyzed for the continuation problem
for the Helmholtz equation. Results of numerical experiments are presented.

2 Formulation of the Problem

Consider the acoustics equation [10] in domain Q = Ω × (0,+∞), where Ω =
(0, 1) × (0, 1):

c−2(x, y)Utt = ΔU − ∇ ln(ρ(x, y))∇U (x, y, t) ∈ Q (1)

Suppose that a harmonic oscillation regime was established in Ω:

U(x, y, t) = u(x, y)eiωt, (x, y, t) ∈ Q (2)

Putting (2) into (1) we obtain Helmholtz equation:

− ω2c−2u = Δu − ∇ ln(ρ(x, y))∇u, (x, y) ∈ Ω

We consider the initial-boundary value problem:

− ω2c−2u = Δu − ∇ ln(ρ(x, y))∇u, (x, y) ∈ Ω, (3)
u(0, y) = h1(y), y ∈ [0, 1], (4)
u(x, 0) = h2(x), x ∈ [0, 1], (5)
ux(0, y) = f1(y), y ∈ [0, 1], (6)
uy(x, 0) = f2(x), x ∈ [0, 1]. (7)

Problem (3)–(7) appears ill-posed. For a numerical solution of the problem,
we first reduce it to the inverse problem Aq = f with respect to some direct
(well-posed) problem. Further, we reduce the solution of the operator equation
Aq = f to the problem of minimizing the objective functional J(q) = 〈Aq −
f,Aq − f〉. After calculating the gradient J ′q of the objective functional, we
apply the method of Landweber to minimize it [11,12].
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3 The Conditional Stability Theorem

Let us consider the initial-boundary value problem:

Δu = 0, (x, y) ∈ Ω, (8)
u(0, y) = f1(y), ux(0, y) = h1(y), y ∈ [0, 1], (9)
u(x, 0) = f2(x), uy(x, 0) = h2(x), x ∈ [0, 1], (10)

Let us divide the problem into two parts:

Problem 1

Δu = 0,

u(0, y) = f1(y),
u(x, 0) = 0,
ux(0, y) = h1(y),
uy(x, 0) = 0.

Problem 2

Δu = 0,

u(0, y) = 0,
u(x, 0) = f2(x),
ux(0, y) = 0,
uy(x, 0) = h2(x).

Problem 1, we continue the field along the axis x, then at y = 1 we can admit
the boundary at zero. And also, problem 2, we continue the field along the axis y,
then at x = 1 we can admit the boundary at zero. Suppose h2(x) = 0, h1(y) = 0.

Problem 1

Δu = 0, (x, y) ∈ Ω, (11)
u(0, y) = f1(y), y ∈ [0, 1], (12)
u(x, 0) = 0, x ∈ [0, 1], (13)
ux(0, y) = 0, y ∈ [0, 1], (14)
u(x, 1) = 0, x ∈ [0, 1]. (15)

Problem 2

Δu = 0, (x, y) ∈ Ω, (16)
u(0, y) = 0, y ∈ [0, 1], (17)
u(x, 0) = f2(x), x ∈ [0, 1], (18)
u(1, y) = 0, y ∈ [0, 1], (19)
uy(x, 0) = 0, x ∈ [0, 1]. (20)

Theorem 1 (of the conditional stability). Let us suppose that for f1 ∈
L2(0, 1) and there is a solution u ∈ L2(Ω) of the problem (11)–(15). Then the
following estimate of conditional stability is right

1∫

0

u2(x, y)dy ≤
( 1∫

0

f2
1 (y)dy

)1−x( 1∫

0

u2(1, y)dy

)x

. (21)

Theorem 2 (of the conditional stability). Let us suppose that for f2 ∈
L2(0, 1) and there is a solution u ∈ L2(Ω) of the problem (16)–(20). Then the
following estimate of conditional stability is right

1∫

0

u2(x, y)dx ≤
( 1∫

0

f2
2 (x)dx

)1−y( 1∫

0

u2(x, 1)dx

)y

. (22)

More details proof such estimates are shown in works [13,14].
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4 Reduction of the Initial Problem to the Inverse
Problem

Let us show that the solution of the problem (3)–(7) is possible to reduce to the
solution of the inverse problem with respect to some direct (well-posed) problem
[?], [?].

As a direct problem, we consider the following one

− ω2c−2u = Δu − ∇ ln(ρ(x, y))∇u, (x, y) ∈ Ω, (23)
u(0, y) = h1(y), y ∈ [0, 1], (24)
u(x, 0) = h2(x), x ∈ [0, 1], (25)
u(1, y) = q1(y), y ∈ [0, 1], (26)
u(x, 1) = q2(x), x ∈ [0, 1]. (27)

The inverse problem to problem (23)–(27) consist in defining the function
q1(x), q2(y) by the additional information on the solution of direct problem.

ux(0, y) = f1(y), y ∈ [0, 1], (28)
uy(x, 0) = f2(x), x ∈ [0, 1]. (29)

We introduce the operator

A : (q1, q2) �→ (ux(0, y), uy(x, 0)). (30)

Then the inverse problem can be written in operator form

Aq = f.

We introduce the objective functional

J(q1, q2) =

1∫

0

[
ux(0, y; q1, q2) − f1(y)

]2
dy +

1∫

0

[
uy(x, 0; q1, q2) − f2(x)

]2
dx.

(31)

We shall minimize the quadratic functional (31) by Landweber’s method. Let
the approximation be known qn. The subsequent approximation is determined
from:

qn+1 = qn − αJ ′(qn) (32)

here α ∈ (0, ||A||−2) [10].
Let us note that the convergence of the Lanweber iteration can be sufficiently

increase if we apply the apriori information about the solution [9].
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Algorithm for Solving the Inverse Problem

1. We choose the initial approximation q0 = (q01 , q
0
2);

2. Let us assume that qn is known, then we solve the direct problem numerically

uxx + uyy −
(ρx

ρ
ux +

ρy

ρ
uy

)
+

(ω

c

)2

u = 0, (x, y) ∈ Ω,

u(0, y) = h1(y), u(1, y) = qn
1 (y), y ∈ [0, 1],

u(x, 0) = h2(x), u(x, 1) = qn
2 (x), x ∈ [0, 1].

3. We calculate the value of the functional

J(qn+1) =
1∫
0

[
ux(0, y; qn+1

1 ) − f1(y)
]2

dy +
1∫
0

[
uy(x, 0; qn+1

2 ) − f2(x)
]2

dx;

4. If the value of the functional is not sufficiently small, then go to next step;
5. We solve the conjugate problem

ψxx + ψyy +
(ρx

ρ
ψ

)
x

+
(ρy

ρ
ψ

)
y

+
(ω

c

)2

ψ = 0, (x, y) ∈ Ω,

ψ(0, y) = 2
(
ux(0, y; q1) − f1(y)

)
, ψ(1, y) = 0, y ∈ [0, 1],

ψ(x, 0) = 2
(
uy(x, 0; q2) − f2(x)

)
, ψ(x, 1) = 0, x ∈ [0, 1].

6. Calculate the gradient of the functional J ′(qn) =
( − ψx(1, y),−ψy(x, 1)

)
;

7. Calculate the following approximation qn+1 = qn − αJ ′(qn), then turn to
step 2.

5 Numerical Solution of the Inverse Problem

First we consider the initial problem in a discrete statement. We carry out a
numerical study of the stability of the problem in a discrete statement [?].

Discretization of the Original Problem
The corresponding difference problem for the original problem (3)–(7) has the
following

ui+1,j − 2ui,j + ui−1,j

h2
+

ui,j+1 − 2ui,j + ui,j−1

h2

− ρi+1,j − ρi−1,j

2hρi,j
· ui+1,j − ui−1,j

2h

− ρi,j+1 − ρi,j−1

2hρi,j
· ui,j+1 − ui,j−1

2h
+

(ω

c

)2

ui,j = 0, i, j = 1, N − 1,

u0,j = hj
1, j = 0, N,

ui,0 = hi
2, i = 0, N,

u1,j = hj
1 + h · f j

1 , j = 0, N,

ui,1 = hi
2 + h · f i

2, i = 0, N.
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For convenience, we introduce the new denotations ai,j = 1 +
ρi+1,j − ρi−1,j

4ρi,j
,

bi,j = 1 +
ρi,j+1 − ρi,j−1

4ρi,j
, c = −4 +

(ω · h

c

)2

, di,j = 1 − ρi+1,j − ρi−1,j

4ρi,j
,

ei,j = 1 − ρi,j+1 − ρi,j−1

4ρi,j
.

ai,jui−1,j + bi,jui,j−1 + cui,j + di,jui,j+1 + ei,jui+1,j = 0, i, j = 1, N − 1,
(33)

u0,j = hj
1, j = 0, N,

(34)

ui,0 = hi
2, i = 0, N,

(35)

u1,j = hj
1 + h · f j

1 , (36)

ui,1 = hi
2 + h · f i

2, i = 0, N.
(37)

Let us construct a system of difference equations [15, p. 379]

A · X = B. (38)

Here A—of matrix (N + 1)2 size, X—unknown vector of the form

X = (u0,0, u0,1, u0,2 . . . u0,N , u1,0, u1,1, u1,2 . . . u1,N , . . . uN,0, uN,1, uN,2, . . . uN,N ) ,

B—data vector (boundary and additional conditions).

Analysis of the Stability of the Matrix of the Initial Problem
Description of the numerical experiment c = 1, ω = 0.5

h1(y) =
1 − cos(8πy)

4
, h2(x) =

1 − cos(8πx)
4

,

q1(y) =
1 − cos(8πy)

4
, q2(x) =

1 − cos(8πx)
4

,

ρ(x, y) = e− (x−0.5)2+(y−0.5)2

2b2 , b = 0.1.

Table 1 presents the results of a singular decomposition of the matrix of the
initial problem A and a direct problem AT for the values N = 50

Table 1. Singular decomposition of matrices with size (N + 1)2

Matrices σmax(A) σmin(A) μ(A)

AT 743.404 0.015 47056.2

A 743.404 9.07 · 10−19 8.19 · 1020

The matrix of the original problem has a poor conditionality [16] (Table 2).
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Numerical Results of the Inverse Problem by the Landweber Method
In this section, to solve the two-dimensional direct problem for the Helmholtz
equation, the finite element method is used. Triangulation with the number of
triangles—Nt; vertices—Nv; and the number of points at the border—N . The
problem is solved using the computational package FreeFEM++ (Figs. 1, 2, 3, 4
and 5).

Description of the numerical experiment c = 1, ω = 0.5

h1(y) =
1 − cos(8πy)

4
, h2(x) =

1 − cos(8πx)
4

,

q1(y) =
1 − cos(8πy)

4
, q2(x) =

1 − cos(8πx)
4

,

ρ(x, y) = e− (x−0.5)2+(y−0.5)2

2b2 , b = 0.1.

n

J(
qn

)

0 100 200 300
0.3

0.4

0.5

0.6

0.7

0.8

a) J(qn) b) N = 50, Nt = 5862 and Nv = 3032

Fig. 1. (a) The value of the functional by iteration, (b) Ω area grid with N number of
points on the border

Table 2. Solution results by the Landweber iteration method without noise

Number of
iterations, n

J(q) ‖uT − ũ‖

10 0.8158 0.1491

100 0.6254 0.1013

300 0.3788 0.0553

365 0.3323 0.0538
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Denotation: (symbol �) — Landweber solution, (symbol •) —
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Fig. 2. The figure (a) comparison of boundaries u(x, y) at x = 0.25, the figure (b)
comparison of boundaries u(x, y) at y = 0.25
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Denotation: (symbol �) — Landweber solution, (symbol •) —
exact solution

Fig. 3. The figure (a) comparison of boundaries u(x, y) at x = 0.5, the figure (b)
comparison of boundaries u(x, y) at y = 0.5
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Denotation: (symbol �) — Landweber solution, (symbol •) —
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Fig. 4. The figure (a) comparison of boundaries u(x, y) at x = 0.75, the figure (b)
comparison of boundaries u(x, y) at y = 0.75
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Denotation: (symbol �) — Landweber solution, (symbol •) —
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Fig. 5. The figure (a) comparison of boundaries u(x, y) at x = 1, the figure (b) com-
parison of boundaries u(x, y) at y = 1

6 Conclusion

The paper is devoted to the investigation of an ill-posed problem by initial-
boundary value problems for the Helmholtz equation, the construction of numeri-
cal optimization methods for solving problems, the construction of corresponding
algorithms and the computational experiments of this problem.
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The numerical results of the solution of the initial-boundary value problem
for the Helmholtz equation, in which, together with the data on the surface, the
data in depth are used, show that if we want to calculate the squaring problem,
it is better to measure the data larger and deeper and start solving the problem
in a large square. This gives a more stable solution.
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Abstract. This paper is devoted to the construction and investigation
of difference schemes for equations describing the motion of a viscous
incompressible fluid in natural “velocity vector - pressure” variables.
Much attention is paid to the implicit difference iterative schemes devel-
oped on the basis of the idea of “weak compressibility”.

Mathematical problems arising when studying the motion of a viscous
incompressible fluid are of current importance both in the theoretical
plan and in the study of specific models used in mechanics, physics, and
other natural sciences to describe real processes. The processes associated
with the flow of a viscous incompressible fluid are successfully described
by the Navier-Stokes equations. These systems of equations are nonlin-
ear, do not belong to the evolutionary Cauchy-Kovalevskaya type. The
absence of a boundary condition for the pressure on the solid walls of
the region under consideration, where the values for the velocity vector
components and the small parameter for the higher derivatives are given
also lead to technological difficulties. These circumstances certainly com-
plicate the search for analytical solutions of such systems of equations,
and with the current state of mathematics they can be solved only by
computational methods.

Keywords: Iterative scheme · Numerical algorithm · Decision error ·
Velocity field · Isoline of the current function

1 Introduction

The Navier-Stokes equations describing a viscous incompressible fluid have
attracted the attention of scientists dealing with solvability of partial differen-
tial equations and specialists in the field of numerical analysis for many decades
because of their many applications.

Numerous monographs and scientific articles [1–4] have been devoted to the
numerical solution of the system of differential equations of an incompressible
fluid using finite difference methods and their mathematical substantiation. The
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construction of effective numerical algorithms for solving the Navier-Stokes equa-
tions for a viscous incompressible fluid is of great interest to specialists in the
field of computational fluid dynamics. When considering this system in natural
variables, computational and theoretical difficulties arise primarily due to the
absence of a boundary condition for the pressure on solid walls and the math-
ematical justification of stability, convergence, and obtaining estimates of the
rate of convergence. Therefore, further development of the theory of difference
methods for solving equations of incompressible fluid is a topical problem in
computational mathematics.

2 Formulation of the Problem

Consider the following stationary system of the Navier-Stokes equation
for an incompressible fluid in the rectangular domain D = {0 ≤ xα ≤ lα,
α = 1, 2, ..., N}:

(u · ∇)u + grad p = νΔu + f (x) , x ∈ D,

divu = 0
(1)

with a boundary condition
u

∣
∣
∣
∂D

= 0, (2)

where u = (u1, u2, ..., uN ) is the velocity vector; p is the pressure; ν is the
coefficient of viscosity.

First, we study the rate of convergence of one class of iterative schemes for the
numerical solution of stationary grid equations, corresponding to the difference
approximation of the system (1), (2) of the form

Lh,uu + gradhp = νΔhu + f , (3)

divhu = 0, x ∈ Dh (4)

with homogeneous boundary conditions for the components of the velocity vec-
tor. Here and below we use the notation from the theory of difference schemes
[1] and [5,6]. We also assume that the operators Lh,m, m = 1, N , corresponding
to the approximation of the convective terms, are energetically “neutral”, i.e.

(Lh,mum, um) = 0, ∀m = 1, N,

and the following additional condition holds:
∑

Dh

p (x) = 0, (5)

which corresponds to the condition of uniqueness of the pressure determination.
For the numerical solution of the grid stationary equations of an incompressible
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fluid in the velocity vector, pressure variables (3), (4), we consider an iterative
scheme developed on the basis of the idea of “weak compressibility”:

un+1
m − un

m

τ
+ Lh,mun+1

m + (pn − τ0divhu)xm
=

= νΔhun+1
m + τ0δ

(

un+1
m − un

m

)

xmxm
+ fm, m = 1, 2, ..., N, (6)

pn+1 − pn

τ0
+ divhu

n+1 = 0 (7)

with homogeneous boundary conditions

un+1
∣
∣
∣
∂Dh

= 0, (8)

where τ , τ0, δ are positive iterative parameters.
The boundedness of the iteration in the cases of a linear and nonlinear prob-

lem is proved for the proposed algorithm (6)–(8), and in the case of the Stokes
problem, it is revealed that the rate of convergence does not depend on the
number of nodes of the finite difference grid [7,8].

The difference relation for the error of the solution in the case of the linear
Stokes problem is as follows:

zn+1
m − zn

m

τ
+ (πn − τ0divhz

n)xm
= νΔhzn+1

m + τ0δ
(

zn+1
m − zn

m

)

xmxm
, (9)

πn+1 − πn

τ
+ divhz

n+1 = 0, (10)

where
zn

m (x) = un
m (x) − um (x) , x ∈ Dh,m,

πn = pn − p (x) , x ∈ Dh,

and the following theorem on the rate of convergence of the iterative process
holds.

Theorem 1. The following estimate holds for the error of the iterative process
(9), (10):

Fn+1 ≤ qFn, (11)

where
Fn = ‖zn‖2 + ττ0δ

∑

m

∥
∥zn

m,x̄m

∥
∥
2 +

τ

τ0d2
‖pn‖2 , (12)

q = max
{

1 − ττ0c
2
0,

1
d2

}

< 1,

d2 = min
{

1 + τνε1d1, 1 +
νε2
τ0δ

}

,
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and c0, d1, ε1, ε2 are uniformly bounded constants that do not depend on the
parameters of the grid.

It is clear from (11), (12) that the quantity q (0 < q < 1) does not depend on
the spatial steps of the grid, i.e. the rate of convergence of the iterative process
(6)–(8) in the linear case does not depend on the number of nodes of the finite
difference grid.

Next, we investigate the rate of convergence of the iterative algorithm (6)–(8)
for the nonlinear case. In this case, the difference relation for the error of the
solution is as follows:

zn+1
m − zn

m

τ
+ Lh,m (un) zn+1

m + Lm,h (zn) um + (πn − τ0divhz
n)xm

=

= νΔhzn+1
m + τ0δ

(

zn+1
mxm

− zn
mx̄m

)

xm
, (13)

πn+1 − πn

τ
+ divhz

n+1 = 0.

It is shown for the iteration error (13) that if the data of the problem (3),
(4) and the grid parameters satisfy the conditions

ν − c0 ‖∇hu‖ (1 + ε1) ≥ ν0 > 0,

1 − τc0c1
2ε1h2

‖∇u‖ ≥ ν1 > 0,

δ − N ≥ δ1 > 0,

then the following estimate holds:

En+1 + ττ0 ‖divhz
n‖2 + 2τν0

∥
∥∇hz

n+1
∥
∥
2

+ ν1
∥
∥zn+1 − zn

∥
∥
2
+

+ττ0δ1
∑

m

∥
∥zn+1

m,x̄m
− zn

m,xm

∥
∥
2 ≤ En,

where
En = ‖zn‖2 +

τ

τ0
‖πn‖2 + ττ0δ

∑

m

∥
∥zn

m,x̄m

∥
∥
2

which guarantees the convergence of the iteration.
For comparison with other known algorithms and illustrating the possibilities

of the proposed algorithm (6)–(8), we consider a problem in a cavity with a
moving upper boundary for Re = 100 for the two-dimensional case N = 2. For
comparison, the following implicit difference scheme was chosen:

u
n+ 1

2
m − un

m

τ
+ Lhu

n+ 1
2

m + gradhpn = νΔhu
n+ 1

2
m + f , (14)

un+1 − un+ 1
2

τ
+ gradh

(

pn+1 − pn
)

= 0, (15)
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Table 1. Results of calculations according to scheme (14), (15)

τ 33 × 33 65 × 65 129 × 129

0.15 85 281 1222

0.2 88 373 1627

0.3 129 557 2438

0.35 150 650 2844

Table 2. Results of calculations according to scheme (6)–(8) for τ = 2

τ0 33 × 33 65 × 65 129 × 129

0.01 45 45 45

0.0125 42 43 43

0.025 42 42 43

0.03 40 43 43

divhu
n+1 = 0.

Iterations were performed before the convergence criterion was fulfilled:
∑

m

∥
∥(pn − τdivhu

n)xm
− νΔhun

m

∥
∥ + ‖divhu

n‖ ≤ 10−4. (16)

It should be noted that in all cases the criterion of convergence is achieved
with the specified accuracy.

Tables 1 and 2 show the values of n0 (ε), the number of iterations to satisfy
the convergence criterion (16).

It can be seen from the table that the number of iterations for the algorithm
(14), (15) increases when the grid step decreases.

It can be seen from the table that with an increase in the number of grid
nodes, the number of iterations remains practically unchanged for the iteration
scheme (6)–(8). Using the proposed algorithm, we also considered the problem
of counterflows of an incompressible fluid in a channel of finite length with the
boundary conditions given in Fig. 1. Numerical solutions of hydrodynamic prob-
lems for a viscous incompressible fluid use the Navier-Stokes equations written
with respect to the velocity vector, pressure variables and in the current function,
vorticityvariables [9,10].

Figures 2–5 show the velocity fields and isolines of the stream function for
different length values of the considered region. According to the results of the
obtained figures of the computational experiment, it can be concluded that in
all cases the steady-state flow regime was achieved [11–14] (Table 3).
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Fig. 1. Calculation region for plane flow

Table 3. Results of calculations with parameters τ = τ0 = 0.05, Re = 1000

65 × 65 129 × 129 257 × 257 513 × 513 1025 × 1025

n0 (ε) 368 379 381 396 419

Counting time 0:00:29 0:03:36 0:24:10 4:29:54 14:13:20

Fig. 2. The velocity field and the isoline of the current function for Re = 500, l =
1, (65 × 65)

Fig. 3. The velocity field and the isoline of the current function for l = 2, (129 × 65)
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Fig. 4. Vector fields in a rectangular domain l = 3, (193 × 65), Re = 500

Fig. 5. Vector fields in a rectangular area l = 3, (193 × 65), Re = 1000

Further, to solve numerically the stationary grid Navier-Stokes problem (3),
(4), a new iterative scheme

(

E − αgradhdivh − βΔh

) un+1 − un

τ
+Lhu

n+1+gradhpn+1 = νΔhu
n+1+f (x) ,

(17)

pn+1 − pn

τ0
+ divhu

n+1 = 0 (18)

with homogeneous boundary conditions

un+1
∣
∣
∣
∂Dh

= 0, (19)

is proposed, where τ , τ0, α, β are positive iterative parameters, and it is assumed
that the additional condition (5) is satisfied.

The rate of convergence of the iteration (17)–(19) is investigated in the case
of the linear Stokes problem. In this case the following theorem holds.
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Theorem 2. The following estimate holds for the iterative process (17)–(19):

Ωn+1 ≤ qΩn

where
Ωn = ‖un‖2 + α ‖divhu

n‖2 + β ‖∇hu
n‖2 +

τ

τ0
‖pn‖2 ,

q =
[

min
{(

1 +
τνδ

2

)

,
(

1 +
ττ0
α

)

,

(

1 +
τν

β

)

,
(

1 + c20ττ0M
)−1

}]

< 1,

δ, M are positive constants. Here the number q (0 < q < 1), characterizing the
rate of convergence does not depend on the parameters of the spatial grid, i.e.
the proposed algorithm (17)–(19) has the property of uniform convergence.

The difference relation for the error of the solution in the case of a nonlinear
problem is as follows:

(

E − αgradhdivh − βΔh

) zn+1 − zn

τ
+ Lh,u (un) zn+1 + Lh,u (zn)u+

+ gradhπn+1 = νΔhz
n+1 + f (x) , (20)

πn+1 − πn

τ0
+ divhz

n+1 = 0.

In this case, if we assume that

1 − c0τ ‖∇hu‖
2ε1β

≥ ν2 > 0, 1 − c0 ‖∇hu‖
ν

(1 + ε1) ≥ ν1 > 0,

then the following theorem holds for the rate of convergence.

Theorem 3. For the error of the iterative algorithm (20), the following estimate
holds:

En+1 ≤ qEn

where
En = ‖zn‖2 +

τ

τ0
‖πn‖2 + α ‖divhz

n‖2 + β ‖∇hz
n‖2 ,

q =
1

min
{

1 + τδ0ε2, 1 + ττ0γ, 1 + ε3τ
β , 1 + ε4τ

α

} < 1,

and γ, ε1, ε2, ε3, ε4 are positive constants.

3 Conclusion

In this paper, the following results are obtained for the equations of an incom-
pressible fluid in natural velocity, pressure variables:
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– an implicit iterative difference scheme of the form (6)–(8) is constructed
and investigated for the numerical solution of the grid stationary Navier-
Stokes equations. The method of a priori estimates shows that the constructed
scheme does not depend on the number of nodes in the spatial grid in the case
of the linear Stokes problem, i.e. has the property of uniform convergence;

– the properties of the convergence of the iterative algorithm in a nonlinear
case are characterized: it is revealed that in the case of a nonlinear problem,
the study of the convergence of the iterative algorithm (6)–(8) imposes a
restriction on the solution coinciding in order with the condition which guar-
antees the existence and uniqueness of the solution of the original differential
problem;

– a new implicit multiparameter scheme of the form (17)–(19) was developed
on the basis of the idea of “weak compressibility”;

– an estimate of the convergence rate of the iterative algorithm (17)–(19) for
linear and nonlinear stationary equations is obtained and it is proved that
the proposed scheme converges to a zero stationary solution with the speed
of a geometric progression.
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Abstract. Underground coal gasification is an in-situ underground
physical and chemical process which converts coal into combustible gases
using injections of free or bound oxygen. The paper presents two dimen-
sional nonstationary mathematical model of underground gas generator
performance based on flux method. It takes into account physical, chem-
ical and gas dynamic processes. Gas medium consists of the following
gases: CH4, H2, CO, O2, H2O, N2. The research shows the numerical
calculations of gas composition change inside the gas generator describing
table values of brown and bituminous coal combustion products. abstract
environment.

Keywords: Underground coal gasification · Compressible flow ·
Difference methods · Lateral fire well · Combustion face

1 Introduction

Advanced coal processing is one of the most complex and time consuming tasks
of coal industry. This task solution can improve economic performances of fuel
and energy industry and deal with the issues of ecological safety. Underground
coal gasification (UCG) can be one of these problem solutions. Underground
coal gasification is an in-situ underground physical and chemical process which
converts coal into combustible gases using injections of free or bound oxygen.
Establishing UCG production is possible for those places where deep mining
and surface mining are not commercially viable. Underground coal gasification
enables to dig for coal in the context of flat-lying high ash coal seams. One of
the UCG advantages is that there are no severe surface damages caused. More-
over gas is considered to be environmentally friendly fuel: processed UCG gas
has no hydrogen sulfide and does not release sulfur dioxide during combustion.
The gas produced with oxygen injection has no nitrogen oxides [1]. UCG pro-
duction has significant health and safety advantages: no people required to work
underground, no work accidents associated with deep mining.
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Underground coal gasification technology was developed by the Soviet engi-
neers in the 30’s. Some experimental facilities were built in the USSR in the
50’s. Yuzhno-Abinskaya station “Podzemgas” in Kuzbass (1955–1996) is one of
them. Underground coal gasification seemed to be of great interest for foreign
countries in the 70’s and 80’s. Major coal mining countries paid for UCG tech-
nology licenses. Though early UCG experiments naturally took place 80 years
ago, there have been no industrial facilities until quite recently because of the
complexity of UCG process technology, depending on many factors (mine engi-
neering, hydrodynamic, hydro geologic, etc).

Nowadays scientists identify possible hydrocarbon energy potential of the
Earth as 100% that includes oil (4.2%), gas (2.5%) and coal (93.3%) [2]. Steady
increase of coal importance for the future economy is registered not only in
Russia but in the whole world as well and makes unconventional coal mining
technology (UCG) be the issue of great interest.

A great interest for UCG commercialization has been observed abroad during
recent years. China and Australia are demonstrative example of it. The article
[3] lists Chinese coal companies that are currently engaged in UCG implementa-
tion, e.g.: Xinwen Coal Industry Group; Feicheng Coal Industry Group; Xiyang
Chemistry Company, etc. Now Australia has taken top position in the field
of UCG. There are group of the companies in Australia that succeed in UCG
exploitation. Here is the list of the most known and largest companies in the
world: “Linc Energy” (global UCG leader) and “Australian Syngas Association
Inc” (represents the group of Australian UCG companies). Currently UCG tech-
nology has small amount of theoretical backgrounds. Though UCG technology
is widely used today, though development of relevant mathematical model and
its validation is still considered to be a crucial task despite the researches [4–8].

Most researches contain simplified models that are basis for engineering for-
mulae for received gas content calculation. The literature reviewing UCG issues
also contains researches devoted to the more extensive description of physical
and chemical transformations in the reaction site. In the same time there are no
data on the complete composition of the received gas, and there is no compari-
son with the results of in situ tests. Thus, the task of validation of the reviewed
UCG model has not been solved. Published in 2004 E. V. Kreinin’s research
contains much information comparing mathematical simulation based on engi-
neering methods and in situ measurements taken at the operating flow method
UCG companies.

Most researches contain simplified models that are basis for engineering for-
mulae for received gas content calculation. The literature reviewing UCG issues
also contains researches devoted to the more extensive description of physical
and chemical transformations in the reaction site [9]. In the same time there
are no data on the complete composition of the [8] received gas, and there is no
comparison with the results of in situ tests. Thus, the task of validation of the
reviewed UCG model has not been solved. Published in 2004 E. V. Kreinin’s
research contains much information comparing mathematical simulation based
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on engineering methods and in situ measurements taken at the operating flow
method UCG companies.

Consequently, computational modeling of gas generation based on flux
method and UCG mathematical model validation (described in [10]) are the
key goals of the paper. Gas composition determined at the exit of the gas pro-
duction well (with the help of numerical calculations) is compared to the results
of in-situ measurements of gas composition changes.

2 UCG Model

The paragraph is devoted to the UCG model based on flux method [8] (1).
To install gas generator, coal seam with at least 5 m thickness and 30–800 m

formation depth is needed.
Two wells are drilled on either side of an underground coal seam, a lateral

well (so called “lateral fire well”) is drilled to connect the two vertical wells.
It is used to ignite and fuel the underground combustion process, so the coal
face (“combustion face”) burns. One well is used to inject air or steam-oxygen
(injection well) into the coal seam. The second well (gas collecting well) is used
to collect the gas that is formed from the gasification reactions and to pipe it
to the surface. As the coal face burns, the immediate area is depleted from the
bottom up. Burning front shifts in the same direction. The remaining cavity
usually contains the left over ash and fallen parts of the roof. The lateral fire
well section barely changes due to coal burning, and the burning face surface
remains available for injected blast, and as shown in [8] the gasifier operation is
being stabilized. The injected blast flows round combustion face surface, gasifies
coal and causes combustion gas generation. Both burning process and gasifica-
tion process is considered to be single process. Part of the heat formed from
the combustion process is transmitted to the immediate coal area. Heating pro-
cess contains two stages. Firstly, coal moisture evaporates (drying of coal), the
process decomposes coal and generates combustible volatiles (mostly CH4, H2)
and carbon residue that contains carbon and ash. Coal temperature increases.
Afterwards, coking residue carbon heterogeneously reacts with free and bound
oxygen and water vapor to transform into CO and incombustible gases. The
temperature can be 1500K–1700K. Remaining part of the heat is used to heat
up gases in the lateral fire well. Gases generated during the decomposition reac-
tion and further oxidation of coke carbon can be divided into two portions. Some
gas portion is filtered and gets into unmined coal due to pressure gradient. The
remaining gas portion gets into lateral fire well to heat up gas mixture and cause
homogeneous oxidizing reactions due to convection and diffusion. The research
[10] shows mathematical model of UCG that takes into consideration the phys-
ical processes of coal gasification mentioned above, gas flow in lateral fire well
and mine face form change.

Two dimensional mathematical model of UCG [10] that describes UCG pro-
cesses taking place both in unmined coal and lateral fire well is under considera-
tion. As far as gas quality basically depends on the processes taking place on the
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combustion face surface and in the lateral fire well, so when computational mod-
eling is concerned, the quotation describing UCG only in gasifier channel Ω2 and
at combustion face (Γ1) is under consideration in this paper (Fig. 1). Solution
of a complete model including gas seepage, ash fall and fire face move demands
another article layout. Here we are not concerned by mass values of gas seepage,
here it is necessary to determine the content of the receiving gas and compare
it with the gas content received by UCG from different coal basins. According
to the mathematical model [6] the gas in lateral fire well is compressible and
viscous and consists of seven components: CH4, H2, CO, O2, H2O, N2

Fig. 1. Underground coal gasification (UCG)

Here are the main symbols used:
Ω1 - coal seam, Ω2 - lateral fire well, Ω1

4 ∪ Ω2
4 - injection well and gas col-

lection well, Ω3 - soil, Γ1 - combustion face, Γ2, Γ7 - side boundaries of the gas
collecting well, Γ4, Γ8 - side boundaries of the gas collection well, Γ3 - bottom
interface of the lateral fire well, Γ5, Γ6 - entry and outlet section of the wells, Γ9 -
ground surface, ρ(x, y, z) and p(x, y, z) - density and pressure of the gas mixture,
u(x, y, z), v(x, y, z) - projection of the gas velocity vector on the axis x and y
relatively; T (x, y, z) - temperature of the gas mixture, μ, μk - viscosity of the gas
mixture and gas k-element, M , Mk - molar mass of the k-element mixture, λ, λk

and cp, cpk
- thermal conduction and specific thermal capacity of the gas mixture

and gas k-element, Dk - effective diffusion factor of the k- gas, ck - proportion of
k-element of the gas mixture, R - universal gas constant; qk and Pk - enthalpy of
formation, Cout

k and Tout - fractional gas composition and exterior temperature,
α - heat-transfer coefficient, kj , Ej , qj - pre-exponential factor, activation energy
and thermal effect of homogeneous reactions, Wk - mass change rate of gas phase
k-component, Rj - mass rates of heterogeneous reactions, My - molar mass of
dry coal, vi, v3k - stoichiometric coefficients, s - pore surface per unit volume of
porous medium, ωi - volume ratio of porous medium i-phase, where i = 1 - dry
coal, i = 2 - moisture, i = 3 - gas phase, i = 4 - charred coal, i = 5 - ash, f(x) -
combustion face form, n - normal vector to the boundary.
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Gaseous phase is considered to be a combination of non-viscous perfect gases,
while its component diffusion is independent. The flow in the fields is laminar.

In Ω2 ∪ Ω1
4 ∪ Ω2

4 (Fig. 1) viscous compressible heat-conducting gas flow is
defined by the Navier-Stokes equation system that describes nonstationary flow
of viscous heterogeneous compressible fluid:

ρ
(

∂u
∂t + u∂u

∂x + v ∂u
∂y

)
= − ∂p

∂x + ∂
∂x

(
μ∂u

∂x

)
+ ∂

∂y

(
μ∂u

∂y

)
,

ρ
(

∂v
∂t + u ∂v

∂x + v ∂v
∂y

)
= − ∂p

∂y + ∂
∂x

(
μ ∂v

∂x

)
+ ∂

∂y

(
μ∂v

∂y

)
,

(1)

Here are the initial: v0(x, y, 0) = u0(x, y, 0), and boundary conditions:
v
∣∣
Γ1

= v1(x, y, t), v
∣∣
Γ5

= v5(x, y, t), v
∣∣
Γ6

= v6(x, y, t), u
∣∣
Γ1

= u1(x, y, t), u
∣∣
Γ5

=
u5(x, y, t), u

∣∣
Γ6

= u6(x, y, t).
∂v
∂n

∣∣
Γ2,Γ3,Γ4,Γ7,Γ8

= ∂u
∂n

∣∣
Γ1,Γ2,Γ3,Γ4,Γ5,Γ6,Γ7,Γ8

= 0.

The gas mixture viscosity is determined in accordance with k-gas proportion.

μ =
7∑

k=1

μkck

and v0, u0, v1, v5, v6 - specified functions.
The Eq. (1) are closed by the state equation

p =
ρRT

M
, (2)

and molar mass of the gas phase is calculated in the following way
1
M =

7∑
k=1

ck
Mk

The following heat-transfer equation governs heat transfer, absorption and
emission in the gasifier:

ρcp

(
∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y

)
=

∂

∂x

(
λ

∂T

∂x

)
+

∂

∂y

(
λ

∂T

∂y

)
+

6∑
k=3

qkPk (3)

taking into consideration the initial: T0 = T0(x, y, 0) and boundary conditions:
T

∣∣
Γ1

= T1(x, y, t), T
∣∣
Γ5

= T5(x, y, t), ∂T
∂n

∣∣
Γ2,Γ3,Γ4,Γ7,Γ8

= 0, ∂T
∂n

∣∣
Γ6

=
α (T − Tout),
where α - heat-transfer coefficient, T0, T1, T5 - specified functions of initial tem-
perature and temperatures on the boundaries Γ1 and Γ5.

Mass rates of the reactions Pk, k = 3, . . . , 6 are calculated by using the
following formulas

P3 = k3ρc1e
− E3

RT , P4 = k4ρc2e
− E4

RT ,

P5 = k5ρc3e
− E5

RT , P6 = k6ρc4e
− E6

RT ,

where kj , Ej , qj - thermokinetic constants, λ and cp coefficients are calculated
for the gas mixture taking into consideration proportion of each component
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λ =
7∑

k=1

λkck, cp =
7∑

k=1

ckcpk.

Equation of continuity is relevant for the gas in gasifier channel

∂ρ

∂t
+

∂

∂x
(ρu) +

∂

∂y
(ρv) = 0 (4)

with initial data ρ0 = ρ0(x, y, 0) where ρ0 is a specified function, (x, y) ∈ Ω2 ∪
Ω1

4 ∪ Ω2
4 .

As long as gas phase contains seven components, and each component has
its own physical specifications, diffusion and transfer process is considered to be
determined by individual convection-and-diffusion equation for each component:

ρ
(

∂ck
∂t + u∂ck

∂x + v ∂ck
∂y

)
= ∂

∂x

(
ρDk

∂ck
∂x

)
+ ∂

∂y

(
ρDk

∂ck
∂y

)
+ Wk, k = 1, ..., 6

7∑
k=1

ck = 1.
(5)

with initial conditions

c1(x, y, 0) = c01, c2(x, y, 0) = c02, c3(x, y, 0) = c03, c4(x, y, 0) = c04,
c5(x, y, 0) = c05, c6(x, y, 0) = c06, c7(x, y, 0) = c07,

and boundary conditions

ck

∣∣
Γ1

= ck1(x, y, 0), ck

∣∣
Γ5

= ck5(x, y, 0), k = 1..6
∂ck
∂y

∣∣
Γ6

= β(ck − cout
k ), k = 1..6

∂ck
∂n

∣∣
Γ2,Γ3,Γ4,Γ7,Γ8

= 0, k = 1..6,

where ck1, ck5, k = 1..6 - specified functions of the proportions of the gas mixture
k-element on the boundaries Γ1 and Γ5.
In this case, the formulas for Wk demand P1 = P2 = s = 0, ϕ3 = 1 as Ω2 is gas
flow region.
For example, for methane CH4 : W1 = ν31

ν1

M1
My

P1 − ϕ3P3,

For hydrogen H2 : W2 = ν32
ν1

M2
My

P1 +ϕ3(M2
M3

P6 −P4)+ sM2
Mc

R4 = ϕ3(M2
M3

P6 −P4).
The following heterogeneous chemical reactions of carbon oxidizing and car-

bon monoxide reduction can take place during UCG process

(1)C + O2 = CO2 + qs1, (2)C + 1
2O2 = CO + qs2,

(3)C + CO2 = 2CO + qs3, (4)C + H2O = CO + H2 + qs4,

taking into consideration corresponding absolute value of mass rates:

R1 = Mc

M4
ks1ρ3c4e

−Es1
RT , R2 = Mc

M4
ks2ρ3c4e

− Es2
RT

R3 = Mc

M4
ks1ρ3c5e

−Es3
RT , R4 = Mc

M4
ks2ρ3c6e

− Es3
RT

(6)
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Absolute values of mass rates of pyrolysis reaction - P1 and moisture evapo-
ration - P2 are determined by the Arrhenius law and simplified Hertz-Knudsen
law

Pi = kiρiφie
− Ei

RT , i = 1, 2, .

Mass rates of the Wk gas phase k-component changes are determined in the
following way

CH4 : W1 = v31
v1

M1
My

P1 − φ3P3,

H2 : W2 = v32
v1

M2
My

P1 + φ3

(
M2
M3

P6 − P4

)
+ sM2

Mc
R4,

CO : W3 = v33
v1

M3
My

P1 − φ3 (P5 + P6) + sM3
Mc

(R2 + 2R3 + R4) ,

O2 : W4 = −φ3

(
2M4

M1
P3 + 1

2
M4
M2

P4 + 1
2

M4
M3

P5

)
− sM4

Mc

(
R1 + 1

2R2

)
,

CO2 : W5 = v35
v1

M5
My

P1 + φ3

(
M5
M1

P3 + M5
M3

P5 + M5
M3

P6

)
+ sM5

Mc
(R1 − R3) ,

H2O : W6 = v36
v1

M6
My

P1 + P2 + φ3

(
2M6

M1
P3 + M6

M3
P4 − M6

M3
P6

)
− sM6

Mc
R4,

N2 : W7 = 0.

Combustion face form f(x, t) is identified as the solution of nonlinear equa-
tion [8]

ρ4
∂f

∂t
−

√√√√1 +
(

∂f

∂x

)2

·
4∑

j=1

Rj = 0 (7)

with initial data f
∣∣
t=0

= f0(x), where f0(x) - specified initial form of the com-
bustion face, and the function Rj is calculated by the formula (6).

Consequently, the equation system (1)–(6) with corresponding initial and
boundary conditions describes the processes in lateral fire well and combustion
face. Numerical algorithm of the UCG problem is determined in accordance
with the presented mathematical model. Firstly, the Cauchy problem is solved
for the continuity equation (4) by using known values of velocities and specified
initial data. Secondly, temperature propagation equations are solved (3). Thirdly,
Navier-Stokes motion equations are solved after calculating the pressure value
determined by state equation (2). As soon as all necessary flow state changes
are determined at a new time step, changes of gas composition are calculated
(5) and new state of mine face form is identified (7).

3 Results of the Numerical Experiments

This section is devoted to the results of the numerical experiments of nondimen-
sionalized UCG mathematical model (1)–(6) (black coal and brown coal).

Numerical experiments are carried out in full accordance with common meth-
ods: calculations take into consideration progressively fine meshes and solutions’
comparison, robustness test of numerical methods, solutions of the problems
depending on various initial data, etc.

Unequally spaced mesh (as far as space variables are concerned) Ωh with
steps hxij

, hyij
and constant time-step τ > 0 is considered to be in the domains
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Ω = Ω1 ∪ Ω2 ∪ Ω3 ∪ Ω1
4 ∪ Ω2

4 . N and M define number of points on the axis OX
and OY respectively.

The Eqs. (1), (3)–(5) are approximated on Ωh in a standard way [11] by using
difference schemes. To solve continuity Eq. (4) the Lax-Wendroff-type scheme
[11] with implicit viscosity is used. The system (1) and the Eq. (3), (5) are
solved with the help of difference scheme of stabilizing correction with directional
differences [12]. Viscosity coefficient μ as well as other coefficients use fractional
gas composition of the previous time moment to solve all the equations. The
equation of mine face form change is solved by the first approximation order
scheme in the context of time and space.

Coefficient values μk, λk, cpk for k-gas are mentioned in [13–15], and
thermokinetic constants q3−6, k3−6, E3−6, M3−6, My, Mc are mentioned in [16–
18]. Brown coal ash content is considered to be 30% that is similar to coal ash
content in Moscow lignite basin [19]. Field observation results (mentioned in
[20]) are considered to be input data for gas composition that is caused by coal
thermal decomposition.

Comparison on a percentage base of rated gas composition to gas composi-
tions described in different researches is presented further. Table 1 shows per-
centage composition of the gas calculated for uniform gasification process of
bituminous coal and the in-situ measurements of gas composition, which are
relevant for different coal-bearing basins [8,21]. Table 1 shows the intervals that
limit test values of gas composition. The researches [8,21] show in-situ measure-
ments (in the context of air blast) taken in Kuzbass Yuzhno-Abinskaya coalmine
“Podzemgas”. The column No3 shows real measurements taken by E .V. Kreinin,
who is considered to be one of the principal UCG researchers and to spend much
time on its analysis and development. He presents UCG engineering model in
his paper [8]. His natural experiments are based on that model.

Table 1. The percentage of gas in the gasification of coal.

1. 2. 3.

Rated gas composition
according to the model
(1)–(7) %

Real gas
composition
(Yuzhno-Abinskaya
station) [21] %

Gas composition
according to
Kreinin [8] %

CH4 1.9 1.6–3. 2.6

H2 10.6 10–15 12.5

CO 17.2 10–20 11.9

O2 0.2 0.2 0.2

CO2 10.9 8.0–14.5 13.2

N2 59.1 53–63 59.5

Nonregistered
impurity

0.1 0.1–0.5
0.01–0.02

0.1
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Table 2 shows the comparison results of numerical calculations to in-situ
measurements of brown coal. The research [20] presents a range of gas com-
position values taken in Moscow lignite basin and at Shatskay station. The table
columns 2–3 show that different types of gas can be generated (in the context of
brown coal) because of various coal characteristics in different basins. Calcula-
tion results based on laboratory data concerning coal decomposition show true
burning processes registered in brown coal of different deposits.

Table 2. The percentage of gas in the gasification of drilling coal.

1. 2. 3.

Rated gas composition
according to the model
(1)–(7) %

Real gas
composition
(Podmoskovnaya
and Shatskaya) [21]
%

Gas composition
according to
Kreinin [8] %

CH4 1.97 1.0–1.5 2.0

H2 14.8 15–17 22.5

CO 9.7 5–7 4

O2 0.2 0.3–0.5 0.4

CO2 18.9 17–18 21.5

N2 53.2 56–59 49.0

Nonregistered
impurity

1.23 – 0.2

The presented calculations show that the underground gasifier model
described is able to perform real UCG processes, which take place in both bitu-
minous and brown coal mines and enables to get valid quantitative agreement
with in-situ measurements.

The presented calculations show that the underground gasifier model
described taking account of physical and chemical transformations and gasdy-
namics of thermally conductive compressible gas is able to perform real UCG
processes flow method, which take place in both bituminous and brown coal
mines and enables to get valid quantitative agreement with field measurements.
Thus, the validation of the mathematical model carried out will allow the con-
ducted experiments to determine the input parameters for the optimal operation
of the gas generator.
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Abstract. Finite-element method is applied to numerical simulation of
loose soil erosion process. Adapted triangle grid is used to provide agree-
ment with the time-varying mud line. The test cases are presented for
some parameters of soil erosion model such as density and particle diame-
ter. The results of computation demonstrate the vital difference between
algorithms without restructuring of the grid and in case of applying it.

Keywords: Viscous incompressible fluid · Navier-Stokes equations ·
Non-cohesive soil erosion · Three-dimensional flow ·
Gravity type oil platforms ·
Numerical and laboratory-based experiments · Finite-element methods

1 Introduction

The application of gravity type oil platforms at shallow water marine coastal
areas is one of the most current means for oil extraction. Processes of sea floor
erosion near foundations of such oil platforms and its stability issues are of great
interest. In the recent years different investigations of those issues were actively
undertaken, by means of laboratory-based and seminatural experiments as well
as by means of mathematical simulation [1–4].

The papers [5–7] contain results of a great number of experimental and
numerical studies of non-cohesive soil erosion near the foundation of the Prira-
zlomnaya platform, comparison charts of laboratory and simulation experiments,
analysis of the impact of different wave conditions of fluid flow on the process of
particles shift of seabed material. Turbulence mode influence on the process of
non-cohesive soil erosion was studied in parer [8].

For numerical computation of hydrodynamic values in the indicated papers
they applied the models based on finite difference and finite volume methods
where the fixed grid constructed at the initial instant with the condition of bot-
tom surface evenness was used for calculation of fluid flow. First and foremost, it
was stipulated by the assumption of immaterial effect of the change of the bot-
tom shape on the fluid flow pattern according to supposedly small levels of scours
and accretions. In fact, the results of the study [7,8] show that under the con-
dition of low velocity of fluid flow in case of the nonoccurrence of surface waves
c© Springer Nature Switzerland AG 2019
Y. Shokin and Z. Shaimardanov (Eds.): CITech 2018, CCIS 998, pp. 228–235, 2019.
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even the laminar model of fluid flow provides good agreement with laboratory
tests (accurate to 10–15%). In case of surface waves and high velocity neither
laminar nor turbulent flow models used in the papers [7,8] give any satisfac-
tory results compared with laboratory experiments. One of apparent premises
for disagreement of computational and laboratory studies under the specified
conditions would be a significant effect of the shape of bottom on fluid flow pat-
tern that demands the application of a time-depended grid for discretization of
computational domain.

This paper develops computational models for studying loose soil erosion
within the framework of the designed computing system “XFlow” [9] with the
use of finite-element approximations providing agreement of the computational
grid with the time-varying mud line.

2 Fluid Flow Model

Unsteady flow of viscous incompressible fluid with fixed properties in dimension-
less form is described by the system of Navier-Stokes equations:{

∇ · U = 0,
∂U
∂t + (U · ∇)U = − 1

ρ∇p + ∇ (
ν∇U

)
,

(1)

where U - velocity vector, t - time, ρ - fluid density, p - pressure, ν - kinematic
viscosity of fluid.

Physical factor split scheme [10] is applied for time numerical integration:

Ũ−Un

τ + (Ũn · ∇)Ũ = 1
Re � Ũ ,

�pn+1 = 1
τ (∇ · Ũ),

Un+1−Ũ
τ = − 1

ρ∇pn+1.

(2)

In this paper the finite-element method [11] is applied for scheme (2) spatial
discretization that results in use of a numerical algorithm at each time interval
for sequential solution of system of linear algebraic equations (SLAE) respective
to unknown variables. The stabilized biconjugate gradient method is applied for
the first stage of the scheme (2) considering asymmetry of SLAE matrix. The
conjugate gradient method is applied for the second stage of the scheme (2) as
SLAE matrix is symmetrical. At the third stage of the scheme (2) SLAE matrix
represents mass matrix [12] which admits diagonalization, hereby allowing to
find the solution by direct conversion.

In order to test the applied numerical algorithms for computation of fluid flow
we undertook the series of computations of known model tasks under laminar
conditions [13], such as two-dimensional flow around a circular cylinder, three-
dimensional flow in a driven cavity, flow over backward-facing step, flow around
a cube, and flow around a sphere. The results of test computations agree rather
well with analogous computations undertaken by other authors [14].

Also, we carried out the computation of task on flow near a gravity type
platform considered in the papers [7,8]. The comparative analysis of quantitative
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properties of seabed layer flow has shown good agreement of computation results
with analogous results in [7,8].

3 Soil Erosion Model

In order to compute soil erosion, the present paper applies a model considered
in [15,16] and used in [5–8] for numerical simulation of soil erosion near gravity
type oil platforms coastal sea areas. The overall equation of this model is mass
balance equation

∂h

∂t
=

1
1 − ε

·
∑

i

∂qi

∂xi
, i = 1, 2, (3)

written with regard to function h of elevation of the developed bottom profile
above its initial level; here ε – porosity of sea floor material, q – vector of sea
floor material transport in time unit by length unit.

The present paper stipulates the computation of a new boundary of compu-
tational region at each time interval on the basis of received h values and the
restructuring of finite-element grid (Figs. 1 and 2). The obtained grid is trans-
ferred to the numerical model of fluid flow for computing a new layer, thus
providing the feedback path between soil erosion profile and fluid flow.

Fig. 1. Discretization of computational region: initial grid.

Fig. 2. Discretization of computational region: deformed grid.
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4 Computational Study Results

The summarized numerical algorithm consists of three stages executed at each
discrete time interval: computation of fluid flow and obtaining of velocity vector
values in sea floor layers; computation of transport vector of sea floor material
and elevation profile; computation of a new boundary of computational region
and restructuring of finite-element grid. In order to test this algorithm we under-
took the series of computations of two-dimensional task on soil erosion due to
the flow around a rectangular pile under the laminar conditions of fluid flow.

Figures 3 and 4 represent the fixed fluid flow and respective profile of soil
erosion without applying the algorithm of restructuring of the grid in the com-
putational region.

Fig. 3. Flow around a pile without restructuring of a grid: velocity vector modulus.

Fig. 4. Flow around a pile without restructuring of a grid: soil erosion boundaries.

Figures 5, 6 and 7 represent the development of fluid flow and respective
profile of soil erosion with applying the algorithm of restructuring of the grid in
the computational region.

The results of computation demonstrate the vital difference between algo-
rithms without restructuring of the grid and in case of applying it. In the first
case both fluid flow and soil erosion are rather quickly stabilized, as for another
case we observe the formation of alluvion and its departing from the computa-
tional region with the course of time (ref. analogous behavior of erosion-accretion
in [16]).
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Fig. 5. Flow around a pile with restructuring of a grid: start of flow.

Fig. 6. Flow around a pile with restructuring of a grid: alluvion formation.

Fig. 7. Flow around a pile with restructuring of a grid: soil departing the computational
region.

Fig. 8. Flow around a pile depending on density: start of flow.
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Fig. 9. Flow around a pile depending on density: alluvion formation.

Fig. 10. Flow around a pile depending on density: departing the region.

Fig. 11. Flow around a pile depending on particle size: start of flow.

Fig. 12. Flow around a pile depending on particle size: alluvion formation.
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Fig. 13. Flow around a pile depending on particle size: departing the region.

Then we undertook the computations depending upon some parameters of
soil erosion model such as density (p) and particle diameter (d). Figures 8, 9 and
10 present sea floor profiles at different parameters of sea floor material density.

Figures 11, 12 and 13 present sea floor profile with different parameters of
soil particles.

5 Conclusion

The present paper contains numerical computations of the process of loose soil
erosion applying the algorithm of restructuring of the finite-element grid for
providing the feedback path with fluid flow. The computational results have
shown that application of the algorithm appears to be necessary for obtaining
the actual quantitative properties of loose soil erosion as contrary to the fixed
grid because in this case we observe the formation and development of an alluvion
which departs the computational region with this or that velocity in the course
of time depending upon parameters of erosion model.
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Abstract. The paper studies a model of the gaslift process where the
motion in a gas-lift well is described by partial differential equations. The
system describing the studied process consists of equations of motion,
continuity, equations of thermodynamic state, and concentration equa-
tion. A finite-difference scheme is constructed for the numerical solution
of the problem. Because of the complexity of the motion equation, two
simplified difference analogues for this equation are considered. The sta-
bility of these equations are investigated using the method of a priori
estimates. The estimates obtained will be used for proving the stability
of the whole difference scheme in future works.

Keywords: Gaslift process · Finite difference method ·
A priori estimates · Stability analysis · Motion equation · Simulation

1 Introduction

A rigorous justification of numerical methods for solving the problems of hydro-
dynamics is an urgent task in connection with its application in various fields of
industry. One of such problems is the displacement of oil by the gaslift method,
which is currently being used in many oil fields. This process is usually described
by the motion equation

ϕρg (x, t)
(

∂−→v g

∂t
+ −→v g · ∇−→v g

)
+ ∇p(ρ) = − λc

2dg
ϕρg

−→v g|−→v g| +
−→
f 1, (1)

(1 − ϕ) ρl (x, t)
(

∂−→v l

∂t
+ −→v l · ∇−→v l

)
+ ∇p(ρ) = − λc

2dg
(1 − ϕ) ρl

−→v l|−→v l| +
−→
f 2,

(2)

c© Springer Nature Switzerland AG 2019
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the equation of conservation of mass:

∂ρα

∂t
+ ∇ (ρα

−→v α) = 0, α = g, l, (3)

the equation of concentrations:

∂ϕ

∂t
+ −→v l · ∇ϕ = f3, (4)

and the thermodynamic state equation

p = p (ρ) , (5)

ρ = ϕρg + (1 − ϕ)ρl, (6)

in which subscripts g and l correspond to phases of gas and liquid, ρα(x, t) and−→v α(x, t) are the density and velocity of phase α, respectively, ϕ is concentration,
p is pressure, x ∈ Ω ⊂ Rn, n = 1, 2, 3. Let us denote Q = [0, T ] × Ω. The
coefficient of hydraulic resistance λc, the hydraulic channel diameter dg are some
positive constants, and the pressure p(ρ) is a function of a positive argument with
the first Lipschitz continuous derivative.

The system (1)–(5) is complemented with initial and boundary conditions:

ρα|t=0 = ρα0 (x) , ϕ|t=0 = ϕ0 (x) , −→v α|t=0 = −→v α0 (x) , (7)

ϕ|S = ϕ1 (t) , −→v α|S = 0 (8)

where S = ∂Ω.
The system of equations describing the state of a viscous, compressible fluid,

in contrast to the Eq. (1) also contains the viscous terms on the right-hand side.
The solvability of the Cauchy problem on a small time interval for this system was
studied in [1] and [2]. A theorem on the local solvability of the initial-boundary
value problem for equations of a viscous, compressible fluid was proved in [3].
A local existence theorem for the solution of a one-dimensional initial-boundary
value problem for the equations of motion of a viscous perfect polytropic gas in
Lagrangian mass coordinates was proved in [4]. In [4] the technique of research
of initial-boundary value problems “in the whole” on the time for the system of
equations describing the one-dimensional flow of a viscous heat-conducting gas
is described.

Various numerical methods for solving the systems of equations for the
dynamics of a viscous compressible gas are currently used [5–11]. However, there
is no mathematical proof of their stability and convergence to the solution of
the differential problem. This is due to the nonlinearity of the equations, and
also to the non-evolutionary nature of the system under consideration. For some
problems of the dynamics of a viscous barotropic gas, an estimate of the error
of difference schemes was obtained in the work of Kuznetsov and Smagulov
[12,13]. A new difference scheme for the equations of a one-dimensional viscous
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heat-conducting gas is proposed and investigated in [14]. Studies of nonlinear dif-
ference schemes in the neighborhood of the known solution of specific problems
of mathematical physics were carried out in [15,16].

In [17], the characteristics of various difference schemes for the Euler equa-
tions are compared for solutions of a number of model problems of gas dynam-
ics and gas-dynamic processes. A new difference scheme for the nonstationary
motion of a viscous barotropic gas in Euler variables is proposed in [18]. Positiv-
ity of the density function is ensured by the fact that not the values of the density
function themselves are sought, but the natural logarithms of these quantities.

In the present paper, the Eqs. (1)–(7) are reduced to a equivalent form, and
a difference scheme is constructed for solving the reduced problem. A priori
estimates for velocities were obtained by the method of energy inequalities using
methods applied in works [19–22].

2 Formulation of the Problem

Let us consider a simple one-dimensional problem in a segment Ω1 ≡ [0, 1] in
which gas is injected through the left boundary. Using obvious transformations,
the Eqs. (1)–(7) can be reduced to the following system of partial differential
equations:

c (ϕ, ρg, ρl)
(

∂v

∂t
+

1
2

∂v2

∂x

)
+ a (ϕ, ρl) v +

∂p

∂x
= −b (ϕ, ρg, ρl) v |v| , (9)

vl = f (ϕ) v, (10)

∂ (ϕρg)
∂t

+
∂ (ϕρgv)

∂x
= 0, (11)

∂ϕ

∂t
+ vl

∂ϕ

∂x
= 0, (12)

p = ϕpg + (1 − ϕ) pl, (13)

where v ≡ vg,
c (ϕ, ρg, ρl) = ϕρg + (1 − ϕ) ρlf (ϕ) ,

a (ϕ, ρl) = (1 − ϕ) ρl
∂f (ϕ)

∂t
,

f(ϕ) =
0.83 − ϕ

1 − ϕ
,

b (ϕ, ρg, ρl) =
λc

2dg

(
ϕρg + (1 − ϕ) ρlf

2 (ϕ)
)
,

x ∈ Ω1, t > 0. Let us denote Q1 = [0, T ] × Ω1.
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Let us make some assumptions about coefficients in Eqs. (9)–(13).

1. Assume that oil is incompressible, i. e.

ρl = const, ρl > 0. (14)

2. Concentration ϕ is bounded:

0 ≤ ϕ ≤ 1. (15)

3. f in (10) is non-negative for all values of concentration:

f (ϕ) ≥ 0. (16)

4. The gas density is a positive function:

ρg (p) > 0. (17)

It follows from assumptions that c (ϕ, ρg, ρl) > 0.

Let us introduce a uniform difference grid Qh = ωτ × ωh with steps τ and h
in Q1. Let us assign the following difference scheme to the problem (9)–(13):

cn
i vn

t, i +
1
2
cn
i vn

x,iv
n+1
x,i + an

i vn
i + pn

x, i = −bn
i vn+1

i |vn
i | , (18)

vl,i = f (ϕi) vi, (19)

(ϕρg)t,i + (ϕρgv)x̄,i = 0, (20)

ϕt,i + vl,iϕx̄,i = 0, (21)

pi = ϕipg,i + (1 − ϕi) pl,i. (22)

Let us obtain a few a priori estimates for the difference motion Eq. (18).

Lemma 1. Under conditions (14)–(17) and

d0 ≤ cn
i ≤ d1, an

i ≤ d2, bn
i ≤ d3, di > 0, (23)

ε3d1
2

||vn
x ||2C + 2d3||vn||C <

d0
τ

−
(

2d1
ε3h2

+
d2
ε1

+
1
ε2

)
(24)

the following estimate holds:

ν · ||vn+1||2 ≤ M · ||vn||2 + τε2||pn
x ||2

where

ν = d0 − τ

(
ε3d1

2
||vn

x ||2C + 2d3||vn||C
)

− τ

(
2d1
ε3h2

+
d2
ε1

+
1
ε2

)
.



240 B. Zhumagulov et al.

Proof. Multiply (18) by 2τvn+1
i and sum over nodes of the grid:

(
cnvn

t , 2τvn+1
)

+
(

1
2
cnvn

xvn+1
x , 2τvn+1

)
+

(
anvn, 2τvn+1

)
+

(
pn

x , 2τvn+1
)

= − (
bnvn+1 |vn| , 2τvn+1

)
.

(25)

Estimate scalar products in (25) as follows:
∣∣(cnvn

t , 2τvn+1
)∣∣ ≥ d0

∣∣(vn
t , 2τvn+1

)∣∣ ≥ d0
(||vn+1||2 − ||vn||2 + τ2||vn

t ||2) ,(
1
2
cnvn

xvn+1
x , 2τvn+1

)
≤ τd1 max

ωh

|vn
x | ∣∣(vn+1

x , vn+1
)∣∣

≤ τd1||vn
x ||C ||vn+1

x || · ||vn+1|| ≤ τd1

(
ε3
2

||vn
x ||2C · ||vn+1||2 +

1
2ε3

||vn+1
x ||2

)

≤ τε3d1
2

||vn
x ||2C · ||vn+1||2 +

τd1
2ε3

· 4
h2

||vn+1||2,(
anvn, 2τvn+1

) ≤ d2
∣∣(vn, 2τvn+1

)∣∣ = 2τd2|(vn, vn+1)| ≤ 2τd2||vn|| · ||vn+1||
≤ 2τd2

(
ε1
2

||vn||2 +
1

2ε1
||vn+1||2

)
,(

pn
x , 2τvn+1

) ≤ 2τ
∣∣(pn

x , vn+1
)∣∣ ≤ 2τ ||pn

x || ||vn+1||
≤ 2τ

(
ε2
2

||pn
x ||2 +

1
2ε2

||vn+1||2
)

,

− (
bnvn+1 |vn| , 2τvn+1

) ≤ 2τd3|
(
vn+1 |vn| , vn+1

) |
≤ 2τd3 max

ωh

|vn
x | | (vn+1, vn+1

) | = 2τd3||vn
x ||C · ||vn+1||2.

It follows from (25) that

d0
(||vn+1||2 − ||vn||2 + τ2||vn
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Then
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t ||2 ≤ (d0 + τd2ε1) · ||vn||2 + τε2||pn
x ||2.

Thus, the assertion of the lemma holds under condition (24).
Let us neglect the concentration, and write the Eq. (1) in a non-divergent form

taking into account the continuity Eq. (3) and the density positivity condition:

∂v

∂t
+

1
2

∂v2

∂x
+
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= −λc

2d
v · |v| + f (26)
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where g = ln ρ. Then the Lax-Vendroff scheme for the Eq. (26) has the form
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Lemma 2. Under assumptions (14)–(17) the following estimate holds:
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Proof. Multiply the Eq. (27) by τv
n+ 1

2
i+ 1

2
h and sum along the inner nodes of the

grid:
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(29)

Estimate scalar products in (29). Let us use the Cauchy inequality and the
inequalities from [17] for the term generated by the nonlinear terms:
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Using the difference analogue of the embedding theorem and ε-inequality to
the term j3 ≡ τλc

2d

∑M−1
i=1 vn

i+ 1
2
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2
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2
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h, we obtain the inequality:
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Using the formula of summation by parts to the last term on the left-hand
side of (29), we obtain
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The term on the right-hand side of the Eq. (29) is estimated as follows:
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Substituting these inequalities into (29) and assuming that the inequalities
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Similarly, multiply the Eq. (28) by τvn+1
i h and sum over the inner nodes of

the grid:
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Estimating the scalar products similarly to the Eq. (29), we obtain a similar

estimate
||vn+1||2 ≤ c2||vn||2 + c3τ ||g||2 + c3τ ||fn+ 1

2 ||2. (32)

Adding the inequalities (30) and (32), we obtain

||vn+1||2 ≤ c4||vn||2 + c5τ ||g||2 + c6τ
(
||fn||2 + ||fn+ 1

2 ||2
)

.

Using the inequality obtained, we can show that the chain of inequalities
holds
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||vn+1||2 ≤ c7||v0||2 + c8τ ‖g‖2 + c9τ

n∑
k=0

(∥∥fk
∥∥2

+
∥∥∥fk+ 1

2

∥∥∥2
)

,

which yields the assertion of the lemma.

3 The Results of Numerical Modeling

Using the algorithm above, a program was written to calculate the basic techno-
logical characteristics of the gas lift wells. The following input parameters were
set (Table 1):

Table 1. Initial data of the real deposit for modeling used in the numerical experiments

The value of Units of measurement Value

t - time s 3600

L - length of wells m 3496

ρg - is gas density m/kg3 0.75

ρl - is liquid density m/kg3 950

d1 - is hydraulic diameter of the ring m 0.0889

d2 - is hydraulic diameter of the tubing m 0.0759

D - is hydraulic diameter of the production string m 0.168

pp - injection pressure MPa 9

pr - reservoir pressure MPa 19

pw - wellhead pressure MPa 1.5

T - temperature K 333

g - is acceleration of gravity m/s2 9.80665

Figures 1, 2, 3 and 4 show the true content of the gas, density, pressure and
speed. Figure 4 shows the distribution of the true content of gas along the well.
Figure 5 shows the density distribution of gas, liquid, GLM along well. Figure 6
shows a function of pressure. It is seen from this graph that the fluid pressure in
the reservoir increases along the flow until the formation of gas-liquid mixture,
and then decreases. The graph of speed (Fig. 7) shows a monotonic decrease in
the rate of the medium to form a GLM. After the mixture of gas and liquid,
velocity in the tubing increases.

Figures 5, 6 and 7 on the left show the pressure distribution in a ring, and
figures on the right show the pressure distribution in tubing along the hole
depth at sections n1 = 100τ , n2 = 600τ , n3 = 1100τ , n4 = 2100τ , where the
dimensionless step time is set to τ = 10−3.
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Fig. 1. The true content of the gas Fig. 2. Distribution of density

Fig. 3. Distribution of pressure Fig. 4. Distribution of velocity

a) Pressure ring b) The pressure in the tubing

Fig. 5. The pressure distribution at t = 100τ

a) Pressure ring b) The pressure in the tubing

Fig. 6. The pressure distribution at t = 600τ
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a) Pressure ring b) The pressure in the tubing

Fig. 7. The pressure distribution at t = 1100τ

4 Conclusion

Thus, in this paper the problem of fluid motion in a gas-lift well is considered.
A difference scheme is proposed for the motion equation. Stability analysis is
conducted for the phase velocities using the method of a priori estimates.

Using the proposed algorithm, a computer program is created for the numer-
ical solution of one-dimensional problem for gas lift wells. The features of the
numerical implementation of the algorithm for solving the one-dimensional prob-
lem are studied. A number of methodical calculations are conducted using the
proposed numerical algorithms for solving the problem of determining the den-
sity, pressure, velocity in gas lift wells. It can be concluded from the results of
calculations that the developed mathematical model, the difference scheme and
the computer program allow to study the physical process in gas-lift wells and
will be able to solve problems of optimal exploitation of oil deposits in future.

The obtained results can be used in studying the stability of difference
schemes for solving the problem of displacement of oil by a gaslift method.
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