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Abstract. In this paper we experimentally evaluated the impact of
data imbalance on the convolutional neural networks performance in
the histopathological image recognition task. We conducted our analysis
on the Breast Cancer Histopathological Database. We considered four
phenomena associated with data imbalance: how does it affect classifica-
tion performance, what strategies of preventing imbalance are suitable
for histopathological data, how presence of imbalance affects the value
of new observations, and whether sampling training data from a bal-
anced distribution during data acquisition is beneficial if test data will
remain imbalanced. The most important findings of our experimental
analysis are the following: while high imbalance significantly affects the
performance, for some of the metrics small imbalance. Sampling train-
ing data from a balanced distribution had a decremental effect, and we
achieved a better performance applying a dedicated strategy of dealing
with imbalance. Finally, not all of the traditional strategies of dealing
with imbalance translate well to the histopathological image recognition
setting.
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1 Introduction

Due to the recent algorithmic advances, as well as a growing amount of data
and computational resources, machine learning is becoming increasingly suit-
able option for the task of histopathological data processing. In particular, deep
learning methods are becoming dominant technique in the field [4]. A significant
amount of work has been done by the scientific community on the problem of
using deep learning algorithms in the histopathological image recognition task.
However, despite that, a little attention has been given to the issue of data imbal-
ance in the histopathological setting, or more generally in the image recognition
task. Data imbalance [9] can be defined as a situation, in which the number of
observations from one of the classes (majority class) is higher than the number
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of observations from another class (minority class). Most of the existing machine
learning algorithms assume a balanced data distribution, and perform poorly in
an imbalanced setting, biasing predictions towards the majority class. Notably,
data imbalance can be observed in various existing histopathological benchmark
datasets, such as Breast Cancer Histopathological Database (BreakHis) [14].
It is, however, unclear to what extent data imbalance affects the performance
of deep learning algorithms in the histopathological image recognition task, or
what techniques of dealing with data imbalance are suitable in such setting.
In a recent study Pulgar et al. [12] evaluate the impact of data imbalance on
the performance of convolutional neural networks in the traffic sign recognition
task. They conclude that data imbalance negatively affects the performance of
neural networks. They do not, however, consider using any strategies of dealing
with data imbalance. In another study by Buda et al. [1] the authors also eval-
uate the impact of data imbalance on the performance of convolutional neural
networks, this time evaluating some of the existing strategies of dealing with
imbalance. However, neither of the mentioned papers uses the histopathological
data. Furthermore, in this study we consider additional questions related to the
issue of data imbalance, namely the value of new observations in the imbalanced
data setting and the choice of strategy of dealing with imbalance. Finally, it
is worth mentioning a study by Lusa [11], in which the author experimentally
evaluates the performance of one of the most prevalent strategies of dealing with
data imbalance, SMOTE [2], on a high-dimensional data. Based on that study,
SMOTE is not suitable for dealing with a high-dimensional data, such as images.
It is not clear whether other strategies of dealing with imbalance translate well
into the histopathological image setting.

In this paper we extend on the previous research, in particular focusing on
the problem of histopathological image recognition. We experimentally evaluate
various trends associated with data imbalance. First of all, we test to what extent
data imbalance influences the classification performance. Secondly, we evaluate
various strategies of dealing with data imbalance. Thirdly, we measure how data
imbalance influences the value of new data. Finally, we test the hypothesis that
artificially balancing the training distribution during data can be beneficial for
performance, even if the test distribution is imbalanced.

2 Experimental Study

2.1 Set-Up

Dataset. We conducted our experiments on the Breast Cancer Histopatholog-
ical Database (BreakHis) [14]. It contained 7909 microscopic images of breast
tumor tissue, extracted using magnification factors 40X, 100X, 200X and 400X,
with approximately 2000 images per magnification factor. Each image had the
dimensionality of 700 x 460 pixels and an associated binary label, indicating
whether the sample was benign or malignant. At each magnification factor the
data was randomly divided into 5 folds, with approximately 70% of the samples
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Fig. 1. Sample images from BreakHis dataset at different magnification factors.

reserved for training, and 30% for testing. In our experiments we reused the
random partitioning provided by the authors of the BreakHis dataset (Fig. 1).

By default, BreakHis dataset displayed the imbalance of approximately 2.0,
with the malignant samples belonging to the majority class. During our experi-
ments we performed undersampling of the data up to the point of achieving the
desired imbalance ratio (IR). We considered IRs € {1.0,2.0,...,10.0}. Impor-
tantly, for each IR we used the same total number of samples, that is 676 training
and 336 test images. It was the maximum amount of data allowing us to produce
every considered IR. We decided to keep the same total number of samples for
each IR, as opposed to decreasing the number of samples from the minority class
and keeping the size of the majority class constant. It allowed us to avoid the
issue of decreasing amount of data, which could be another factor affecting the
classification performance.

Classification. For the classification we used the architecture of a convolutional
neural network described in [13]. It consisted of 3 convolutional layers with filter
size 5 x 5 and pooling size 3 x 3. The first layer used 32 channels and max
pooling, the second layer used 32 channels and average pooling, and the third
layer used 64 channels and average pooling. Afterwards, the network used two
fully convolutional layers consisting of 64 and 2 channels, respectively. Each layer
except the last used ReLU activation function.

For the training we used stochastic gradient descent with learning rate equal
to 0.000001, momentum equal to 0.9, weight decay equal to 0.001 and batch
size equal to 1. We used cross entropy as a loss function. Training lasted for
40000 iterations. During the training we augmented the images with a random
horizontal flip and a random rotation by a multiple of 90°.

Prior to feeding the image to the network its size was reduced to 350 X
230. Additionally, a global per-channel mean was subtracted from every image.
The network was supplied with a 64 x 64 image patches. During training they
were selected randomly from the image. During evaluation multiple patches were
extracted from the underlying image with a stride of 32, as well as a set of all
of their possible augmentations. The individual patch predictions were averaged
to obtain the final prediction for the whole image.

Strategies of Dealing with Imbalance. Various approaches to dealing with
data imbalance have been proposed in the literature. They can be divided into
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inbuilt mechanisms, which adjust the behavior of existing classifiers to better
accommodate for data imbalance, and resampling strategies, in which either
some of the majority samples are omitted (undersampling) or new minority
samples are created (oversampling) to achieve a balanced training data distribu-
tion. In total, we evaluated 8 different strategies of dealing with data imbalance.
Weighted loss (W. Loss), a strategy of assigning a weight associated with misclas-
sification of an object based on its class. Specifically, we used a heuristic described
in [3], and assigned the class weight as w; = exp(—r;), with r; indicating the
ratio of class i in the training data. Batch balancing (B. Balance), a strategy of
randomly selecting an equal number of minority and majority samples for every
batch. The batch size was increased to 2 in case of batch balancing strategy.
Random oversampling (ROS), a technique of randomly duplicating some of the
minority samples up to the point of achieving class balance. SMOTE [2], an app-
roach in which instead of duplicating existing objects, a synthetic minority obser-
vations are produced. In this method new observations are generated by inter-
polating between original observations. CCR [8], an oversampling strategy that
uses smaller local translations instead of interpolating between possibly far-away
observations. In addition to oversampling, this method translates the existing
majority observations to increase their distance from minority class boundary.
RBO [7], another translation-based synthetic oversampling technique, that addi-
tionally considers the position of majority objects in process of oversampling.
Random undersampling (RUS), a technique of randomly selecting only a subset
of majority observations. And the Neighborhood Cleaning Rule (NCL) [10], a
guided undersampling strategy, in which neighborhood-based approach is used
to guide the process of data cleaning.

Evaluation. Since classification accuracy is not an appropriate metric to assess
the classification performance in the imbalanced data setting, throughout the
conducted experimental study we use five additional metrics: precision, recall,
geometric mean (G-mean), F-measure and AUC. More detailed discussion on
the choice of performance metrics can be found in [5] and [6].

2.2 The Impact of Data Imbalance on the Classification
Performance

The goal of the first experiment was evaluating to what extent data imbalance
affects the classification performance. To this end we undersampled the original
BreakHis dataset up to the point of achieving the desired imbalance ratio (IR),
at the same time keeping the total number of observations from both classes
constant. We considered IR € {1.0,2.0,...,10.0}. Results of this part of the
experimental study, averaged over all folds and magnification factors, were pre-
sented in Fig. 2. As can be seen, the accuracy is not an appropriate performance
metric in the imbalanced data setting: it increases steadily with IR, despite the
accompanying decrease in both precision and recall. On the other hand, all of
the remaining measures indicate a significant drop in performance, especially
for higher values of IR. For instance, for the balanced distributions we observed
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Fig. 2. The impact of data imbalance ratio (IR) on the average values of various
performance metrics.

average value of F-measure above 0.8, whereas for the IR =10.0 it drops below
0.5, despite the total number of observations being the same. This indicates that
data imbalance has a significant impact on the classifiers behavior and a notice-
able decrease in performance can be expected for higher IR. It should be noted
that for low values of IR, that is 2 and 3, we actually observed better preci-
sion, AUC and G-mean than for the balanced data distribution. This behavior
may suggest that depending on our optimization criterion, slight data imbalance
can actually be beneficial for the performance of the model. In the case of the
histopathological data, especially if the majority class consists of the images of
malignant tissue.

2.3 The Evaluation of Strategies of Dealing with Data Imbalance

The goal of the second experiment was comparing various strategies of deal-
ing with data imbalance and assessing which, and under what conditions, lead
to the best performance. In this experiment we considered the values of IR
€ {2.0,3.0,...,10.0}, and grouped the imbalance into four categories: low (2.0-
4.0), medium (5.0-7.0), high (8.0-10.0) and any (2.0-10.0). For each category
the results were averaged over the corresponding values of IR. We considered the
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strategies described in Sect. 2.1, as well as the baseline case, in which no strategy
was applied. To assess the statistical significance of the results we performed a
Friedman ranking test with a Shaffer post-hoc analysis at the significance level
« = 0.05. The results were presented in Table 1. As can be seen, there was no
single method that achieved best performance on all levels of imbalance and for
all of the performance measures. In general, CCR, RBO, RUS and NCL methods
achieved the highest rank in at least one of the settings. For low imbalance levels
NCL achieved the best performance for all three combined metrics: F-measure,
AUC and G-mean. However, in none of the cases did it achieve a statistically sig-
nificantly better results than the baseline. For higher levels of imbalance RBO
achieved the best rank in most cases, with statistically significant differences.
While most of the approaches led to an improvement in performance compared
to the baseline at least in some settings, two methods, weighted loss and SMOTE,
achieved a noticeably worse performance than the other strategies.

2.4 The Value of New Data in the Presence of Data Imbalance

The goal of the third experiment was evaluating to what extent increasing the
amount of training data improves the performance for various levels of imbalance.
We considered the total number of training observations € {100, 200, ...,600},
and IR € {2.0,4.0,6.0}. In addition to the baseline case, in which no strategy of
dealing with imbalance was employed, we used two best-performing resampling
techniques: NCL and RBO. The average values of the combined performance
measures were presented in Fig.3. As can be seen, in the baseline case data
imbalance decreases the value of new observations. For the case of IR = 6.0, even
after increasing the number of training samples six times, we did not achieve the
same performance as the one observed for IR = 4.0, for any of the considered
metrics. In other words, even when we used more training data from both minor-
ity and majority distributions, due to the inherent data imbalance we achieved
a worse performance. To a smaller extent this trend is visible also between IR
= 2.0 and IR = 4.0, especially when F-measure is considered. Using one of the
resampling techniques prior to classification partially reduced this trend: in this
case, after increasing the number of samples we were able to outperform the case
with 100 training samples.

2.5 The Strategy of Balancing Training Distribution During Data
Acquisition

In the previous experiments, while adjusting the imbalance ratio we modified
both training and test data distributions. However, when dealing with real data
we do not have an option of adjusting test distribution. Still, in some cases
we can influence the imbalance of training data: for instance, in the case of
histopathological images we can have at our disposal a larger quantity of unan-
notated images, and the main cost is associated with the annotation process.
We can, therefore, select the images designed for annotation so that their dis-
tribution is balanced. The goal of the final experiment was evaluating whether
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Fig. 3. The impact of the number of training observations on average values of various
performance metrics, either on the original data (top row), after undersampling with
NCL (middle row) or oversampling with RBO (bottom row).

such data acquisition strategy is beneficial for the classification performance. To
this end we evaluated two variants: the baseline case, in which both training
and test data distribution were imbalanced with IR € {2.0,3.0,...,10.0}, and
the balanced case, in which only test distribution was imbalanced and training
data consisted of an equal number of samples from both classes. We presented
the results of this experiment in Fig. 4. For reference, we also included the per-
formance observed on data balanced with NCL and RBO. As can be seen, for
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Fig. 4. Average values of various performance metrics. Baseline case, in which both
training and test data was imbalanced, was compared with the case in which only test
data was imbalanced. Performance for NCL and RBO was also included for reference.

low values of IR we actually observed a worse performance after balancing the
training data according to all of the combined performance metrics. This trend
was most noticeable for F-measure. Furthermore, the observed F-measure was
also higher in the baseline case for higher IR. On the other hand, balancing
training data improved the AUC and G-mean for medium and high levels of
imbalance. In all of the cases, using the original, imbalanced training data dis-
tribution and balancing it with one of the considered resampling strategies led
to an improvement in performance.
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3 Conclusions

In this paper we experimentally evaluated the impact of data imbalance on
the classification performance of convolutional neural network in breast can-
cer histopathological image recognition task. We conducted our analysis on the
Breast Cancer Histopathological Database (BreakHis) [14]. The main findings
of our experiments are the following:

— Medium and high data imbalance levels have a significant negative impact on
the classification performance, irregardless of the chosen performance mea-
sure. However, for some of the considered measures, at low level of imbalance
we observed an improved performance, which may suggest that small data
imbalance can actually be beneficial in a specific settings. Especially the latter
finding should be further confirmed on additional benchmark datasets.

— Some of the popular strategies of dealing with data imbalance, namely using
weighted loss and oversampling data with SMOTE, significantly underper-
formed in the conducted experiments. Techniques that achieved the best
results were NCL and RBO resampling algorithms. This leads us to a conclu-
sion that developing a novel strategies of handling data imbalance, designed
specifically for dealing with images, might be necessary to achieve a satisfac-
tory performance in the histopathological image recognition task.

— Data imbalance negatively impacts the value of additional training data. Even
when more data from both minority and majority class was used, due to
data imbalance we were unable to achieve a performance observed for lower
imbalance ratios. This can be partially mitigated by using an appropriate
strategy of handling data imbalance.

— Depending on data imbalance ratio and the metric used to measure clas-
sification performance, balancing training data during acquisition can have
a negative impact on the performance when compared to sampling training
data with the same imbalance ratio as test data. In all of the considered
cases, applying resampling on imbalanced data was preferable approach to
balancing data during acquisition.

Since the conducted analysis based on a single benchmark dataset, further
research should be focused on extending it to additional databases. Further-
more, a limited number of already proposed strategies dedicated to dealing with
image imbalance should be included in the method comparison. Design of a novel
methods is also likely necessary to be able to achieve a satisfactory performance.
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