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Preface

The 2018 edition of the Conference on “Applications in Electronics Pervading
Industry, Environment and Society” was held in Pisa, Italy, on September 26-27,
2018, at the Congress Center “Le Benedettine” of the University of Pisa.

The conference had the technical and/or financial support of University of Pisa,
University of Genoa, SIE (Italian Association for Electronics), and INTEL.

The conference, active since 2002, offers an overview of Electronic applications
in several domains, demonstrating how Electronics has become pervasive and ever
more embedded in everyday objects and processes.

In this edition, about 60 papers were accepted after a review process, with 3
independent reviews for each paper, organized in 8 oral sessions and 2 poster
sessions. The oral sessions involved contributions on Automotive Electronics
chaired by Prof. M. Grammatikakis, Healthcare & Bio-electronic Systems chaired
by Prof. A. Solanas, Technology and Testing chaired by Dr. T. Erlbacher, Sensors
& Transducers chaired by Prof. R. Berta, Signal Processing Systems chaired by
Prof. A. Mansour, Wireless Circuits and Systems chaired by Prof. E. Ragonese,
Power and Thermal Electronics chaired by Prof. M. Conti, and Digital Circuits and
Systems chaired by Prof. M. Martina. Professor F. Bellotti and M. Ruo Roch
chaired the poster sessions.

The conference hosted also three special events, introduced by Prof. S. Saponara:

e Keynote lecture From Silicon Gate to Microprocessors to Al to Consciousness,
held by Federico Faggin, the father of the microprocessor.

e Roundtable Legacy in Applied Electronics & Systems with contributions from
multinational electronic industries (Intel, Sitael, Hanking FElectronics, and
AMS).

e Roundtable Perspectives in Embedded and High Performance Computing with
contributions from STMicroelectronics, Barcelona SuperComputing, E4,
FagginFoundation, European Processor Initiative, and representative of the EU
commission.



vi Preface

The proposed papers, collected in this book, and the talks and roundtables of the
special events, prove that the computing, storage, and networking capabilities of
today electronic systems is such that their applications can fulfill the needs of
humankind in terms of mobility, health, connectivity, energy management, smart
production, ambient intelligence, and smart living.

To exploit such capabilities, multidisciplinary knowledge and expertise are
needed to support a virtuous iterative cycle from user needs to the design, proto-
typing and testing of new products and services. The latter are more and more
characterized by a digital core.

The design and testing cycles go through the whole system engineering process,
which includes analysis of users’ needs, specification definition, verification plan
definition, software and hardware co-design, lab and user testing and verification,
maintenance management, and life-cycle management of electronics applications.
The design of electronics-enabled systems should provide key features such as
innovation, high performance, real-time operations, and implementations with
low-cost and reduced budgets in terms of size, weight, and power consumption. To
succeed in this, one of the most important factors is the adoption of a suited design
flow and related CAD (Computer-Assisted Design) tools. Platform-based design
and meet in the middle between top-down and bottom-up design flows are needed
to fulfill the time- and cost-related challenges of nowadays market scenarios.

All these challenging aspects call for the importance of the role of Academia as a
place where new generations of designers can learn and practice with
cutting-the-edge technological tools and are stimulated to devise solutions for
challenges coming from a variety of application domains, such as health care,
transportation, education, tourism, entertainment, cultural heritage, and energy.

The APPLEPIES 2018 conference wants to report and discuss several examples
of designs and become a reference point in the field of electronics systems design
and applications, trying to fill at scientific and technological R&D level a gap that
the most farsighted industries have already indicated and are striving to cover.

Pisa, Italy Sergio Saponara
General Chair

Genoa, Italy Alessandro De Gloria
Honorary Chair

The original version of the book was revised: The Volume number has been
updated. The correction to the book is available at https://doi.org/10.1007/978-3-
030-11973-7_60
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Automotive Electronics



Raspberry Pi 3 Performance m
Characterization in an Artificial Vision e
Automotive Application

Ahmad Kobeissi, Francesco Bellotti, Riccardo Berta
and Alessandro De Gloria

Abstract Artificial vision is a key factor for new generation automotive systems.
This paper focuses on a module aimed at maximizing the energy flow between the
transmitting and receiving grids, in the context of dynamic wireless charging of elec-
trical vehicles. The output of the module helps the driver to keep a precise alignment
between the vehicle and the charging grids in the road. The module was developed
using low cost and open hardware and software components. This paper provides
a characterization of the embedded system from a performance point of view, con-
sidering various parameters, such as CPU load, memory footprint, and energy con-
sumption, in view of assessing the Raspberry Pi as a platform for embedded rapid
prototyping and computing in automotive environment.

1 Introduction

Also thanks to the power of deep learning technologies, artificial vision is a key
factor for new generation automotive systems reaching higher automation levels [1].
This paper considers a particular vision application, for dynamic wireless charging
of electrical vehicles [2, 3]. In this context of Inductive Power Transfer (IPT), it
is necessary to precisely align the receiving coil, placed under the vehicle, and the
transmitting coils, that are buried in the asphalt in a specific road lane [4]. The goal
is to maximize the energy flow between the coils, keeping the displacement within

A. Kobeissi (X)) - F. Bellotti - R. Berta - A. De Gloria
DITEN, Universita Degli Studi Di Genova, Via Opera Pia 11/a, 16145 Genoa, Italy
e-mail: ahmad.kobeissi @elios.unige.it

F. Bellotti
e-mail: franz@elios.unige.it

R. Berta
e-mail: berta@elios.unige.it

A. De Gloria
e-mail: ADG@elios.unige.it
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£20 cm. (with respect to a width of the transmitter of 50 cm), as higher misalignments
typically cause drops in energy transfer [5].

In the context of the Fabric project [6], we have developed a subsystem aimed at
helping the driver to keep a precise alignment between the vehicle and the charging
grids in the road.

The sub-system was developed using low cost and open hardware and software
components and gave us an opportunity to assess the Raspberry Pi as a platform for
embedded rapid prototyping. This paper presents our development experience and
focuses on providing a characterization of the Raspberry Pi 3 single-board PC [7]
from a performance point of view, considering various parameters, such as CPU load
and memory footprint, instruction per cycle, energy consumption.

2 Related Work

Car manufacturers are striving to build smart vehicles, exploiting massive amounts
of data from a wide variety of hardware components, including sensors, onboard
cameras, and further external sources [8]. These data are processed on the cloud
or on-board. Also according to the emerging edge-computing paradigm [9, 10], it
is likely that a growing amount of computation will be done on-board, by means
of low-cost and energy efficient (low energy) microcomputer devices, such as the
Raspberry Pi [11], that have recently spread in several application domains (e.g.,
in high-precision agriculture [12]). Hassan [13] stresses that “The dramatic drop in
price of computing hardware, coupled with the recent breakthroughs in embedded
systems design that enabled the integration of high-level software and low-level
electronics [...] has led to the development of different varieties of user-friendly
Internet of Things (IoT) hardware development platforms for IoT prototyping”.

He et al. [14] investigated performance of the Raspberry pi 2 B+ graphics in
terms of electrical power and energy. They measured power consumption difference
between GPU rendering and software rendering, using different benchmarks. Results
showed that the number of frames rendered per second increases dramatically when
hardware rendering is used, as does electrical power. They also found that—due to
the velocity of the hardware—the total energy consumed per rendered frame was
lower despite the electrical power during hardware rendering being higher. Nunes
et al. [15] analyzed the execution behavior and power consumption of web services
on Raspberry Pi B. In this paper, we focus on the new Raspberry Pi 3 board, and
on characterizing its behavior while running an artificial vision program, in order to
quantitatively assess this open platform in an automotive embedded environment.
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3 System Architecture

From the hardware viewpoint, our grid alignment system involved a video camera
(Logitech ¢920), a high definition (1920 x 1080) webcam to capture 30 frames per
second of the road ahead as shown in Fig. 1. Mounted on the top-middle of the
windshield using a suction cup, the camera is connected to a server-node device the
Raspberry Pi 3 B [7], or a regular PC, both of which run python on Windows or
Linux OS. In the development phase, as working with the Pi 3 module required a
monitor, mouse, and keyboard for monitoring, tracing, and editing the code, we used
an ordinary laptop for convenience [18]. For the final system release, the laptop was
seamlessly replaced with a Pi 3 board. Our laptop was a Samsung Chronos 770Z5E
with 3rd gen Intel Core 17, 8 GB of main memory RAM, and an AMD Radeon HD
8870 M graphics card with 2 GB of dedicated RAM.

Fig. 1 Schema of the grid
alignment system
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The core functions of the system run on the server-node and are written in python.
We used Jupyter Notebook [16] as execution environment, and the OpenCV library
for graphic processing [17].

Three steps formulate each frame’s processing: object spotting, clustering and line
detection, and middle point estimation. The objects we set to recognize are the grid
and the lane. The grid is the prime priority; we switch to lane borders recognition in
case the grid fails to be recognized. Since it is unknown beforehand whether a grid
could be recognized or not, we implemented a parallel image processing pipeline on
two copies of each frame, one for grid recognition and another for lane recognition.

For each object, we set specific colour masks and region masks. Two colour
masks, or filters, were defined for the grids—one is light grey and the other dark
grey—corresponding to the different grids’ possible colors. For the lane lines, we
considered the two internationally standardized lane colours: white and yellow.

Next, the algorithm starts a parallel processing pipeline where low-pass filters are
applied to the two instances of the original frame. For grid detection, we apply a
median-blur filter, while we use a Gaussian filter for lane line detection.

After that, both instances undergo edge detection using the Canny algorithm that
shapes out the contour of the grid and of the lane lines. Then, region masks selection
is performed. The grid region mask is centred, while lane lines mask is composed of
two separate regions at the right and left sides of the frame.

After the frame instances are cropped by the region masks, they become ready for
Hough lines estimation, in which a transform function is performed to produce every
possible straight line within specific slope and bias parameters. These parameters are
adjusted to fit the depth perception of the dimensions of the road. A concentration
of Hough lines would form in each region, signifying the recognition of grid or lane
borders. A clustering algorithm identifies each concentration, then a median line is
computed for each cluster. Thus, each couple of near-symmetric lines are associated
together as an object (grid or lane) representation.

The lane recognition sometimes fails when the vehicle is too close to an empty gap
of the central dashed line. To tackle this situation we developed a function based on
the recognition of a single line. The function implements a simple online estimation
algorithm that estimates the distance between the two lane-borders to the provisional
grid centre using the previous 10 frames with true recognition of both border lines.

As mentioned before, the priority in image processing is for grid detection. If a grid
was recognized in its own region, the algorithm defines the two lines representing the
right and left sides of the grid according to a validity check including the parameters:
line slope and bias. Then, a middle line can be generated, the centre of which is
our estimation for the grid centre coordinates. The offset can now be computed as
the difference between the estimated grid centre and the frame middle. In the other
pipeline, the offset is the lane centre, which we use to compute the estimated grid
centre. The offset that is computed at this stage by either pipeline is a pixel metric
and needs to be converted to centimeters.
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Once the offset is computed, its value is sent over WIFI to the tablet device placed
on the vehicle dashboard, where an Android app displays the offset as a pointer on
a linear gauge. A POST HTTP request is also sent to a private online server with
the grid misalignment estimation, its direction, and the vehicle charging state as
payloads.

4 Experiment

We used the developed software as a benchmark to assess performance of the RPi
3 system. We performed several measurements, that are reported in Table 2. Details
about the target system are provided in Table 1.

As monitors, we used h-top, a USB Power Gauge and Conky. Since, for the sake of
simplicity, we employed the same RPi board as the measuring and measured system
as well, we expect that the actual absolute performance should be slightly better.

We tried our grid alignment assistance system (GAAS), in four configurations,
varying the size of the convolutional kernel, which is used for filtering each frame
with the Gaussian and the median-blur filter. The contribution of the online esti-
mating algorithm was negligible. Results are the same at each frame, according to
the functioning of the GAAS program, and we can see that the 5 x 5 configuration
allows achieving the same high accuracy (approximately 80% of the time prediction
is within a 10 cm. error, while 100% within 20 cm.) as the 7 x 7 kernel, but the
utilization of the resources is much lower, leaving space also for other applications.
Accuracy was measured in road tests performed in Susa (To), Italy, at the MotorOasi
safe drive track, with a dynamic wireless charging experimental van set up by the

Table 1, Raspbe.rry Pi3 Feature Value Notes
system information
Processor: ARMVT rev 4 @ 1.20 GHz’
Cores 4
Graphics: LLVMpipe
OpenGL 3.3 Mesa 13.0.3 Gallium 0.4
(LLVM 3.9 128
bits)
Screen 1824 x 984 HDMI | Samsung
S22C300H
MotherBoard: BCM2835 Pi 3 Model B Rev 1.2
Memory: 860 MB
Disk: 32 GB SD
File-system: ext4
OS: Raspbian 9.4
Kernel 4.14.52-v7 + arm71
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Fabric project. The 3 x 3 version almost keeps the camera source rate (30 FPS), but
with unacceptable accuracy. The 7 x 7 version has a non-negligible FPS rate drop,
differently from the 5 x 5 kernel. The 9 x 9 size has the highest accuracy, reaching
even higher resolution values (3 cm., on a laptop), but leading to full utilization of
the CPU up to a crash in the RPi. We believe that the use of the GPU may improve
performance, but results achieved with the 5 x 5 version—that we used in the road
tests—are already within the set specifications [5].

We also considered some other benchmarks, doing video playing (Youtube), gam-
ing (Minecraft) and intensive computation (Walfram Mathematica). We could notice
that, in our case, the CPU is the bottleneck, while in the other cases CPU utilization
is quite limited. This is another indicator that a custom utilization of the GPU by
GAAS should lead to better results.

5 Conclusions

This paper has investigated the behavior of a Raspberry Pi 3 single PC board while
running an artificial vision program, in view of a quantitative assessment of this open
platform in an automotive embedded environment. The benchmark program—per-
forming grid alignment for the dynamic wireless charging of electric vehicles—in-
volved various signal processing functions and a simple online estimation algorithm.
To the best of our knowledge it is the first performance characterization of a Rasp-
berry Pi 3 in automotive environment.

Results have shown that the bottleneck of the system is represented by the CPU.
A custom exploitation of the GPU should lead to better results, even if results with
a proper filter kernel size configuration allow show that the system has been able
to reach the target accuracy [5] while leaving room for other possible concurrent
applications, and with energy demands similar to state of the art programs.

From the development viewpoint, the choice of python has been very effective, as
it allowed a seamless transition between the desktop and embedded environments.

For future work, results suggest implementing a GPU-targeted version of the sys-
tem. Moreover, further analysis with other benchmarks and platforms are needed in
order to better assess the potential of open hardware systems for embedded applica-
tions in automotive.
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Analysis of Cybersecurity Weakness )
in Automotive In-Vehicle Networking L
and Hardware Accelerators

for Real-Time Cryptography

Luca Baldanzi, Luca Crocetti, Matteo Bertolucci, Luca Fanucci
and Sergio Saponara

Abstract The work analyses the cybersecurity weakness in state-of-art automotive
in-vehicle networks and discusses possible countermeasures at architecture level.
Due to stringent real-time constraints (throughput and latency) of fail-safe automotive
applications, hardware accelerators are needed. A hardware accelerator design for
AES (Advanced Encryption Standard)-128/256 calculation, the latter being already
considered post-quantum resistant, is also presented together with implementation
results in FPGA and 45 nm CMOS technology.

Keywords HW accelerators - Automotive cybersecurity *
AES (Advanced Encryption Standard)

1 Introduction

Modern automotive systems feature several networked architectures and on-board
communication buses. The amount of exchanged data and the in-vehicle networks
traffic in absence of proper security mechanisms provide a wide range of attack
surfaces, making the automotive systems vulnerable to the many typical cybersecu-
rity threats and cybersecurity attacks, as data sniffing, data tampering, unauthorized
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accesses, etc. Due to stringent real-time (throughput and latency) constraints of fail-
safe automotive applications, hardware accelerators are needed. To this aim, Sect.4
presents the design of a hardware accelerator design for AES (Advanced Encryp-
tion Standard)-128/256 calculation, the latter being already considered post-quantum
resistant. The work presented in this paper addresses such issues and it is organized
as it follows. Section 2 analyses the cybersecurity threats in state-of-art automotive
in-vehicle networks and Sect. 3 discusses possible countermeasures at architecture
level. Implementation results for the AES accelerator in FPGA and 45nm CMOS
technology are discussed in Sect. 5. Conclusions are drawn in Sect. 6.

2 Cybersecurity Weakness and Countermeasures
for On-Board Networking Automotive Systems

This paper refers to on-board embedded and networked automotive systems, and
hence this Section is focused on cybersecurity issues and countermeasures for in-
vehicle networks. Other cybersecurity aspects, such those related to Vehicle-to-
Everything (V2X) connectivity, cloud-based traffic and fleet managements, just to
name a few, are out of scope of this work. Secure by design in-vehicle networking
should ensure several properties, such as data integrity, confidentiality, authentication
and availability. However, several security vulnerabilities [1-8] characterize current
in-vehicle networking technologies, using Controller Area Network (CAN) and/or
CAN-FD as a backbone, and a plethora of other interconnecting technologies for
specific subsystems (e.g., LIN, Local Interconnection Network, for local intercon-
nection of low data-rate nodes, MOST, Media Oriented Systems Transport, for info-
tainment with USB and Bluetooth user interfaces, and FlexRay for latency-critical
functions). The net-spanning data exchange via various gateway devices potentially
allows access to any vehicular bus from every other existing bus system. Indeed,
each LIN, CAN or MOST controller is potentially able to send messages to any
other existing car controller [9, 10]. Without particular preventive measures, a sin-
gle compromised bus system endangers the whole vehicle communication network.
Whereas attacks on LIN or multimedia networks may result in the failure of power
windows or navigation software, successful attacks on CAN or FlexRay networks
may result in malfunctioning of some important driving assistants that leads to seri-
ous impairments of driving safety. While the use of Cyclic Redundancy Check (CRC)
ensures data integrity, the broadcast nature of CAN/CAN-FD or FlexRay is a risk in
terms of confidentiality, as an attacked Electronic Control Unit (ECU) can monitor
all data passing on the bus. Moreover, since new ECUs can be added in a plug-and-
play way (assigning them a new identifier) without modifying the already installed
ECUs, and since the data link layer does not provide any mechanism for signature
and transmission encryption, there is a high risk of authentication vulnerability and
unauthorized access to the CAN bus and to the traffic content over it. Data sniffing
and manipulation, jamming and Denial-of-Service (DoS) are only few of the possi-
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ble attacks to the backbone bus or to the local bus that could lead to system failure
or to functional failure, respectively. Moreover, utilizing the CAN mechanisms for
automatic fault localization, malicious CAN frames can determine the disconnection
of every single controller by posting several well-directed error flags. Similar to the
CAN automatic fault localization, the bus guardian in FlexRay can be utilized for
the well-directed deactivation of any controller by appropriate faked error messages.
Attacks on the common time base, which would make the FlexRay network com-
pletely inoperative, are also feasible by posting proper malicious SYNC messages
on the bus. Moreover, the introduction of well-directed sleep frames deactivates the
corresponding power-saving capable FlexRay controllers.

3 Countermeasures for On-Board Networking
Automotive Systems

As possible countermeasures, the following techniques are foreseen and are likely
to appear in the new generation of car connectivity devices:

e To cluster the subnetworks and related subsystems in security islands, separated
by gateways with embedded cybersecurity functionalities, so that an attack on a
non-safety related bus, like LIN or MOST, cannot propagate to the safety-related
functions connected to FlexRay or CAN [3]. This approach will also be applied
to the future architectures based on Automotive Ethernet [11].

e To embed cybersecurity hardware accelerators in new automotive computing units
to sustain message encryption in real-time. This is the reason why in Sects. 4 and 5
we are proposing a new digital macrocell, that implements real-time security tech-
niques like the symmetric-key algorithm AES. More complex algorithms like the
Elliptic Curve Digital Signature Algorithm (ECDSA) for public-key cryptogra-
phy are also under development [12, 13]. The use of HW-based co-processors
is required by stringent latency and energy-efficiency requirements that are not
achievable with software-based implementations.

e To embed signature mechanisms for controller authentication in new automotive
computing units. Authentication of all senders is needed to ensure that only valid
controllers are able to communicate on automotive bus systems [3, 12, 14, 15].
All unauthorized messages may then be processed separately or immediately dis-
carded. Every controller therefore needs a certificate to authenticate itself against
the gateway as a valid sender. For example, as proposed in [3], a certificate may
consist of the controller identifier ID, the public key and the authorizations of the
respective controller. The gateway, in turn, should securely hold a list of public
keys of all accredited OEMs for the considered vehicle. Each controller certificate
is digitally signed by the OEM with the relevant secret key. The gateway again uses
the corresponding public key of the OEM to verify the validity of the controller
certificate. If the authentication process succeeds, the relevant controller is added
to the gateways list of valid controllers.
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e To cluster the ECUs in different trustable classes depending on how easily they
can be attacked. For example, in [16] a security framework for vehicular systems,
called VeCure, is proposed, which can fundamentally solve the message authen-
tication issue of the CAN bus. Each node that sends a CAN packet needs to send
also the message authentication code packet (8 bytes). The ECUs are split into
two categories, namely, the Low-trust and the High-trust groups. ECUs that have
external interfaces, e.g., OBD-II or telematics are put in the low-trust group. The
High-trust group ECUs share a secret symmetric key to authenticate each incoming
and outgoing message.

e Toimplement intrusion detection mechanisms based on the physical or packet layer
features. For example, a clock-based intrusion detection system at physical layer
is proposed in [5]. Similarly, an in-vehicle network traffic monitoring technique is
proposed in [17] to detect the increased transmission rates of manipulated message
streams.

e To implement gateway firewalls. For example, as proposed in [3], if the vehicular
controllers are capable of implementing digital signatures, the firewall rules are
based on the authorizations given in the certificates of every controller. Therefore,
only the authorized controllers are able to send valid messages to the high safety-
critical in-vehicle bus systems. If the vehicular controllers do not have the abilities
to use digital signatures, the firewall can be established only on the authorizations
of each subnet. However, controllers of less restricted networks such as LIN or
MOST should generally be prevented from sending messages to the high safety-
relevant bus systems as CAN or FlexRay. Simplified firewall-like functionalities
can be also implemented in each end-node and not only in the gateways, with the
so-called Data Diode [18].

4 AES-128/256 HW Accelerator Design for Real-Time
Embedded Cryptography

The AES is a symmetric-key block cipher algorithm that processes data blocks of
128 bits with three different key sizes: 128 bits (AES-128), 192 bits (AES-192) and
256 bit (AES-256) [19]. The AES is an iterative algorithm and each iteration of the
algorithm is called “round”. The number of rounds depends by the key size: 10 rounds
for the AES-128, 12 rounds for the AES-192 and 14 rounds for the AES-256. Each
round consists of four different steps: a non-linear transformation by substitution
(SubBytes), a permutation (ShiftRows), a linear transformation by mixing data (Mix-
Columns) and the combination of the data with the round key (AddRoundKey). Each
one of these transformations is invertible and this allow to revert the modifications
of the AES algorithm and therefore to decrypt data.

An additional algorithm, called Key Expansion, derives the keys for each rounds
starting form the initial Cipher Key. Figure 1 shows the AES algorithm by means of
graphical representation of the rounds and their transformations.
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Fig. 1 AES encryption algorithm, the number of rounds (N) depends on the Cipher Key size:
N =10 for 128-bit Cipher Key (AES-128), N = 12 for 192-bit Cipher Key (AES-192) and N = 14
for 256-bit Cipher Key (AES-256)

The inter-round pipelined architecture is one of the most diffused approach for
a co-processor implementing the AES algorithm, because it allows to reach a very
high efficiency in terms of area/latency trade-off. Such architecture consists in imple-
menting a single round with all its internal transformations and using it iteratively by
means of a buffer to store the intermediate results. Figure 2 illustrates the inter-round
pipelined architecture for the AES co-processor.

Also the Key Expansion algorithm is iterative and derives the round keys along
rounds with transformations similar to the ones performed by the AES algorithm,
except for the linear data mixing transformation which is not executed. Thus an
architecture similar to the one illustrated by Fig.2 well fits also for the module
implementing the Key Expansion algorithm.
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Fig. 2 Inter-round pipelined architecture for an AES hardware accelerator
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Table 1 AES HW accelerator synthesis results. LE stands for Logic Element, that, for the Stratix
IV FPGA can be both an adaptive LUT (ALUT), i.e. a combinational logic resource, or a 1-bit
register. kGE stands for kiloGate Equivalent, referring to 1 Gate Equivalent as a 4 transistors gate.
The data reported in the ‘Latency’ and ‘Throughput’ rows and separated by the/character refer,
respectively, to the AES-128 and to the AES-256 algorithms execution

Feature FPGA technology 45nm CMOS technology
Logic resources/area 8063 LEs (4.4%) 19kGE

Maximum frequency 145 MHz 460 MHz

Latency 11/15 clock cycles

Throughput 1.69/1.24 Gbps 5.35/3.93 Gbps

5 AES-128/256 HW Accelerator Implementation Results
in FPGA and 45nm CMOS Technology

Considering the logic resources overhead required to handle the AES-192 algorithm
case, with respect to the security level offered by such algorithm, a single AES
hardware accelerator able to support both the ciphers AES-128 and AES-256 and
both the encryption and decryption algorithms has been implemented, thus offering
a very high security level by means of the AES-256 algorithm, which is already
declared to be resistant to post-quantum crypto-analysis [20].

The AES hardware accelerator has been synthesized on a Stratix IV FPGA
(EP4SGX230KF40C2) and on the 45nm CMOS technology provided by the Nan-
Gate FreePDK45 Open Cell Library standard-cell library. Table 1 shows the main
features.

As reported in Table 1, in case of implementation on the Stratix IV, the AES hard-
ware accelerator logic resources is of 8063 LEs, that corresponds to the 4.4% of the
total amount of available logic resources of the FPGA. Any LE of the Stratix IV
FPGA can be either a combinational logic element (ALUT, Adaptive LUT) or 1-bit
register or a combination of ALUT and registers. 3656 LEs are used as pure combi-
national logic elements, 262 as pure registers, 202 as a combination of combinational
and sequential logic and 3943 LE are used for routing and interconnection.

6 Conclusions

The implemented AES hardware accelerator can be used as co-processor to secure
the automotive in-vehicle networks, ensuring the data confidentiality with a high
level of security (AES-256) and matching the stringent real-time requirements of the
automotive area. Thanks to its reduced latency (i.e. 23.9 ns in case of AES-128 or
32.6 ns in case of AES-256) and its high throughput (refer to Table 1) it can largely
support many of the most diffused and safety-critical in-vehicle networks, such as the
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CAN or the CAN-FD that feature, respectively, a maximum data rate of 1 Mbps and
of 12 Mbps, or future Ethernet-based automotive architectures employing the Gigabit
Ethernet protocol (1 Gbps) or the Fast Ethernet protocol (100 Mbps). Furthermore
the presented AES hardware accelerator already support the AES-ECB mode of
operation and it can be embedded in more sophisticated co-processors implementing
the AES modes of operation such as the AES-CTR, the AES-CMAC, the AES-CCM
and/or the AES-GCM ciphers. These modes provide also the data integrity, the data
authentication and the anti-replay security services and are widely employed within
many security communication protocols as the MACsec one (IEEE 802.1AE), for
the data protection on Ethernet LANs.
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Testing Facility for the Characterization )
of the Integration of E-Vehicles L
into Smart Grid in Presence

of Renewable Energy

Paolo Ferrari, Alessandra Flammini, Marco Pasetti, Stefano Rinaldi,
Flavio Simoncini and Emiliano Sisinni

Abstract In the last years, the increased environmental awareness is calling for the
transition from vehicles powered by Internal Combustion Engines (ICEs) toward
Electric Vehicles (EVs). Nevertheless, the wide penetration of such technologies
is limited by the impact EV Charging Stations (EVCSs) have on the distribution
grid. The management of EVCSs could benefit from the use of the energy produced
by Renewable Resources, appropriately coupled with storage system, through the
infrastructures offered by Smart Grids (SGs). The validation of these architectures
can be performed in simulation or emulation environments. Whilst such approaches
are profitable for validating the sensitivity of different architectures to parameters
changes, sometimes the use of over-simplified models could bring to unreliable
results. For this reason, a testing facility for the characterization of the integration of
EVCSs in SGs has been designed and deployed at the eLUX lab of the University
of Brescia, Italy. The testing facility includes an EVCS (22 kW), an EV (Renault
Zoe), a controllable photovoltaic (PV) field (10 kWp) and a Battery Energy Storage
System (BESS) (20kWp, 23.5 kWh). The possibility to integrate a real-time emulator
(OPAL-RT) for Hardware-In-the-Loop (HIL) emulation allows to easily expand the
capabilities of the testing facility.
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1 Introduction

Recently, Electric Vehicles (EVs), and in particular Battery EVs (BEVs), are going
to replace conventional Internal Combustion Engine (ICE) vehicles because of nor-
mative restrictions which are stopping the circulation of the most polluting diesel
vehicles. In addition, recent research works demonstrated that BEV's are less carbon-
intensive also with respect to Plug-in Hybrid EVs (PHEVs) and Hybrid EVs (HEVs)
[1], and that the large penetration of EVs could significantly reduce air pollution
in urban context, as demonstrated in [2, 3]. One of the main limit of BEVs is still
the low energy density of batteries [4], but the recent advances in batteries tech-
nology seems to be promising in reducing costs and in improving the capacity [5].
Nevertheless, several obstacles are still present, mainly concerning the spatial and
temporal stochasticity of the power demand of EVs at Electric Vehicle Charging
Stations (EVCSs). In fact, the current power grid is not ready for a large penetration
of EVs, as demonstrated in [6]. Several research works are proposing advanced opti-
mization strategies for the integration of EV in Smart Grid [7], and some of them [8]
are exploiting the communication infrastructures [9] deployed on the power grid for
control [10], smart metering [11] and measurement applications [12, 13]. Such an
integration is required for the adoption of proper Demand-Side Management (DSM)
schemes [14], crucial for the successful integration of EVs in energy systems [15].

Generally, such integration schemas are evaluated through numerical simulations.
This approach is suitable for the identification of the sensitivity of the system to
parameters variations. Nevertheless, the reliability of the obtained results depends
on the accuracy of the models. The integration of external devices requires the use of
emulation environment and of test bench. EVs and their components, such as electric
drives and Electronic Control Units (ECUs), are validated using Model In the Loop
(MIL) [16] or Hardware In the Loop (HIL) [17] approaches, respectively in the case
only models or physical subparts of the components of EV exist. Software In the
Loop [18] approach is used typically to validate the firmware of ECU.

The target of this research is to design and deploy a testing facility for the evalu-
ation in operating environment of different integration schemas. The facility should
be flexible enough to easily test different approaches, to validate existing simulation
models and to enable the integration of real-time emulator for HIL validation strate-
gies. In particular, the testing facility should include not only EVCS and EVs, but
also Distributed Energy Resources (DERs) and Distributed Energy Storage Systems
(DESSs) for the validation of the integration of renewable resources. The testing
facility has been deployed in the energy Laboratory as University eXpo (eLUX) of
the University of Brescia, Italy.

The structure of the paper is organized as follows. In Sect. 2, the architecture of
the testing facility and its deployment in the Engineering Campus of the University
of Brescia is described. Then, the use of the testing facility for the monitoring of
the charging phase of two different EVs is shown in Sect. 3. Finally, the results are
summarized in the conclusions.
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2 The Testing Facility

A large penetration of EVCSs on the distribution grid requires the definition of
proper architectures for their integration. Several research works are focusing on
the integration of EVCSs with DERs, properly coupled with DESSs, to mitigate
the impact of in-charge EVs on the power grid. These approaches are particularly
effective for private charging applications [19], in which the power provided by
the Distribution System Operator (DSO) is limited, causing an increase in charging
times.

The architecture of the testing facility, designed and deployed at eLUX lab of
University of Brescia, is shown in Fig. 1. The testing facility has been designed
in order to be flexible and to be easily reconfigured to evaluate different scenarios,
including the support of DSM programs, by receiving power schedules from a local
Energy Management System (EMS), and by accepting end-users’ requests, such as
fast charge or low-cost recharge. The testing facility includes a Renewable Energy
Source (RES) plant, which can be used to feed the EVCS and to reduce the load on
the power grid, and a BESS used for testing load shifting strategies. The equipment of
the testing facility is supervised and controlled by the Distributed Energy Resource
Automatic Controller (DER-AC). The DER-AC monitors all of the systems installed
in the testing facility and sends commands to local system controllers to regulate the
power flows according to the rules defined by the validation scenario. The testing
facility is completed by a Labview Graphical User Interface (GUI), which is used
by the operator to monitor the state of the equipment and to set-up the validation
scenario (i.e., the energy flows among the components of the testing facility). The
Labview GUI is connected to the DER-AC by means of a WebService (WS) RESTful
interface.

The testing facility deployed in the eLUX Lab of the University of Brescia consists
of a set of equipment that are monitored and controlled by the Labview GUI, through
the DER-AC device. The equipment that are part of the testing facility are located
in the building “Modulo Didattico”, one of the buildings of the Pilot Project Smart
Campus, and the headquarter of eLUX lab of University of Brescia. The building is
equipped with a 10 kWp photovoltaic (PV) plant, a 20 kWp molten salt (Na—NiCl,)
Battery Energy Storage System (BESS) with a gross capacity of 23.5 kWh, and a

Fig. 1 The architecture of Demand Side Management
the testing facility deployed |_|
at the eLUX Lab of Testing Facility

University of Brescia, to .
evaluate different integration 4
schemes of the EVCS into . |:> DER-AC _

Smart Grid User's N
requests Monitor &
Control
3 Charging

| RES Plant | | BESS | Station




22 P. Ferrari et al.

fast EVCS (equipped with 2 AC charging points, 22 kWp each) produced by Ducati
Energia.

The PV, the BESS and the EVCS are connected to the main grid through the
MV/LV substation of the building. The DER-AC is installed in the electric panel of
the BESS. The prototype has been deployed using the PC Engines APU2C4 board,
equipped with an AMD Embedded G series GX-412TC CPU, 1 GHz quad core,
64 bit, 4 GB DDR3-1333 RAM, 3 NIC Intel i210AT, one Compex WLE200NX
802.11a/b/g/n miniPCI express wireless card. The board is equipped with Arch
Linux x86-64 distro, kernel version 4.7.2. The DER-AC is monitoring the power
flows of each of the plants under its control (i.e., the PV plant, the BESS, the
EVCS and the grid consumption of the building), by using three-phase power meters
UPM209 produced by Algodue Elettronica s.r.l.. The three phase power meters use
Rogowski coils as current transducers. These measurement devices have an accuracy
on the active power measurement equal to the 0.1% Full Scale (FS) (Power Factor
(PF) =1).

3 Application of the Testing Facility to a Real Case

The testing facility described in the previous section can be used to perform the
characterization of several scenarios of integration between the EVCS and the dis-
tribution grid. The system can be also used to validate the models normally adopted
in numerical simulations, to improve the reliability of simulation/emulation. One of
the most important model is the charging profile of EVs. Typically, the EV charging
profile is assumed constant. The testing facility can be used to easily estimate the
charging profile of different EVs. In details, in the paper, two full-electric EV models
are considered: an entry level (Renault Zoe R240) and a performing (Tesla Model S
90D) EV. The Renault Zoe R240 is powered by a 68 kWp engine and is equipped
with a Lithium-Ion battery energy storage with a net (i.e., usable) capacity of about
22 kWh. The Renault Zoe supports only fast AC charging mode, for a maximum
charging power of 22 kW. The Tesla Model S 90D is powered by a 193 kWp engine
and is equipped with a Lithium-Ion battery energy storage with a usable capacity
of 90 kWh. The Tesla Model S supports both fast AC as well ultrafast DC charging
mode. The maximum charging power in AC mode is 16.5 kW, while in DC mode is
120 kW. The charging profile of Tesla Mode S is shown in Fig. 2a, recorded on 8th
June 2018, starting from an initial State Of Charge (SOC) of 20%, with a sampling
time of 2 s, while the charging profile of the Renault Zoe is shown in Fig. 2b (initial
SOC = 38%, sampling time = 2 s, recorded on 6th June 2018). The different initial
SOC affects the duration of the Li-Ion battery recharge and the algorithm used to
charge the battery. When the SOC is below 95%, the Li-Ion battery is charged at
constant current, after the threshold, the battery is charged at constant voltage.
Note as, while the charging profile of Tesla Model S can be assumed pretty
similar to the ideal one, the charging profile of the Renault Zoe is affected by several
disconnections during the charging, due to the over temperature of the battery charger.
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Fig. 2 Active power recharge profile of a Tesla Model S (a) and Renault Zoe (b), connected to the
testing facility. Data are sampled every 2 s
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Fig. 3 The power flows monitored by the testing facilities during the recharge of the Renault Zoe.
Data are sampled every 2 s. Observation interval of 24 h, 8th of June 2018

Such a behavior depends on the cooling circuit of the EV. The main solution s to shade
the charging station to avoid the battery charge in direct sunlight. As an example of
the capability of the system, the testing facility is configured to monitor in real-time
the power flows among the power plants (PV Plant, EVCS, and other electric loads)
during the charge process of the Renault Zoe (initial SOC = 38%). The power flows
are shown in Fig. 3. The data are sampled every 2 s. The experiment was performed
over an observation interval of 24 h, the 8th of June 2018. As clearly highlighted
from Fig. 3, the presence of EV during the charge affects severely the total grid
consumption. The availability of a PV plant is typically not enough for limiting the
impact of EV on power grid, because the EV charging phase could not match the
PV production peak as well because the total power installed is not enough for the
compensating the peak of EV consumption.
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4 Conclusion

The increasing environmental awareness is causing the progressive transition from
the traditional ICE vehicles toward EVs. The wide penetration of EVs is limited not
only but the higher cost of vehicles if compared to traditional one, but also from
the impact the charging system could have on the distribution grid. Each of the EV
represents an electric load equivalent to tens of traditional houses, and moreover
mobile. Several possible solutions have been proposed in literature, and evaluated
by means of numerical simulations. One of the more interesting, in particular for
private charging, exploits the use of DERs, coupled with DESSs, to limit the usage
of power from the distribution grid. The research work described in the paper aimed
to design and deploy a testing facility for the validation of such solutions in a working
environment, to overcome the issue of over-simple simulation models. The testing
facility deployed at the eLUX lab of University of Brescia is formed by a PV plant, a
BESS and a fast EVCS, supervised by a Labview GUI. As a first result of the testing
facility, it was highlighted as the charging profile of different models of EV could
differ from the ideal one, generally considered in simulation environment. In partic-
ular, the charging profile of Renault Zoe is strongly affected by the environmental
conditions (over temperature), causing disturbances on the power line.
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Abstract vatiCAN is a data link protocol which supports authentication and
integrity for critical messages, thwarting masquerade and replay attacks on in-vehicle
networks, such as CAN bus. Our extension to vatiCAN (called vatiCAN-G) supports
on-the-fly secure group communications, improving security through separate 32-
bit authentication for group mask, and 64-bit authentication for data. Experimental
results from running vatiCAN-G on small CAN networks with Atmel AVR-based
microprocessors indicate limited overhead compared to vatiCAN, in the ms range.

1 Introduction

CAN (Controller Area Network) is a serial communication technology that simplifies
installation, reduces wiring, and enables very reliable, real-time data exchange among
sensors, actuators, and electronic control units (ECUs), providing standardization of
the ECU infrastructure and network.

CAN protocol (ISO 11898) defines an asynchronous, event-driven prioritized
communication protocol based on two OSI layers: Physical Layer specifying data
rates from 125 Kbit/s to 1 Mbit/s, and Data Link Layer [1]. Higher data rates are
useful for safety-critical applications in powertrain, multimedia, and vehicle chassis
domains. With CAN protocol, a CSMA/CA (Carrier Sense Multiple Access with
Collision Avoidance) policy is used. Hence, although any node has the right to access
the bus, at the end of the arbitration phase, only the higher priority CAN node (the one
with the lowest ID) is authorized by its interface (CAN controller and transceiver)
to broadcast its message to the bus. Thus, for high bus loads, CAN protocol can
cause increased delay for less critical, lower-priority CAN messages. Upon message
transmission, CAN nodes with lower priority messages switch to the receiving state
to listen to the broadcast message.
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In this paper, we focus on the design, implementation, and evaluation of a state-of-
the-art protocol for on-the-fly secure group communications on in-vehicle bus-based
networking systems, thwarting spoofing and replay attacks. Although our schemes
have been implemented on the commonly available CAN bus, it is possible to extend
them to other in-vehicle networks, such as LIN for low cost communication among
sensor/actuator and ECUs, MOST used for multimedia, or FlexRay proposed (but
not so frequently used) for high priority subsystems, such as adaptive cruise control,
lane departure warning, engine control, gear, and anti-lock breaking system (ABS).

In our threat model, we consider two common types of in-vehicle network attacks,
in which an adversary may tamper a CAN node to either perform a replay attack,
in which a perpetrator retransmits earlier data in the system, or a masquerade (or
spoofing) attack, in which an attacker sends a fraudulent CAN message which
misleads other nodes on its identity.

To revoke these threats, our proposed group security protocol establishes sepa-
rately authentication and integrity of the group communicator, and of the payload
of CAN messages, i.e. no data can be changed by unauthorized nodes, and no node
can impersonate the identity of another ECU. In addition, it supports data origin
authentication, i.e. a receiver is sure about the identity of a sender.

In this context, TESLA has been proposed for broadcast authentication in wireless
networks (IETF-RFC 4082) [2]. Unlike all protocols discussed here, TESLA does
not provide shared keys, instead a key is sent during each round (along with data) to
authenticate a message from the same ID in the previous round.

Szilagyi and Koopman use CAN nodes to vote on the authenticity of messages
[3]. The protocol allows for increased security, but introduces additional delays.
For time-triggered networks, they also propose One MAC Per Receiver (OMPR)
authentication for protecting from masquerade and replay attacks. Each pair of
CAN nodes shares a secret key (exchanged using one-way hash functions). This
key is used together with message data and global clock to calculate a MAC which
is concatenated to the end of several CAN messages [4]. For a given number of
authentication bits per packet, voting and TESLA are more appropriate for high
assurance systems with a large number of receivers, OMPR and voting schemes
are better for low assurance systems with a small number of receivers. OMPR
introduces additional delays unsuitable for many real-time automotive applications,
except where high security is needed.

For networks without a global clock, Lin and Sangiovanni-Vincentelli propose
using message counters. They reduce overhead by transmitting only the least sig-
nificant counter bits [5]. Simulations show that this mechanism achieves sufficient
security, without introducing high communication overhead (bus load and message
latency).

Niirnberger and Rossow developed Vetted Authenticated CAN (vatiCAN) [6], the
first open source software package for authentication and ID/data integrity protection.
Their solution establishes a secure way for messaging among critical nodes, while
non-protected components continue to communicate using legacy CAN messages,
thus providing backward compatibility. The authentication scheme is similar to the
proposed scheme by Lin and Sangiovanni-Vincentelli, i.e. the MAC is calculated as
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function of the packet body, pair-wise shared key, and counter. However, vatiCAN
uses a global counter specific to each sender (called GRC). Furthermore, instead of
distributing the MAC over multiple messages, it is propagated in a second message
that validates the previously transmitted data, so that receivers can authenticate the
source of the message in a subsequent step (similar to how TESLA treats the keys).
Results from emulating traffic diagnostics from a commercial vehicle (VW Passat
B6) on a vatiCAN prototype consisting of real nodes and simulated ones reveal a
CAN message latency less than 4 ms, with strong security guaranties.

In all previous work, security groups are defined statically, e.g. in vatiCAN,
secure nodes are fixed and frozen during setup phase. Static groups do not allow
adding or deleting members to a (pre-defined) group later. Moreover, CAN network
design based on static groups would require an uncomfortably high degree of trust
among many CAN nodes who must share among themselves all keys.

Our proposed extension (called vatiCAN-G) focuses on supporting dynamic secu-
rity groups (called Cliques), where the number of participating nodes is not fixed
during setup. With this protocol, authenticated broadcasting occurs in sequence,
within each clique. Therefore, node keys need not be released to any nodes that don’t
co-share a security group. This can further enhance high-level security, including
event logging and related intrusion detection services.

In Sect. 2, we explain the vatiCAN-G protocol. Section 3 compares its overhead
to vatiCAN for small to medium size CAN networks based on Atmel AVR micro-
processors. We close our presentation with a summary and references.

2 vatiCAN-G: On-the-Fly Security Cliques

The vatiCAN-G protocol, shown in Fig. 1, supports a secure way to broadcast a
CAN message within a group which can be defined on-the-fly by the creator of
the message. Unlike vatiCAN which uses two message exchange phases (message
send, and authentication), vatiCAN-G consists of three control flow phases (group
definition, message send, and authentication). A ticketing scheme ensures that all
phases in a clique are executed atomically and cannot be interrupted by another
clique. Our extension supports non-secure, legacy messages, therefore non-secure
ECUs can be used without modifications (similar to vatiCAN).

For secure vatiCAN-G messages, a group mask is used to define a vatiCAN-G
Clique (function initGroupMask) as a group of CAN nodes who intend to partici-
pate next, in a single round of secure communications. Participants in a vatiCAN-
G Clique instance, uniquely identified by this group mask, share a session key,
computed (in calcSessionKey) by hashing on secret keys of all group nodes.
Phase I: Send: a sender announces a Group Start message (via Send) that contains:

e an ID from the clique sender.
e a 32-bit group mask: the first four payload bytes define Clique participants. (up
to 32 CAN nodes).
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Fig.1 Vatican-G protocol with three send/receive control flow phases

e a 32-bit message authentication code (MAC; computed via MessageAuthenti-
cation: these last four bytes of the payload ensure that an authorized sender has
transmitted the group start message.

Phase I: Receive: Each CAN node receiving a group start message (via MsgAvail-
able) authenticates the group mask by comparing MAC; to a hash based on the group
mask, the session key composed from the secret keys of Clique participants (indexed
by mask), and a global counter (GRC). If the group mask is authenticated, the node
shall wait next for secure data transmission (in Phase II).
Phase II: Send: The sender sends 64-bit data (with the same sender ID).
Phase II: Receive: Upon message receipt, an authentication code is computed at
each intended receiver (via MessageAuthentication). This code is computed as a
hash based on the data, GRC, and session key of all Clique participants.
Phase III: Send: The final step involves transmitting the sender ID with a MAC; (as
payload) for authentication. MAC, is computed using data, GRC, and session key.
Phase III: Receive: The receiver accepts the message only if the previously computed
MAC, matches the transmitted MAC code. Otherwise, the receiver rejects the data.
Our protocol enhances security by supporting 32-bit MAC for group mask and 64-
bit MAC for data, compared to 64-bit MAC for data in vatiCAN. As an informal proof
an adversary listening to CAN cannot easily detect an /D and announce a spoofed
group start message with the ID, since the group mask is authenticated with a 32-bit
MAC; (Phase I). The attacker cannot replay a group start message in Phase I (i.e.
resending a spoofed message), since group mask is protected by incorporating GRC
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in the MAC; authentication. Similarly, confidentiality and integrity in Phases II and
IIT are accomplished via MAC; authentication, with GRC in the MAC;, computation.

Alike vatiCAN, but unlike schemes with pair-wise keys, vatiCAN-G memory
resources increase linearly with the number of secure CAN nodes (32 in our case).
vatiCAN-G also uses lightweight crypto: keccak/salsa coded in AVR assembly.

Finally, in addition to round-trip time (in vatiCAN), vatiCAN-G supports one-way
delay (OWD), an important metric for critical frames that flow uni-directionally, e.g.
from a wireless sensor to an ECU, and finally to ABS subsystem. Our vatiCAN-G
OWD computation extends Choi and Yoo’s algorithm [7] to compute OWD during
runtime (in parallel with RTT) by rewriting/simplifying network calculus equations
to avoid recomputation (omitted due to space restrictions).

3 Experimental Framework, Testbenches and Results

We have interconnected Atmel AVR microcontrollers via DFRobot’s CAN bus
shield which combines the standard MCP2515 CAN Controller and MCP2551 CAN
transceivers. We configure small to medium range CAN networks with up to 6 nodes
which communicate at 500 Kb/s using either Legacy and vatiCAN, or Legacy and
vatiCAN-G messages. By writing a unique number (e.g. 0-15) in the microcon-
troller’s EEPROM, we provide unique node identification and unify programming
across CAN nodes, increasing reuse and software maintenance.

In Fig. 2, we examine average delay for forward + reverse path among 2 CAN
nodes (500 experiments). An injection rate of 100 vatiCAN-G packets/sec refers to
3 phases of message exchanges in a period of 10 ms. Results indicate that, for all
protocols, the delay increases linearly with the number of nodes and injection rate,
with a slightly higher rate for vatiCAN-G. Note that 2-phase vatiCAN is 2.03 times
slower than Legacy, while 3-phase vatiCAN-G is 1.52 times slower than vatiCAN;
for example, extends the braking distance to 1.37 m at motorway speed of 100 km
compared to 0.9 m for vatiCAN. In addition, Legacy, vatiCAN, and vatiCAN-G mes-
sages experience a min/max variance of [—23%, 24%], [—29%, 28%], and [—36%,
44%], respectively. The higher variance for vatiCAN-G is due to increased packet
interference for CAN access (via CSMA) due to the higher number of messages that
must be processed in a given time interval.

Figure 3a shows secure, periodically-trigerred synchronous GRC broadcast for
improved safety. A sender P, sends message /D get at TO0, initiating the protocol,
and subsequently message want at T1. Next, all group participants (P, P,, Py)
send an authenticated message want synchronously to each other (in tandem) and
eventually to the GRC server. Upon receiving all expected want messages, GRC
server broadcasts anew GRC value received at all secure nodes. Then, at T2, all group
participants start to send an authenticated ok message synchronously to each other (in
tandem) and eventually to the GRC server who broadcasts a final go message, arriving
at P, at T3. Figure 3b shows the average delay for the synchronous GRC protocol
versus the number of receiving nodes. Delay (T1—TO0) is constant, as expected.
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Delays (T2—T1) and (T3—T2), related to want and ok messages, increase linearly
with the number of nodes due to sequential broadcasts, c.f. red arrows in Fig. 3a.
GRC server is also used for ticketing with an average delay of 4.2 ms.
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4 Conclusion

We have developed vatiCAN-G protocol for group-based CAN authentication pro-
tecting from masquerade and replay attacks and compare its performance to vatiCAN
protocol. In the future, we hope to experiment with large CAN networks and extend
vatiCAN-G protocol with event logging and intrusion detection policies for protect-
ing against Denial-of-Service attacks on in-vehicle networks.
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Neuromuscular Disorders Assessment )
by FPGA-Based SVM Classification er
of Synchronized EEG/EMG

Daniela De Venuto and Giovanni Mezzina

Abstract Exploiting the synchronized assessment of the neuromuscular implica-
tions, this paper proposes an embedded digital architecture for the assessment of
the movements’ automatism and the reduction of pre-motor function capability.
The study can enable a forward recognition of the Parkinson’s disease (PD) pro-
gression stages, which are characterized by muscular disorders. The architecture,
implemented on Altera Cyclone V FPGA, classifies in real-time these physiological
disorders during the walk. The system operates on 8 surface EMG (limbs) and 7
EEG (motor-cortex). The signals, synchronously acquired and processed, undergo
to a features extraction (FE) in the time-frequency domains. The features are time-
continuously processed (in chronological order) from an innovative on-going Sup-
port Vector Machine (SVM) classifier. The SVM identifies and categorizes the patient
pathology severity. Experimental results from 4 subjects affected by mild (n = 2)
and heavy PD (n = 2) show an accuracy 93.97% =+ 2.1% in PD stages recognition.

1 Introduction

Among the main symptoms of the motor deficit in Parkinson’s disease (PD), gait
disorders are the most characteristic and debilitating implications [1]. New assess-
ment strategies and data post-processing algorithm have been introduced in order to
evaluate the gait and the balance characteristics in an earlier stage of PD [1].

At the state of the art, the only existing diagnosis technique comes from expertise
and careful observation/evaluation by the physician, while the subject is involved
in outpatients’ clinical protocols. Nevertheless, measuring continuously at home the
disease-related implications, could improve the reliability of the diagnosis once the
clinical visit occurs. In this context, several wearable solutions have been proposed
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Table 1 Implemented system comparison with the state of the art

System Kostikis Braybrook | Ruonala Salarian Perumal Our work
features etal. [3] etal. [4] etal. [5] et al. [6] etal. [7]
Technology | Smartphone | ACC: EMG:brachii, GYRO:hand | Force EEG/EMG
ACC: Wrist ACC:brachii Sensors:
Glove Toe
PD features | Freq. Tremor ACC: Rotation Gait Step Cortico-
(PSD) time RMS, of hand length, Muscular
between peak Freq | and PSD stride time | Assess-
9.00 and EMG: ment:
18.00 Single MRPs and
Motor Contrac-
Unit tiom
Potential
Applicability | Differentiate| Differentiate| Differentiate| Tremor Differentiate| Differentiate
PD and PD and PD, HC Detection | PD and PD stages,
HC HC and ET HC PD and
HC
Classifier Pearson Threshold | PCA, Ad hoc LDA SSVM
Coeffi- LDA Algorithm
cient
Accuracy 90% 90.25% 81% 94.2% 91.58% 93.97%

ACC: accelerometer, GYRO: gyroscope, PSD: Power Spectrum Density, PCA: Principal
Component Analysis, LDA: Linear Discriminant Analysis, SSVM: Serial Support Vector
Machine

to help clinicians in performing early diagnosis, differential analyses, and objective
quantification of PD symptoms. In Table 1 are reported some noteworthy works from
a recent and accurate review on the state of the art in PD linked wearable technolo-
gies [2]. In Table 1, the selected systems are compared considering relevant features,
such as the technologies for sensing and computing, the monitored PD features, the
platforms applicability, the adopted classifier, and the relative accuracy. Mostly the
solutions at the state of the art are based on using inertial sensors [3-6] and rarely
force sensors and electromyography [5, 7]. Most systems use PC as computing unit.
They have a wearable sensing interface, but not a computing core with the same char-
acteristics. It makes the whole solution not suitable for a fully portable solution. In
addition, all the works in [2] monitor the progression of specific symptoms, allowing
the system to recognize only the difference between PD patients and healthy con-
trol (HC), except for [5], where the authors claim to be able to distinguish essential
tremors (ET) from the PD similar symptoms. Nevertheless, differentiating PD stages
can be extremely useful for treatment management and personalized medicine [2].
Indeed, due to its nature, the PD involves combined motor and cerebral activity in
terms of reduction of pre-motor function capabilities [8, 9]. Basing on these con-
cepts, this work intends to introduce a technological tool to study and differentiate,
with proper accuracy, the PD progression starting from gait disorders.
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The platform implements a multichannel sensing system (8 EMG and 7 EEG
electrodes) that synchronously digitizes and analyzes the bio signals in a real-time
context. The analysis consists of a clinical-evidence based features extraction (FE)
that operates in the time-frequency domains. The FE stage defines a set of indexes
that feed a time-continuous Support Vector Machine (SVM) classifier. It has the role
of on-line discriminating two clinically proven PD stages: Stage 3 and 4 from Hoehn
& Yahr (H&Y) scale [10]. Finally, the architecture is validated on an FPGA with a
future perspective of ASIC implementation for wearable applications.

2 The Overall System Architecture

The proposed architecture can be divided in two parts: the EEG computing for the
brain implications assessment and the EMG computing for the muscular PD reper-
cussions. These blocks realize a clinical-evidence FE both in time and frequency
domains. These features are the inputs of an on-going SVM classifier. All the units
operate on a unique central unit, realized by an FPGA, which processes the signals
provided by the both types of sensors and analyzes them in order to classify the
gait disorders as related to mild or a severe PD (e.g., 3rd and 4th stage of H&Y,
respectively).

Analyzed Signals. The PD affects the motor control system showing limits in the
movement control capability and leading to the lack of motor automatisms [8—10].
These abnormities in the movement control can be evaluated by studying some brain
potentials, named Movement Related Potentials (MRPs). The here proposed system
extracts three MRPs: i and B rhythms and Bereitschafts potential (BP). The p-rhythm
is detectable in the band: 7.5-12.5 Hz, the B-rhythm ranges in 12.5-30 Hz band and
BP band is 2-5 Hz. All the MRPs are detectable up to 500 ms before the stimulus in
the opposite hemisphere with respect to the limb involved in the movement [8, 9].

2.1 The Sensing Platform

The multichannel sensing system wirelessly acquires data from 7 EEG channels on
the motor area: T3, T4, C3, C4, CZ, P3, P4. The AFz electrode is used as GND for a
monopolar reading and the reference electrode (REF) is on the right ear lobe. EEG
samples are recorded in an analog input range of £ 375 mV with 24-bit resolution at
500 Hz sampling rate [11]. Synchronously, 8 EMG nodes placed on Gastrocnemius,
Tibialis, Rectus and Biceps Femoralis (on both legs) acquire signals with 16-bit
resolution at 2 kHz. The EEGs are band-passed between 0.5-30 Hz by using an 8th
order band-pass Butterworth filter, while the EMG are first down sampled to 500Sa/s
and numerically filtered between 10-200 Hz.
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2.2 The Muscular Implication Computing

The EMG signals are sent to the FPGA, where they are used for the Trigger signal
generation. This block creates a 1-bit signal correspondence starting from the 16-bit
EMG samples. The trigger signal switches between the ‘0’ value and ‘1’ if the muscle
activation condition is satisfied. A moving average-based algorithm, detailed in [12,
13], realizes the activation condition. Briefly, it consists in a moving average on the
EMG squared signal, computed cyclically on 1 s of acquisition. This value constitutes
the threshold for the activation condition. The last 250 ms of the acquisition are
used to define the instantaneous muscular magnitude. If this latter is higher than
the threshold, the muscle activation condition is respected, and the trigger signal
goes ‘1°. The present system uses the information linked to the parallel activations
between the agonist-antagonist muscle pairs (co-contractions) [13].

2.3 The Brain Implication Computing

When the Gastrocnemius is activated (trigger = ‘1°), the EEG raw data referred to
the dedicated motor cortex are processed. The here adopted time-frequency analysis
is the Short Time Fourier Transform (STFT). This method allows a frequency band
resolution for the FFT of 2 Hz [8]. Once the power spectrum is defined, the MRPs
are extracted, returning the peaks of the power spectrum in the BP, . and B bands.
As shown in Fig. 1, the system implements on FPGA a single FFT processor (256
points—24bit resolution), which is sequentially fed with the data provided by the
7 EEG branches. In particular, 256 samples (i.e. 500 ms of acquisition, for each
EEG channel), are cyclically stored in 256 words RAMs at 24bits waiting for the
proper trigger. The FFT Controller FSM provides the data to be analyzed (D), the
control signal for the processor (FFT_sink) and the processor reset flag (RST'). The
FFT Controller FSM exploits a 500 Hz clock for the RAM management and uses a
4 MHz clock for the FFT processor (Clk_FFT). When the positive edge of the trigger
occurs, the opposite FFT Controller T4 branch starts sending data to FFT processor
via Data Mux. When the FFT is completed, the processor sends the data to the MRPs
Extraction block, resets itself, and set to ‘1’ the flag of SRC_ready (waiting for new
data). The SRC_ready enables a 3-bit address counter, which drives the MUX.

Then, the FFT Controller P4 starts to send data to the processor, repeating cycli-
cally the procedure. The FSM for the MRPs calculation extracts the BP, u and § in
a sequential way realizing a “time continuous” signals, as shown in Fig. 1.
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Fig.1 Schematic of the brain implication computing branches

2.4 The Time Continuous SVM

The features generated by the EEG and EMG computing branches (Sects. 2.2-2.3)
feed an SVM classifier. This classification structure has been selected due to its
capability of learning by small set of observations (brief machine learning protocols),
without the need of a specific and accurate FE stage. Considering a single reference
leg movement, the classifier block organizes the MRPs and the co-contractions in a
time continuous signal structure: the Unlabelled Feature Vector, UFV € "™, where
B is the number of bits that compose the sample (B = 12 bits) and N is the number of
features (Ny = 14 features). In its main form [14], the SVM is a binary discriminator,
which classifies data by finding the best hyperplane that separates all the features that
identify the first class from the ones related to a second class. The SVM requests in
input a set of labelled features vectors structured as {Fi € RN Yi), withi=1...Ngps
number of observations (¢train dataset) and Yi € {—1, 1} is the i-th observation label.
In this application, the Yi = —1 — 4th stage of PD, while Yi = 1¢ — 3rd H&Y
stage. The SVM derives the hyperplane by the support vectors SV € RNN with
N; number of support vectors (Ng << Ngps). Each vector is supported by a dedicated
label, named Y, and a Lagrange multiplier oy.

In this work, we treated the features vector and the support vectors as time con-
tinuous signals, refreshing them by the computing time t;. The prediction equation
is:

FEO =30 Ve 3 x(0) - SVi) +b ()
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where x is the features to be predicted (without label), b is the hyperplane bias term,
and xT SV is the linear SVM kernel function, t; is formally the arrival time of the
i-th features. The Fig. 2 shows the implemented SVM structure, expanding only a
single main block (Weighted Sum#1). 1t is structurally repeated for Ny = 15 times.
The difference among the Weighted Sum blocks lies in the parameters {ogy, SV,
ysv} that characterize the structure. These parameters are contained in a dedicated
45 words ROM (SVM Config. ROM).

The system synchronizes the SV, as time continuous signal by matching it with
the UFV streaming. The SV, (7Ti) and the UFV(Ti) are multiplied generating the
signal U FV (Ti) - SVs,(Ti). The last signal is integrated by a cumulative sum based
on a DFF. The resulting signals is the oy,, which multiplied by the corresponding
Lagrange multiplier o, and the dedicated support vector label yg, provides a weighted
osw(Woy,). This latter signal, from all the blocks, leads to the prediction (f{7i)) by
a general sum in which the Wao,, with sv = 1,...,15, and the SVM bias term (b)
converge.

Then a zero threshold comparator (Sign Check) determines the label assignment
for the patient classification. After Ny = 18 cycles, the definitive prediction f is
reached.
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3 Results

The validity of the proposed platform in detecting healthy subjects within a dataset
of mixed PD and control patients has been treated in [8, 15, 16]. Basing on the most
characterizing neuromuscular features, the present section outlines the experimental
validation of the system, obtained through in vivo measurements on a dataset that
includes EEG/EMG recordings from n = 2 subjects affected by clinically proved
mild form (3rd H&Y stage) of PD and n = 2 subjects in advanced stage of the
pathology (4th H&Y stage). The subjects under test were involved, under the super-
vision of specialized staff, in the same protocolled 10 m walking task [10], collecting
respectively 2700 steps per patient (~ 2500 are dedicated to the ML—train set).

Machine Learning Performance. The supervised ML stage is operated on a train
set that comprises 2500 steps per patient, for about 10000 steps. The linear SVM,
compatible with the Eq. (1), has been realized with a Steve Gunn’s approach [14] in
a multiclass method: One-vs-One. The classifier training time on the laptop (AMD
A10-9600P processor) is 4.86 s £ 1.6 s.

Real-time Classification. The fest set used for the classifier real-time accuracy eval-
uation has been conducted on 242 observations, of which 141 for the mild PD subjects
(3rd H&Y) and 101 for heavy PD affected ones (4th H&Y). The resulting trained
classifier reached an accuracy of 97.21% in a supervised cross-validation test [14].

In the real-time context, the implemented classifier shows an accuracy of 93.97%
with a positive predicted value rate of 92.9% (131/141) for the 3rd stage subjects and
the 95.04% (96/101) for 4th stage ones.

4 Conclusions

This paper detailed the design and implementation on FPGA of a time-continuous
SVM based classifier for the Parkinson’s disease stages recognition. The system
demonstrated its capability in distinguishing two clinically tested PD stages: the
3rd and 4th of the H&Y rating scale, with a misclassification rate of about 6% in a
real-time context. The classification is based on an innovative FE stage that operates
during gait. The proposed architecture analyzes data from wearable and wireless
EEG and EMG equipment and classifies the patient in less time with respect to the
standard linear SVM. The structure of the implemented SVM shows a high degree
of modularity, allowing to fit more complex classification problem (leaving free 15
DSP blocks, still available on Altera Cyclone V FPGA). In vivo tests (n = 4 subjects
affected by PD) showed an accuracy of 94% on a single walking step.
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Functional Near Infrared Spectroscopy )
System Validation for Simultaneous e
EEG-FNIRS Measurements

G. C. Giaconia, G. Greco, L. Mistretta, R. Rizzo, A. Merla, A. M. Chiarelli,
F. Zappasodi and G. Edlinger

Abstract Functional near-infrared spectroscopy (fNIRS) applied to brain monitor-
ing has been gaining increasing relevance in the last years due to its not invasive
nature and the capability to work in combination with other well-known techniques
such as the EEG. The possible use cases span from neural-rehabilitation to early diag-
nosis of some neural diseases. In this work a wireline FPGA-based fNIRS system,
that use SiPM sensors and dual-wavelength LED sources, has been designed and
validated to work with a commercial EEG machine without reciprocal interference.
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1 Introduction

Simultaneous measurements of brain oxygenation and EEG are gaining nowadays
increasing relevance in early diagnosis of various diseases and in brain rehabilitation
therapy monitoring. To obtain enough scalp coverage, a great number of fNIRS
sensors and sources are required [1] thus increasing possible interference with EEG
electrodes. Due to their high impedance, they behave like antennas collecting all the
surrounding electrical noise generated by various EMI sources but mostly by fNIRS
probe wires [2].

In this work the developed wireline fNIRS system, simultaneously working with
a commercial EEG machine, has been tested. The fNIRS system relies on a Zynq
FPGA hosting all the required data processing, adoption of Silicon Photomultipliers
(SiPM) as highly sensitive yet fast light sensors and infrared dual-wavelength LEDs
as optical sources. The system is a revised and expanded version of the solution
proposed in [3], embedding an adjustable current drive for each LED sources and a
precise and configurable SiPM sensor biasing. Since human scalp presents quite high
attenuation values in the infrared region and it is not possible to increase arbitrarily
the amount of impinging light for both safety reasons and EMI minimization; it is
of great importance the choice of very sensitive detectors. The SiPMs are capable to
fully reach single photon counting performances and can be biased at relatively a low
voltage of about 30 V [4]. Even though they have high sensitivity, the useful signals
coming from the sensors are deeply buried in optical noise, due to ambient light or
lamps, thus a strong signal recovery chain is needed to collect useful information.
The FPGA implements, for this reason, a full digital lock-in amplification technique
to effectively mark the light passing through the gray matter from the light coming
from ambient and others uncorrelated possible paths. This implementation is strong
enough to keep a high rejection ratio against others light sources even if the fNIRS
system is used without any sort of head coverage [5].

To validate the proposed solution, some experimental tests have been carried out
on healthy volunteer subjects. These experiments are based on collecting the brain’s
hemodynamic reaction and EEG signals on a test-subject while he is exposed to
stimulus or he is doing a task. In particular, the test used in this work consists of
a repeated finger tapping test under several conditions of ambient light and various
parameters settings of the fNIRS system. A first measurement has been acquired
with optimal ambient light and sensor biasing while successive have been carried
out with extreme conditions of high and low ambient light. Meanwhile a commercial
EEG machine, provided by g.Tec, was acquiring data using electrodes placed near
fNIRS components.



Functional Near Infrared Spectroscopy System ... 47

2 System Architecture

In order to obtain a good signal quality without unwanted noise, a digital lock-
in technique has been implemented though proper LEDs light modulation and a
signal processing chain. The implemented architecture of the lock-in amplifier is the
well-known dual-phase Lock-In-Amplification (LIA) [5, 6]. It takes the input signal,
modulated at a predefined and fixed frequency, and multiplies it by a generated sine
and cosine reference signals, running at the same frequency of the modulated signal.
The outputs are then low-pass filtered with a properly designed digital filter in order
to reject noise and unwanted frequency components.

As depicted in Fig. 1, the designed system, named DigiLock, consists of three
boards: an ADC board with two high resolution TT ADS1298 ADC 24-bit converters
and passive networks for signal filtering; a LED board with single adjustable current
source and 16 multiplexed outputs; a SiPM board that hosts the DC\DC converter
for the high rail bias generation. The SiPM bias voltage is adjustable as well and it
is shared by all the sensors. The FPGA is located on a development board equipped
with a Xilinx Zynq 72020 FPGA, that embeds a programmable logic section (PL)
with a dual-core ARM. The processor is mainly used for data post processing and
communication with a host PC, while all the processing steps needed by lock-in
technique have been instantiated in the PL hardware entities.

The tasks of the programmable logic are: collecting data from ADC converters
through a dedicated ADC driver; managing time-sharing techniques for each optical
channel and sending ADC samples to DigiLock; performing all lock-in algorithm
computations. When DigiLock processes a new data set it will send it to the ARM
processor via a hardware implemented Block RAM. At this stage the collected data
are sent through a high-speed Ethernet connection to the host PC, where a soft-
ware interface generates an HDF file with the performed measurement. More details
regarding the DigiLock design process and architecture can be found in [5].

Figure 2 shows the experimental setup that has been used to validate the developed
prototype working simultaneously with a commercial EEG machine, provided by
g. Tec.

3 Experimental Results

The conducted tests aimed to prove fNIRS system performance under different ambi-
ent light conditions and to check if any interference on EEG signals appeared when
fNIRS hardware was running. One volunteer has been selected for the measure ses-
sion to match the conditions of a healthy subject with brown hairs. The additional
light attenuation provided by hairs is a suitable test bench to verify signal recovery
chain goodness and SiPMs sensibility.
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LED Driver board
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Fig. 1 Image of the developed prototype boards

The selected task was a repeated finger tapping with a defined timeline: 30 s of
initial rest, 10 s of right hand tapping followed by 10 s of rest repeated ten times. The
task has been repeated four times; one with only EEG system running and three times
with both machines running under three different ambient light conditions. Post-
processing analysis of fNIRS signal involved artifact removal and optical densities
estimation. Hemoglobin oscillations within each channels were computed by means
of the Modified Lambert Beer Law and averaged time-locked to the stimulation in a
20 s window (form 5 s prior the onset of the stimulus up to 5 s after).

Figures 3, 4 and 5 show average responses (and related standard error) of
hemoglobin for each significant channel recorded in different experimental con-
ditions. A classical hemodynamic response is visible for many of the channels with
different levels of noise as a function of experimental condition. EEG signals were
acquired with and without concurrent fNIRS acquisition to test possible electromag-
netic interference of the switching LEDs onto the EEG. EEG signals were band-pass
filtered (0.5-100 Hz Butterworth digital filter) and power spectrum densities were
computed over a 2 s window (0.5 Hz resolution).
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Fig. 3 Oxygenated (red) and de-oxygenated (blue) hemoglobin measurements in optimal light
conditions
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Fig. 4 Oxygenated (red) and de-oxygenated (blue) hemoglobin measurements in low ambient light
conditions and with low level of LEDs driven current
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Fig. 5 Oxygenated (red) and de-oxygenated (blue) hemoglobin measurements with direct sunlight
conditions and with high level of LEDs driven current
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Fig. 6 Spectra of different EEG channels with (right image) and without (red image) fNIRS system
activated. They clearly show no visible change of their behavior

Figure 6 shows EEG spectra with and without concurrent acquisition of fNIRS.
No visible interference due to the LEDs switching is visible in the EEG frequencies
of interest (0.5-100 Hz).

4 Conclusions

The developed system had shown optimum level of precision and stability.
Asitcan be seen no significant interference due to fNIRS system has been detected
on EEG signal spectrum and a good fNIRS signal with clear evidence of motorial
stimulus has been recovered in all experiments. Experimental results had shown also
a good immunity towards ambient light.
The goodness of the described results encourages further investigations.

Acknowledgements This document has been created in the context of the EC-H2020 co-funded
ASTON!SH project (ECSEL-RIA proposal No. 692470-2). No guarantee is given that the informa-
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Electro-Photonic Chip-Scale )
Microsystem for Label-Free Single L
Bacteria Monitoring

Francesco Dell’Olio, Donato Conteduca, Michele Cito, Giuseppe Brunetti,
Caterina Ciminelli, Thomas F. Krauss and Mario N. Armenise

Abstract Monitoring of bacteria metabolism/viability at single level during the
antibiotics action is a crucial functionality for systems supporting the development
of new drugs able to kill bacteria resistant to all or nearly all antibiotics currently
available. In this paper, we report on an electro-photonic chip-scale microsystem
including an array of photonic nanocavities each able to trap a single bacterium.
By monitoring the spectral response of the nanophotonic cavities and the electrical
impedance across the trapping sites, a detailed knowledge of the metabolic state
of trapped bacteria can be obtained. By three-dimensional simulations based on
the finite element method, we predict a high electrical detection resolution of the
microsystem, with a current variation of a factor 12 between dead and live bacteria.

1 Introduction

Optoelectronic and photonic integrated devices and microsystems for healthcare are
currently the topic of a strong research effort and several very innovative application
domains are emerging for these components [1-6]. One of the most intriguing appli-
cations is that in the field of systems for mitigating antimicrobial resistance (AMR)
[71, which is the ability of bacteria to make the action of antimicrobials, such as
antibiotics, inefficient.

As pointed out in many official documents of the World Health Organization [8],
AMR is growing very fast ad it will become the deadliest cause in the next decades.
Consequently, there is an urgent need of improving the efficiency of antibiotics and
developing new drugs.

Nowadays, most of techniques proposed to defeat AMR are not sensitive enough to
detect bacteria since early stages of infections [9], that becomes very risky for several
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Electrodes \ -
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Fig. 1 Schematic illustration of the chip configuration. The chip includes an array of photonic
nanocavities acting as trapping site and two electrodes for impedance measurement

deadly diseases, such as sepsis, flesh eating bacterial infections, acute tuberculous
meningitis and carcinogenesis. In fact, if those pathologies are not treated promptly,
they can grow and quickly spread [10].

Currently the plate-count method [11] is the most typical approach for the analysis
of bacterial infections but few days are necessary to obtain accurate results due to
the need of cell culture, and it is also laborious because expert users are required
for the sample preparation and the final analysis. Therefore, novel techniques have
been proposed to overcome such limitations, and remarkable advantages have been
obtained with photonic and electrochemical approaches [12—-14].

In this paper, we report on the design of an electro-photonic chip-scale microsys-
tem that exploits the combination of optical and electric techniques aiming at mon-
itoring of the state of bacteria at single level with fast analysis of tens of minutes.
The chip [15] (see Fig. 1) includes a number of photonic nanotweezers based on
photonic crystal (PhC) cavities for trapping single bacteria. After a trapping event,
electrical impedance measurements are carried out on each trapping site to monitor if
bacteria are alive or dead through a couple of electrodes having a properly designed
geometrical configuration, in order to allow the current flow in the trapping region.

2 Electro-Photonic Traps

Each nanotrap is a PhC cavity in silicon-on-insulator (SOI) technology. It has the
well-known L3-type configuration [16], consisting of a two-dimensional slab PhC
with a line of three holes missed out of a triangular lattice (see Fig. 2).
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Fig. 2 L3-type PhC cavity =
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The triangular lattice is etched in the silicon slab (n = 3.478 at A = 1550 nm)
with a thickness of 220 nm on glass (n = 1.444 at A = 1550 nm). The holes radius
is 106 nm and their period along the cavity length is 400 nm. A heterostructure
configuration has been utilized in the PhC design. In fact, the lattice pitch has been
increased up to 420 nm in the L3-cavity, in order to improve the mode confinement
[17]. Such parameters have been chosen to obtain the best compromise between a
high Q-factor and a large extinction ratio, together with a resonance condition close
to 1.55 wm.

The holes configuration allows the nanocavity out-of-plane excitation by top illu-
minating the chip [18]. In particular, a superimposed lattice with larger holes with
a radius of 130 nm and periodicity = 800 nm has been included in the design of
the cavity to enable out-of-plane coupling. The nanocavity configuration has been
optimized by including a tapered section with smaller holes on both sides of the L3
cavity with the aim of reducing the optical losses and increasing the Q-factor. These
holes have a radius of 85 nm and are shifted of 88 nm with respect to the site of the
unitary cell of the lattice.

The selected excitation mechanism allows that all trapping sites are simultane-
ously activated.

When a single bacterium is trapped after the chip illumination with a light beam
at 1.55 pm, the effective index of the cavity mode increases. Consequently, a red-
shift in the cavity resonance is observed. In this work, the monitoring of E.coli has
been assumed, but it is expected that the quantification of this resonance shift can be
utilized to identify whether the bacterium is Gram negative or Gram positive, due to
different optical density [19].

The equivalent electrical circuit shown in Fig. 3a describes the electrochemical
behavior of each trapping site, whose cross-section is schematically shown in Fig. 3b.
The elements of the electric circuit are the resistance of the doped lateral sections of
the silicon slab Ry, ;, the resistance of the central undoped section of the silicon slab
Rgap,c, the double layer capacitance (C4), which represents the electrical properties
of the interface between the electrode and the bacterium, and the surrounding medium
resistance (Ry,;).
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A narrow silicon region at the center of the L3-cavity is assumed undoped to
strongly enhance the value of Ry, which represents the necessary condition to
reach a resolution suitable for the monitoring of the metabolic state of a single
bacterium. Furthermore, the undoped region in the L3 cavity also allows to reduce
the optical loss.

In the p-doped regions of silicon slab we have assumed an exponential vertical
decay of the concertation of dopant, from N = 10?! cm™ to 10'7 cm™ in only 20 nm.

When no bacteria are trapped, the impedance of the tapping site Zrg is very high
due to the high value of Ry, . and the low electrical conductivity of the surrounding
medium (i.e. deionized water) having o ~ 10~* S/m. A similar behavior is expected
when a single bacterium is trapped and no efficient antibiotic interacts with it, due
to the insulating external membrane. On the contrary, when efficient antibiotics are
introduced in the solution and bacteria are dead, a fast ions efflux occurs from the
disrupted external membrane [20], corresponding to a remarkable change of C; and,
so, of the impedance Zrg.

3 Selected Numerical Results

We have simulated the electro-photonic traps by the three-dimensional finite element
method. For optical simulations, we have represented the bacterium as a 2 pm
long cylinder with a diameter of 500 nm and refractive index = 1.388 [21]. For
electrical simulations, we have used the three-shell spheroidal model representing
the cytoplasm, the inner membrane, the periplasm, and the outer membrane [22].
In this model, a dead bacterium is represented with the external wall disrupted,
assuming a larger region of the periplasm (=15 nm) with an average value of
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electrical conductivity (1 S/m), in order to simulate the release of the ions and
organelles in the surrounding environment of the bacterium.

The Q-factor of the L3-type PhC cavity is 2.3 x 10° with a transmission dip of
29% on resonance. Our results in [23] shows that this Q-factor value is suitable to
exert optical forces strong enough for trapping of living matter and dielectric objects
at the micro- and sub-microscale with long trapping time.

In the electrical simulations, we have assumed that an AC electrical signal with
a frequency f = 100 Hz and a low amplitude V = 50 mV is applied to one of the
electrodes (the other electrode is assumed connected to ground) in order to avoid
undesired Joule heating.

The nanotraps electrical behavior has been simulated in three different conditions.
(i) When no bacteria is trapped a low current value at the device output (/,,,; = 360 pA)
is obtained because of the presence of the narrow region of undoped silicon in the
L3 cavity that prevents current to flow. (ii) Trapping of a single live bacterium before
the administration of antibiotics. In this condition, the current is still low because of
the strong insulating behavior of the intact membrane (/,,,; = 350 pA). (iii) When the
trapped bacterium is dead, the conductivity at the interface between the bacterium
and the silicon is higher, with a consequent higher value of C . In this condition 7,
=4.10 nA. An enhancement factor / pus_geaa/l our_iive ~ 12 has been calculated between
the conditions live/dead bacteria in the optical trap that makes easy the monitoring
of the metabolic state of the bacterium.

4 Conclusions

An electro-photonic chip that allows the monitoring of the response of bacteria to
antibiotic challenge has been reported. The chip includes an array of nanophotonic
traps based on photonic crystal cavities in silicon-on-insulator technology. The silicon
is partially doped to enable impedance measurements. The main advantages of the
proposed device are mainly related to a high efficiency and high resolution enabling
the detection of bacteria at single level, together with a real-time, reusable, label-
free and non-destructive analysis with a very compact footprint, which make the
optoelectronic system suitable for on-chip integration within point-of-care medical
instruments.
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Abstract The healthcare sector is rapidly changing to incorporate new technolo-
giesAntoni that enable the collection of unprecedented amounts of data. New
paradigms such as mobile and smart healthcare are founded on these new tech-
nologies, such as the IoT, and the data they collect are no longer only medical but,
instead, they refer to contextual information with spatio-temporal features. Also,
new data processing techniques, such as process mining, are gaining attention and
are reshaping the landscape of healthcare information systems. In this article, we
concentrate on Geographic Information Systems and propose HGIS: a comprehen-
sive, healthcare-oriented, GIS architecture to support the integration of heteroge-
neous data with spatio-temporal features. Moreover, we comment on initial results
obtained from a proof-of-concept implementation developed by Xarxa Sanitaria i
Social de Santa Tecla, a large healthcare provider in the south of Catalonia.
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1 Introduction

Organisations and companies count with information systems that continuously col-
lect large amounts of heterogeneous data from a variety of sources. These data are
used not only for operational purposes but also for strategic and decision support.
Processed data from operational databases are stored in data warehouses, used by
business intelligence solutions to extract knowledge and visualise strategic infor-
mation. The great amount of data stored, together with their complexity, foster the
appearance of advanced data analysis and visualisation techniques. In particular,
those related to spatio-temporal dimensions.

Geographic Information Systems (GIS) provide a set of methods and tools to
ease the storage, analysis, transformation and visualisation of geolocated data. The
paradigm of computerised GIS' enabled the rapid development and commerciali-
sation of solutions for territory planning, agriculture, banking, telecommunications,
transportation and public health [8]. In particular, GIS technologies are well suited
to play a key role in healthcare, since they contribute to the analysis and improve-
ment of its sustainability and efficiency. More importantly, to enhance quality of
service, GIS could be coupled with healthcare records, processes, and information
systems, that allow the integration of contextual information, following the paradigm
of Smart Healthcare [6, 7]. Due to the importance of the context, health condi-
tions and spatio-temporal features are intertwined: microbes propagation, socio-
economic data, demographic status, and the distribution of healthcare services are a
few examples of geographical, spatio-temporal features affecting health outcomes in
certain areas at particular times [2]. Despite the multiple healthcare applications of
GIS [3], context features are rarely considered and potentially beneficial knowledge is
neglected.

In addition to the historical medical information stored in data warehouses of
medical institutions, GIS technologies could, for instance, integrate contextual infor-
mation by taking advantage of wearable and IoT devices from patients. These devices
integrate plenty of built-in sensors (e.g. environmental, physiological, positioning)
and, despite their risks [4], they can help to obtain important knowledge when their
collected data are correlated with health conditions from individuals and populations.
Furthermore, the analysis of these data can go further by considering spatio-temporal
dimensions through process mining analysis, which aims to discover and visualise
medical processes in their context [1].

1.1 Contribution and Plan of the Article

This article explores the challenges and opportunities of GIS technologies, motivated
by their current lack of contextualisation, together with the need for achieving more
sustainable healthcare models. We present our Healthcare Geographic Information

1Roger Tomlinson, 1967.
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System (HGIS): a solution that is currently under development by Xarxa Sanitaria i
Social de Santa Tecla.? By considering contextual information, HGIS aims at assist-
ing healthcare managers in making better decisions on the planning and delivery of
healthcare services.

The rest of the article presents the main architecture of HGIS (Sect. 2), a proof-of-
concept implementation and some initial results (Sect. 3) and conclusions (Sect.4).

2 HGIS: A GIS Oriented to the Healthcare Sector

This section presents the architecture of HGIS (acronym for Healthcare Geographic
Information System). It is a GIS especially designed for the healthcare domain,
aiming at ease the analysis of healthcare information by combining several types of
data and providing strategic visualisations.

Figure 1 shows the architecture of our HGIS solution, which considers three tiers:
(i) a data tier (with medical, geographical and contextual data), (ii) a processing tier
with several analysis methods aimed at obtaining knowledge, and (iii) a visualisation
tier based on maps. We analyse them next:
Data tier: In the first tier, we distinguish three main elements:

e Data warehouses, aka strategic databases, integrate data from multiple opera-
tional information systems to support decision making and strategic alignment.
In HGIS, data warehouses are persistent data repositories with medical-related
data (i.e., electronic health records, patient profiles, clinical guidelines) imported
from the operational information systems through ETL? procedures.

e The Locations Look Up Table (LLUT) is a tree-based data structure specially
tailored to store and associate geographical constructs with their corresponding
geographical shapes, defined by sets of latitude-longitude pairs by using e.g.
GeoJSON. Being designed to be completely adaptable to the needs of health-
care organisations worldwide, the LLUT enables the definition of geographical
constructs (e.g., provinces, cities) by means of geographical shapes. Hence, the
LLUT plays the role of an abstraction layer for the geographical information
used in HGIS, by identifying each construct with a unique code in a hierarchical
tree-based structure. These codes are translated into shapes (with geographical
meaning) by the visualisation layer using the LLUT. Also, the hierarchy of the
LLUT allows the dynamic definition of levels (e.g., hospital — city — region —
province). For instance, at the lowest level (i.e., the leafs), hospitals and healthcare
facilities are defined. One level above, cities are defined, and so on.

e Contextual information is able to augment medical data with cause-effect expla-
nations. Analysing environmental/contextual data, such as temperature or PM10
concentration, in conjunction with the biophysical parameters of patients, enables

2 A large healthcare provider in the south of Catalonia, comprised by several hospitals and points
of care.

3Extraction, transformation and loading.
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Fig. 1 Our three-tier HGIS architecture: data, processing and visualisation

personalised analyses and helps to understand the relation between environmental
factors and diseases [5]. To fuel this HGIS component, a variety of IoT devices
(e.g., smartphones and wearable devices) could be used. Moreover, cognitive envi-
ronments such as smart hospitals and smart cities gain importance as sources of
contextual data for healthcare.

Processing tier: In this tier we group analysis techniques applied to data collected
in the data tier. Initially, fairly simple computations are used to compute healthcare
indicators i.e., numerical and categorical values resulting from the joint evaluation of
several medical-related facts, such as the number of patients’ relapses and their pre-
scribed medication. These indicators are then statistically analysed and data mining
techniques are used to compute correlations, identify clusters, classify observations
and detect outliers. Also, thanks to the addition of timestamped data, process min-
ing (PM) techniques are used to discover processes, to check processes adherence,
and for process optimisation. For instance, using PM techniques, patients’ flows
could be discovered and analysed in terms of efficiency and performance, from a
spatio-temporal point of view.

Visualisations tier: HGIS is a strategic organisational tool and, as such, data must
be properly visualised in order to assist decision makers in gathering knowledge
and helping them to make better decisions. With this aim, HGIS plots indicators
using multiple visualisation layers, each of them following a specific visualisation
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model. For instance, numerical indicators are shown with markers and choropleth
maps, densities are represented with heat maps, flows are described with migration
maps, and statistical data are shown with pie and bar charts. The bottom visualisation
layer is a map, obtained from on-line service providers, and the other visualisations
are built on top. Each visualisation layer includes legends, layer switching controls,
zooming and filtering options. HGIS is extensible and allows data scientists to create
and use new visualisation layers.

3 Proof-of-Concept Implementation and Initial Results

In order to obtain an initial pre-evaluation of HGIS, a proof-of-concept, web-based
prototype has been developed. The HGIS data tier has been built using the geograph-
ical PostGIS extension for PostgreSQL. In the processing tier, we use server-side
implementations in Java and Python. Finally, for the visualisation tier, we have used
the JavaScript-based Leaflet plug-in,* OpenStreetMap and Stamen.

For each tier, we have paid special attention to the components that are specifically
designed for HGIS, and we briefly summarise them next:

In the data tier, for the sake of patients privacy protection, the data warehouse
has been populated with synthetic data mimicking the real data from the opera-
tional systems of the Xarxa Sanitaria i Social de Santa Tecla. The LLUT has been
fully implemented with a five-level hierarchy, following geographic organisation in
Catalonia (i.e., province, region, basic healthcare area, municipality and healthcare
centre). Currently, our LLUT considers one province, two areas, six basic healthcare
areas, 23 municipalities and 31 healthcare centres.

In the processing tier, data are analysed in terms of medical indicators and basic
statistics (e.g., aggregations, averages). HGIS users can select existing data analyses
and create new ones, according to their needs. It is worth emphasising that a process
mining module has been developed in order to discover flows in medical processes
(from a spatio-temporal perspective) e.g., the mobility of patients amongst healthcare
facilities. To the best of our knowledge, this is the first time that PM techniques and
GIS are combined to study healthcare processes.

The visualisation tier uses markers and choropleth visualisations to represent
indicators. Those visualisations depend on the hierarchy level of the data defined
in the LLUT. For instance, markers are used to visualise data at the lowest level
(i.e., healthcare centres) because they correspond to locations, rather than regions.
On the contrary, when data refers to higher levels of the LLUT entailing areas,
choropleth visualisations are used (cf. Fig. 2a). In addition, PM results are represented
using traffic maps visualisations. This kind of visualisations can be used to represent
medical processes from a spatio-temporal perspective, enabling the identification of
bottlenecks or hidden patterns cf. Fig. 2b.

“https://leafletjs.com/.
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Fig. 2 HGIS visualisation layers. a Visualisation using markers and choropleth layers, b Flow
visualisation from a spatial perspective using traffic maps

The initial testing of the proof-of-concept implementation shows that the plat-
form if fully functional and helps to represent information that, until now, was not
accessible to decision makers. Thanks to the use of open and scalable technologies,
HGIS has proven to be an extensible, cost-efficient and practical tool for managers
and data scientist in healthcare organisations.

4 Conclusions

The need for reaching sustainable healthcare models requires new forms of data
analysis for decision making. Adding contextual information to medical data provides
analysts with more possibilities to gather added-value knowledge in a variety of
topics: from medical procedures and treatments to economic and patients’ flows.
Thus, we sustain that the fusion of context-aware analyses with GIS technologies
will reshape the understanding of business intelligence tools in the healthcare sector.
However, the idiosyncrasies of the healthcare domain require important modifications
to current general purpose GIS solutions.

In this article, we have introduced HGIS, a healthcare-oriented GIS solution. Due
to space limitations we have not been able to describe HGIS in detail. We have briefly
described our three-tier architecture and we have report preliminary comments on
the implemented proof-of-concept. Future work concentrates on fully implementing
the solution and thoroughly testing it in real medical practice.
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Alessandro Finocchiaro, Giovanni Girlando, Alessandro Motta,
Alberto Pagani and Giuseppe Palmisano

Abstract The paper presents an analysis of principal parasitic effects in contactless
wafer-level testing. Contactless technology exploits an inductive coupling between a
tester antenna and many integrated on-chip antennas (OCAs) able to transfer energy
and exchange bidirectional data. Electromagnetic crosstalk between adjacent on-chip
antennas and the eddy currents generated in the substrate were analyzed. Simula-
tions, varying the thickness and the conductivity of the substrate, have highlighted
the strengths of this approach. Moreover, a wafer scribe line pre-cutting, used to
drastically reducing the eddy currents, was also adopted.

Keywords On-chip antenna - Contactless testing + Magnetic coupling + Eddy
currents

1 Introduction

The Electrical Wafer Sorting (EWS) is generally adopted in Integrated Circuits (ICs),
as first test to map good dice before being packaged. In the case of simple ICs, the
EWS is the only means to validate the operation, whereas for complex ICs addi-
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tional functional tests are required to guarantee the customer’s performance certified
in the product data sheet. However, the final test represents a challenge for wafer-
level testing, especially at high level of parallelism and technology scaling. Indeed,
miniaturization and parallelism require a high number of probes, which consequently
increases the complexity of the probe card and Automatic Test Equipment (ATE).
Moreover, reliability and yield must be guaranteed during the wafer—level test avoid-
ing cracking of the pads and assuring stable and low contact resistances.

A viable solution that drastically reduces the testing cost without compromising
the reliability and yield is the use of contactless wafer—level testing approach [1-3].
It exploits a magnetic coupling between a tester antenna and an On-Chip Antenna
(OCA) on a Device Under Test (DUT). In [1] an OCA was designed using a standard
90-nm CMOS process on a 900-MHz Radio Frequency Identification (RFID) front-
end. The chosen operating frequency for contactless wafer-level testing sets the kind
of the OCA and all needed circuit blocks (i.e., the rectifier and the RF transceiver).
A fully contactless wafer-level test was instead demonstrated in [2] using a complete
UHF RFID tag with OCA as test vehicle. This OCA was designed on the perimeter
of the underlying IC tag and fabricated using a post-processing.

In [3], a contactless parallel testing of a System-in-Package (SiP) module was pre-
sented. This method exploits a magnetic coupling interface between wireless probe
integrated in standard tester probe card (e.g., JTAG testers) and the SiPs equipped
with RF circuitry. The adopted RF carrier signal was 1.5 GHz and the test system
was able to deliver power and bidirectional data.

This paper describes the main constraints of inductive contactless wafer—level
testing due to substrate parasitic effects, untreated by [1-4]. Crosstalk between adja-
cent OCAs and the eddy currents generated in silicon substrate are analyzed and a
pre—cutting of the wafer scribe line is adopted to drastically reduce eddy currents.
Simulation results, carried out by varying the thickness and conductivity of the sub-
strate, show parasitic effect behavior to choose design parameters for the optimization
of this contactless approach.

2 Main Parasitic Effects in Silicon Substrate

The design of the contactless wafer—level testing faces challenging substrate parasitic
effects, which cause the reader antenna frequency shift (or de-tuning) and the QL
product reduction. Indeed, the magnetic flux generated by the reader antenna, which
is concatenated with non—negligible electrical conductivity substrate, generates eddy
currents. These parasitic currents reduce the efficiency of the reader antenna.

The electromagnetic (EM) simulations with Ansys HFSS, were performed using
a 6.3 x 6.3 mm? reader antenna (as in [2]), at different values of substrate resistivity,
p. The resistivity p ranged from 10 mScm (i.e., high-doped silicon wafer) to 1 kQ2cm
(i.e., very purified silicon wafer) thus covering the main IC technologies. In Fig. 1a
a picture of the contactless interface in HFSS environment is shown.
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Fig. 1 a Ansys HFSS snapshot of the reader antenna coupled to OCAs; b Resonance frequency vs.
distance between reader antenna and wafer with a low (10 mScm) and high (125 Qcm) resistivity:
experimental results (solid line) and simulations (dashed line)

Reader antenna resonance frequency, defined as the frequency where the mag-
nitude of the reflection loss coefficient is minimum, depends on the substrate
resistivity and the distance, d, between the antenna and the wafer. Indeed as shown
in Fig. 1b, for wafers with a low substrate resistivity (i.e., 10 mScm), the resonance
frequency of the reader antenna rises as the d is reduced. The reason is a reduction
in the effective inductance of the reader antenna due to eddy currents, especially at
reduced distances where the magnetic coupling is higher. Instead, for wafers with a
high substrate resistivity (i.e., 125 Qcm), the resonance frequency decreases as the
d is reduced. It happens because of capacitive coupling between reader antenna and
silicon substrate, which prevails over the magnetic one. In addition, at maximum dis-
tance of 4 mm and independently of the substrate resistivity, the resonance frequency
tends to converge on a single value, thus demonstrating that the parasitic effects no
longer have any impact. Good agreement between EM simulations and experimental
results is achieved. The resonance frequency was deduced by measuring the S11
magnitude on two different conductivity wafers exploiting the experimental setup
described in [2].

On the other side, in Fig. 2a, the behavior of the resonance frequency, versus
the substrate resistivity, was shown at various distances between wafer and reader
antenna. Three different ranges of substrate resistivity can be identified. For p <
100 mQcm and for p > 1 Qcm, the resonance frequency is almost constant for
each distance. Instead, in the range of 100 mQcm < p < 1 Qcm, the resonance
frequency rapidly varies, especially for small distances. Indeed, when the distance
is higher than 3 mm, the resonance frequency is independent of substrate resistivity.
Furthermore, at a substrate resistivity of about 300 m€2cm, the resonance frequency
is quite stable for all considered distance. In the first range (i.e., for p < 100 m2cm)
the inductive coupling between the reader antenna and the silicon substrate prevails
over the capacitive coupling one. Conversely, in the third range (i.e., for p > 1 Qcm)
the capacitive coupling predominates over the inductive coupling one. In the second
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Fig. 2 a Reader antenna resonance frequency and b w QL product versus substrate resistivity vary-
ing the distance between wafer and reader antenna

range (i.e., for 100 mQcm < p < 1 Qcm) the two couplings conflict each other
balancing at 300 mS2cm resistivity.

As discussed, the reader antenna generates eddy currents inside the substrate,
which affect the antenna performance. An expression of the eddy current /, and the
effect of substrate partitioning can be evaluated starting from [5] that considers a
small coil inside an IC. In our case, the reader antenna irradiates a plurality of ICs
on wafer, adding many parasitic effects (due to seal rings, metal layers, circuits).
Then, the model can be generalized to take into account all effects due to substrate
conductivity and the integrated circuits underneath the reader antenna. As reported
in [2], the effect of the induced current on the magnetic field cannot be neglected.
A solution to decrease eddy currents was implemented in [6]. The technique uses
trenches obtained in the scribe line of the wafer with the aim of cutting the paths of
circular eddy currents. The w QL product of the reader antenna versus wafer substrate
resistivity, for different values of distances, is shown in Fig. 2b. This parameter
describes the loss effects on the reader antenna due to the coupling between the reader
antenna and the non—negligible electrical conductivity wafer substrate. Differently
from the previous de—tuning effects, losses effects on reader antenna are strongly
present even at a distance of 4 mm. Indeed, even a little loss due to wafer substrate
heavy affects a high quality factor reader antenna. Moreover, the loss effects due
to inductive or capacitive couplings add together, thus always lowering the reader
antenna quality factor. However, at reduced distances (i.e., up to 1 mm) the losses
due to inductive coupling (i.e., for p = 10 mS2cm) are more severe than those due
to capacitive coupling (i.e., for p = 1 k2cm). Thus, the worst case is between 0.3
to 1 Qcm substrate resistivity when the two coupling effects concur to add loss
contributions.
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Fig. 3 a Four OCAs drawn in environment HFSS to evaluate crosstalk between adjacent OCAs;
b Magnitude of S12 parameter versus silicon substrate resistivity for unsawn and sawed wafer

3 Crosstalk Between OCAs

The crosstalk is an electromagnetic interference that can compromise results of func-
tional and parametric tests and, in the worst case, lead to a wrong classification of
a good/faulty die. As described below, the crosstalk among tag ICs depends on the
substrate resistivity. EM simulations were performed using a 5-turn—squared OCA
with a 5 wm thick metal layer and a 0.45—pum? of area, as described in [2]. Moreover,
analysis was led considering both the unsawn wafer (i.e., wafer without trenches or
cuts) and sawed wafer (i.e., wafer with trenches or cuts) silicon substrate and results
refer to 868—-MHz operative frequency, which conforms to the European band, as
reported in EPC Global 2 standard [7]. Considering Fig. 3a, only the S, of the scat-
tering parameter matrix has been taken into account to evaluate the crosstalk between
OCAs since coupling between neighboring OCA 1 and OCA?2 depicts the worst case.

The S, parameter versus substrate resistivity is depicted in Fig. 3b for unsawn
and sawed wafers. For unsawn wafer a non-stable variation was shown for substrate
resistivity from 5 mQcm to 1 Qcm with a peak of —48.5 dB at about 30 mQ2cm;
while beyond 1 Qcm the Si, was stabilized at constant value of about —51 dB.
Whereas for sawed wafer, the cut leads to the absence of the peak of S|, parameter
always below —50.6 dB, due to only one magnetic coupling effect as predicted
by the electrical model below. Indeed in Fig. 4, an equivalent circuital model of two
adjacent OCAs (i.e., OCA1 and OCA2 in Fig. 3a) is depicted to analyze the crosstalk
phenomena, where M is the magnetic coupling between nominal inductances L and
Ly; Mp are the parasitic magnetic couplings between L and L, with the parasitic
inductances due to eddy currents in the substrate Ly and Ly, respectively. Csup
and Rgyp are the substrate capacitances and resistances; Cox is the oxide capacitance,
while Rx is the substrate resistance between OCA1 and OCA2. For unsawn wafer,
crosstalk between OCA1 and OCA?2 can be generated through magnetic coupling,
M, or through substrate current, Ix; whereas for sawed wafer, crosstalk between
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Fig. 4 Equivalent circuital model for crosstalk analysis related to OCA1 and OCA2

OCAL1 and OCAZ2 can be generated only through magnetic coupling, M, because Ix
=0.

For p close to zero, the equivalent inductances Leq; and Legp (i.€., Leqi = L1 — Mp
and Ly = Ly — Mp) are close to zero, thus M is negligible. Moreover, also Rsyp
is close to zero, thus, Ix tends to zero and crosstalk between OCA1 and OCA?2 is
ideally zero.

For low substrate resistivity (e.g., 5 mQcm < p <0.03 Qcm of Fig. 3b), the equiv-
alent inductances Leq; and Leq increase, thus increasing M. Moreover, in unsawn
wafer, Rgyp increases, thus enhancing /x and crosstalk between OCA1 and OCA2
rises.

At medium value of substrate resistivity, when Mp is negligible (i.e., Leq1 = L
and L. = L), M achieves the maximum value. In particular, for unsawn wafer,
Rsup and Ry increase until /x is maximized, thus explaining the crosstalk peak (at
about p = 0.03 Qcm) in the Fig. 3b.

For medium/high substrate resistivity (e.g., 0.03 Qcm < p < 1 Qcm), M is at
the maximum value, as in the previous case. Moreover, for unsawn wafer, Icsup
increases because Rsyp and Rx are high, thus reducing Ix and crosstalk between
OCAL1 and OCA2. Whereas, for very high value of substrate resistivity (e.g., p >
1 Qcm), I'x contribution to crosstalk becomes negligible, thus crosstalk converging
to a unique value for both sawed and unsawn wafer.

In Fig. 5a, a measurement setup was shown, whereas in Fig. 5b, the IC input
voltage versus substrate resistivity and for various trench thickness in the sawed
substrate, was shown for the distance of 1 mm. For a substrate completely sawed
(i.e., case th =750 wm), the induced input voltage is always higher than the threshold
voltage (i.e., 500 mV), while for partially sawed wafer a substrate resistivity at least
of 100 mQ2cm must be adopted.
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Fig. 5 a Snapshot of measurement setup; b Induced input voltage versus substrate resistivity at
various trench thickness, th (um), in the sawed substrate and at the distance of 1 mm

4 Conclusions

Contactless wafer—level testing exploits a simultaneous inductive coupling capable
of transferring energy and exchanging communication data between a tester antenna
and many integrated OCAs. The main parasitic effects due to substrate resistivity
were analyzed as well as crosstalk between adjacent OCAs. Moreover, a pre—cutting
of the wafer scribe lines, adopted to drastically reducing the eddy currents, was
analysed. EM simulations, varying the thickness and conductivity of the substrate,
show parasitic effect behavior to choose design parameters for the optimization of
this contactless approach.
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Study of Low-Dose Long-Exposure m
Gamma Radiation Effects on InP DBR oo
Cavity Lasers from Generic Integration
Technology

F. Gambini, N. Andriolli, V. Nurra, M. Chiesa, F. Petroni and S. Faralli

Abstract The electro-optical performance of InP distributed Bragg reflector cavity
lasers has been studied after Gamma irradiation at different total dose, up to 50 krad.
Results demonstrate a wavelength shift of the emitted peak without significant optical
loss.

Keywords Photonic integrated circuits (PIC) + Integrated optics + Gamma
radiation * Indium phosphide

1 Introduction

The next era of satellite communications will require constellations of highly effi-
cient mini-satellites with a reduced mass and size, to provide a better coverage at
lower costs [1]. Hence, new technologies must be studied and implemented to reduce
the size, weight, and power consumption of the components while improving the
communication speed. Recently, free space laser communications (lasercom) have
undergone an intensive development to overcome the limitations of wireless RF-
based communications. In this scenario, photonic integrated technologies allow the
reduction of mass-volume-power of the components due to their extremely compact
footprint and power efficiency, while achieving the highest communication perfor-
mance. Nowadays, III-V compound platforms are the only integration technology
that supports electronic and photonic functionalities providing both passive and active
components. Integration also enables high-volume manufacturing, which would drop
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Table 1 Irradiation testing

) ] PIC name Irradiation Total dose Absorbed
parameters period (krad) dose (Gy)
(hh:mm:ss)
CHIP 001 18:12:05 6 60.07
CHIP 002 24:20:08 20 80.07
CHIP 003 68:30:03 50 225.30

the fabrication costs [2—4]. However, the space radiation environment can limit the
performance and life-time of the circuits. It is therefore necessary to study the effects
of the space radiation on the photonic integrated circuits (PIC) in order to ensure the
necessary reliability of the lasercom systems. Studies on particle and ionizing radi-
ation effects on light-emitting diodes (LED) and laser diodes have been performed
since 1970 and the results demonstrated a relation between damage, particle type,
and energy [5—-8]. These works highlighted a degradation in the emitted optical power
and threshold current for LED and laser diodes.

The evolution of fabrication processes and material composition of the optoelec-
tronic devices has improved the efficiency of the emitters and allowed the emergence
of generic integration technologies, serving a variety of different applications thanks
to a standardized fabrication process and predefined design libraries [4]. Neverthe-
less more investigations must be carried out to understand the effect of the radiation
on the newer devices, especially for long exposure time and low total dose, iden-
tified as the most detrimental scenario [9, 10]. In this scenario, Gamma rays are
the shortest-wavelength and highest-energy form of electromagnetic radiation in the
universe. This radiation has the ability to move through substances and alter them as
it passes through by ionizing the atoms of the material with which it interacts. This
paper investigates the effect of low-dose Gamma radiations on InP sampled grating
distributed Bragg reflector (DBR) cavity lasers from generic integration technology
with a long exposure time. Gamma irradiation of the DBR lasers at different total
doses has been studied using a Cobalt 60 Gamma source as recommended by the
European Space Agency (ESA) basic specification for the irradiation test method
[11]. As reported in Table 1, the irradiation with a total dose between 6 and 50 krad
has been performed in order to monitor the level of radiation damage of the devices
to be used in low earth orbit satellites [12].

2 The Fabricated Device

Figure 1 shows the picture of one of the fabricated PIC. The circuit consists of a
monolithically integrated tunable laser providing a continuous-wave source in the
C-band. The layout of the DBR laser can be divided into four sections: a front mirror
(30 wm long), a gain stage (600 wm), a phase shifter (125 pwm) and a rear mirror
(250 pwm). The mirrors are DBR gratings with a grating pitch of 237.52 nm. They
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allow to control the emitted wavelength peak by varying the amplitude of the injected
electrical current, while the phase shifter slightly varies the cavity length. The output
of the laser crosses a 2 x 2 multi-mode interference coupler (adding an optical loss
of 3 dB) before reaching the spot size converter (SSC), used to widen the optical
mode to improve the coupling with a tapered fiber with a spot size diameter of 3 pm
used to collect the light out of the chip. Reflections are minimized thanks to anti-
reflective coating on the facet and 7° angled SSC. The devices have been designed
using the building blocks provided in a process design kit [4] and fabricated by
Oclaro Technology plc, UK, in a multi-project wafer run of the PARADIGM generic
integration platform [3].

3 The Gamma Radiation Test

Prior to irradiating the samples, the emitted optical power, the spectrum, and the
current-voltage characteristic of the lasers have been tested using the setup shown
in Fig. 2. An electrical sourcemeter provides a DC driving current to the gain stage
of the device under test (DUT) through the gold electrical pads, while the voltage is
recorded. No current has been injected in the rear and front mirror sections and in the
phase shifter. The emitted optical power and spectra are recorded by a power meter
(synchronized with the sourcemeter through a computer) and an optical spectrum
analyzer (OSA), respectively. The temperature of the DUT during the measurements
was controlled by a TEC controller and set at 22 °C to improve the test repeatability
by maintaining the same operative conditions. Three samples have been measured
and then irradiated, respectively, with 6, 20 and 50 krad of total dose using a 1.25 MeV
Cobalt-60 (°°Co) radioisotope source at room temperature (24 °C). The three bare
chips were 2.5 m far from the ®*Co source. Table 1 reports the irradiation parameters
(period and doses) for the three different PICs. No thermal annealing was performed
after the irradiation.

4 Results

Figure 3 reports the emitted optical power, for the three PICs under test, as a function
of the injected current in the gain section (PI curve) before (dashed curves) and
after (continuous curves) the Gamma irradiation. A negligible optical output power
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Fig. 3 Measured emitted optical power as a function of the injected current for the three samples
before (dashed lines) and after (continuous lines) different total irradiation doses: a 6 krad, b 20 krad
and ¢ 50 krad. In the insets the lasing thresholds are reported

variation is shown, indicating that the provided low-dose long-exposure Gamma
radiation does not affect this parameter. The inset also demonstrates that the lasing
threshold does not vary, occurring in all cases at 16 mA. Figure 4 shows the laser
emission spectra on each of the three chips, for an operative current of 100 mA.
Spectra before (after) irradiation are reported in dashed (continuous) lines. Variations
of the emitted wavelength peaks are clearly visible and they are equal to 0.171 nm,
0.473 nm, and 0.881 nm for 6 (red), 20 (green), and 50 krad (blue) of total dose,
respectively. Figure 5 highlights the correlation between the total radiation dose and
the shift of the emitted wavelength peak for different laser operative conditions i.e.,
with a current in the gain section of: 80 mA, 90 mA and 100 mA, respectively.
The curves report a similar red-shift behavior, linearly increasing with the dose.
This behavior can be ascribed to the interaction between the ionizing radiation and
the semiconductor, which produces electron-hole pairs. The electrons propagate in
the material and generate secondary electron cascades [13]. This varies the refractive

index of the gratings in the DBR structure, thus causing the wavelength shift reported
in the results.
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Conclusions

The work shows the results achieved through the experimental study of the effect of
Gamma radiation on InP DBR lasers fabricated using a generic integration platform.
The electrical and optical performance of the devices has been evaluated for a total
dose up to 50 krad and compared with the analysis performed before the irradiation.
The total emitted power and the lasing threshold are not affected by the irradiation.
However, a wavelength shift of the emitted peak is noticed, showing a linear corre-
lation with the total dose. This effect can be related to the variation of the refractive
index of the DBR gratings.
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Technological Advances Towards 4H-SiC | m)
JBS Diodes for Wind Power Applications |

Jonas Buettner, Tobias Erlbacher and Anton Bauer

Abstract Carefully designed 4H-SiC Junction Barrier Schottky diodes are capable
of the low on-state losses and surge current ruggedness required to be employed as
freewheeling diodes in wind turbine generators. Ion implantation is a crucial process
step for the performance of such JBS diodes. To better understand the influence of the
implantation on the forward characteristics, JBS and Schottky diodes were fabricated
and characterized. The measurement data was compared with TCAD models. Monte
Carlo simulations were used to accurately model the implantation including lateral
straggling and channeling. The simulations show that the actual junction barrier
spacing is reduced by 1 pm in the manufactured device compared to the intended
spacing. Schottky region pinch-off which occurs at a spacing of less than 3 pm must
be avoided.

1 Introduction

Doubly fed induction generators (DFIGs) are widely used in large, variable speed
wind turbines to enable the rotor to turn in a wide range of frequencies instead of
being fixed to a single operating frequency [1]. To provide this ability, the DFIG is
equipped with a four-quadrant converter that adjusts the rotor current amplitude and
frequency to feed power into the grid at 50 Hz. However, during a fault in the grid, e.g.
a sudden voltage drop, the rotor windings induce a surge current across the converter
as depicted in Fig. 1. Conventionally, crowbars are used to protect the converter from
extended periods of overcurrent. They short-circuit the rotor windings in the case
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Fig. 1 A wind turbine setup with a doubly fed induction generator featuring crowbars to protect
the converter from surge current events in the rotor due to grid faults
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Fig. 2 Schematic cross-section of a JBS diode with implanted p*-junction barrier. The cut-out
shows the region covered by the TCAD model. W), is the p*-region width and Wj is the Schottky
width

of a surge current event. One major drawback of this crowbar configuration is the
complete shutdown of the power generation after the fault. Ideally, to be efficient and
to require little maintenance, the converter should have the ability to ride-through tem-
porary grid based faults The wind turbine would then be able to immediately return
to normal operating conditions after the disturbance subsides. Therefore, active pro-
tection inside the converter is being investigated. High voltage freewheeling diodes
with a high ruggedness against surge currents and low conduction losses are part of
this configuration [2].

4H-SiC Junction Barrier Schottky (JBS) diodes are capable of high current den-
sities at low forward bias due to their unipolar operating mode while an implanted
junction barrier shields the Schottky contact from high electric fields under reverse
bias. A schematic cross-section of a JBS diode is shown in Fig. 2. In the event of
a surge current minority carriers are emitted from the junction barrier into the epi-
taxial layer facilitating conductivity modulation. This mechanism provides a high
ruggedness against overcurrents allowing up to 20 times the nominal current without
damaging the device.
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The junction barrier is formed by a regular striped pattern of p*-doped regions at
the surface of the epitaxial layer. These p*-regions take up part of the active area of the
device reducing the Schottky area available for carrier transport, thus increasing the
on-state voltage drop. When designing the diode, the ratio of the respective widths,
W/W,, where Wy is the Schottky contact width and W, the width of the p*-region
as illustrated in Fig. 2, can be used to tune the electrical properties of the device.
A high ratio reduces the on-state resistance during normal operation while a lower
ratio improves surge current ruggedness.

Since the p*-barrier is formed via an implantation of aluminium ions into the
nitrogen doped epitaxial layer the doping profile, and thus the actual spacing of the
barrier, depends on several factors. These include lateral straggling and channeling
of the implanted ions as well as the accuracy of the lithography during fabrication.
These influences are challenging to model analytically. A previous study used TCAD
to show the dependence of the forward current density on the barrier spacing [3].
This study was done using rectangular abrupt analytical implant profiles. Lateral
straggling was not taken into account which occurs due to scattering of the implanted
ions at lattice atoms [4]. In this work, the geometry of the simulation model takes into
account these manufacturing dependent parameters and is compared to experimental
data from manufactured devices.

2 Fabrication and Simulation

We fabricated high voltage JBS diodes with 2, 3 and 4 pwm wide Schottky
contacts. The p*-region width was chosen to be 2 um. The respective ratios W /W,
were 1.0, 1.5 and 2.0. The diodes were fabricated on 100 mm 4H-SiC wafers
with a 45 pm wide, n-doped epitaxial layer and a surface doping concentration of
1.5 x 10" cm™3. The junction barrier was formed by Al ion implantation through a
resist mask patterned via photolithography. The implantation parameters were cho-
sen to yield a 5 x 10" cm™ box profile with a total dose of 2.6 x 10" cm™2.
The implantation was performed under 7° tilt. Ni silicidation was used to form the
backside Ohmic contact. The anode contact metallization was 100 nm thick tita-
nium annealed at 450 °C for 30 min. For reference and calibration of the metal work
function in the simulation, we fabricated Schottky barrier diodes (SBD) on the same
wafers. The processing of the diode was done analogous to the fabrication previously
outlined for similar diodes [5].

All diodes are modeled with Synopsis Sentaurus. The model uses Monte Carlo
process simulation for the implantation profiles to accurately account for the implan-
tation parameters as well as lateral straggling and channeling. Manufacturing tol-
erances, such as overexposure during lithography and resist shrinkage due to ion
bombardment during implantation, widen the p*-regions and shorten the Schottky
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contact. These deviations from the intended dimensions are taken into account by
increasing W, and reducing W by equal amounts keeping the sum of the parameters
constant.

3 Results and Discussion

The Monte-Carlo simulated 2D doping concentration profile of a 2 pm wide alu-
minium implantation is shown in Fig. 3. The metallurgical pn-junction, i.e. where
the aluminium concentration is equal to the doping concentration of the epitaxial
layer, is indicated by the thin black line. The vertical 1D profile along line B in the
center of the structure is plotted on the left. Compared to an analytical approximation,
channeling of the ions is evident from a depth of 700 nm and below. The horizontal
doping profile just beneath the surface along line A is shown below the Al concen-
tration map. The profile shows significant lateral straggling. The junction is located
about 250 nm outside the implantation window on each side. Maximum straggling
is reached at a depth of about 300 nm. There the p*-region is close to 800 nm wider
than intended. This is significant for diodes with only a few micrometers nominal
Schottky width.

In order to obtain a good match between measurement and simulation the p*-
width had to be set 500 nm larger than the nominal width. The Schottky contact was
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Fig. 3 The simulated concentration map of the implanted aluminium ions. A Horizontal doping

profile below the Schottky contact. B Analytical and simulated profile in vertical direction along
the center of the structure
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Fig. 4 Measurement (symbols) and simulated (lines) J-V data of SBD and JBS diodes with junction
barrier spacing of 2 pm, 3 pum and 4 pm

shortened by the same amount. A ratio W/W,, = 2.0 is thus reduced to 1.4 in the
actual device. In combination with the lateral straggling, this results in an effective
reduction of the Schottky region by about 1 pm.

InFig. 4, representative forward current density-voltage data of SBD and each JBS
diode variant is plotted. The data is accompanied by curves from TCAD simulations.
Calibration of the Schottky metal work function was done using the data obtained
from the SBD. Excellent agreement between measurement data and simulation for
this diode was achieved using a value of 4.31 eV which agrees well with published
data for titanium. A Schottky barrier height of about 1.05 eV is extracted from
the conduction band energy (E.) diagram in Fig. 5. The simulated curves for the
JBS diodes coincide very well with the measured data except for diodes with the
spacing W = 3 wm. The measured forward voltage drop is higher than the simulation
predicts. The difference is increasing with increasing current density. Recombination
or diffusion of carriers across the pn-junction might cause this discrepancy. Further
refinements of the physical models used in the simulation are needed to capture this
increased voltage drop.

The map of the 2D distribution of E. for a JBS diode with nominal spacing
W, =2 pm on the left in Fig. 5 shows that the space charge region indicated by the
thin white lines fully pinches off the Schottky contact. The two p*-regions create a
potential barrier for the electrons at a depth of about 600 nm. This barrier is higher by
about 0.8 eV than the Schottky barrier and is causing the increased voltage drop for
diodes with this spacing. SBD and JBS diodes with Wy = 4 pm have a very similar
conduction band energy profile. The small increase in forward voltage drop seen in
Fig. 4 is due to the reduced Schottky area available for current transport.
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Fig. 5 On the left, a 2D map shows the conduction band energy at 0 V for a JBS diode with Wy =
2 pm. The graph on the right plots the profiles of the conduction band energy along the horizontal
center for each diode (line A)

The decrease in Schottky spacing due to manufacturing is expected to be beneficial
to the surge current properties of these diodes. Knowledge of the actual p*-width and
lateral straggling are critical for the accuracy of the model in the high current regime.
Measurements under such conditions will reveal the influence of the junction barrier
on the ruggedness of the devices and the applicability of the simulation model at
high currents.

4 Conclusion

Wind turbine generators need freewheeling diodes with low conduction losses and
surge current ruggedness. We have fabricated SBD and JBS diodes with differently
patterned junction barriers to investigate the effects of manufacturing on the electrical
properties. Accurate modelling of the implantation of the p*-regions was the focus
of TCAD simulations of these diodes. Measured data shows nearly ideal Schottky
diodes with a Schottky barrier of 1.05 V. Lateral straggling is evident in the Monte-
Carlo simulated doping profiles. Manufacturing tolerances further reduce the junction
barrier spacing. The Schottky contact width is reduced by about 1 wm due to these
effects. The forward current densities decrease with smaller Schottky regions. At
a spacing of less than 3 pwm the p*-regions start to pinch off the Schottky region
causing an increased forward voltage drop. Further investigations into the surge
current ruggedness are necessary to fully assess the impact of the junction barrier
design and manufacturing parameters.
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A Scalable 2D, Low Power Airflow Probe | m)

for Unmanned Vehicle and WSN e
Applications

Paolo Bruschi, Andrea Ria and Massimo Piotto

Abstract A compact anemometer, capable of detecting the magnitude and direc-
tion of the wind in a plane, is presented. The device constitutes an evolution of a
class of sensors that exploit a recently proposed original approach, involving fluidic
processing of the pressures induced around a cylinder. A significant size reduction
with respect to previous prototypes has been achieved by the use of a tiny differential
pressure sensor based on a MEMS System on a Chip. Preliminary characterization
performed in a wind tunnel is presented.

1 Introduction

Measurement of wind velocity and direction is traditionally required in many applica-
tion fields, including meteorological studies and aviation. Recently, the development
of ICT and, in particular, the evolution of wireless sensor networks (WSNs) have
stimulated new applications in different disciplines. In agriculture, WSNs equipped
with directional anemometers are useful in optimizing the applications of agrochemi-
cals [1], improving living conditions of animals inside livestock and poultry facilities
[2] or controlling the greenhouse microclimate [3]. Distributed monitoring of wind
inside urban areas is required for precise assessment of wind resources [4, 5] or
monitoring the spreading of pollutants [6]. In this field, small unmanned aerial vehi-
cle (UAV) equipped with directional anemometers can be an effective solution to
measure fluctuating flows within urban environments with a good spatial resolution
[7, 8]. Directional anemometers placed on mobile robots have been proposed for
gas-tracking applications [9, 10] or indoor dead reckoning localization [11]. Most of
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(@ < (b) AP

Fig. 1 a Representation of the cylinder cross-section exposed to a wind of velocity w. A reference
diameter forming an angle 6 with the wind direction is shown. b Typical behavior of the differential
pressure AP measured across the diameter as a function of 6

these new applications require miniaturized devices with low power consumption and
without moving parts. Ultrasonic anemometers are currently the solution that best
satisfy these requirements [12, 13]. However, their cost is high and the power con-
sumption is not negligible if compared with that of small UAVs or robots. Solutions
based on multi-hole pressure probes [14, 15] usually require complex calibrations
and bulky data acquisition equipment [7]. In 2009, Bruschi et al. [16] demonstrated
that a compact 2D airflow probe can be obtained sampling the pressure around a small
cylinder by means of holes connected to only two MEMS flow sensors. The proposed
method has been used to fabricate low power, low cost directional anemometers [8,
17, 18].

In this work, a further evolution of the device proposed in [17] is presented,
consisting in combining an improved fluidic section with a versatile System on a
Chip (SoC) including both flow-sensitive devices and an ultra-low noise, low power
analog front end.

2 Principle of Operation and Device Description

Let us consider a cylinder exposed to a wind of velocity w, perpendicular to the
cylinder axis, as shown by the cross section in Fig. la. The differential pressure
(AP) developed across a diameter depends on the angle 0 between the diameter and
the wind direction according to the behavior shown in Fig. 1b. Such a dependence is
not suitable for simple estimation of the wind direction and magnitude [16].

The solution proposed in [16] is illustrated in Fig. 2a. A symmetrical configuration
of diameters, placed at angular distances ¢; from the symmetry axis, replaces the
single diameter of Fig. 1a. The proposed approach consists in combining the various
pressures AP; that are developed across the diameters to form a global differential
pressure given by:

N

APy =) a;AP,;, (1)
—N
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diameters

channels

symmetry
axis

Fig. 2 Schematic representation of a symmetrical set of diameters (a), whose differential pressures
are combined to form a quantity that depends on the wind direction according to a cosine law (b)

where a; are proper weights. In [16], it has been shown for the first time that, with
only three diameters, placed at angles —40°, 0° and +40° and with a set of uniform
weights, the global pressure follows a cosine behavior surprisingly well across a large
wind velocity range. As a result, two identical orthogonal arrangements of diameters
will give two differential pressures, APy and APy, with the following dependence
on the wind direction (6) and velocity (u):

APy = H(u)cos(9)

. )
APy = H(u)sin(0)

where H (1) is a monotonic function of the wind velocity. In [16] it was also shown that
the calculation in (1) could be performed in the fluidic domain (i.e. using only a fluidic
structure), avoiding the need to acquire a relatively large number of pressures. The
approach is shown in Fig. 2b: two cavities C; and C; are created inside the cylinder;
micro-channels connect the cavities to the outside air, just at the points where the
diameters meet the outer surface. By modulating the channel lengths, it is possible
to change the weights a; in (1). The first complete 2D anemometer based on this
principle was presented in [17], where an improved 5-diameter configurations, was
combined with a 2-channel MEMS flow sensor, used as an ultra-sensitive differential
pressure sensor.

A theoretical explanation of the principle was recently developed [19], introducing
a systematic approach to find the optimal combinations of weights (a;) and angles
(1.

The anemometer described in this work uses a seven diameter configuration, with
equal spacing between diameters (22.5°) and weights proportional to cos(¢;) (non-
uniform weights). The final configuration of the device is shown in the exploded view
and photograph of Fig. 3. Conversion between the airflow and differential pressure
APy and APy is operated by a2 cm cylindrical fluidic probe, formed by stacking two
orthogonal sections (X and Y) where the cavity/channel structure described earlier
has been carved by means of a computer controlled milling machine. The material of
the probe is PolyMethylMethAcrylate (PMMA). The cross sections of the channels
that connect cavities C; and C, to the outside air are 1 x 1 mm? for the X section
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Fig. 3 Simplified exploded view (left) and photograph (right) of the proposed anemometer

and 0.5 x 0.5 mm? for the Y section. This difference was introduced to check the
role of channel size on the sensor accuracy and sensitivity [19]. The two differential
pressures are read by means of an ultra-sensitive 2-channel MEMS sensor.

This kind of MEMS sensor detects the differential pressure by measuring the
flow induced into a micro-channel of known hydraulic conductance [20]. Several
differential thermal flow sensors are integrated into a single MEMS SoC. In order
to expose the flow sensors to independent flows, the packaging approach shown in
Fig. 4 (left) has been used [21, 22]. Briefly, a PMMA air conveyor with a front face
provided of trenches and sized to fit within the chip pad frame is applied to the chip
surface after being coated with a sealant (silicone glue). In this way, the trenches
form flow channels, each one including a single sensing structure. Channels carved
into the PMMA conveyor allow connection to both ends of the trenches from the
opposite surface, purposely enlarged.

The SoC was designed and fabricated with the STMicroelectronics BCD6 s pro-
cess, completed with post-processing procedures [23] (selective anisotropic etching).
The architecture of the SoC is shown in Fig. 4 (right). The chip includes three flow
sensing structure S;.3, (only S, and S; are used in this work). A 4-way analog mul-
tiplexer (mux) selects one of the structures and connects it to an analog front-end,
formed by alow noise, low offset chopper amplifier (gain = 200) and a programmable
heater-driver. The analog signal is read by a purposely built printed circuit board
(PCB) equipped with an MSP430-12041 microcontroller (Texas Instruments) and by
a serial-to-USB converter for connection to a personal computer. The total power
consumption of the SoC is around only 6 mW.
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Fig. 4 Schematic description of the 2-channel differential pressure sensor

3 Experimental Results

The anemometer, mounted on a rotating goniometer, has been placed inside a wind
tunnel, formed by a 1 m long pipe of 12 cm diameter, equipped with a controllable
fan. Figure 5 (left) shows pressures APy and APy as a function of the angle as
measured by the MEMS sensor. A good agreement with the cosine and sine fits can
be observed. The main result, confirmed by the data at different velocities, is that the
smaller cross-section of the channels in the Y section produces a sensitivity reduction
with no benefit in terms of accuracy (see the standard deviations). This seems to rule
out the hypothesis introduced in [19] to explain the larger-than-theoretical errors
measured in actual devices in terms of channel non-idealities, such as finite cross-
section and reduced aspect ratio.

Figure 5 (right) shows the angle measured by the proposed anemometer as a func-
tion of the actual wind direction. Angle determination has been performed inverting
(2) after equalization of the APy pressure to compensate for the reduced sensitivity.
The maximum angular error is £10°, which is considerably higher than the theoret-
ical value predicted in [19] for the configuration used in this paper (1°). Further
work is required to investigate the cause of the residual inaccuracy. However, the
accuracy of the proposed device meets the specifications for a large number of appli-
cations such as WSN for environmental monitoring and autonomous robots for gas
source finding.
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Fig. 5 Measured differential pressures produced by sections X and Y as a function of the wind
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Electronics System for Velocity Profile )
Emulation crece

Dario Russo, Valentino Meacci and Stefano Ricci

Abstract The possibility of detecting the velocity profile in a fluid flowing in an
industrial pipe is of high importance for several applications, like the accurate mea-
surement of the volume flow or the rheological characterization of the fluid. Recently,
industrial embedded systems have been presented that detect the velocity profile in
pipes through Pulsed Ultrasound Velocimetry (PUV) method, based on Doppler
ultrasound. The development, test and characterization of these systems are cur-
rently based on flow-rigs, which consist of hydraulic systems where a known fluid
flows in a pipe circuit pushed by a pump. Unfortunately, flow-rigs are cumbersome
and produce velocity profile whose features are not perfectly known. In this work, an
electronic system that mimics the echo signal produced by a flow-rig is presented.
Characteristic of the emulated profile, like signal-to-noise ratio, shape, velocity, etc.,
are fully programmable and perfectly known, thus a complete and reliable evaluation
of the performance of the PUV system under test is now possible.

1 Introduction

Ultrasound is widely employed in industries for monitoring the fluids and suspensions
involved in the production process [1]. Recently, ultrasound systems are available
that, by measuring the velocity profile that a flow develops when moving in a pipe, can
characterize the fluids in-line and in real-time without the intervention of operators
[2]. These systems are typically based on the Pulsed Ultrasound Velocimetry (PUV)
technique [3, 4], where the velocity profile is detected through Doppler ultrasound
with a modality similar to that employed in medical echo-Doppler [5].
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A Doppler PUV system needs to be submitted to several tests during development,
production and maintenance. Unfortunately, a comprehensive test is possible only
by connecting the system to a cumbersome flow-rig, i.e. a hydraulic system where a
known fluid flows inside a pipe-circuit moved by a pump. However, the flow velocity
profile, to be used as a ground-truth in the test, is only partially known, limiting the
accuracy of the test.

In this work a simple and flexible electronics system is presented for the first
time, which emulates the Radio Frequency (RF) echo signal generated by a flow-
rig. Not only the cumbersome flow-rig can be avoided, but, since the echo sig-
nals are synthetized with known and programmable features, the performance of
the PUV Doppler system under test can be effectively evaluated. The features
of the presented profile emulator are shown in experiments by connecting it to a
PUV system previously developed by our research group for rheological fluid char-
acterization [6, 7].

2 The Profile Emulator

2.1 Ultrasound Signal Features and PUV Basic Operations

Inatypical PUV application the fluid flowing in a pipe is investigated by an ultrasound
beam angled by 6 with respect to the fluid velocity (see Fig. 1).

The transducer emits periodic ultrasound bursts of energy at Pulse Repetition
Interval (PRI), typically constituted by 3—-10 sinusoidal cycles at frequency that
ranges from hundreds of kHz to tens of MHz. The fluid particles, moving at velocity
v, produce echoes whose frequency is shifted by the Doppler effect:

v
fo= 2f:; cos(0) (1)
where c is the sound velocity. Figure 2 reports an example of RF signal received in

a PRI from a fluid moving in a 8 mm pipe and investigated with 7 MHz burst. The 2
strong echoes visible at 6 and 17 s are the reflections of the static pipe walls, while

Fig. 1 A fluid flowing in a us
pipe is investigated with an
angle ultrasound beam transducer P,
e
# ﬂ 0
7
/@
v

v
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Fig. 2 Example of RF signal from a fluid in a 8 mm pipe investigated at 7 MHz

Table 1 Features of the Parameter Value

proposed system
Output voltage Up to 400 mVpp
frequency range 0.1 + 10 MHz
PRI range 0.1 = 10 ms
Sampling freq. 50 Msps
Resolution 14 bit
SDRAM size 64 MB
Flash size 128 MB
Emulated pipe diameter Upto 15cm

the weak signal in the middle is the fluid echo affected by the Doppler shift. The
Doppler shift, and thus the velocity, is detected by performing a spectral analysis that
correlates the signal sampled at the same depth, i.e. the same time offset starting from
the PRI beginning. The power spectra, aligned along the rows of the power spectral
matrix, produce an intuitive representation of the flow profile. An example is reported
in the following experimental result, in Fig. 4, left. The image segmentation produces
the velocity profile (see, e.g. Fig. 4, right).

2.2 The Electronics System

The proposed system basically consists in a signal synthesizer that produces, for
every PRI, the complex ultrasound echo signal generated by the fluid scatterers, like
that of Fig. 2. Its output signal, processed by the PUV system under test, should
results in the desired spectral matrix and velocity profile, like those shown in Fig. 4.
The main characteristics of the system are listed in Table 1.

The system, whose architecture is reported in Fig. 3, is based on the EP3C25F256
Field Programmable Gate Array (FPGA) from the Cyclone family of Altera-Intel
(San Jose, CA, USA). It connects to a 64 MB MT48H32M16 SDRAM (Micron
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Fig. 3 Architecture of the proposed system

Technology, Boise, USA), a Flash memory (Altera-Intel) where the signal samples
are stored, and an AD9707 (Analog Devices, Norwood, MA, USA) 14-bit Digital-
to-Analog (DA) converter. An analog section follows the DA converter that amplifies
the signal up to 400 mVpp, over a 0.1-10 MHz bandwidth. The internal operation
sequence is managed by a NIOS II® soft processor, included in the FPGA. After
switch on, the soft processor moves the signal samples from the slow serial flash
memory to the SDRAM to allow a fast reproduction during the signal generation.
Then, for each PRI, the samples of the PRI to be produced, transit through a FIFO
memory (see Fig. 3). The PUV system generates the PRI sync signal, used to start
the PRI generation synchronously with the PUV system. This is a key point, since
every possible jitter among subsequent PRIs is read by the PUV system as signal
phase rotation, which generates Doppler artifacts. For this reason, the system allows
the possibility the resynchronize its internal clock to the external reference CLK sync
to reduce any possible jitter.

The 128 MB flash memory allows to store hundreds of PRIs, depending on the
pipe diameter that has to be emulated. A pipe with diameter of d [m] needs N samples
to be emulated, according to the following:

2-d

N=———-50MHz 2)
1500 m/s

where 1500 m/s is the sound velocity in water, and 50 MHz is the sampling frequency.
For instance, the signal from a pipe with 2 cm of diameter lasts about 28 s and needs
a 1400 sample @50 MHz to be emulated. In this case, the 128 MB flash memory holds
more than 45 k PRIs.

The signal that the profile emulator produces is generated off-line through
the specialized US simulation software Field II [8, 9], freely available at http://
field-ii.dk, and stored in the flash. Field II works as an extension of Matlab (The
Mathworks, Natick, MA), and is widely used in the biomedical ultrasound research.
Given the geometrical and electrical features of the transducer, the samples of the
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transmission signal, the static configuration of scatterers present in the field of view
of the transducer, the desired SNR, etc., Field II generates an accurate simulation of
the RF signal received from the mimicked configuration. A Doppler simulation of
a flow is obtained by updating the scatters configuration between successive PRIs
according to a predefined flow velocity field. The fluid velocity distribution can be
preset (e.g. parabolic) or the behavior of complex non-Newtonian fluids or pipe
geometries can be calculated by other external specific CADs. An example of this
technique is reported in [10] as applied in a biomedical application.

3 Experiments and Results

Some of the features of the profile emulator are shown in the following experiment.
The experimental parameters are summarized in Table 2. The signal generator is
connected to the PUV system described in [7]. A “smashed” profile, typical of most
non-Newtonian industrial fluids, is generated with +10 dB and —20 dB SNR. The
mimicked fluid flows in a 16 mm diameter pipe at 0.5 m/s peak velocity, and is
investigated through a 7 mm diameter circular transducer excited at 5 MHz. The
Doppler frequency corresponding through (1) to the peak velocity is 1689 Hz, or 0.34
when normalized with respect to 1/PRI. For each profile, 1024 PRIs are stored in
the system memory and the PUV system is programmed to produce a power spectral
matrix every 64 PRIs. Thus 8 frames per profile are produced and averaged. The
result is compared to the profile used for the sample generation, and their agreement
is quantified by evaluating the root square mean error (RMSE) between the curves.

The measured spectral matrices are reported on the left column of Fig. 4 with
a 60 dB dynamics, while right column shows the measured velocity profiles (blue
continuous curves) compared with the reference profiles (red, dashed curves). When
the signal is generated with a +10 dB SNR, the spectral profile is clearly detectable
and the noise is lower than —60 dB. The corresponding profile (Fig. 4 top, right)
corresponds well to the reference (RMSE = 4.6%). Its peak velocity corresponds to

Table 2 Parameters used in experiments

General Transducer and Pipe and profile
transmission

PRI per 1024 Diameter 7 mm Diameter 16 mm

exp.

PRI 0.2 ms Bandwidth |3 =7 MHz | Velocity Peak 0.5 m/s

Sample/PRI | 2048 Burst Sinusoidal | Doppler angle 60°
Frequency |5 MHz Profile shapes Smashed
Cycles 5 SNR +10, —20 dB
Apodization | Hanning Peak Doppler 1689 Hz;

shift 0.34/PRI
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Fig. 4 Spectral matrices (left) and velocity profiles (right) for a +10 dB (top) and —20 dB (bottom)
SNR. Frequency is normalized to 1/PRI. Reference profiles are reported in red-dashed curves.
Horizontal black-dashed line reports the reference peak velocity (0.5 m/s)

the expected 0.5 m/s. When the noise is raised for a SNR = —20 dB (Fig. 4 bottom),
the spectral matrix is quite confused by noise. Nevertheless, the velocity profile can
be still detected (Fig. 4 bottom, right), although with relative high errors (RMSE =
17.6%).

4 Conclusion

In this paper a simple electronics system has been presented that produces a RF
signal similar to that generated at the output of an ultrasound transducer connected
to a cumbersome flow-rig. Moreover, the signal generated emulates a velocity profile
with perfectly known features. It represents a great advantage in terms of time and
cost saving both in the development of new US Doppler systems, or in the automation
of quality checks in PUV system production [11].
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An Ultra-Low Cost Triboelectric )
Flowmeter i

Alessandro Bertacchini and Paolo Pavan

Abstract In this paper, we present an ultra-low cost flowmeter suitable for both
gases and fluids. Differently from other flowmeters presented in the literature, the
prototype is based on the triboelectric effect. The realized device is extremely low
cost because it uses commercial silicone as triboelectric material. The comparison
between experimental measurements and output data of a commercial flowmeter,
used as reference, demonstrates the effectiveness of the proposed solution in both
constant and variable flow conditions. Moreover, thanks to its reconfigurable archi-
tecture, the realized device can be used for both redundant measurements and tribo-
electric energy harvesting purposes.

1 Introduction

In the last few years, thanks to the advances in emerging and enabling technologies
like wireless connectivity and energy harvesting system, the smart metering received
a growing interest resulting in a boost of research activities in both industry and aca-
demic domains. In this scenario, new flowmeters for civil and industrial applications
gained renewed attention as demonstrated by the number of papers presented in the
literature. Most of the presented solutions refer to enhanced versions of devices based
on well-known transduction principles.

For example, electromagnetic flowmeters (e.g. [1]), are obstruction-free systems
and have their main advantage in the not interruption of the flow in the pipe, but they
do not work with non-conductive fluids. Coriolis mass flowmeters do not suffer from
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this limitation and keep the non-invasive feature, but are based on the mechanical
oscillation of the pipe and it is essential to have a closed-loop control system to
keep stable the oscillation and consequently obtain higher precision and stability of
the measurement, (e.g. [2]). Vortex flowmeters, instead, are suitable for measuring
all types of fluids or gases, but are not obstruction-free. In real applications, the
measurement is affected by impacts and vibrations occurring during the normal
operation, and therefore require complex signal processing algorithms to eliminate
these effects on the measurement, (e.g. [3]).

Optical and ultrasonic flowmeters have the advantage of non-contact measurement
with the fluid or gas flowing through the pipe, therefore are very useful for applica-
tions with extreme temperatures or highly polluted fluids, and gases. They can use
several mechanisms like Doppler effect, laser beams (e.g. [4]), or sound pattern (e.g.
[5, 6]) and are based on the cross-correlation of known signals disturbed by the fluid
flowing through the pipe. Their main disadvantages are the strong dependence on
the acoustic properties of the fluid that can be influenced by environmental factors
(e.g. temperature), the material properties of the fluid (e.g. low density, especially in
case of gases), the impurities in the fluid itself and the very small amplitude of the
signals that have to be processed.

1.1 Main Contributions of This Work

The solution we propose is based on the speed detection of a rotating impeller that
in turn is proportional to the flow rate, like in classic electromagnetic turbine-based
flowmeters, but presents the following distinctive features:

1. It uses triboelectricity as transduction mechanism exploiting the triboelectric
properties of ultra-low cost commercial acrylic silicone.

2. Differently from the most used materials for triboelectric devices (e.g. PDMS,
PET, FEP, EVA, PVDF), commercial silicone can be easily deposited without
need of complex processes/machineries and has natural roughness (that has been
demonstrated to be beneficial in triboelectric devices to increase surface charge
density and voltage generation) without need for additional manufacturing pro-
cesses (e.g. bumps nano patterning).

3. Differently from other solutions presented in literature and based on the same
working principle (e.g. [7]), the proposed device has a reconfigurable architec-
ture enabling different capabilities like redundant measurement, flow direction
detection, and energy harvesting accordingly with the chosen output terminal
configuration.

4. Tt can operate properly with both gases and liquids allowing overcoming the hard
compatibility of triboelectricity with liquids, because the sensing element is not
in contact with the material flowing into the main body of the realized device.
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2 System Description

The exploded sketch of the TriboElectric Flowmeter (TEF) we realized is shown in
Fig. 1. All the mechanical parts have been realized in ABS (Acrylonitrile Butadi-
ene Styrene) using a commercial 3D printer. The system is comprised of two main
parts. The first one (i.e. Main Body) resembles the classic structure of impeller-
based flowmeters, while the second one (i.e. Crankcase) includes the triboelectric
transducer.

When a gas/fluid flows through the main body induces the rotation of the impeller
into the main body, which in turn activates the rotation of the triboelectric impeller
into the crankcase thanks to the rigid connection realized by the shaft.

The crankcase is a dry chamber isolated from the main body by means of gaskets.
Consequently, the measurement is independent of the gas/fluid flowing into the main
body and it is related only to the rotation speed of the triboelectric impeller and to
the internal diameter of the incoming and outcoming pipes of the main body.

A 0.2 mm thick layer of commercial acetylic silicone has been deposited onto
the surface of the four triboelectric impeller’s blades facing to the closure cap. The
crankcase closure cap, instead, is realized using a double-sided 1.6 mm thick FR4
board with 35 pwm of copper on each side. The surface of the closure cap faced
to the impeller has been divided into eight sectors by mechanical milling, and an
electric contact for each sector has been realized. Each sector has the same physical
dimensions (and same area) of one of the four blades of the triboelectric impeller.

Two adjacent sectors (namely S— and S+) forms a pair of positive and negative
contacts from which is possible to measure the output voltage generated by the rota-
tion of the triboelectric impeller. Consequently, the whole cap has been divided into
four sensing elements S; (i = 1...4). By combining opportunely the electric con-
tacts, it is possible to obtain different configurations of the device. For example, with
four independent sensing elements, it is possible to obtain a redundant measurement.
Otherwise, it is possible to use just one sensing element for flow metering while the

Double side FR4

Closure Cap
Triboelectric

Impeller

Crankcase

Flow In

Main Body with Bearing

Closure Cap with Bearing

Fig. 1 Exploded 3D sketch of the proposed TEF prototype (left) and a picture of the fully assembled
prototype (right)
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Fig. 2 (Left) Four-steps sequence of the operating principle of the proposed TEF a approach;
b cross; ¢ overlap; d overtake. The material stacks used for the triboelectric impeller blade and
the closure cap (with the copper electric contacts) are sketched on the upper side. (Right) Output
voltage generated by the TEF in conditions of low air flow to highlight the corresponding steps of
the sequence shown to the left

remaining ones can be used for energy harvesting purposes. In this work, we focused
only on the validation of the measuring capabilities of the proposed flowmeter.

3 Operating Principle

The silicone surface of the impeller and the copper surface of the closure cap have
been put in contact and separated during the assembly of the whole device. This step
is needed to activate the triboelectrification process (i.e. transfer of electrons from
the copper surface of the closure cap to the silicone).

Once fully assembled, the realized transducer resembles the structure of a sin-
gle dielectric triboelectric device operating in freestanding non-contact mode, as
schematically depicted by the 4-step sequence shown in Fig. 2. For sake of simplic-
ity, the following description refers just to a pair of adjacent sectors (i.e. only one S+
and one S—) and one blade of the triboelectric impeller.

The basic assumption is that the initial amount of triboelectric charge, O, obtained
by putting in contact the triboelectric blade and the closure cap during the assembly
of the device remains constant during the rotation of the impeller because the device
operates in non-contact mode [7]. In this way, by changing the capacitive coupling
between S— and S+, represented by the parameter C, it is possible to obtain a voltage
generation, V, across the S— and S+ terminals because of Q = C - V. The variation
of C can be easily obtained by exploiting the rotation of the triboelectric impeller
that causes a variation in the overlapping between the impeller itself and S+ and S—.

An example of the measured output voltage generated by the TEF confirming this
behavior is shown on the right of Fig. 2. While the impeller blade is far from the gap
between S— and S+ (see Fig. 2a left), or it overlaps the gap (see Fig. 2c left), there
is no change in C and consequently no AV is generated between S— and S+. Vice
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versa, when the blade crosses and overtakes the gap between S— and S+ (Fig. 2b
left and Fig. 2d left, respectively) a AC occurs, and consequently a negative voltage
pulse, and a positive one are generated, respectively. The frequency of the pulse train
generated by the cyclic sequence of the four phases described above is related to
the rotation speed of the triboelectric impeller, and consequently to the speed of the
gas/fluid flowing through the main body of the TEF.

The silicone layer of the triboelectric impeller can not store the initial charge
generated by the triboelectrification process indefinitely. It has a decay time that
depends strongly on the environmental conditions (e.g. humidity) and on the prop-
erties of the material used, [7]. Several countermeasures can be taken in further
TEF implementations to overcome this issue. For example, using a professional 3D
printer for mechanic parts allows reducing significantly the air gap between closure
cap and triboelectric impeller, which is beneficial for both generation and store of tri-
boelectric charge. Moreover, in substitution of the used screws, a properly designed
accordion can be used to fix the closure cap with the crankcase. Under the reasonable
assumption that vibrations (even small) occurring during the normal operation of the
TEF, the accordion allows random oscillations of the closure cap. This results in
random contacts between the cap and the triboelectric impeller with the consequent
regeneration of the triboelectric charge.

4 Experimental Results

The realized prototype has been characterized by using the setup shown in Fig. 3.
The air exits from the blow gun of the portable air compressor and is canalized
into the realized TEF by a flexible rubber pipe. The air exiting from the TEF flows
into a second flexible rubber pipe and enters into the commercial Hall Effect-based
flowmeter used as reference transducer. In this way, the two flowmeters are connected
in series and are subjected to the same air flow. Both the output voltages generated
by the TEF and the output signal of the Reference Flowmeter (RF) are acquired with
an Agilent DS0O9254A oscilloscope. The RF produces four output voltage pulses per
round and is powered by an Agilent E3631A power supply.

It is important to note that the main body of the TEEF, has been designed reproduc-
ing the same mechanical dimensions of the commercial flowmeter (i.e. same internal
diameter of the pipes, same dimensions and same number of blades of the impeller).
In a first approximation, this allowed having the same head loss in both RF and TEF.
The triboelectric impeller has been designed with four blades in order to have four
output voltage pulses per round generated by each sector (the same ones of the RF)
allowing the direct comparison between TEF and RF.

Figure 4 shows an example of comparison between the two synchronized output
signals provided by the RF and by the sector S; of the proposed TEF when operating
with a constant (on the left) and a variable (on the right) air flow.

As it is possible to note, there is a very good agreement between the voltage peak
(negative or positive) generated by the TEF and the rising and falling edges of the
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Fig. 3 Experimental setup (/eft) and zoom of realized TEF and reference flowmeter connected in
series (right)
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Fig. 4 Comparison between the output signal of the reference flowmeter and the output voltage
generated by the TEF measured across the S— and S+ terminals of the sector S in case of constant
(left) and variable air flow (right)

RF output signal. The slight differences in the peak amplitude of the TEF output sig-
nal are related to the non-uniform thickness of the silicone layer due to the manual
deposition process and the slightly eccentric rotation of the triboelectric impeller due
to the mechanical tolerance of some 3D-printed parts. Both these aspects produce
a variation in the gap between the triboelectric impeller and the closure cap during
the normal operation of the TEF resulting in a variation of equivalent capacitance
(and consequently of voltage), as occurring in any triboelectric/electrostatic device.
It is worth noting that these non-idealities do not affect the flow rate measurement
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because, like in classic impeller-based flowmeters, it is based on the frequency of the
pulses and not on their amplitude. Moreover, by combining the outputs of two adja-
cent sectors (e.g. S; and S,), the TEF allows obtaining easily flow direction (from the
time sequence of pulses generated by the two sectors) and a redundant measurement
(by comparing the time interval between two consecutive peaks occurring for each
sector).

5 Conclusions

In this paper, we presented an ultra-low cost commercial silicone-based triboelec-
tric flowmeter. Experimental results demonstrate the effectiveness of the proposed
solution showing a very good agreement between the output data of the realized
prototype and the ones provided by a commercial reference flowmeter. Thanks to
its reconfigurable architecture, it is possible to enable additional features like flow
direction detection, redundant measurements or even energy harvesting capabilities.
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Electro-Thermal Characterization )
and Modeling of a 4-Wire Microheater oo
for Lab-on-Chip Systems

Andrea Scorzoni, Pisana Placidi, Paolo Valigi and Nicola Lovecchio

Abstract The paper proposes a part of an extended research devoted to the appli-
cation of Lab-on-Chip systems for the detection of viral infections. The focus is on
accurate lumped element modeling, simulation and experimental characterization of
the thermal behavior of an integrated glass micro-heater, useful for the design and
simulation of dedicated electronic controlling systems. A lumped three-compartment
model for the analysis of the thermal behavior of a heater has been proposed and
discussed. The mathematical model was extensively simulated, and the associated
parameters have been chosen in order to minimize the L2 norm of the error with
respect to experimental data collected though an experiment campaign.

1 Introduction

Lab-on-Chip (LoC) electronic systems are smart laboratories integrating a set of
simultaneous analyses to obtain high sensitivity, diagnostic speed, cost efficiency,
parallelization, safety, etc. They are capable of precise detection of dozens chemical
and biological, possibly hazardous, substances determining a large amount of chem-
icals (nitrates, chlorides, heavy metals, etc.) and microorganisms (bacteria, fungi,
yeast, cells, etc.), as well as conducting a variety of tests based on DNA analysis
[1-3].

In these systems, heaters are among the most frequently used devices to control
temperature for analytical purposes. Glass is the material of choice for conventional
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analytical applications, and therefore glass substrates are of particular interest for lab-
on-chip devices. A recent literature search on thin-film heaters on glass reported in [4]
summarizes applications in the field of LoCs. Moreover, integrated microheaters are
also widely used for other sensor system applications as in the case of micromachined
vacuum sensors, flow sensors, humidity sensors, etc. [5].

In [6] 1st and 2nd order lumped element models for a heater on glass with a
single power injection were presented, based on serial/parallel connections of thermal
resistors and capacitors. It was shown that Spice simulation results improve when
the 2nd order model is adopted. However, the distributed power generation of the
heater was not correctly taken into account. Moreover, 4-wire geometries could be
adopted for heaters to accurately monitor the resistance in the inner region featuring
a uniform temperature.

Section 2 of this work describes the heater structure and the conventions we
will use to localize the different spots of the heater. In Sect. 3 we show the exper-
imental thermal transient characterizations. The lumped-element thermal model is
accurately described in Sect. 4, while Sect. 5 shows and discusses the simulation
results. Section 6 concludes the paper.

2 Heater Structure

The heater geometry was formerly designed and optimized exploiting multiphysics
finite element simulation to get a spatially uniform temperature distribution over the
whole active area of the device, following the procedure reported in [7]. Recently,
a similar approach on a silicon based metal oxide gas sensors has been considered
in [8] in order to optimize the layout geometry in terms of power consumption and
temperature distribution. The structure (Fig. 1a) is a serpentine shaped 4-wire resistor,
made of a Cr/Al/Cr sandwich, with varying width and spacing of the meanders,
resembling a “chirp” signal. Electrical current / is introduced between taps #1 and
#4; good temperature uniformity is guaranteed in the “body” (or “active area”) region
between the central taps #2 and #3, provided about half of the total power is dissipated
in the surrounding “wing” regions between taps #1 and tap #2 and, symmetrically,
taps #3 and #4. The “wings” do not contribute to the 4-wire electrical signal but they
are essential from the thermal point of view and an accurate electro-thermal model
of the structure should not neglect their presence and behavior.

The good temperature uniformity in the body allows us to correlate the regime
4-wire heater resistance Rj_4,, with the active area temperature 7 with the simple
relationship

Ry—4w = Rjp—400(1+TCRy - T) (D
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Fig. 1 a Optimized 4-wire microheater geometry: in figure the measurement spots were reported
and highlighted as Spl, Sp2, Sp3, Sp4 and Sp5. b FLIR thermometric image of the microheater
during the transient experiment at 48.7 °C

where TCRy and Rj_4,0 are the Temperature Coefficient of Resistance and the
4-wire heater resistance referred to 0 °C, respectively. Figure la also shows the
dimensions and the geometry of the structure.

In the next sections we will describe temperature measurements collected with
a FLIR A325 system IR thermal imaging camera in different spots of the structure.
The body of the heater includes spots sp2, sp3 and sp4 of Fig. 1, while spots spl
and sp5 belong to the wings of the heater (outside the voltage taps.) We chose spot
locations in the glass regions between meanders since the emissivity of the glass is
well characterized (typically 0.95), while the metal emissivity is much lower and
often affected by an unpredictable error.

3 Transient Thermal Characterization

A microheater was electrically characterized both (i) during constant 4-wire resis-
tance heating and (ii) during free temperature evolution after removing power. Con-
stant resistance bias was implemented due to the previously cited direct link between
active area temperature and 4-wire resistance. This can be obtained by measuring the
electrical current of the heater (between taps #1 and #4) and controlling the voltage
drop (between taps #2 and #3) in order to maintain a constant resistance. A current
saturation of about 360 mA, based on previous experience, was imposed during the
initial transient in order to limit the power density on the glass to a safe value of
about 8 W/cm? for a few seconds.

Infrared maps as a function of time were collected with a FLIR A325 system
during repeated measuring sessions. The FLIR system accuracy is +2 °C for tem-
peratures below 100 °C. Figure 1b shows a thermometric image at 48.7 °C where a
darker shadow corresponds to a region where the SU-8 passivation still adheres to the
substrate while in the other area it delaminated away, leaving that region uncoated.
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Thermometric measurements were performed in the uncoated glass region, where
the well accepted emissivity value of 0.95 was in-house previously checked against
thermocouple measurements. The resistor was heated at constant electrical resis-
tance till the target resistance and temperature were achieved, then the power was
removed and the observation was prolonged till the heater reached the ambient tem-
perature again. Ambient temperature was about 30 °C. The temperature of the 5
spots (Fig. 1a) was characterized as a function of time for two different 4-wire resis-
tance set points: 21 and 23.1 Q2. We chose spot locations in the glass regions located
between meanders since the emissivity of the glass is well characterized, while the
metal emissivity is often affected by an unpredictable error. Two couples of the 5
spots are symmetrical with respect to the central axis of the chirp heater. Figure 2
shows the experimental data for a target temperature of 48.7 °C. The initial transient
highlights a noticeable but expected temperature overshoot of the glass in spots #1
and #5, since the design power density in that region is bigger than in the other spots,
where a smoother increase is observed. Temperature measurements are taken in the
glass only, but during the initial transient the metal is certainly hotter than the glass
and a significantly greater temperature overshoot is expected in the metal regions of
the heater which cannot reliably be measured by the IR camera.

The different spots show a more uniform behavior after power is cut off. Sym-
metrical spots, e.g. sp#2 and sp#4, do not show identical results, due to uneven cut of
the glass, not symmetrical passivation delamination, not symmetrical metal overetch
during fabrication, not perfectly constant glass thickness. IR camera measurements
in regime condition were also exploited for extracting the TCR, of the considered
device. The measured regime temperature at a setpoint resistance Rj_4,, = 21 Q
was 48.7 and 82 °C at a 23.1 Q2 setpoint. Through a two-parameter fitting, Rj,_4yu0 =
17.9 Q and TCRy = 0.00356 °C~! were calculated for the body of the heater. In the
following simulations it was assumed the wings share the same TCR.
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4 Lumped-Element Electro-Thermal Model

In order to define an accurate lumped element model of the integrated micro-heater,
we improved and refined the model reported in [5]. A new lumped 3-state-variable,
three-compartment linear thermal model was defined (Fig. 3). The model includes
two thermal CR’s associated to the two different thermal constants of the body of the
heater: inner (i) components Ry,.; and Cy,  refer to the glass of the sp3 spot and outer
(o) components Ry, and Cy,., refer to the sp2-sp4 spots, while Ry, i, is the thermal
resistance between inner and outer spots of the body. Then, another thermal CR (C,.,
Rin.w) was defined for the wings of the heater and connected to the outer temperature
of the body through a Ry, ow thermal resistor. The thermal resistance between each
metal meander of the heater and the surrounding glass was taken into account through
thermal resistors R wmw» Rih-omo and Ry imi> Where the relevant power is injected. The
lumped model represents the microheater folded around its middle axis, therefore
the model assumes the thermal behavior is perfectly symmetrical around this axis.
Since the “outer” and “wing” thermal components represent the thermal behavior
of couples of meanders, the pertinent injected power is twice the power of a single
meander, i.e. twice the squared heater current multiplied by the relevant electrical
resistance, as shown in Fig. 3. Figure 2 clearly shows the real thermal behavior is
not perfectly symmetrical, especially in the wings of the micro heater. The model
could be further complicated by introducing two different outer components and
two different wings. However, we preferred to preserve a relative simplicity of the
thermal model at the expense of slightly worse parameter identification results. The
values of the R;;_4,0 (resistance of the inner part of the body at 0 °C), R,n—4u0
(resistance of the two meanders of the outer part of the body at 0 °C) and R —4y0
(resistance of the two wing meanders at O °C) conform to Eq. (1) and have been
calibrated taking into account the real geometries, in terms of geometrical squares,
of the inner and outer meanders (Fig. 1): the inner part is about 34% of the body of
the heater, while each wing comb is 1.23 times more resistive than each outer comb.
The adopted values are R,,.4,0 = 7.25 2, Rop-4wo = 5.91 2, Rip40 = 6.09 Q.
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5 Simulation Results and Discussion

The three-compartment lumped model of the heater has been derived in the form of a
state space model, and several simulation experiments have been carried out. The time
behavior of the three sections, “wing, “outer” and “inner” has been compared with
the measured ones, and a simple heuristic identification procedure for the parameters
of the thermal model has been implemented, aimed at minimizing the L2 norm of
the error between measured and simulated curves at the three chosen sections. Since
the three-compartment model is based on the symmetry of the microheater but the
actual temperature measurements of the “wing” and the “outer” sections are not
perfectly symmetrical, we chose to fit the average temperature data in these sections.
Since the model should represent the transient behavior of the microheater at typical
LoC temperatures [9], we tested its robustness by implementing the identification
procedure on the experimental data at 48.7 °C and exploiting the extracted thermal
parameters to simulate the system behavior at a temperature much greater than that,
i.e. 82 °C. Optimization regarded the 8 parameters R i, Rih-0; Rth-w»> Cth-i> Cth-0» Cth-w»
Rth—OWs Rth—io~

For the purpose of identification, the external circuitry used to power the heater in
constant resistance mode has also been modeled. Overall, it turns out the complete
system can be represented by a nonlinear model with five state variables, three of
which belong to the heater. The system has two equilibrium points, namely the origin
(every signal equal to zero) and the one associated with the target temperature. An
application of the reduced Lyapunov criterion allows us to prove that the origin is
unstable, while the latter one is asymptotically stable.

For the sake of accuracy, the thermal model has been extended with three addi-
tional CRs, to model the metal strips in the three sections, “wing”, “outer” and
“inner”. It turns out, based on simulation results, that the sensitivity of the heater
dynamical response to these additional parameters is zero, from a practical point of
view, and therefore they are neglected in the following.

The simulated time behavior of the proposed lumped-element thermal model is
reported in Fig. 4a and zoomed in Fig. 4b. The main characteristics of the measured
signals are reproduced. The worst case error, greater than the £2 °C accuracy of the
FLIR system, is only found in the “wing” regions (i.e., the temperature in spots #1 and
#5) during the first 10 s of the transient (Fig. 4b), indicating a worse approximation of
the actual distributed behavior of the simplified three-compartment model in that part
of the microheater. Anyway, the “wing” temperature, exhibits the overshoot captured
by the experiments, as well as the “outer” section, although such an overshoot has a
quite smaller amplitude, barely noticeable in the experimental data.

Simulation experiments also allow us to qualitatively envisage the behavior of the
metal temperature during transient, which, as expected, grows faster than on glass
(Fig. 4c) and zoomed in Fig. 4d. The identified parameters of the thermal model,
together with other constant parameters, are displayed in the caption of Fig. 4. The
experimental data used where those collected with a target temperature equal to
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Fig. 4 a Lumped model comparison with experimental data in glass spots @48.7 °C. b Zoom on
the previous figure during the first 20 s. ¢ Glass spots versus metal strips temperatures. d Zoom
on the previous figure during the first 20 s. Identified parameters: Ci.w = 89.1 mJ/K, Ciho =
83.6 mJ/K, Cip.i = 232.6 mJ/K, Rip-w = 142.5 K/IW, Rpo = 400.4 K/W, Rin-i = 1080 K/W, Rip-ow
= 13.14 K/W, Rih-io = 16.52 K/W. Other parameters: Rip-wmw = 1 K/'W, Rih-omo = 12 K/'W, Rip-imi
=10 K/'W

48.7 °C. It turns out that the optimized values for the thermal CR’s are 12.7 s, 33.5 s
and 251.2 s, for “wing”, “outer” and “inner” sections, respectively.

Ambient temperature is a function of the experiment (calculated from the regime
values after cooling).

To validate the estimated parameters, and the predictive quality of the whole
mathematical model as well, the data from the second experiment have been used
(Fig. 5a), with the same parameter set of the previous case. As it can be seen, the
agreement between simulations and the measured data is only qualitative in the first
25 s (Fig. 5b.) After that, the worst case discrepancy is found between T, peas and
T osim» Whose difference, however, is always lower than 2.5 °C, but slightly higher
than the £2 °C accuracy of the FLIR system.
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Fig. 5 a Lumped model comparison with experimental data @82 °C. b Zoom on the previous
figure during the first 20 s

6 Conclusion

A lumped three-compartment model for the analysis of the thermal behavior of a
heater has been proposed and discussed. The heater is intended for use on a Lab-on-
chip system.

The mathematical model has been extensively simulated, and the associated
parameters have been chosen in order to minimize the L2 norm of the error with
respect to experimental data collected though an experiment campaign. The model
turns out to be quite accurate, and the behavior obtained under operating conditions
different from the ones used for the identification process confirms the quality and
suitability of the model.
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Toward the Real Time Implementation )
of the 2-D Frequency-Domain Vector i
Doppler Method
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Abstract Ultrasonography is widely used for tissue imaging and blood flow assess-
ment thanks to its important advantages in terms of performance, cost and safety. High
frame rate 2-D vector blood flow imaging is an innovative method that delivers accu-
rate two-dimensional velocity maps but requires time consuming algorithms, which
has limited real-time applications so far. In this paper, a GPU based implementation
of the technique is proposed and its speed compared to previous implementations
addressed to rapidly process 2-D vector data. The results obtained by using optimized
code and massive parallel computation devices, confirm that the method is suitable
for real-time applications in the near future.

1 Introduction

Several ultrasound Doppler techniques have been recently proposed for the estima-
tion of both direction and intensity of blood flow vectors [1]. The high-frame-rate
2-D vector flow imaging method [2] produces bi-dimensional maps of 2-D velocity
vectors; it is based on the processing of data obtained by the illumination of the region
of interest (ROI) with plane waves transmitted at a given pulse repetition frequency
(PRF). As proposed for elastography [3], the phase shifts caused by blood move-
ment are evaluated in the frequency domain. The application of this method to 2-D
Doppler analysis has brought significant advantages in terms of computational time
compared to similar approaches [4]. However, the overall velocity requirements are
still too high to permit real-time operations through classic devices, such as DSPs.
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Fig. 1 Acquisition setup

The goal of this work is to evaluate whether implementing the method on a GPU may
involve execution times short enough to enable a real-time operation of the frequency
domain method. Compared to, e.g., FPGA implementations, the use of a GPU offer
advantages in terms of cost, easier software programming and continuous upgrade
of available commercial boards.

2 2-D Displacement Estimation in Frequency Domain

In this section, the 2-D displacement estimation algorithm is reviewed [2].

High frame-rate (HFR) radio-frequency (RF) images are obtained by parallel-
beamforming the backscattered echoes when plane waves are transmitted from the
elements of a linear array probe (see Fig. 1). Maps of velocity vectors are produced
by tracking the blood particles displacements by processing consecutive RF frames,
as sketched in Fig. 2.
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Fig. 2 Main steps of method
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A high-pass filter, called “clutter filter”, mitigates the tissue clutter on each frame
of RF data by subtracting the DC component in each point. Such component is
estimated through a moving average over 20 RF frames.

A single velocity map is the result of the contribution of two consecutive frames,
whose points are here indicated as s,,,, and 5,,,, (Where m and n are the coordinates of
each point). Each frame is divided in partially overlapped blocks of Mz x Np points
each. The interval between the two frames, acquired at times ¢ and 7, respectively,
is the pulse repetition interval: T = 7 — ¢. If blood particles (scatterers), during t,
have covered average displacements Az and Ax, in the axial and lateral directions
respectively, a block of §,,, frame can be assumed to be a shifted version of the
respective block of s,,, frame.

The scatterers displacement, Az and Ax, are estimated by calculating the phase
shifts between the 2-D spectra of corresponding blocks in two consecutive frames.
The spectral analysis of each block is performed using a 1-D discrete Fourier trans-
form (DFT) for the z direction, and a 2-D DFT for the x direction. To further reduce
the computation time, the 2-D DFT is split into a pair of 1-D DFTs, where the first
DFT is the one already calculated for the z direction [2].

The choice of the number of frequencies of DFTs is crucial for the algorithm
performance. Small values are preferable in terms of memory resources and time
consumption, while large values should be used to increase robustness and accuracy
by averaging results obtained at manifold frequencies. In this work, as suggested in
[2], we chose n s = 5 axial frequencies, uniformly distributed around the transmitted
signal frequency, fo = 6 MHZ, and 2n ; = 10 lateral frequencies, 5 on the negative
and 5 on the positive axis.

The mean velocity matrices are obtained dividing the displacement by the time
interval t:

Az Ax$
T gy = (1)

T T

where 8z and §x are the spatial distances between adjacent depths and lines, respec-
tively.

Partial block overlapping (i.e. 79% along the axial direction, and 95% along the
lateral direction) was considered to further average values and reduce the influence
of noise, though this results in larger number of blocks to be processed and longer
execution times.

Figure 3 shows two examples of screenshots captured during the analysis of
common carotid arteries of two volunteers.
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Fig. 3 Vector maps a, b in two different carotid arteries

3 Computational Performance

The computational performance of the frequency-domain method was demonstrated
significantly lower than the conventional 2-D cross-correlation approach [5]. In par-
ticular, the high frame rate 2-D displacement estimation in the frequency-domain was
demonstrated to be 50 times more computationally efficient than other techniques,
providing comparable flow speed estimations [2]. However, the implementation of
the method in a CPU is still not fast enough to be used in clinical applications which
require real-time execution.

In order to increase the processing speed, we propose here a parallelized pro-
cessing approach on GPU device. Preliminary tests were conducted exploiting the
Parallel Computing Toolbox supplied with Matlab (The MathWorks Inc., Natick,
MA, USA) to ease the implementation. The results were encouraging, as they pre-
sented a 5x speed-up factor for the GPU over the bare CPU implementation. This
is reasonable, though not fully satisfactory, since the GPU Matlab toolbox does not
allow the programmer to perfectly control every step of the workflow.

Consequently, we have implemented a first version of the same algorithm in C++
using the CUDA toolkit (Nvidia Corporation, Santa Clara, CA, USA). The code
cyclically transfers a set of fresh RF samples, comprising several frames, to the
GPU, and arranges them in a buffer whose size is adjustable. At the same time, data
processing is performed in parallel by thousands of cores of the device.

The code was designed to sequentially run at every cycle all the GPU kernel
functions, one for each step of the algorithm. The numbers of blocks and threads
per block were specifically set for each function to improve the computation perfor-
mance. Several code optimization techniques have been exploited, such as coalesced
memory accesses, tiling and asynchronous memory transfers, focusing on the strict
allocation and the arrangement of available resources in the GPU memory.
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4 Experiments and Results

The performance tests were executed on a PC supported by an Intel i5-2320 Processor
(Intel Corporation, Santa Clara, CA, USA) and a GPU board Nvidia GeForce GTX
TITAN Black, featuring 15 streaming multi-processors, with 192 cores each (for a
total of 2880 cores), and 6 GB of GDDRS memory with very fast internal bus (up to
336 GB/s bandwidth).

To simplify the test setup, stored experimental data have been used. The frame
dimensions and the most important computational parameters are shown in Table 1.
The axial (My) and lateral (Ny,) dimensions of the output velocity vector matrix can
be easily calculated as:

(Depths — Mp + 1) (Lines — Ng+ 1)
= w =
(Mg — OD) (Np — OL)

Mw @)

where OD and OL are the numbers of overlapped depths and lines of consecutive
blocks.

The tests involved the execution of the optimized CPU Matlab code, the GPU
Matlab code and the new GPU code version. In Fig. 4a, the performance of the three
tested methods, in terms of frame rate, are reported.

The sustainable input frame rate increases from about 320 frame/s, obtained with
the GPU Matlab algorithm, up to almost 4500 frame/s.

The dimension of the buffer, which is processed for each cycle, is crucial for the
real-time implementation. Thus, it has been varied between 2 and 2000 frames and
different performance has been compared.

The efficiency of the algorithm is maximized computing just 20-40 frames per
cycle. This also leads to a minimal output latency.

Table 1 Test parameters

Test parameters Value
No. of frequencies (n s) 5

Depth distance (8z) 0.01 mm
Line distance (3x) 0.15 mm
Depths 1842
Lines 64

Mg (Depths per block) 150

OD (Ovelapped depths of consecutive blocks) | 110 (79%)
Ng (Lines per block) 20

OL (Ovelapped lines of consecutive blocks) 19 (95%)
My 42

Ny 45
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Fig. 4 Sustainable input frame rates a for the settings summarized in Table 1 and the incidence of
the variation in the number of frequencies (b)

Lastly, the reduction of the number of frequencies in DFTs from ny = 5 to
ny = 3, as suggested in [2], maintains a good accuracy and further increases the
frame rate up to 5380 frame/s, Fig. 4b.

5 Conclusions

In this work, the implementation of the high frame rate 2-D vector blood flow imaging
method in C++ (CUDA) language has been proposed and its performance compared
to that of a previous MATLAB version. The new code was refined until the results
were not substantially coincident with the results of the MATLAB code.

The algorithm implementation in a GPU system has produced 4500 frame/s,
thus capable of supporting a PRF of 4.5 kHz. Further tests have been conducted
by reducing the number of DFT frequencies and the dependence of the frame rate
from the buffer size. Future improvements may be obtained by either a boosted
optimization of the code and a revision of the method. Considering that the devices
(CPU, GPU processors and motherboard) we used do not represent the top level,
the target of 7 kHz of PRF may be considered achievable. Note that having such a
high PRF is redundant for the needs of real-time display (for which frame rates of
50 Hz might be sufficient) but may be useful to enable further processing strategies
addressed to improve the image quality and robustness. Finally, since the PRF is
coincident with the Doppler signal sampling rate, high values are necessary for a
correct analysis of high flow velocities.
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In addition to minimizing processing time, it’s necessary to have an ultrasound
system like ULA-OP 256 [6], developed at the University of Florence for research
purposes, which implements high frame rate imaging methods and suitable high
bandwidth data transfer system. In a real-time process, with 7 kHz of PREF, it is nec-
essary a fast communication bus that allows at least 3.5 GB/s. This specification is
compatible with the latest PCI-express standards. Ultimately, the real time imple-
mentation of this method will be feasible in future ultrasound platforms combining
FPGA and GPU processing [7].

Acknowledgements The authors are grateful to Prof. Piero Tortoli for providing valuable sugges-
tions and guidelines in this work.
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A Field Experiment of Rainfall Intensity )
Estimation Based on the Analysis L
of Satellite-to-Earth Microwave Link
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M. Colli, M. Stagnaro, A. Caridi, L. G. Lanza, A. Randazzo, M. Pastorino,
D. D. Caviglia and A. Delucchi

Abstract Globally, the risks from extreme weather are significant and increasing,
mainly because larger numbers of people and their assets are being exposed to floods.
To cope with such events a now-casting service would be worth to validate weather
alerts and to give civil protection offices timely information on the precipitation.
In this work, rain-monitoring sensors based on the measurement of the attenuation
of the microwave signals transmitted by geostationary satellites are employed to
that purpose. The proposed system is able to estimate the rain rate in real time by
inverting the propagation model. This paper describes the approach, the set-up and
the preliminary results of a comparative field campaign going on in Genoa (Italy).

1 Introduction

In recent years, flash flood events occurred in many countries around the world, and
also our city (Genoa, Italy) was seriously affected in 2010, 2011, and 2014 [1].

If they take place in urban areas, many people, properties and industries can be
severely damaged [2]. To reduce the negative impact on society, i.e. to efficiently
manage emergencies, Civil Protection operators need efficient and reliable rainfall
monitoring systems [3]. Unfortunately, the existing systems typically suffer from
the lack of real-time information about the areal distribution of heavy rain. This
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information is fundamental for the short-term forecasting (now-casting) of flood risk
and the management of the emergency phase, constituting a key element for Decision
Support Systems (DSS).

In particular, the update time of validated rainfall maps computed starting from
long range weather radar (WR) measurements is usually not shorter than 10 min, with
a spatial resolution that is often not sufficient to describe the variability of rain storms
[4]. It is also well known that the orographic shielding effect limits the applicability
of WR to measure orographic and convective rain in steep mountain valleys [5].
On the other hand, rain gauges networks relies on point-scale measurements that
generally are not enough capillary distributed to provide rainfall spatial distribution
over small sized basin [6], e.g. the complex Ligurian sub-catchments system in Italy.
The provision of near real-time measurements by rain gauge networks is only possible
by performing laboratory dynamic calibrations of the sensors and adopting specific
algorithms to process the data (e.g. as proposed by Colli et al. [3]).

The Smart Rainfall System (SRS™) [5] has been conceived to give a contribution
in that perspective: it produces an estimation map of the precipitation in terms of
one-minute rainfall amounts by processing the attenuation of the satellite microwave
link signal. The system consists in a set of peripheral microwave sensors placed on
the field of interest and connected to a central processing and analysis node. The
SRS architecture relies on low cost and low power Internet of Things (IoT) nodes:
each of them features up to four sensors (in the present implementation) connected to
the same commercial satellite dishes used by citizen to receive the digital television
broadcasting. In this perspective itis possible to envisage a participatory vision, where
“things”, people and processes are connected through the “Internet of everything”,
finally leading to an accurate monitoring of the water-system.

The present contribution reports the results obtained by using three experimental
SRS sensors installed in the City of Genoa (Italy) between 2016 and 2018. This is
the first field comparative experiment organized at the urban scale involving several
microwave link measuring stations. Furthermore, dynamically calibrated tipping-
bucket rain gauges (TBRG) provide the rainfall observations used for comparison
[7]. The TBRG measurements have been processed according to advanced algorithms
developed by the Lead Centre “B. Castelli” on Precipitation Intensity of the World
Meteorological Organization [8].

2 Methodology

In order to illustrate the working principle of the considered technique, let us consider
a receiving (Rx) antenna located at a position rg, (Fig. 1). The satellite television
dish receives a plane-wave EM signal transmitted by a commercial digital video
broadcasting satellite (DVB-S).
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Fig. 1 Rain estimation
approach
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Since the wave propagation is affected by the precipitation during its path, by
using the ITU model described in [9], the rainfall intensity R/ [mm h~!] can be

expressed as:
10log(P,/ P
o] — of 10108(P,/P) 0
byl

where P o |E(rgy)|* [dBi] is the power available at the output of the antenna being
E(rg,) the electric field impinging on the antenna [10], P, [dBi] is the clear sky
power at the output of the antenna, b, and a,, are empirical parameters derived from
the ITU model [9]. The microwave link length is assumed equal to [ = H/sind
where H [m] is the elevation of the melting layer at the given latitude and ¥ the
elevation angle of the Rx antenna (Fig. 1).

As first validation tests, experiments aimed at verifying the operation and effec-
tiveness of the SRS sensor, have been carried out in the laboratories of the University
of Genoa—DITEN. The block diagram of the SRS sensor module is drawn in Fig. 2.
It exploits the information contained in the power level of the signal at the output of
an LNB (Low Noise Block converter), commonly used in the receiving chain of a
consumer DVB-S set.

For our purposes, it is worth using a low-cost Universal LNB. In such a case, the
down-converted signal on the descending cable contains (in the band 915-2150 MHz)
one of the four possible bands which correspond to two different polarizations—ver-
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Fig. 2 Block diagram of the sensor module

tical and horizontal—and, in the case of the Ku-band, two different frequency band-
s—lower and upper.

A proper circuitry detects the television level of the signal as a voltage obtained
with a logarithmic detector (Fig. 2). Such a value makes possible the estimation of
the rain intensity averaged along the path, and is transmitted on either a wired or a
wireless link to a collection center, for recording and monitoring. A detail of the SRS
sensing board is depicted in Fig. 3.

To test our approach an experiment is under execution in the city of Genova (Italy)
employing 3 antennas pointed towards the Turksat 42 °E satellite. The antennas have
been installed in three different sites (denominated Al, A2 and A3 in Fig. 4) and
constitute a sub-system of a larger set of microwave links connected to various
satellites conveniently selected given their favorable alignment shown in Fig. 4 (red
lines). The three microwave links spans over the same portion of territory with a
slight offset and sites A2 and A3 site are equipped with tipping-bucket rain gauges
(TBRG).

The experimental campaign started on November 2016 and the SRS voltage level
signals are recorded with a one-minute time interval.

The TBRG have been dynamically calibrated according to the national standard
UNI 11452 [11] by the WMO Lead Centre B. Castelli on Precipitation Intensity and
the one-minute rainfall intensity (RI) measurements are computed by using advanced
interpretation algorithms [8].
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Fig. 3 Layout of the SRS sensing board: (1) decoder interface; (2) DC/DC converter (13/18 V to
5V); (3) 75/50 Q2 directional coupler; (4) LNA (MGA-86563, by Avago Technologies); (5) L-band
BP filter; (6) LDO for the analog circuitry; (7) Logarithmic power detector (AD8314, by Analog
Devices). At the top side, two F connectors fall for the most part out of the figure: the right one
allows the connection with an optional decoder, while the right one is dedicated to the connection
with the LNB

|

Fig. 4 Map of the experimental field site in Genoa (Italy) and horizontal projection of the microwave
links. Sites A1 and A2 are equipped with tipping-bucket rain gauges (TBRG)
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Fig. 5 Rainfall maps computed by the SRS system during November 11th 2016 and based on the
extended network of sensors deployed in the city of Genoa (Italy); each panel shows the time-space
evolution of the RI field with a 5-min interval

3 Results and Discussion

An example of the rainfall maps computed by the SRS system basing on the extensive
network of sensors deployed in the city of Genoa (Italy) is provided by Fig. 5. Each
panel of Fig. 5 depicts the one-minute rainfall intensity RI fields computed in different
moments of the precipitation occurred between 08:00:00 GMT + 1 and 08:15:00
GMT + 1 on November 11th 2016.

Figure 6 shows a preview of the microwave signal attenuation y “#%™ [dB km~!]
time series (blue lines) received by three antennas located in the A1, A2 and A3 sites
and pointing towards Turksat 42 °E, the reference rainfall intensity RI time series
are reported in red lines.

A brief comparison between the time series of Fig. 6 shows an evident correlation
between the SRS signal attenuation and the Rl measured by the rain gauges. The
time and spatial variability of the precipitation event must be taken into account
when evaluating the differences between the signal of non co-located antennas and
TBRGs.

Currently, the RI measurements made by the SRS antennas are based on the
solution of Eq. (1) and the accuracy of the intensity maps obtained by interpolating
such measurements is under evaluation as the main objective of the experimental
campaign. An overview of the SRS sensors performance is provided in Fig. 7 in
terms of linear correlation coefficient between the 10 min rainfall accumulation
[mm] measured by SRS and the reference measurements for a selection of eight
precipitation events.
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Fig. 7 Linear correlation coefficients between 10 min rainfall accumulations measured by the SRS
sensors located at the A1, A2 and A3 sites, and the reference rain gauges during the experimental
campaign
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The presence of small liquid or solid particles in the atmosphere, such as clouds,
water vapor and fog, is unlikely to affect the attenuation time series measured by
the SRS sensors given the Ku band microwave wavelength (approximated to 3 cm).
On the other hand, the assimilation of more detailed information about the level and
the extent of the melting layer in our methodology would allow accounting for the
bright band effects in the Ku band, e.g. following the approach proposed by Gray
et al. [9]. Further experimental analysis will focus on assessing the role of the drop
size distribution on the signal power attenuation-rainfall rate model parameters [11].

Another challenge for the operational application of the proposed technique is
related to the assessment of the clear sky power at the output of the antenna (also
called “baseline”) that is a fundamental parameter for the estimation of the rain-
fall rate (Eq. 1). The current methodology relies on the assumption that the power
measured during the last no-rain minute (identified according to the reference obser-
vations) remains constant during the whole precipitation event. The impact of dif-
ferent baseline detection methodologies on the accuracy of the system is the object
of ongoing analysis.
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A Face Recognition System Using )
Off-the-Shelf Feature Extractors e
and an Ad-Hoc Classifier

Stefano Marsi, Luca De Bortoli, Francesco Guzzi, Jhilik Bhattacharya,
Francesco Cicala, Sergio Carrato, Alfredo Canziani and Giovanni Ramponi

Abstract Face recognition systems are of great interest in many applications. We
present some results from a comparison on different classification methods using an
open source tool that works with Convolutional Neural Networks to extract facial
features. This work focuses on the performance obtainable from a multi-class clas-
sifier, trained with a reduced number images, to identify a person between a group
of known and unknown subjects . The overall system has been implemented in an
Odroid XU-4 Platform.

Keywords Face detection - Face recognition + Deep learning - Convolutional
Neural Networks

1 Introduction

This work aims at checking the performances that can actually be achieved using the
most recent open-source tools for face recognition. The spectrum of possible applica-
tion fields where the recognition of a person is required is huge. In many areas a high
degree of reliability is essential, such as surveillance and security systems (recog-
nition of suspects, access control, checking for falsified documents, etc.), but also
aids for people with visual or cognitive impairments. Other areas are less stringent in
terms of reliability, like recreational or marketing applications (tools for annotating
friends in a photograph, recognizing expressions or emotions, etc.). Depending on
the purpose, the robustness of the system in terms of incorrect recognition (false pos-
itive and missed classification) should be evaluated and optimized. Another factor
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of interest is the minimum number of images necessary to adequately train the sys-
tem. Indeed, in many real-world applications only a small number of images of the
subjects are available: this is an important factor which is often disregarded in the
literature.

Many traditional systems for face recognition utilize handcrafted techniques for
feature representation and classification. For example, focusing on tools for the visu-
ally impaired, a Kinect-based wearable system [1] uses a Histogram of Oriented
Gradients (HOG) a Principal Component Analisys (PCA) and K-Nearest Neighbors
(KNN) classifiers, while a PCA-based recognition system using pinhole camera-
mounted sunglasses was developed by Krishna et al. [2]. A cane-mounted recogni-
tion device was implemented using image sets based recognition [3]. A major reason
for adapting simple handcrafted techniques in many systems is the difficulty of using
state-of-the-art high performance deep learning algorithms on low-power wearable
devices. Moreover, using deep neural networks for face recognition requires a huge
training dataset formed by images with people of different ethnicities, gender, ages,
poses, lighting, in order to obtain robust descriptors; there are also open issues in
terms of depth, width, mixture of the datasets. A suitable compromise, that we choose
in this paper, is to employ a pre-trained network followed by a user-specific compact
classifier. The latter is preferably a shallow network which can perform satisfactorily
on the user’s limited sample set of faces. It is generally argued that with a limited
number of samples a shallow network performs better as compared to a deeper one.
Some of these scenarios are discussed in [4]. Currently two open source projects
provide pre-trained Convolutiona Neural Network (CNN) and Application Program
Interfaces API dedicated to face recognition: OpenFace [5] and Dlib [6] are widely
used.

2 Architecture of the System

Our target is to develop a small device that can be installed in small places or be
wearable, using OEM hardware. The proposed system follows the classical signal
chain of many recognizers: an object detector, a features extractor and a features
classifier. To detect people in a large area, we acquire a scene using a wide lens
full-HD (1920 1080) camera and the acquired frames are passed to a face detector.
We compared different face detectors according to their accuracy in recognizing
faces and their speed on portable hardware: the most promising results are obtained
by the HOG algorithm, included in the Dlib library, and Viola-Jones [7], adopted
in OpenCV. However the Dlib implementation allows to tweak a quality threshold
through which the majority of non-faces are rejected, improving the robustness of
the system.

The second step in the chain is the features extraction that is carried out by a CNN,
which produces a descriptors vector for each input image. We tried two different
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open-source pre-trained networks, OpenFace NN-n4-v2 [5] and Dlib-Resnet [6].
Openface takes a 96x96 RGB image as input, and through a deep inception [8]
architecture produces a 128-D vector whose elements lie on the unit hypersphere.
This topology (reached using both triplet training and output normalization) dictates
the cosine distance as a reasonable distance metric. Dlib resnet produces as well
128-D features, but uses 150x 150 input images; as the name suggests, the network
is a scaled down version of the famous resnet34 network [9] (halfed width), which
has been trained within the Dlib environment forcing a margin between features
belonging to different identities (ID). Both networks have been trained on a mixture
of datasets composed mainly by Face Scrub [10], whose images have been aligned
using five points. The precise location of those points in the face Region of Interest
(Rol) is given by a landmark detection process, implemented following the Kazemi-
Sullivan algorithm [11], included in Dlib. The alignment is carried out using an affine
transform, whose parameters are found following the method of Umeyama [12].
Finally, features are classified in order to choose for the correct ID. In this paper
three methodologies have been tested: distance classifier (Rocchio), Support Vector
Machines (SVM), and Multi Layer Perceptron (MLP). The first one involves the use
of a reasonable distance metric (the Euclidean distance in the case of Dlib) as well
as the calculation of the centroids of the distributions. Both the SVM and the MLP
have been implemented through the methods encapsulated in scikit-learn, using a
suitable number of samples. The proposed MLP has two hidden layers of 100 nodes
each and obviously a number of output nodes equal to the number of the classes.
The overall system have been implemented in an Odroid XU-4 Platform. The
inference time depends on the number of faces present in the scene; in the case of a
couple of them, the proposed system analyzes a single full-HD frame in about 1.8s.

3 Training of the Classifier and System Performances

The dataset we have used to train and test the classifier consists of about 13,000
images divided into 34 classes of known people (30 subject have been extracted
from the well-known CASIA database [13] while other 4 have been created by our
own); let us call K pgp, such dataset, which represents a group of known people that
the system must be able to recognize. This dataset contains hundreds of samples
for each subject. Moreover, we use also another dataset of about 20,000 images of
completely unknown people (called U p4;) useful to test the robustness of the system
in not confusing strangers with known people. The U p;;, is composed by both images
acquired by our own as well as images extracted from the Internet and is composed
by hundreds of different subjects.
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3.1 ID Recognition in a Closed Number of Classes

The first test conducted was done using only Kpgp, to show the system’s perfor-
mances in a simple task such as the recognition of one subject within a limited
number of classes. In particular, we wanted to evaluate how the number of training
samples used to configure the classifiers influences the results, as well as to com-
pare the performances obtainable from different feature extractors and from different
classifiers.

A predetermined number of samples for each person was extracted randomly from
K p,p. This datarepresent the training set used to setup the different classifiers. All the
remaining samples in the dataset were subdivided between the validation-set and the
test-set in the proportions of 20-80%. The validation set is used, if needed, to control
and stop the training process, while the testing data is eventually used to verify the
system performances. Each test has been repeated 20 times by randomly extracting
the training samples, training the classifiers and testing the performances using the
test-set. The parameter to validate the system performances is the misclassification,
i.e. the percentage of misclassified samples referred to the entire number of testing
samples as defined in Eq. 1

MsC =

N, — SN Tp:
LT L= TP ]ZV'=1 Pi 100 (1)

s

where N is the number of classes (34 in our case), T p; is the true-positive occurrence
for the i-class and Nj is the number of samples used in the test.

The results of this test is depicted in Fig. 1. For each result the mean value of the
various tests and the standard deviation (as a superimposed bar) are reported. From
the graphs it can be noted that Dlib always outperforms Openface, regardless of the
classifier used. Several other tests, not present here for the sake of simplicity, have
been conducted to compare the two features extractors: in all of them the results of
the system based on Dlib outperform those obtained using OpenFace. This result
leads to the conclusion that the Dlib’s neural network have been better trained, with
respect to the Openface system, in the recognition of the salient characters of a face.
Hence, we will consider only Dlib as feature extractor for the overall system. As a
further consideration it can also be noted that the setup of the classifiers seems not
to require a large amount of data, and a few tens of samples proves to be sufficient
to obtain good performances.

3.2 Confidence Evaluation

The results just proposed can be significantly improved when a confidence assessment
on classification is introduced. As a confidence measure, we introduce a normalized
distance between the two most likely classes according to Eq.2
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where d; and d, are, relatively to the various cases:

e for the Rocchio classifier: the euclidean distances (lowest and second-lowest) of
the feature under examination with respect to all the centroids representative of
the classes;

e for the SVM classifier: the highest and the second-highest probability;

e for the MLP classifier: the “logit”, i.e. the output of the latest but one layer of the
MLP (before the softmax operation) respectively of the largest and second-largest
value.

This measure closely resembles the criterion used in [1], where the system expresses
a doubt in the feedback when the ratio between second maximum and the maximum
voted class is close to 1. The introduction of an appropriate threshold value for
C makes it possible to discard low-confidence results. This proves to considerably
reduce the misclassification error, even if with the drawback of a partial decrease of
the TP ratio. Most importantly, the use of a threshold on the confidence is essential
to introduce a discriminant between known and unknown persons.

In order to verify this aspect, we carried on the following test: using a variable
number of samples (as in the previous test) extracted from K p,, we setup the three
classifiers. Each system was tested using both the remaining K p,;, samples and all
the U p,p, samples. For each confidence threshold, all the results under the threshold
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have been rejected, identifying them as “unknown”. The expectation would be that
none or just very few samples belonging to U p,, would be erroneously classified as
belonging to one of the subjects present in K pg.

The parameters adopted to globally evaluate the performances are:

e the True positive ratio (7 Pr), i.e. the ratio between the number of correctly clas-
sified samples belonging to K p;;, and the total number of samples of K p,;, which
have been used during the test.

e the False Positive Ratio (F Pr), i.e. the ratio between the number of samples of
U pgp that overcome the threshold (and therefore have been erroneously classified)
and the total number of samples of Up

The test was performed by using different threshold values within the [0, 1] range
and modifying the number of training samples. Furthermore, each test was repeated
ten times in order to evaluate the mean value and the variance of the results. The
results, depicted as ROC curves, are reported in Fig.2. It can be noticed that with a
suitable training all methods can reach almost a zero false positive ratio. However,
the MLP classifier reaches this goal still yielding more than 50% true positive, even
when the training has been performed using just a couple of samples; on the contrary
the classifiers based on SVM need at least two tens of training samples to provide
acceptable results. We can conclude that MLP performs slightly better than others,
but at the cost of a more complex structure. Moreover SVM, adopting a statistical
analysis, can not be used if only a few samples are available.

4 Conclusions

In this paper he have analyzed the performances of a face recognition system based on
a “off the shelf” face detector and feature extractor followed by a suitable classifier.
A confidence evaluation of the results allows to keep false recognitions close to zero,
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while the true positive can be maintained above the 50% even when the classifier
is trained on a very limited number of samples. The overall system, implemented
on an Odroid XU-4 Platform recognizes faces up to 4m at a speed of 1.8 seconds
per frame. An evaluation of the quality of these performances obviously depends on
the specific application in which the facial recognition system is used, but it is our
opinion that they are largely sufficient in the most practical use systems.
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Abstract Twiddle factor generation is considered a computationally intensive task
in generic length, high resolution, FFT operations. In order to accelerate twiddle fac-
tor generation, we propose a reconfigurable hardware architecture based on Cheby-
shev polynomial expansion for computing the cosine and sine trigonometric functions
under finite precision arithmetic. We show that our approach presents a flexible 3 dec-
imal digits precision output for variable length FFT operations, since the same design
space can be used for any power of 2 FFT length. In particular, this study focuses on
communication systems incorporating frequency domain beamforming algorithms
for single and multi-beams. The proposed architecture is competitive with classical
designs i.e. Coordinate Rotation Digital Computer, CORDIC and Taylor Series by
providing low latency, high precision twiddle factors for variable length FFT.
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1 Introduction

Beamforming or (Spatial filtering) is of a particular importance in wireless com-
munication and multiple input multiple output (MIMO), systems since it provides
increased signal to noise ratio (SNR), thus nulling interfering signals, by steering the
beam and nulls of an antenna array towards specific directions [1, 2]. Beamforming
techniques can be time or frequency domain based, and are often implemented on
dedicated hardware i.e. FPGAs or Digital Signal Processing (DSP) processors for
real-time performance.

In time domain, phase and delay corrections are performed on the entire input
signal with high sampling rate [3], thus increasing design complexity and process-
ing requirements when implemented on dedicated hardware. In contrast, frequency
domain beamforming divides the input signal into parallel data streams of smaller
frequency components where each frequency component is processed separately [3]
and is thus preferable when implemented on dedicated hardware for parallelism and
pipelining. Such processing is achieved by applying the Inverse Fast Fourier Trans-
form (IFFT) or the Fast Fourier Transform (FFT), considered as one of the most
computationally intensive operation [4]. In addition, twiddle factor precision greatly
affects the overall design accuracy and output resolution.

In this context, FPGAs are chosen as the main processing unit for their ability
of supporting massive parallelism, pipelining and hardware reuse while increasing
throughput, speed and performance [5]. Given the beamforming application require-
ments of real time beam steering and interference cancelling while processing an
increased amount of data streams for MIMO systems in real time, it is of great inter-
est to accelerate such algorithms on FPGAs while maintaining high resolution for a
low complexity architecture.

Moreover, Chebyshev polynomial expansion [6] is used to compute the required
trigonometric functions for a variable length FFT/IFFT twiddle factor generation,
offering a three digits precision on a low complexity architecture for a fifth order
polynomial.

Many hardware optimization techniques for an efficient FFT computation on
FPGA have been proposed in [7-12]. Furthermore, the presented designs focus on
implementing an optimized butterfly unit with pre-computed twiddle factors for
a fixed length FFT. In contrast [13—16] present memory efficient techniques for
twiddle factor generation using Coordinate Rotation Digital Computer, CORDIC.
However, the use of internal memory cannot be omitted. Furthermore, a disadvantage
of CORDIC is that a large number of iterations are required to achieve high precision,
thus resulting in a considerably large latency in pipelined architectures [6].

While previous work focuses on optimizing the CORDIC architecture for a real
time, high precision twiddle factor generation, none considered the Chebyshev poly-
nomial approach. This paper proposes an alternative approach for implementing a low
latency, high precision twiddle factor generation technique using Chebyshev poly-
nomial expansion for variable, power of 2, length FFT/IFFT operations on FPGA.
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Moreover, the presented hardware architecture is a low latency memory less design
and offers parallelism and pipelining.

The paper is organized as follows: Sect. 2 presents a summary of the FFT algorithm
and describes the Chebyshev polynomial expansion for the required trigonometric
functions. Then, Sects. 3 and 4 detail simulation and synthesis results using MATLAB
and HDL; Sect. 5 presents a comparison with classical approaches. Finally, the
conclusion and suggested future work are presented in Sect. 6.

2 Chebyshev Polynomial Expansion

In order to achieve high resolution FFT for accurate beam steering, a low latency,
high precision twiddle factor generation architecture for a generic FFT length is pro-
posed using Chebyshev approximation. This section presents some literature review
on FFT and describes the trigonometric function approximation using Chebyshev
polynomials and coefficients. The parameters used in the following study are s[n]
discrete signal sample, S[k] FFT output sample, n input sample index, k output
samples index, and N for signal length.

2.1 FFT Overview

The FFT is an optimized technique for computing the Discrete Fourier Transform
DFT, described in Eq. (1); Its effectiveness lies in reducing the number of opera-
tions required, especially the number of multiplications which further reduces the
execution time and the complexity [1, 7].

N-1

S[k] =Y sin]e />IN (1)

n=0

The first FFT algorithms, proposed by Cooley and Tukey, are: the Radix-2 Deci-
mation in Time (DIT) and the Radix-2 Decimation in Frequency (DIF) [7]. Radix-2
DIT/DIF FFT divides the sequence of s[n]/S[k] of length N into even and odd sam-
ples iteratively; given that N is a power of 2. The samples are later multiplied by the
rotations or twiddle factors represented by Wllf, where

W]’il — e—jZT[k/N (2)

The multiply addition and multiply subtraction operations are represented by
the butterfly. We can still use the radix-2 algorithm for the calculation of the FFT.
However, the use of higher radix-r algorithms can reduce the pipeline number and
the number of stages [1]. The improvement of computational complexity has led to
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Fig.1 Radix-2 DIT a a+ bw§

butterfly
b wE X a-bwE

the implementation of the FFT radix-4, whose number of data points is a power of
4 [8]. The FFT radix-4 algorithm is therefore a decomposition of DFT in four under
independent transforms of size N/4 [1]. The typical structure of radix-2 DIT butterfly
is shown in Fig. 1.

As shown in Fig. 1, the butterfly, considered as the core unit of the FFT operation,
is achieved by multiplying the input samples, s[n] by the appropriate twiddle factors
[11]. Thus twiddle factors precision greatly affects the overall resolution. Moreover,
high precision, pre-computed twiddle factors require additional storage elements.

2.2 Chebyshev Polynomial Representation

The CORDIC algorithm discussed in [14—16] allows approximating trigonometric
functions using shift-add operations at a low to moderate computational cost [6].
However, since the number of bits is linearly proportional to the number of iter-
ations, approximating high precision functions results in an increased latency for
pipelined architectures [6]. Thus, an alternate low latency, high precision approxi-
mation technique is required for parallel and pipelined implementations.

For some functions, Taylor series approximation converges fast with sufficient
precision. However for other functions i.e. sine and cosine, Chebyshev approximation
can be used for better precision while reducing polynomial terms [6]. Chebyshev
polynomials are orthogonal polynomials of the form:

Ti(u) = cos(k acosu) 3)

where u is defined over the interval [—1, 1], hence a function approximation can be
written as shown in Eq. (4).

L—-1

f@) =) ) Ti(w) )

k=0

For twiddle factor generation, the trigonometric functions sine and cosine, repre-
senting the real and imaginary components described in Eqgs. (5)—(7), are approxi-
mated over the interval [0, 1].

Re{f(u)} = cos(mu) )
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Im{f(u)} = sin(—mu) (6)
f(u) = cos(wru) — j sin(wu) @)

where u is the change of variable mapping x from interval [a, b] i.e. [0, 1] to [—1, 1]
using Eq. (8) [6].
_2x—=b-a ) ! ®)
= b—a a=Tb>=1 *
Furthermore, Eqs. (5) and (6) are expanded to their Chebyshev polynomial rep-
resentation by computing the coefficients for u as presented in Eq. (8). And x is the

twiddle factor exponent defined by Eq. (9) in which K is the rotation index and N is
the FFT length.

2k
"N

X

€))

For N representing a power of two FFT length, Eq. (8) can be written as follows
[7]:

u=k27"?—1 (10)

where r is defined as (11), eliminating the need for the multiply-divide operation by
inferring a right shift.

r =log, N (11)

Moreover, a generalized form, for computing a Discrete Fourier Transform, DFT,
exponent of N terms, is achieved by modifying (10) as presented in (12), where n is
a discrete signal sample index, hence allowing the computation of the rotation index
for a variable, power of two, length DFT/FFT at minimal cost [8].

u=nk27"?* -1 (12)

2.3 Chebyshev Coefficients

The Chebyshevs fifth order polynomial coefficients, for Egs. (5) and (6), satisfying
(4), are computed using the Chebfun toolbox on MATLAB for u in the interval [—1,
1] and listed in Table 1.

In addition, the expanded coefficients satisfying Eq. (13) are computed and listed
in Table 2.
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Table 1 Chebyshev coefficients
f(u) Coefficients
c(0) c(l) c(2) c(3) c4) c(5)
sine —0.4720 0 0.4994 0 —0.0279 0
cosine 0 —1.1336 0 0.1380 0 —0.0045
Table 2 Expanded Chebyshev coefficients
f(u) Coefficients
a(0) a(1) a(2) a(3) a(4) a(5)
sine —0.9994 0 1.2227 0 —0.2239 0
cosine 0 —1.5707 0 0.6435 0 —0.0729
Table 3 General form coefficients
f(x) Coefficients
8(0) g(1) 8(2) 8(3) G 8(5)
sine —0.0006 —3.0997 —0.4824 7.1643 —3.5821 0
Cosine 1.0001 —0.0099 —4.8041 —0.6871 5.8348 —2.3339
L—1
fuy =) atout (13)
k=0

Finally, the general purpose coefficients for x in [0, 1] satisfying Eq. (14) are

computed by substitution and listed in Table 3.

L-1

f) =) gloxt

k=0

(14)

While the general form polynomial of Eq. (14) can be implemented as a general

purpose circuit for approximating any function, by interchanging its general form
Chebyshev coefficients, the expanded Chebyshev form is more favorable. Indeed, its
advantage is in implementing parallel and pipelined architectures with lower resource
consumption, less product terms and minimal latency and word length [6].

3 Software Simulation

To assess performance and accuracy of the previously computed coefficients in con-
trast to the Taylor series expansion and to choose the most convenient polynomial
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Table 4 Twiddle factor direct computation

f(x) Twiddle factor

x(0) x(1) x(2) x(3) x(4) x(5)
sine 0 —0.3827 —0.5000 —0.7071 -1 0
cosine 1 0.9239 0.8660 0.7071 0 -1

Table 5 Twiddle factor using 5th order Taylor series

f(x) Twiddle factor — Taylor series

x(0) x(1) x(2) x(3) x(4) x(5)
sine 0 —0.3827 —0.5000 —0.7071 —1.0045 —0.5240
cosine 1 0.9239 0.8661 0.7074 0.200 0.1239

Table 6 Expanded form 4th and 5th order polynomial

f(u) Twiddle factor
u(0) u(l) u(2) u(3) u(4) u(5)
4th order sine 0 —0.3825 —0.5002 —0.7077 —0.9994 |0
4th order cosine | 0.9956 0.9279 0.8683 0.7049 |0 —0.9556
Sth order sine 0 —0.3825 —0.5002 —0.7077 —0.9994 |0
5th order cosine | 1.0001 0.9238 0.8661 0.7072 0 —1.0001

order simulations using MATLAB are implemented. The current section details and
discusses the obtained results.

MATLAB simulations are performed for the Chebyshev coefficients in expanded
form with different polynomial degrees. The input test vector is an array of constants
x = [0, 1.0/8, 1.0/6, 1.0/4, 1.0/2, 1.0]. The simulated result was compared to a direct
computation of the twiddle factor and with a Taylor series expansion for accuracy
and precision and is presented in Tables 4, 5 and 6.

In this context, Tables 4 and 5 present a direct computation for the twiddle factor
real and imaginary components in Eq. (7) and Taylor series expansion for Egs. (5)
and (6) over an expansion point p = 0 for x in interval [0, 1].

Moreover, Table 6 lists the computation results for a 4th and 5th order Chebyshev
polynomials using expanded, u, form coefficients.

Tables 4, 5 and 6 show that a Sth order Taylor series expansion offers better accu-
racy while greatly degrading precision the farther the input is from the expansion
point. In contrast, a 4th order Chebyshev polynomial of the expanded form offers
a three digits precision for Eq. (6) and two digits of precision for Eq. (5), a 5th
order polynomial offers three digits of precision for Egs. (5) and (6) for all inputs.
Furthermore, a 5th order Chebyshev polynomial of the expanded form is chosen for
implementing an HDL twiddle factor generation processor on FPGA over its coun-
terpart, the Taylor series expansion, given its stable precision and error distribution

[6].
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4 HDL Based Implementation

We have previously introduced MATLAB simulation results for an alternative
approach for generating high precision twiddle factors using Chebyshev polyno-
mials; In this section we present a low latency FPGA architecture for implementing
a Sth order Chebyshev expanded form polynomial. This design computes Egs. (5),
(6) and (13) in pipelined, parallel approach as shown in Fig. 2 following the grouping
of Egs. (15) and (16).

cos(ru) = u(ay + (u?(as + asu?))) (15)
sin(—mu) = ap + (uz(az + a4u2)) (16)

The HDL implementation is conducted on a 18 bits signed fixed point representa-
tion, targeting a Xilinx ZynQ “7z020clg484 -1’ and an Intel/Altera Cyclone V SoC
5CSEMASF31C6.

Moreover, the parallel pipelined architecture, presented in Fig. 2, implements four
pipelined stages with a latency of five i.e. the time required to obtain the first value for
computing the twiddle factor components. Synthesis and implementation results for
the Chebyshev 5th order polynomial using VHDL for different targets are presented
in Table 7.

Table 7 presents synthesis results on different targets. The following architecture,
presented in Fig. 2, describes an implementation of a parallel design with 5 pipeline
stages, i.e. latency of 5, utilizing 6 DSP blocks at 174.64 MHz for the Cyclone V target
and 174.917 for the ZynQ. DSP block utilization is compatible with the described
architecture in Fig. 2 since 6 signed 18*18 multipliers are needed, for an 18 bit
signed input data type [6]. Furthermore, the design on both target shows minimal
LE utilization, hence the inferred adders are transistor level adders belonging to the
embedded DSP blocks.

Furthermore, a second implementation approach is done using a behavioral
description for a parallel one stage architecture as described in [6] using Clenshaws
recurrence formula [6]. Synthesis results are presented in Table 7.

Table 8 presents the synthesis results for a parallel one stage architecture with
no pipeline. In contrast to Table 8, the described architecture infers 6 DSP units of
18*18 multipliers for both targets at a much lower frequency of 24.73 for Cyclone
V and 25.124 for the ZynQ. The minimal use of LE is a result of cascading multiple

Table 7 Chebyshev Sth

order polynomial pipelined Architecture | Synthesis results — Parallel pipelined

DSP FF LE (%) | Frequency

(%) (MHz)
Cyclone V 6.89 138 0.143 174.64
ZynQ 2.72 246 0.076 174.917
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Table 8 Chebyshev 5th order polynomial combinational
Target Synthesis results — Parallel 1 stage
DSP (%) FF LE (%) Frequency (MHz)
Cyclone V 6.89 9 0.162 24.73
ZynQ 2.72 16 0.078 25.124
Table 9 Twiddle factor using Q2.15 format
f(u) Twiddle factor in finite precision 5Sth order Chebyshev
x(0) x(1) x(2) x(3) x(4) x(5)
sine 0 —0.3825 —0.5001 -0.7077 —0.9993 —0.0006
cosine 1 0.9231 0.8610 0.7060 0 —1.0002
Table 10 Twiddle factor using Q2.15 format
f(x) Twiddle factor in finite precision CORDIC
x(0) x(1) x(2) x(3) x(4) x(5)
CORDIC sine 0 —0.38269 | —0.49981 | —0.7070 | —0.9999 0.0000
CORDIC cosine |1 0.92379 0.86611 0.7071 0.0001 —1.0000

embedded DSP blocks, thus increasing the designs critical path and greatly degrading
the operating frequency.

As shown in Tables 7 and 8, the benefit of implementing a parallel, pipelined
architecture is the increase in the operating frequency at the cost of a larger latency
for the first output. The operating frequency can be further increased by pipelining
critical paths i.e. multiplication-addition, as shown in Fig. 2.

5 Results Discussion

We have previously described the difference in precision for a Chebyshev and Taylor
series polynomial expansions. This section presents additional comparison using
finite precision and results discussion for different CORDIC optimization techniques
presented in [6, 14—16]. Moreover, the finite precision simulation is performed on
the input vector x = [0, 1.0/8, 1.0/6, 1.0/4, 1.0/2, 1.0] translated to u following a
signed fixed point Q2.15 formati.e. one signed bit, two integer bits and fifteen bits of
precision covering a possible range of [—4, 3.999]. Tables 9, 10, 11 and Fig. 3 shows
the fixed point simulation results for the CORDIC, Chebyshev and Taylor twiddle
factor computation using Q2.15 and Q3.14 representation.

As shown in Tables 9, 10, 11 and Fig. 3 the CORDIC computation provides
exact accuracy however, as stated previously, it requires a large number of iteration
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Table 11 Twiddle factor using Q3.14 format

f(x) Twiddle factor in finite precision 5th order Taylor
x(0) x(1) x(2) x(3) x(4) x(5)
sine 0 —0.3826 —0.5000 —0.7048 —0.9447 —0.5240
cosine 1 0.9238 0.8661 0.7073 0.0198 0.1218
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Fig. 3 Sin(—pi*x) and Cos(pi*x) Q2.15 fixed point direct, Taylor, Chebyshev and CORDIC results

depending on the precision required in bits, thus causing a considerable increase in
latency for pipelined architectures.

In addition a Taylor series coefficients would require 4 integer bits i.e. Q3.14
format for a 5th order polynomial given a total word-length of 18bits thus provid-
ing smaller accuracy for the same hardware resources, in addition to the erroneous
result the further the input gets from the expansion point. Furthermore the Mean
Square Error (MSE) of the difference between the direct computation and Cheby-
shev approximation in finite precision for the sine and cosine functions respectively
15 0.000 and 0.0102.

While the performance of the FFT processor is determined by the main compu-
tational unit, i.e. butterfly [11, 12], real-time computation of high resolution twiddle
factors can introduce unneeded delays affecting the overall performance of the sys-
tem in critical applications [14]. Moreover, [15, 16] introduced optimized CORDIC
implementations for generating twiddle factors using 16 rotation stages in [15] and
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embedded memory in [16]. Even though, the presented techniques achieve better
accuracy, performance and resource consumption over the classical CORDIC imple-
mentations, they still suffer from high latency of 16 rotation stages [15] and rely
heavily on the use of an internal memory thus increasing access time and reducing
operating frequency. In contrast, a Taylor series polynomial expansion is presented
in [6] for implementing trigonometric functions with lower latency and better preci-
sion. However, higher order Taylor series are required for increased accuracy since it
suffers from degrading performance the farther the input value is from the expansion
point [6].

A requirement for real-time digital communication applications i.e. frequency
domain beamforming, is a high precision, low latency twiddle factor generation for
FFT [2, 17]. In contrast to the CORDIC and Taylor series implementations, the pre-
sented Chebyshev polynomial technique offers a low latency, high precision and low
resource consumption architecture for variable length FFT without the use of internal
memory elements. In addition, as shown in [6] for a 5th order polynomial, Taylor
series expansion only provides 6-bits of accuracy, while the Chebyshev approxi-
mation has 16-bits precision. Thus, the presented technique provides a promising
alternative for a low latency, high precision twiddle factor generation approach for
reconfigurable systems, i.e. FPGAs [18].

6 Conclusion

This paper presents an alternate technique for implementing a high resolution, low
latency, twiddle factor generation processor on FPGA. In contrast to the naive imple-
mentations, Chebyshev polynomial expansion offered the flexibility to implement
a high resolution, reconfigurable, twiddle factor generation scheme on FPGA to
meet the required performance of beamforming applications, while preserving speed,
resource utilization and minimal latency. However, CORDIC presents the possibility
of inferring multiplier free architectures using a shift and add approach; it still suf-
fers from an increased latency in pipelined designs. Moreover, In contrast to Taylor
series expansion, Chebyshev polynomials achieved better precision for less product
terms and orders. While the general form polynomial presented a general approach to
approximate a function by pre-loading its appropriate coefficients, it includes more
product terms thus an increased latency. For this design, the expanded polynomial
form is chosen given the application requirements for processing high precision data
in real-time in a parallel and pipelined low latency architecture. The design can be
further improved for higher digit precision by slightly increasing the polynomial
order.
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