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Preface

This is the second volume (Eurasian Economic Perspectives) of the tenth issue of the
Springer’s series Eurasian Studies in Business and Economics, which is the official
book series of the Eurasia Business and Economics Society (EBES, www.
ebesweb.org). This issue includes selected papers in the field of economics presented
at the 22nd EBES Conference that was held on May 24–26, 2017 at the Faculty of
Economics of Sapienza University of Rome in Rome, Italy, with the support of
Istanbul Economic Research Association. Jonathan Batten, Giuseppe Ciccarone,
Giovanni Dosi, Klaus F. Zimmermann, and Marco Vivarelli joined the conference
as the keynote speakers. All accepted papers for the issue went through peer-review
process and benefited from the comments made during the conference as well. In
2015, EBES Executive Board decided to honor academicians for their lifetime
contributions to their fields once a year. The EBES Fellows Award is given to
acknowledge a lifetime of contributions to the corresponding academic field. Con-
tributions may be theoretical, empirical, or methodological. The recipients for the
EBES Fellow Award are determined by the EBES Executive Board and the Award is
given every year at the EBES Conference in May. EBES Executive Board selected
Giovanni Dosi as the EBES Fellow Award 2017 recipient for his outstanding
contribution to the fields of the economics of innovation and technological change
and evolutionary theory.

During the conference, participants had many productive discussions and
exchanges that contributed to the success of the conference where 265 papers by
435 colleagues from 59 countries were presented. In addition to publication oppor-
tunities in EBES journals (Eurasian Business Review and Eurasian Economic
Review, which are also published by Springer), conference participants were given
opportunity to submit their full papers for this Issue.

Theoretical and empirical papers in the series cover diverse areas of business,
economics, and finance from many different countries, providing a valuable oppor-
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tunity to researchers, professionals, and students to catch up with the most recent
studies in a diverse set of fields across many countries and regions.

The aim of the EBES conferences is to bring together scientists from business,
finance, and economics fields, attract original research papers, and provide them
publication opportunities. Each issue of the Eurasian Studies in Business and
Economics covers a wide variety of topics from business and economics and pro-
vides empirical results from many different countries and regions that are less
investigated in the existing literature. The current issue (Eurasian Economic Per-
spectives) covers fields such as:

1. Economics of innovation
2. Regional studies
3. Empirical studies on emerging markets

Although the papers in this issue may provide empirical results for a specific
county or regions, we believe that the readers would have an opportunity to catch up
with the most recent studies in a diverse set of fields across many countries and
regions and empirical support for the existing literature. In addition, the findings
from these papers could be valid for similar economies or regions.

On behalf of the Series Editors, Volume Editors, and EBES officers, I would like
to thank all presenters, participants, board members, and the keynote speakers, and
we are looking forward to seeing you at the upcoming EBES conferences.

Istanbul, Turkey Ender Demir

vi Preface



Eurasia Business and Economics Society (EBES)

EBES is a scholarly association for scholars involved in the practice and study of
economics, finance, and business worldwide. EBES was founded in 2008 with the
purpose of not only promoting academic research in the field of business and
economics but also encouraging the intellectual development of scholars. In spite
of the term “Eurasia,” the scope should be understood in its broadest terms as having
a global emphasis.

EBES aims to bring worldwide researchers and professionals together through
organizing conferences and publishing academic journals and increase economics,
finance, and business knowledge through academic discussions. To reach its goal,
EBES benefits from its executive and advisory boards which consist of well-known
academicians from all around the world. Every year, with the inclusion of new
members, our executive and advisory boards became more diverse and influential. I
would like to thank them for their support.

EBES conferences and journals are open to all economics, finance, and business
scholars and professionals around the world. Any scholar or professional interested
in economics, finance, and business is welcome to attend EBES conferences. Since
2012, EBES has been organizing three conferences every year. Since our first
conference, around 9132 colleagues from 92 different countries have joined our
conferences and 5240 academic papers have been presented. Also, in a very short
period of time, EBES has reached 1713 members from 84 countries.

Since 2011, EBES has been publishing two academic journals. One of those
journals, Eurasian Business Review—EABR, is in the fields of industry and business,
and the other one, Eurasian Economic Review—EAER, is in the fields of economics
and finance. Both journals are published thrice a year, and we are committed to
having both journals included in SSCI as soon as possible. Both journals have been
published by Springer since 2014 and are currently indexed in Scopus, the Emerging
Sources Citation Index (Thomson Reuters), EconLit, Google Scholar, EBSCO,
ProQuest, ABI/INFORM, Business Source, International Bibliography of the Social
Sciences (IBSS), OCLC, Research Papers in Economics (RePEc), Summon by
ProQuest, and TOC Premier.
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Furthermore, since 2014 Springer has started to publish a new conference pro-
ceedings series (Eurasian Studies in Business and Economics) which includes
selected papers from the EBES conferences. Also, the 10th, 11th, 12th, 13th,
14th, 15th, and 17th EBES Conference Proceedings have already been accepted
for inclusion in the Thomson Reuters’ Conference Proceedings Citation Index. The
16th, 18th, and subsequent conference proceedings are in progress.

On behalf of the EBES officers, I sincerely thank you for your participation and
look forward to seeing you at our future conferences. In order to improve our future
conferences, we welcome your comments and suggestions. Our success is only
possible with your valuable feedback and support.

With my very best wishes,

Jonathan Batten, PhD
President
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Part I
Economics of Innovation



Two Types of Innovation and Their
Economic Impacts: A General Equilibrium
Simulation

Toshitaka Fukiharu

Abstract In the traditional two-sector growth model, we show that the real wage
rate and the rate of profit converge to positive values when the “constant returns to
scale” is assumed. When the “decreasing returns to scale” is assumed, however, the
real wage rate converges to zero. Thus, we examine how the trajectories are modified
by the creation of a third sector, under the “decreasing returns to scale”. First, we
examine the downstream innovation: i.e. the third sector produces a new luxury.
This innovation is temporarily effective since it raises the average rate of profit,
while the rate converges to the same positive value as in the basic model. Next, we
introduce the third sector which produces a new energy: the upstream innovation.
This innovation is temporarily effective in raising the real wage rate and the rate of
profit so long as it takes place in the early stage. These rates, however, converge to
zero. Although the effect on the rate of profit in the downstream innovation is greater
than the upstream innovation, it is because the total investment in the latter is greater
than the former. Thus, we conclude that the upstream innovation has stronger
economic impact.

Keywords Innovation · General equilibrium · Simulation · Capital accumulation ·
Real wage · Rate of profit

1 Introduction

Fukiharu (2013, 2018) examined the innovation and globalism from the viewpoint
of income distribution, where “innovation” was defined as the creation of new
consumption good and “globalism” as the established world trade, following the
present-day usage. This usage is somewhat different from Schumpeter 1911 [1955],
which is regarded as the first contribution on innovation. Five types of innovation
[neue Kombination] are classified as follows in Schumpeter (1955, p. 66):

T. Fukiharu (*)
School of Social Informatics, Aoyama Gakuin University, Sagamihara, Japan
e-mail: fukiharu@si.aoyama.ac.jp
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1. The introduction of a new good.
2. The introduction of a new method of production.
3. The opening of a new market.
4. The conquest of a new source of supply of raw materials or half-manufactured

goods.
5. The carrying out of the new organization of any industry, like the creation of a

monopoly position or the breaking up of a monopoly position.

According to this classification, “innovation” in Fukiharu (2013, 2018) corre-
sponds with Type 1 innovation, while “globalism” corresponds with Type 3 innova-
tion. In this paper, Type 1 and 4 innovations are called the “downstream” and
“upstream” innovations, respectively, and their economic impacts are compared.
This examination may be important when we consider the history after the financial
crisis of 2007–2008. This crisis was regarded in those days as the resurgence of the
financial crisis of 1930. As the history reveals, after the crisis, the world economy
recovered strongly and the depression of the 1930s did not re-emerge. In this decade,
on the one hand, new consumption goods stemming from informational technology
have been invented: i.e. downstream innovation. On the other hand, new energy
sources, shale oil and gas, have been exerting strong lowering pressure on the energy
price: i.e. upstream innovation. Admitting that both types of innovation have exerted
a strong effect on the recovery from the financial crisis of 2007–2008, there remains
a curiosity in knowing which type has stronger effect than the other. Constructing
two-, and three-sector economic models, this paper attempts to answer this curiosity
from a purely theoretical viewpoint.

The present paper begins with the construction of a discrete version of Uzawa
(1961)’s neo-classical two-sector growth model, originally formulated in a contin-
uous version. With this discrete version of our basic model, we focus our attention on
the variations of the real wage and the rate of profit on the process of capital
accumulation. We proceed to an examination of the comparison of the economic
impact of the two types of innovation, by introducing a third sector into the basic
two-sector model. Incidentally, this modification of focus allows us to shed some
light on the comparison between the classical and neo-classical growth models.

Formally, in Sect. 2, we compare the “constant returns to scale” case and the
“decreasing returns to scale” case of the basic two-sector model. In Sect. 3, we
introduce a third sector into the basic model, producing a new consumption good.
The modification of the variations of the real wage and the rate of profit is examined
on this three-sector growth model. In Sect. 4, we introduce a third sector into the
basic model, producing a new energy source. The modification of the variations of
the real wage and the rate of profit is examined on this three-sector growth model. In
this way, we attempt to derive a conclusion on the examination of which type has a
stronger economic effect than the other. In the Appendix, we apply this approach to
the classical capital accumulation model.

4 T. Fukiharu



2 Basic Two-Sector Growth Model

The present paper begins with the construction of a basic two-sector model of capital
accumulation, similar to Uzawa (1961). The main difference between this paper and
Uzawa (1961) is the treatment of fixed capital. Formulating the two-sector growth
model in terms of continuous version, Uzawa (1961) assumed that the decision of
installment of fixed capital is decided within each period, t, in exactly the same way
as labor input. In the present paper, the fixed capital is installed at the end of previous
period, t � 1, and cannot be modified during the present period, t. It can only be
modified at the end of the present period, t, which cannot be modified during the
succeeding period, t + 1. In other words, our model is rather similar to Arrow and
Hahn (1971). In order to make this point clear the basic model is formulated in a
discrete version. On this basic model, we first examine the variation of real wage and
the rate of profit on the capital accumulation, while Uzawa (1961) focused its
attention solely on the stability of the growth process: e.g. the stability of the
trajectories of per capita outputs. Following Uzawa (1961), we start with an exam-
ination for the case of “constant returns to scale” of the two sectors’ production
functions.

2.1 “Constant Returns to Scale” Case

In the basic two sector model, first, we assume that the production functions: y1 ¼ f1
[N1, C1] for the first sector, producing a consumption good, y1, a necessity, y2 ¼ f2
[N2, C2] for the second sector, producing (fixed) capital good y2; are of Cobb-
Douglas type as in the following, where Ni is the labor input, and Ci is the capital
input in the i-th sector (i ¼ 1, 2).

f 1 N1;C1½ � ¼ N1
a1C1

b1 ð1Þ
f 2 N2;C2½ � ¼ N2

a2C2
b2 ð2Þ

a1 ¼ 1
2
, b1 ¼ 1

2
, a2 ¼ 1

2
, b2 ¼ 1=2 ð3Þ

In Eq. (3), we make the assumption of “constant factor intensity”. In the begin-
ning of the t-th period, the capital inputs C1(t� 1) and C2(t� 1) are already installed
and cannot be modified in this period. In the t-th period, investment of capital good
in the i-th sector, Mi(t) is decided and added to Ci(t � 1) (i ¼ 1, 2), and
C1(t) ¼ C1(t � 1)(1 � g1) + M1(t) and C2(t) ¼ C2(t � 1)(1 � g1) + M2(t) are
installed, where g1 is the rate of capital depreciation. In the beginning of the (t + 1)-th
period, the capital inputs C1(t) and C2(t) are given and cannot be modified in this
period. In the (t + 1)-th period, investment of capital good in the i-th sector,Mi(t + 1)
is decided and added to Ci(t) (i¼ 1, 2), and C1(t + 1)¼ C1(t)(1� g1) +M1(t + 1) and

Two Types of Innovation and Their Economic Impacts: A General. . . 5



C2(t + 1) ¼ C2(t)(1 � g1) + M2(t + 1) are determined. The capital accumulation
proceeds in this way (t ¼ 2, 3 . . .).

In what follows, we explain how the investment of capital good is decided.
Suppose that the initial endowment of fixed capital at the first period are given as
C1(1) ¼ 100 and C2(1) ¼ 200, as well as the one of labor, N(1) ¼ 100. Given these
data, we must determine C1(2) and C2(2). Each sector demands labor, Ni

D(2) (i ¼ 1,
2) by profit maximization, given Ci(1):

Max πi � pi f i Ni;Ci 1ð Þ½ � � wNi i ¼ 1; 2ð Þ

where pi is the price of the output of the i-th sector and w is the wage rate. Profit
accruing to the i-th sector is

π0i � pi f i Ni 2ð Þ;Ci 1ð Þ½ � � wNi 2ð Þ i ¼ 1; 2ð Þ

This profit is used for the capital accumulation, so that the demand for the capital
good of the i-th sector, MD

i (2), is given by

MD
i 2ð Þ ¼ π0i

p2
i ¼ 1; 2ð Þ

It is also assumed that workers use all of their labor income, wN(1), for the
consumption of the first good. Market equilibrium conditions are stipulated as in
what follows.

ND
1 2ð Þ þ ND

2 2ð Þ ¼ N 1ð Þ ð4Þ
MD

1 2ð Þ þMD
2 2ð Þ ¼ f 2 ND

2 2ð Þ;C2 1ð Þ� � ð5Þ
wN 1ð Þ
p1

¼ f 1 ND
1 2ð Þ;C1 1ð Þ� � ð6Þ

From these equilibrium conditions, we can determine p1*(2) and p2*(2), given
w ¼ 1. These equilibrium prices determine equilibrium investment: M1*(2) and
M2*(2). Thus, we have

Ci 2ð Þ ¼ Ci 1ð Þ 1� g1ð Þ þM∗
i 2ð Þ i ¼ 1; 2ð Þ

It is assumed that N(2) ¼ (1 + g0)N(1), where g0 ¼ 0.01. Now, given C1(2) and
C2(2), and N(2), we must determine C1(3) and C2(3) following the above procedure.
This process is continued.

It is easy to show that p1*(2) and p2*(2) can be solved analytically (without
numerical specification) given C1(t � 1) and C2(t � 1), and N(t � 1).
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p∗1 tð Þ ¼ a1
�a1C1 t � 1ð Þ�b1N t � 1ð Þ�a1

p∗2 tð Þ ¼ 1� a1ð Þ1�a2a2
�1C2 t � 1ð Þ�b2N t � 1ð Þ1�a2

The trajectory of the real wage: w/p1*(t), is shown as the dashed curve in Fig. 1,
rising continuously, converging to 4.16667 finally. In Fig. 1, the dashed curve is
derived for C1(1) ¼ 100, C2(1) ¼ 200, and, N(1) ¼ 100. When the endowment of
fixed capital is relatively large: C1(1) ¼ 10,000, C2(1) ¼ 10,000, and, N(1) ¼ 100,
we have the solid curve, declining continuously, converging to wc ¼ 4.16667. On
this dynamic process, the rates of profit of two sectors: πi0/( p2*(t)Ci(t) + wNi

D(t))
converge to rc¼ 0.0566038, while declining in the beginning, as the dashed curve in
Fig. 2. In Fig. 2, when the endowment of fixed capital is relatively large:
C1(1) ¼ 10,000, C2(1) ¼ 10,000, and, N(1) ¼ 100, we have the solid curve, rising
continuously, converging to rc ¼ 0.0566038. Thus, independently of the initial
endowments, the real wage converges to wc ¼ 4.16667, while the rate of profit
converges to rc¼ 0.0566038. There appears to be no serious problem to worry about
when the assumption of constant returns to scale is guaranteed.

Remark 1 This conclusion is independent of the Eq. (3): “constant factor inten-
sity”. When the consumption good is capital intensive:
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3.5

4

4.5

5

5.5

6

Fig. 1 Trajectory of w/p1*(t) under constant returns to scale for the neo-classical discrete version
under the Eq. (3). Source: Fukiharu (2017a)
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a1 ¼ 2
3
, b1 ¼ 1

3
, a2 ¼ 1

3
, b2 ¼ 2

3
ð7Þ

the real wage converges to 4.66637, while the rate of profit for the sector 1 converges
to 0.0535714285714286 and the one for the sector 2 converges to 0.0582524
(Fukiharu 2017b). When the consumption good is labor intensive:

a1 ¼ 1
3
, b1 ¼ 2

3
, a2 ¼ 2

3
, b2 ¼ 1

3
ð8Þ

the real wage converges to 4.66637, while the rate of profit for the sector 1 converges
to 0.0582524 and the one for the sector 2 converges to 0.0535714 (Fukiharu 2017c).

Remark 2 The main concern in (Uzawa 1961) is the stability of the per capita
variables on the continuous dynamic system. In our discrete dynamic system, we
have the following result when C1(1) ¼ 100, C2(1) ¼ 200, and N(1) ¼ 100.

1. Under Eq. (3), y1(t)/N1
D(t): per capita output of consumption good; converges to

8.33333 and C1(t)/N1
D(t): per capita fixed capital; converges to 69.4444

(Fukiharu 2017a).
2. Under Eq. (7), y1(t)/N1

D(t) converges to 6.99956138830484 and C1(t)/N1
D(t)

converges to 342.9355281207124 (Fukiharu 2017b). Finally,
3. Under Eq. (8), y1(t)/N1

D(t) converges to 13.9991 and C1(t)/N1
D(t) converges to

52.3783 (Fukiharu 2017c).

0.04

0.05

0.06

0.07

0.08

0.09

0.1

Fig. 2 Trajectory of πi0/( p2*(t)Ci(t) + wNi
D(t)) under constant returns to scale for the neo-classical

discrete version under the Eq. (3). Source: Fukiharu (2017a)
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2.2 “Decreasing Returns to Scale” Case

In the previous subsection, it was concluded that there appears to be no serious
problem to worry about when the assumption of constant returns to scale is
guaranteed. We proceed to the “decreasing returns to scale” case with “constant
factor intensity”:

a1 ¼ 1
2
, b1 ¼ 1

3
, a2 ¼ 1

2
, b2 ¼ 1

3
ð9Þ

Since M1
D(t) and M2

D(t) can be derived analytically (without numerical specifi-
cation of parameters), the simulation on this case is nothing but the repetition of the
previous section’s program with different specification of parameters.

When C1(1) ¼ 100, C2(1) ¼ 200, and N(1) ¼ 100, the simulation result under
Eq. (9) is shown as the dashed curve in Fig. 3: i.e. the trajectory of real wage first
rises and after reaching the peak (0.473996) it begins to decline, continuously
declining to zero. When the initial endowments of fixed capital are relatively
large: C1(1) ¼ 10,000, C2(1) ¼ 10,000, and N(1) ¼ 100, simulation result under
Eq. (9) is shown as the solid curve in Fig. 3: i.e. the trajectory of real wage
monotonously declines to zero. These simulation results reveals that under “decreas-
ing returns to scale”, at least after some period, the real wage declines monotonously,
converging to zero. This simulation result is a serious problem to worry about.

We proceed to the analysis of the variation of the rate of profit on the capital
accumulation process under “decreasing returns to scale”. When C1(1) ¼ 100,
C2(1) ¼ 200, and N(1) ¼ 100, the simulation result under Eq. (9) is shown as the
dashed curve in Fig. 4: i.e. the trajectory of the rate of profit declines continuously,
converging to a positive value: rd ¼ 0.0543651739063128. When the initial endow-
ments of fixed capital are relatively large: C1(1) ¼ 10,000, C2(1) ¼ 10,000, and N
(1) ¼ 100, the simulation result under Eq. (9) is shown as the solid curve in Fig. 4:
i.e. the trajectory of the rate of profit continuously rises, converging to the same
positive value: rd ¼ 0.0543651739063128. These simulation results reveals that,
under “decreasing returns to scale”, the rate of profit converges to a positive value:
i.e. there is no serious problem to worry about.

Remark 3 We may say that this conclusion is rather robust. It is confirmed in
Fukiharu (2017b, c) that we have essentially the same figures as Figs. 3 and 4 under
assumptions similar to Eqs. (7) and (8): e.g.

a1 ¼ 1
2
, b1 ¼ 1

3
, a2 ¼ 1

3
, b2 ¼ 1

2
ð10Þ

a1 ¼ 1
3
, b1 ¼ 1

2
, a2 ¼ 1

2
, b2 ¼ 1

3
ð11Þ
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Fig. 3 Trajectory of w/p1*(t) under decreasing returns to scale for the neo-classical discrete
version. Source: Fukiharu (2017a)
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Fig. 4 Trajectory of the rate of profit under decreasing returns to scale for the neo-classical discrete
version. Source: Fukiharu (2017a)
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3 Downstream (Type 1) Innovation Under Decreasing
Returns to Scale

As shown in the previous subsection, under the “decreasing returns to scale” case,
the real wage rate converges to zero, independently of the endowment of fixed
capital. The difference of endowment influences only the period at which the
declining of the real wage begins. In other words, when the endowment of fixed
capital is large, the real wages declines monotonously from the first period. Mean-
while, when the endowment is small, the wage rate rises in the beginning. Unfortu-
nately, it starts declining from the 100th period after reaching a peak before the 100th
period. In this section, we examine the consequence of “downstream (or Type 1)
innovation” under the “decreasing returns to scale” case with small endowment of
fixed capital: C1(1) ¼ 100 and C2(1) ¼ 200, in which a new commodity, a luxury
good, is invented after the peak (at t ¼ 200), or before the peak (t ¼ 20). Note that
Schumpeter (1955, p. 66) defined five types of innovation (new combination). The
first type is the introduction of a new commodity-that is one with which consumers
are not yet familiar-or of a new quality of a good. This first type of innovation is
defined as “downstream innovation” in this paper. Since there are two consumption
goods now, the workers are supposed to maximize utility under income constraint in
this section. The production function of this third commodity, y3 ¼ f3[N3, C3], is
assumed to be of the following CES type under “decreasing returns to scale”, where
y3 is quantity of consumption good, a luxury, N3 is labor input and C3, is fixed
capital.

y3 � f 3 N3;C3½ � ¼ N3
1
2 þ C3

1
2

3.1 Downstream Innovation Takes Place After the Peak: At
t ¼ 200

We starts with the examination of the case in which the innovation takes place after
the peak, at t¼ 200: i.e. the examination of “if the innovation overcomes the serious
problem”. At t ¼ 200, fixed capitals and the values of other parameters are given by
the following.

C1 200ð Þ ¼ 2128:73

C2 200ð Þ ¼ 2128:74

N 200ð Þ ¼ 724:358 ð12Þ
The rate of profit for the first sector ¼ 0:0542188

Two Types of Innovation and Their Economic Impacts: A General. . . 11



The rate of profit for the second sector ¼ 0:0542188

The third sector demands labor, N3
D by profit maximization, given C3:

Max π3 � p3 f 3 N3;C3½ � � wN3

where p3 is the price of the output of the third sector. Profit accruing to the third
sector is

π03 � p3 f 3 ND
3 ;C3

� �� wND
3

This profit is used for the capital accumulation of this sector, so that the demand
for the capital good of the third sector, M3

D, is given by

MD
3 ¼ π03=p2

By assumption, capitalists do not consume consumption goods, and the workers
maximize utility, from the consumption of y1 and y3. The utility function, u[y1, y3], is
specified to be of the following Cobb-Douglas type.

u y1; y3½ � ¼ y1
1=2y3

1=2

The workers’ demand functions for consumption goods, y1
D and y3

D, are derived
from the maximization of utility under income constraint as in what follows:

Max u y1; y3½ � s:t: p1y1 þ p3y3 ¼ wN

The capital accumulation process newly starts at t ¼ 1 as follows. Equilibrium
prices, p1*, p2*, p3*, and w ¼ 1 are determined by the following equilibrium
conditions.

ND
1 2ð Þ þ ND

2 2ð Þ þ ND
3 2ð Þ ¼ N 1ð Þ ð13Þ

MD
1 2ð Þ þMD

2 2ð Þ þMD
3 2ð Þ ¼ f 2 ND

2 2ð Þ;C2 1ð Þ� � ð14Þ
yD1 2ð Þ ¼ f 1 ND

1 2ð Þ;C1 1ð Þ� � ð15Þ
yD3 2ð Þ ¼ f 3 ND

3 2ð Þ;C3 1ð Þ� � ð16Þ

where N(1) ¼ 724.358, C1(1) ¼ 2128.73, C2(1) ¼ 2128.74, and C3(1) ¼ 0. Under
Eq. (3), from these equilibrium conditions, (13)–(16), p1*, p2*, and p3*, with w ¼ 1,
are derived analytically as follows:
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p∗1 ¼ N1=2=C1
1=3

p∗2 ¼ 2
1
2 N � C3 þ C3

1
2 C3 þ Nð Þ12

� �1=2
C2

�1=3

p∗3 ¼ C3 þ Nð Þ1=2 � C3
1=2

Utilizing these equilibrium prices, M1(2), M2(2), and M3(2) are determined, so
that C1(2) ¼ C1(1)(1 � g1) + M1(2), C2(2) ¼ C2(1)(1 � g1) + M1(2), and
C3(2) ¼ C3(1)(1 � g1) + M3(2) are determined, as well as N(2) ¼ (1 + g0)N(1). In
this way, the new capital accumulation process begins with the initial conditions
stipulated in Eq. (12). Under the new capital accumulation process, the price of the
necessity, p1(t), rises continuously, while the price of the luxury, p3(t), declines
sharply in the beginning and after reaching the bottom before t ¼ 100, it rises
continuously. Thanks to the decline of the price of luxury good, per capita utility,
a different expression of real wage, rises in the beginning, declining later continu-
ously after reaching the peak before t¼ 100. Finally, it converges to zero as shown in
Fig. 5. Unfortunately, utility function is introduced after the innovation, so that it is
not possible to compare the workers’ situation between before and after the inven-
tion of luxury good.

Thanks to the rising p1(t), the rate of profit of the first sector also rises in the
beginning. After reaching a peak at around t ¼ 300, the rate declines monotonously
afterwards. Meanwhile, the trajectory of the three sectors’ average rate of profit is
depicted as the dashed curve in Fig. 6. Note that the peak (0.0733999) of the new
trajectory reached after the innovation is greater than 0.0542188, the average of the
two sectors’ rates of profit, the rate just before the invention of luxury good. Thus,

0

0.05

0.1

0.15

0.2

0.25

t:1~1000

Fig. 5 The new trajectory of the per capita utility for the downstream innovation. Source: Fukiharu
(2017a)
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the downstream (Type 1) innovation is effective to the economy as a whole. The new
trajectory converges to rd ¼ 0.0543651739063128: the limit of the old trajectory.

Remark 4 We may say that this conclusion is rather robust. It is confirmed in
(Fukiharu 2017b, c) that we have essentially the same figures as Figs. 5 and 6 under
Eqs. (10) and (11).

3.2 Downstream Innovation Takes Place Before the Peak: At
t ¼ 20

We proceed to the examination of the case in which the innovation takes place before
the peak: at t¼ 20: i.e. the examination of “if the downstream Innovation overcomes
the serious problem”.

At t ¼ 20, fixed capitals and other values of parameters are given by the
following.

C1 20ð Þ ¼ 350:134

C2 20ð Þ ¼ 387:87

N 20ð Þ ¼ 120:811 ð17Þ
The rate of profit for the first sector ¼ 0:0748802

The rate of profit for the second sector ¼ 0:0748802

Starting from the initial conditions stipulated in Eq. (17), the new trajectory of the
three sectors’ average rate of profit is depicted as the dashed curve in Fig. 7. Note
that the peak (0.0918332) of the new trajectory reached after the innovation is greater
than 0.0748802, the average of the two sectors’ rates of profit, Eq. (17), the rate just
before the innovation of luxury good. Thus, the downstream (Type 1) innovation is
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Downstream Innova�on Upstream Innova�on

Fig. 6 The new trajectories of the average rate of profit starting from t¼ 200 when the downstream
and upstream innovations take place. Source: Fukiharu (2017a)
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effective to the economy as a whole. As in Sect. 3.1, the new trajectory converges to
rd ¼ 0.0543651739063128: the limit of the old trajectory.

Remark 5 We may say that this conclusion is rather robust. It is confirmed in
Fukiharu (2017b, c) that we have essentially the same figures as Figs. 5 and 7 under
Eqs. (10) and (11).

4 Upstream (Type 4) Innovation Under Decreasing Returns
to Scale

As shown in Sect. 2, under the “decreasing returns to scale” case, the real wage rate
converges to zero, independently of the endowment of fixed capital. In this section,
we examine the consequence of upstream (Type 4) innovation under the “decreasing
returns to scale” case with small endowment of fixed capital: C1(1) ¼ 100 and
C2(1)¼ 200, in which a new source of energy is invented after the peak (at t¼ 200),
or before the peak (t ¼ 20). The production function of this third commodity,
y3 ¼ f3[N3, C3] ¼ N3

1/2 + C3
1/2, is assumed to be of the same CES type under

“decreasing returns to scale” used in Sect. 3.

0.05

0.055

0.06

0.065

0.07

0.075

0.08

0.085

0.09

0.095

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

Downstream Innova�on Upstream Innova�on

Fig. 7 The new trajectories of the average rate of profit starting from t ¼ 20 when downstream and
upstream innovations take place. Source: Fukiharu (2017a)
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4.1 Upstream Innovation Takes Place After the Peak: At
t ¼ 200

The first and second sectors’ production functions are modified to the following after
t ¼ 200, with Ei the energy input for the i-th sector.

f 1 N1;C1;E1½ � � N1
1
2C1

1
3 1þ E1ð Þ1=10

f 2 N2;C2;E2½ � � N2
1
2C2

1
3 1þ E2ð Þ1=10

f 3 N3;C3½ � � N3
1
2 þ C3

1
2

For ease of computation, it is assumed that the energy industry does not need
energy in the production of energy. For the same reason, it is assumed that energy is
not consumed by the workers: energy is solely production input.

Given Ci, the i-th sector maximizes profit, and its demand functions for Ni and Ei:
Ni

DD and Ei
DD are derived as in the previous sections. All this profit is used for the

capital accumulation, so that this sector’s demand for the capital good, Mi
DD, is

derived as in the previous sections (i ¼ 1, 2). In the same way, given C3, the third
sector maximizes profit, and its demand functions for N3: N3

DD is derived as in the
previous sections. All this profit is used for the capital accumulation, so that the third
sector’s demand for the capital good, M3

DD, is derived as in the previous sections.
The capital accumulation process newly starts at t ¼ 1 as follows. Equilibrium

prices, p1*, p2*, and p3*, where w ¼ 1, must satisfy the following equilibrium
conditions.

NDD
1 2ð Þ þ NDD

2 2ð Þ þ NDD
3 2ð Þ ¼ N 1ð Þ ð18Þ

MDD
1 2ð Þ þMDD

2 2ð Þ þMDD
3 2ð Þ ¼ f 2 NDD

2 2ð Þ;C2 1ð Þ� � ð19Þ
wN 1ð Þ
p1

¼ f 1 NDD
1 2ð Þ;C1 1ð Þ� � ð20Þ

EDD
1 2ð Þ þ EDD

2 2ð Þ ¼ f 3 NDD
3 2ð Þ;C3 1ð Þ� � ð21Þ

where w¼ 1, N(1)¼ 724.358, C1(1)¼ 2128.73, C2(1)¼ 2128.74, and C3(1)¼ 0, in
view of Eq. (12). From these equilibrium conditions: (18)–(21), p1*, p2*, and p3* are
derived analytically with N, C1, C2, and C3 variables, where w ¼ 1.

p∗1 ¼ G1 N;C1;C2;C3½ �
p∗2 ¼ G2 N;C1;C2;C3½ �
p∗3 ¼ G3 N;C1;C2;C3½ �
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For Gi[N, C1, C2, C3], refer to Fukiharu (2017a). Utilizing these equilibrium
prices, M1(2), M2(2), and M3(2) are derived, so that C1(2) ¼ C1(1)(1 � g1) + M1(2),
C2(2) ¼ C1(1)(1 � g1) + M2(2), and C3(2) ¼ C3(1)(1 � g1) +M3(2) are determined,
as well as N(2) ¼ (1 + g0)N(1). In this way, the new capital accumulation begins.

The new trajectory of the real wage is shown in Fig. 8. The price of consumption
good, a necessity, drops sharply in the beginning, which contributes to the rise of real
wage. As shown in Fig. 8, the real wage first rises and reaches the peak (0.430706)
before t ¼ 250, declining monotonously afterwards. Note that the peak of real wage
on the new trajectory, 0.430706, is lower than the one on the old trajectory of the
innovation, 0.473996. Thus, it may be concluded that upstream (Type 4) innovation
cannot reverse “the declining tendency of real wage” on the capital accumulation if
the innovation takes place when t ¼ 200 in the old process.

The rate of profit for the first sector declines monotonously. At t ¼ 201, it is
0.0414211, which is lower than the corresponding rate just before the upstream
innovation takes place. Furthermore, due to the rising energy price, the rate of profit
converges to zero. Thus, energy innovation is harmful to the first sector from the
viewpoint of the rate of profit. The rate of profit for the second sector declines
monotonously. At t ¼ 201, it is 0.0362835, which is lower than the corresponding
rate just before the energy innovation takes place. Furthermore, due to the rising
energy price, the rate of profit converges to zero. Thus, energy innovation is also
harmful to the second sector from the viewpoint of the rate of profit. The rate of profit
for the third sector rises in the beginning, and after reaching the peak at t ¼ 202 it
declines continuously. Furthermore, in the long run, it converges to zero. Thus, all
the rates of profits converge to zero. Meanwhile, the new trajectory of the average
rate of profit for the upstream innovation is provided as the solid curve in Fig. 6. The
peak (0.0568906) is higher than the value of the rate of profit at t ¼ 200 for the old
trajectory (0.0543754). Thus, the upstream innovation is effective temporarily in
overcoming “the tendency of falling rate of profit”. There is an important difference
between the downstream and upstream innovations. In the downstream innovation,
the new trajectory of average rate of profit converges to rd ¼ 0.0543651739063128:
the limit of the old trajectory when the innovation does not take place, while in the
upstream innovation, the new trajectory converges to zero.
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0.425

t:  

Fig. 8 The new trajectory of w/p1*(t) after the upstream innovation takes place at t ¼ 200. Source:
Fukiharu (2017a)

Two Types of Innovation and Their Economic Impacts: A General. . . 17



Remark 6 We may say that this conclusion is rather robust. It is confirmed in
(Fukiharu 2017b, c) that we have essentially the same figures as Figs. 6 and 8 and
under Eqs. (10) and (11).

4.2 Upstream Innovation Takes Place Before the Peak: At
t ¼ 20

We proceed to the examination of the case in which the upstream innovation takes
place before the peak (at t¼ 20): the examination of “if the upstream innovation can
overcome the serious problem”. At t ¼ 20, fixed capitals and others are given by
Eq. (17). The new trajectory of real wage is depicted as the solid curve in Fig. 9. The
price of consumption good, a necessity, drops sharply in the beginning, which
contributes to the rise of real wage. As shown in Fig. 9, the real wage first rises
and reaches the peak (0.589764) before t¼ 250, declining monotonously afterwards.
Note that the peak of real wage after the innovation is higher than the peak on the old
trajectory without innovation (0.473996). Thus, the upstream innovation can tem-
porarily reverse “the declining tendency of real wage” on the old capital accumula-
tion if the innovation takes place when t ¼ 20.

The new trajectory of the average rate of profit for the upstream (Type 4)
innovation is provided as the solid curve in Fig. 7. The peak (0.077421) on this
new trajectory is higher than the value of the average rate of profit at t ¼ 20 on the
old trajectory for the no-innovation case (0.0748802). Thus, the upstream innovation
is temporarily effective in overcoming “the tendency of falling rate of profit”.
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t: 21~321

Fig. 9 The new trajectory of w/p1*(t) after the upstream innovation takes place at t ¼ 20. Source:
Fukiharu (2017a)
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In Figs. 6 and 7, the peak values (0.0733999 for “t ¼ 200” case, 0.0918332 for
“t¼ 20” case) on the new trajectories for the downstream innovation are higher than
those (0.0568906 for “t ¼ 200” case, 0.077421 for “t ¼ 20” case) for the upstream
innovation. Does this imply that the downstream innovation has a stronger impact on
the economy than the upstream innovation? We must examine the reason why this
happens. In Fig. 10, the trajectories of total investment for the downstream innova-
tion (dashed curve) and the upstream innovation (solid curve) are depicted when
those innovations take place at t ¼ 200. The total investment for the upstream
innovation is greater than the one for the downstream innovation.

In the same way, in Fig. 11, the trajectories of total investment for the down-
stream innovation (dashed curve) and the upstream innovation (solid curve) are
depicted when those innovations take place at t ¼ 20. While the total investment for
the upstream innovation is lower than the one for the downstream innovation until
t¼ 140, the former is greater than the latter after that period, as is clear from Fig. 11.
The greater amount of total investment in the upstream innovation after t¼ 140 may
well cause the lower peak values of average rate of profit. Thus, we may conclude
that the upstream innovation has stronger impact on the economy than the down-
stream innovation.
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Fig. 10 The new trajectories of total investment: M1(t) + M2(t) + M3(t) for upstream and down-
stream innovations when they take place at t ¼ 200. Source: Fukiharu (2017a)
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Remark 7 We may say that this conclusion is rather robust. It is confirmed in
(Fukiharu 2017b, c) that we have essentially the same figures as Figs. 9–11 under
Eqs. (10) and (11).

5 Conclusion

The aim of this paper was to compare the impacts of two types of innovation (Type
1: the “downstream” innovation, the creation of new consumption good, and Type 4:
the “upstream” innovation, the creation of new energy) on the economy. This paper
began with the construction of a discrete version of Uzawa (1961)’s neo-classical
two-sector growth model, formulated in a continuous version. Uzawa’s aim was to
examine the stability of the capital accumulation process, proving the global stability
of the per capita variables such as per capita outputs, on the two-sector model. The
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Fig. 11 The new trajectories of total investment: M1(t) + M2(t) + M3(t) for upstream and down-
stream innovations when they take place at t ¼ 20. Source: Fukiharu (2017a)
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construction of discrete version allows us to transit smoothly from the two-sector
model to the three-sector model, by introducing the third sector, a newly created
sector by the innovations. The attention of the present paper is more focused on the
variations (trajectories) of the real wage rate and the rate of profit on the accumula-
tion process than the stability of the process. This modified attention allows us to
compare the effects of innovations on the economy by examining how the trajecto-
ries are modified by these innovations.

In Sect. 2, we compared the “constant returns to scale” case and the “decreasing
returns to scale” case of the basic two-sector model, where the first sector produces
consumption good, a necessity, and the second sector produces fixed capital good.
First, we showed that the real wage rate, i.e. money wage rate divided by the price of
the first sector, and the rate of profit converge to positive values: wc and rc, on the
capital accumulation process when the “constant returns to scale” is assumed on the
production functions. In this sense, there is no serious problem to worry about. When
the “decreasing returns to scale” is assumed, however, there arises a serious problem
to be concerned about. We showed that the real wage rate converges to zero,
although the rate of profit converges to a positive value: rd. Thus, in this paper, we
examined how the trajectories of real wage rate and the rate of profit are modified by
the creation of the third sector under the “decreasing returns to scale”.

In Sect. 3, we introduced a third sector into the basic model, producing a new
consumption good, a luxury good. In this case, there are two consumption goods, so
that we introduced the utility maximizing hypothesis. This implies that we cannot
examine the modification of the trajectory of the real wage, although the modifica-
tion of the trajectory of average rate of profit can be examined. It was shown that by
this “downstream” innovation, i.e. creation of consumption good, the average rate of
profit rises after the innovation on the new accumulation process with three sectors,
and after reaching a peak, it begins to decline, converging to rd.

In Sect. 4, we introduced a third sector into the basic model producing a new
energy, a production input. In this case, there is one consumption good, a necessity,
so that we can examine the modification of the trajectory of the real wage, as well as
the modification of the trajectory of average rate of profit. It was shown that by this
“upstream” innovation, i.e. creation of new energy, the real wage rises after the
innovation of the new accumulation process with three sectors, and after reaching a
peak, it begins to decline, converging to zero. Furthermore, the rate of profit rises
after the innovation of the new accumulation process, and after reaching a peak, it
begins to decline, converging to zero. It was also shown that the peak of the
trajectory for the “downstream” innovation computed in Sect. 3 is greater than the
one for the “upstream” innovation computed in Sect. 4. The reason for this result was
shown to stem from the fact that the total investment in the “upstream” innovation
was greater on the new accumulation process than the one in the “downstream”

innovation. In this way we concluded that the “upstream” innovation has a stronger
economic impact than the “downstream” innovation. In Appendix, we examine the
classical economists’ assertion of “falling rate of profit” by somewhat modifying the
basic growth model. It is shown that when the assumption of “decreasing returns to

Two Types of Innovation and Their Economic Impacts: A General. . . 21



scale” is made, their assertion is correct, whereas the rate of profit is constant when
the “constant returns to scale” is assumed.
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Appendix

The variation of the real wage and the rate of profit was also one of the main
concerns of the classical economists, starting from Smith (1776), Malthus (1798),
Ricardo (1817) to Marx (1867). They examined this variation in terms of labor
theory of value. Pasinetti (1960) presented a mathematical formulation of Ricardo
model, which was extended to Ricardo-Marx model by Fukiharu (1987) in the
framework of the continuous type capital accumulation process. In what follows,
the relation between Fukiharu (1987) and the Uzawa-type basic model of the present
paper is examined in the framework of the discrete type capital accumulation
process.

The Ricardo-Marx capital accumulation process in Fukiharu (1987) in the con-
tinuous version may be reformulated as in what follows utilizing the same variables
and functions as in the main text.

f 1 N1 t þ 1ð Þ;C1 tð Þ½ �
�x

¼ N1 t þ 1ð Þ þ N2 t þ 1ð Þ ð22Þ

f 2 N2 t þ 1ð Þ;C2 tð Þ½ � ¼ M1 t þ 1ð Þ þM2 t þ 1ð Þ ð23Þ
�x N2 t þ 1ð Þ ¼ p t þ 1ð ÞM1 t þ 1ð Þ ð24Þ

p t þ 1ð Þ ¼
∂

∂N1
f 1 N1 t þ 1ð Þ;C1 tð Þ½ �

∂
∂N2

f 2 N2 t þ 1ð Þ;C2 tð Þ½ � ð25Þ

r t þ 1ð Þ ¼ f 1 N1 t þ 1ð Þ;C1 tð Þ½ � � x N1 t þ 1ð Þ
C1 tð Þp t þ 1ð Þ þ x N1 t þ 1ð Þ

¼ p t þ 1ð Þf 2 N2 t þ 1ð Þ;C2 tð Þ½ � � x N2 t þ 1ð Þ
C2 tð Þp t þ 1ð Þ þ x N2 t þ 1ð Þ ð26Þ

A few remarks are in order. One parameter, �x: fixed real wage rate in terms of
consumption good, and one variable, p(t + 1): relative price of capital good in terms
of consumption good, p2/p1, are newly introduced. The real wage rate is fixed at the
subsistence level. The classical economists did not assume the full employment. The
Eq. (24) implies the exchange between the first sector and the second sector. Noting
that dNi/dyi ¼ 1/ ∂

∂Ni
f i Ni t þ 1ð Þ;Ci tð Þ½ � (i¼ 1, 2), the Eq. (25) implies the “marginal”
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labor theory of value, which was also assumed in Pasinetti (1960, p. 83). Ricardo
appears to have accepted this type of labor theory of value (Negishi 1981). The
Eq. (26) implies that the rate of profit, r, is equalized between the two sectors.

Under Eqs. (22)–(26), the capital accumulation process, Ci(t + 1) ¼ Ci(t)
(1 � g1) +Mi(t + 1) (i ¼ 1, 2) is examined (t ¼ 1, 2 . . .). Formulating these relations
in terms of differential equations, Fukiharu (1987) asserted that the rate of profit on
this capital accumulation process is constant when the “constant returns to scale” is
assumed.

We have the following simulation result (Fukiharu 2017d):

1. Under Eq. (3) when �x¼ 1, C1(1)¼ 100, C2(1)¼ 200, and g1¼ 0.05 are assumed,
we have r(t) ¼ 0.2 (t ¼ 1, 2, . . .).

2. Under Eq. (3) when �x ¼ 1, C1(1) ¼ 10,000, C2(1) ¼ 10,000, and g1 ¼ 0.05 are
assumed, we have r(t) ¼ 0.2 (t ¼ 1, 2, . . .).

3. Under Eq. (9) when �x¼ 1, C1(1)¼ 100, C2(1)¼ 200, and g1¼ 0.05 are assumed,
we have r(t) (t ¼ 1, 2 . . .) as the dashed curve in Fig. 12.

4. Under Eq. (9) when �x ¼ 1, C1(1) ¼ 10,000, C2(1) ¼ 10,000, and g1 ¼ 0.05 are
assumed, we have r(t) (t ¼ 1, 2 . . .) as the solid curve in Fig. 12.

Considering Marx (1867), it may be strange to have the rising rate of profit on the
capital accumulation process. It must be noted that these results stem from the large
depreciation of capital: g1 ¼ 0.05. In this capital accumulation process, in fact,
“capital deccumulation” emerges due to the capital depreciation: i.e. Ci(t) (t ¼ 1,
2 . . .) decreases monotonically. Indeed, we have the following:

5. Under Eq. (9) when �x¼ 1, C1(1)¼ 100, C2(1)¼ 200, and g1¼ 0 are assumed, we
have r(t) (t ¼ 1, 2, . . .) as the dashed curve in Fig. 13.

6. Under Eq. (9) when �x ¼ 1, C1(1) ¼ 10,000, C2(1) ¼ 10,000, and g1 ¼ 0 are
assumed, we have r(t) (t ¼ 1, 2 . . .) as the solid curve in Fig. 13.

Indeed, in these cases, capital accumulation takes place: i.e. Ci(t) (t ¼ 1, 2 . . .)
increases mototonically.
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Fig. 12 The trajectories of the rate of profit under decreasing returns to scale with capital
depreciation. Source: Fukiharu (2017d)
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Thus, we may conclude that in the framework of classical economics, under
“decreasing returns to scale”, the rate of profit declines on the capital accumulation
while it remains constant under “constant returns to scale”.
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Sustainability Integration Impact on Fast
Fashion Supply Chains

Vytautas Snieska and Ignas Valodka

Abstract The main objective of this paper is to define whether sustainable perfor-
mance (environmental and social) integration in business activity and consequently
supply chains of fast fashion industry has a positive impact on financial performance.
Sustainability must comprise and balance all three elements: environmental, social
and economic. Sustainability is strongest when it is broad, not substitutable and
relative. The main sustainability integration drivers are of three categories: internal
drivers, market drivers and law related drivers. The main ways for the integration of
sustainability into fast fashion supply chains are: integrating sustainability into the
values and strategy of the company, investing in long-term relationships with the
main partners, collaboration, certification and standards. Consensus definition of
sustainable fast fashion supply chain does not exist, but it may be defined as a supply
chain incorporated by environmental, social and economic dimensions. The corre-
lation analysis of fast fashion companies data which form the largest part of fast
fashion industry, demonstrated that there exist positive link between sustainability
and profitability of companies.

Keywords Sustainability · Supply chain · Corporate growth · Fast fashion

1 Introduction

In the last two decades academicians have increasingly focused on sustainable
supply chain studies. Especially due to the increase in environmental concerns
businesses are forced to consider the impact of their supply chains on the environ-
ment implementing sustainability practices. More and more companies are adopting
the term sustainability and generate a separate annual sustainability reports (KPMG
2005). However as literature review showed the term of sustainability has been
inconsistently defined and applied in the extant research. According to Carter and
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Rogers (2008) the economic criteria was not considered enough and failed to apply
sustainability into supply chain management. To understand the integration of
sustainability into supply chains and assess its impact, firstly clear definition of
sustainability must be defined. Thus sustainability concept will be reviewed and
defined.

As enterprise main goal is profit, business enterprises and their supply chains
activity primarily focus on economic performance. By focusing only on economic
performance companies often ignore social and environmental activities which mean
they are causing damage to environment and society. Despite governmental regula-
tions and growing concern about environment and society most companies still
avoid sustainable practices. As one of the most highly polluting industries are fast
fashion apparel industry, top companies (by turnover) of this industry will be
evaluated.

Fast fashion concept begun to rise around 15 years ago, when fashion industry
experienced a radical change. New business strategy was initiated by such compa-
nies like Gap, Zara, Forever21 and H&M, when prices began to drop dramatically.
The reason for this change was the move from the traditional strategy of seasonal
selling, in which new designs and garments were introduced typically between two
and four times each year, to fast and frequent introduction of new trends, where new
designs move from idea to design and to store shelves within few weeks, after which
the designs are retired (Cline 2013). The purpose of this change from traditional
selling to frequent trends introduction was to achieve more frequent sales (Ferdows
et al. 2004).

More and more research has been done in the area of whether or not environ-
mental performance integration can improve firm performance. Despite the argu-
ments that environmental practices lead to more efficient utilization of resources and
corporate image improvement, many companies are still afraid to take actions due to
the lack of perceived evidence that the benefits exceed the costs (Montabon et al.
2007). Since 1996 has been increasingly growing pressure on industry supply chains
to address environmental performance was observed after ISO 14001 standards were
released (Zuckerman 2000).

The main objective of this paper is to define whether sustainable performance
(environmental and social) integration in business activity and consequently supply
chains has a positive impact on financial performance by analysing the main theories
and research done in the literature already. The second part of the objective is
empirically test this theory by analysing financial and sustainability data from the
selected world biggest fast fashion industry companies.

2 Sustainability Concepts

In the literature there is a huge variety of different definitions of sustainability and
according to some authors the term is often misinterpreted. Therefore an analysis on
sustainability definition is important before starting further research.
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Besides increasing sustainability research in the literature in the past decades
there is no concrete definition yet for sustainability in business activity (Appelbaum
et al. 2016). As Marshall and Toffel (2005) state, already in the 1990s, there were
over 100 definitions of sustainability. Deepest studies within sustainability research
are done in Economy and Business system. Even such influential initiatives as the
Global Reporting Initiative and UN Global Compact have defined sustainability in
different ways. This abundance of many alternative conceptions might have impact
to the fact that many corporations failed to achieve the anticipated results in terms of
environmental and social improvements (Lankoski 2016).

In the literature most common and quoted definition of sustainability is: “devel-
opment that meets the needs of the present without compromising the ability of
future generations to meet their needs” (World Commission on Environment and
Development 1987). According to Herremans and Reid (2002) the concept of
sustainability means to be capable to maintain over the long term due to its derivative
“sustain” which means “to keep going” or “to keep in existence”. There are authors
who analogously use the term of “corporate sustainability” with the term of “cor-
porate social responsibility” (Van Velsor 2009). Also there are authors who often
time misinterpret sustainability in business activity as green (environmental) prac-
tices. Operations management literatures consider sustainability from the ecological
perspective without explicit incorporation of the social aspect.

However most authors (Elkington 1998; Carter and Rogers 2008; Izadikhah and
Saen 2016) agree that sustainability includes and balance all three elements: envi-
ronmental, social and economic. According to Sikdar (2003), most accurate defini-
tion is found in engineering literature where sustainability is defined as a balance
among environmental stewardship, social equity and economic development.

This perspective of the three components was developed by Elkington (1998,
2004) who considers and balances all three elements: economic, environmental and
social goals from microeconomic standpoint. The concept in which all three perfor-
mances are balanced is often called in literature “the Triple Bottom Line” (Elkington
1998).

Herremans and Reid (2002) describe the sustainability domain as the area in
which an organization can operate and still maintain a harmony among the three
main dimensions. The development and implementation of suggested sustainability
concept into a large scale companies is significant and growing importance and it is
not only best practice towards sustainability but also profitability for business. These
three factors look like conflicting while they actually are interdependent and
complementary.

Lankoski (2016) analyzes sustainability within business context and due to the
big variety of this term definition, in order to add some value to the analysis by
clarifying and adding structure, have built a common frame of sustainability defini-
tion within business context. Author divided sustainability into three constituent
dimensions: substitutability, scope, goal orientation and divided it into eight types.

Scope of sustainability is what it is consequently regarded as sustainability issues.
The definition of sustainability can be narrow or broad. If sustainability only covers
environmental issues it is narrow, while if it also covers economic and social issues it
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is broad. Substitutability refers if poor performance in one sustainability issue can be
compensated with good performance in another. Weak sustainability in business
allows substitution between economic, environmental and social issues, while strong
sustainability does not allow such substitution. Goal orientation refers to a funda-
mental distinction which is whether sustainability in business is absolute or relative.
Sustainability is absolute when assessed by the attainment of a critical outcome and
relative when assessed by whether reference performance is exceeded (Lankoski
2016).

Sustainability measurement is not straightforward and requires a supply chain
perspective. There is not possible to measure firm’s emissions, as the product goes
through various manufacturing and transportation activities and operate with numer-
ous companies in the supply chain. Besides, the direct emissions of a company
constitute a small part of supply chain emissions. Therefore when measuring sus-
tainability of a company we should take supply chain perspective, rather than
company itself (Bouchery et al. 2017).

3 Sustainability Integration Drivers, Barriers and Ways

In this chapter an analysis on the main drivers of sustainability implementation or in
other words, why sustainability (or its components) is important and why companies
implement it is performed. The ways of implementing sustainability are provided
and the impacts analyzed. According to Caniato et al. (2011), drivers for fashion
industry have not yet been studied, thus the drivers are analyzed in general.

According to Brundtland (1987), sustainability is required for economic devel-
opment in order to fit within the planet’s natural and ecological resource boundaries.
Sustainability is now mandatory and has become commonly included in business
sustainability reporting. Sustainability reporting is defined as public reports of
companies provided to external and internal stakeholders about their activity on
economic, environmental and social performance (World Business Council for
Sustainable Development 2002). According to Gonzalez-Benito and Gonzalez-
Benito (2006), nongovernmental stakeholder pressure explain environmental prac-
tices integration in firms activity. Empirical study of textile and apparel manufac-
turers has shown that environmental practices are positively moderated by regulatory
pressure (Wu et al. 2012). Bouchery et al. (2017) discuss that becoming more
sustainable is often optional. In some cases is not and business face increasing
pressure to become more sustainable with their supply chains. The pressure comes
from individual customers and from B2B context organizations.

All the drivers for implementing sustainability can be classified into three main
categories from Porter’s view:

1. Internal company drivers, due to efficiency purposes such as cost reduction
(Carter and Dresner 2001).
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2. Market drivers related with the requirements for environmental stability from the
industrial clients or end customers (Beamon 1999).

3. Law related to current and future regulations (Hall 2001).

According to Kolk and Pinkse (2004) analysis of 111 companies has shown that
by focusing on their supply chains, innovating and compensating for their emissions
organizations can address climate change. The results of clean tech firm’s interviews
have shown that a key for generating environmental and societal benefits is process
innovation (Plambeck 2013). Caniato et al. (2011) on study based on five fashion
industry companies identified that the key drivers for green practices in the supply
chain management are corporate values of the owner, requirements of the market
niche and growing relevance for the final customer.

Jain and Sharma (2014) provide main factors why companies implement green
practices in the supply chain:

• Pressure from customers and competition;
• Governmental regulations;
• Supplier certification of environmental management system;
• Supplier environmental collaboration;
• Customer collaboration;
• Social responsibility and ethics;
• Business benefits;
• Pressure from employees;
• Exports and sales to foreign customers;
• Competition;
• Sustainability of resources;
• Reduced costs;
• Return on investment and organizational factors: commitment, awareness and

experience.

Hoffman and Bazerman (2005) investigated the main barriers for implementing
environmental practices based on behavioral decision research and organizational
theory which are: fear of the unknown, resource constraints, habitual distrust, and
threats to political interests. Wu and Pagell (2011) concluded that managers lack
sufficient information for making environmental decisions. Klassen and Vereecke
(2012) proved that dealing with social issues are difficult. Matos and Hall (2007)
argued that sustainable development pressures require ambiguous challenges that
many present environmental techniques cannot address. Perotti et al. (2012) con-
cluded that although there is an overall increasing interest in environmental issues,
the present level for adopting green practices in supply chain management is still
limited.

In order to implement sustainability into supply chain performance, some prac-
tices and aspects have to be changed and managed differently (Ashby et al. 2012).
Sharfman et al. (2009) work shows that companies implementing sustainable supply
chain practices follow sustainable policies and are value-driven. In most literature
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the most powerful and influential notion in the supply chain is a focal firm which is
an initiator of sustainable practices in the supply chain.

According to Beske (2014), sustainability can be implemented into supply chain
via practices after categorizing them all into five categories. Pagell and Wu (2009)
state that the foundation of sustainable practices in the supply chain is the mindset of
a focal company. Firstly the pursuit of sustainability has to be implemented in the
values and strategy of the company. This orientation is a key factor for reaching full
potential of sustainability in the supply chains (Beske 2014). Schein (1993) in his
extensive research on culture found that culture is the core concept for improving
and managing company’s behavior. As Holt and Ghobadian (2009) state CEO and
company culture are main important drivers for implanting environmental practices
into supply chain management. According to Pagell and Wu (2009), to create a
sustainable supply chain, managers must incorporate sustainability practices and
goals into supply chain management. First step how to implement sustainability into
core values of a company is to understand the purpose of this change. The organi-
zation members must be convinced that this change is reasonable and the business
leaders should see how this change contribute to their business vision. This will
minimize confusion and will clarify the intent of sustainability implementation
(Crews 2010).

After integrating values of sustainability next stage is its implementation in the
structure of supply chain management. Here main factor for sustainable supply chain
is good relationships with partners. Especially, where both of them share risks and
profits (Mentzer et al. 2001). To achieve this good relationship with partners in the
supply chain the main way is to invest in long-term relationships with the partners or
at least the key partners in the supply chain (Vachon and Klassen 2006; Carter and
Rogers 2008). In this way common goals can be developed as the sustainability
practices in the supply chain should be implemented in both sides.

In sustainable supply chain management as well as in the supply chain manage-
ment collaboration is an important role in order to enhance the competitive advan-
tage in the supply chains and can reduce overall cost and uncertainty (Chen and
Paulraj 2004; Carter and Rogers 2008). When companies develop trust with partners
they are more likely to engage in environmental activities (Sharfman et al. 2009). An
enabler for collaboration between partners is information sharing (Skjoett-Larsen
et al. 2003). Collaboration is viewed as a key factor to achieving sustainability
performance (Sarkis et al. 2011).

Companies which engage in sustainability practices in their supply chains are
more likely to face risk than traditional companies (Walker et al. 2008; Miemczyk
et al. 2012). One of the most common risks are smaller supplier base. However at the
same time, companies engaging in long-term relationships, also reduce risks asso-
ciated with individual suppliers, at the cost of depending more on few suppliers.

One of the main ways to reduce risk issues are certifications and standards
(Muller et al. 2009). Certifications and standards are easy way to make the supply
chain more environmentally friendly (Srivastava 2007) and socially responsible
(Seuring and Müller 2008a, b). Mostly such certifications and standards like ISO
14001 are used in sustainable supply chain activities. Most common systems to
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monitoring and evaluating sustainability include triple bottom line accounting,
international standards like the sustainability reporting guidelines by Global
Reporting Initiative and the Dow Jones Sustainability Index. According to KPMG
(2005) one of the most well-known approaches is triple bottom line accounting,
which has been adopted by 68% of the Fortune 250. According to Crews (2010), just
like there is no one barometer measuring business financial performance, likewise
there is no one barometer measuring sustainability performance either. Companies
may also use their own standards to translate specific values and needs into detailed
practices (Miemczyk et al. 2012).

Bouchery et al. (2017) states that measuring sustainability leads to its improve-
ment. For instance, the reason Walmart found ways to reduce GHG emissions and
costs was when they started taking a close look to their carbon footprint.

4 Sustainability Integration into Supply Chain: Sustainable
Supply Chain

In order to understand the impact of sustainability on supply chains it is important to
understand what is the difference between both of them, or in other words what
happens when we add/integrate sustainability into supply chain. According to Jakhar
(2014), in order to create sustainable supply chain, firstly is needed to re-define the
basic structure of the supply chain and integrate the sustainability components.
Sustainable supply chain is in the same way traditional supply chain, just integrated
with economic, environmental and social objectives. As Svensson (2007) agrees,
sustainable supply chain is a theoretical and practical extension of supply chain. In
other words sustainable supply chain management is supply chain management with
added sustainability criteria. According to Ahi and Searcy (2013) consensus defini-
tion of sustainable supply chain does not exist, however most authors agree that it
can be defined as incorporating various dimensions of economic, social and envi-
ronmental factors into supply chain. According to Harms et al. (2013) main differ-
ence between traditional and sustainable supply chain lies in the achievement of all
three dimensions of sustainability. Sustainable supply chain can also be described as
“the creation of coordinated supply chains through the voluntary integration of
economic, environmental, and social considerations with key inter-organizational
business systems designed to efficiently and effectively manage the material, infor-
mation, and capital flows associated with the procurement, production, and distri-
bution of products or services in order to meet stakeholder requirements and improve
the profitability, competitiveness, and resilience of the organization over the short-
and long-term” (Ahi and Searcy 2013). Beske (2014) even questioned whether there
is a difference between traditional supply chain management and sustainable supply
chain management. Pagell and Shevchenko (2014) envisioned that in the future
research all supply chain management research will be sustainable supply chain
management research. Izadikhah and Saen (2016) explain that sustainable supply
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chain comprises environmental, social, and economic practices and includes product
design, material selection, manufacturing, packaging, transportation, warehousing,
distribution, and consumption. As Carter and Rogers (2008) also suggests sustain-
ability of a company consists of three components: the natural environment, society
and economic performance. Thus we can agree that sustainable supply chain,
likewise sustainability definition, is a supply chain, which improves all three
named dimensions.

The economic dimension address the long-term economic stability and some
financial performance indicators such as supply chain costs or service level. Besides
achieving financial objectives this dimensions also refers to protect the environment
and society (Yusuf et al. 2013). The implementation of environmental and social
activities has advantages. According to Herremans and Reid (2002) “economic
dimension represents a system of producing, distributing, and consuming wealth,
which is generally defined as the means of satisfying the material needs of people
through money, property, possessions of monetary goods, or anything having
economic value measurable in price”.

As Sadler (1990) describes, the environmental dimension represents a system of
preservation and integrity of ecosystems and is concerned about ecosystems long
term productivity and functioning. According to Shearman (1990) interestingly
describes the environmental dimension perspective which concerns about sustaining
the ecological conditions that make development possible. As well as in the social
dimension, environmental activity does not represent wealth and improvement in
terms which are valued only in the market place. Thus determining the costs and
benefits of initiatives to save the environment cannot be quantified.

As Srivastava (2007) defines, the environment dimension aims to implemented
environment issues into supply chain processes such as product design, supplier
selection, operations and transportation. Main important concerns in the supply
chain literature are greenhouse gas (GHG) emissions because of the hazardous
consequences on ecosystem and human health. Other are resource depletion, haz-
ardous substances in products, waste generation, energy and water consumption
(Varsei 2016). The environment dimension can be implemented into supply chains
in two main ways namely green operations and green design. According to
Srivastava (2007), green operations address issues such as remanufacturing, includ-
ing reverse logistics into supply chain and waste management. Remanufacturing is
defined as the transformation of used products maintaining the same or grater
satisfaction standards and profitability. Green design refers to the product design
which affects how the product can be re-used, recovered, repaired, remanufactured
or recycled (Linton et al. 2007).

Social dimension considers the satisfaction of basic human needs and higher-
level social necessities. Differently than economic dimension, social dimension does
not define its growth in terms of material possessions that can be bought or sold. It
includes health care, food standards, safety standards at work, happy personal life,
etc. (Herremans and Reid 2002).

Companies following sustainability practices in their business use certain prac-
tices in their supply chain activity. Usually these practices are related to quality
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issues of relationships inside the supply chain and external stakeholders. Investing in
these practices, overall performance in all three dimensions of sustainability can be
enhanced (Pagell and Wu 2009).

According to Jakhar (2014), in order to create sustainable supply chain, firstly is
needed to re-define the basic structure of the supply chain and integrate the sustain-
ability components. The basic fast fashion supply chain consists of four stages:
suppliers, retailers, customers and disposal. At each stage of the supply chain can be
detected negative social and environmental impacts.

At the stage of suppliers the negative impact is due to outsourcing, what is
common for fast fashion industry, as its production process comprises of labor-
intensive work which is the cheapest in Asia. Low wages and poor working
conditions can be defined as one of the main social impact at the stage of suppliers.
Outsourcing has resulted in long supply chain due to the presence of multiple levels
of subcontractors. Pollution from chemicals and dyes in the garments production
process leads to negative environmental impacts on the stage of suppliers. At the
stage of retailers due to outsourcing which was a result of fast fashion more than half
a million jobs were lost in US since the appearance of fast fashion which can be
defined as the main social impact. Due to apparel transportation from suppliers to
retailers carbon footprint is left. At the customers stage social impact due to
dramatically low clothing prices the society view on clothing transformed radically
and society now view clothing as disposable rather than valuable and durable assets.
This large purchasing volume of cheap clothing translates to high environmental
footprint, which can be defined as environmental impact. At the stage of disposal,
studies show that most discarded clothes are not reused and become trash. Unlike
two decades ago, when clothes were composed of organic fibers and biodegradable,
now contain polyester, rayon and viscose, which are difficult to recycle and decom-
pose. This increase of non-biodegradable fabrics can be defined as environmental
impact at the disposal stage (Shambu and College 2015).

5 Sustainability Integration Impact

Implementing sustainability practices and goals companies have to be aware of the
possible trade-offs. However as Seuring and Müller (2008a, b) state, win–win
situations can be achieved, e.g. minimizing waste is both good for environment
and put less pollution on society at the same time saving money for the company in
the long run. Studies have shown positive relation between higher firm performance
and at least environmental management practices (Golicic and Smith 2013). Envi-
ronmental practices like GHG emissions reductions may have other benefits that are
indirect and are not immediately captured in the stock market reaction. In this section
results of literature review on sustainable activities impact on firms and their supply
chains are provided (Table 1).

By undertaking variety of environmental and social issues firm can both improve
and harm the economic bottom line. Zhu and Sarkis (2006), have recognized in their
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studies that environmental practices in the supply chain are significantly effective in
reducing the negative impact on environment and as later studies have shown (Zhu
and Sarkis 2007) its implementation can also enhance a firm’s competitiveness.
According to United Nations Global Compact and Business for Social Responsibil-
ity report, several executives have stated that businesses’ future success would
depend on sustainability issues (UNGC 2010). Biggest fashion retailers such as
H&M, Zara, Top Shop and Mango try to avoid risk and be green in order to achieve
business success.

However Walley and Whitehead (1994) argue that environmental and social
initiatives has always been costly and complicated tasks for companies and win–
win situations are very rare. Win–win situations increasingly arise and sustainability
practices become more viable when energy prices increase, pressures from consumer
groups increase and “firms begin to make more holistic view of the costs and benefits
associated with social and environmental projects” (Buckley 2007).

Carter and Rogers (2008) in their article claim that environmental and social
initiatives result in enhanced economic performance and its proportion is relatively.
Highest economic performance occurs at the intersection of the three dimensions.
Companies which maximize performance of the three dimensions will outperform

Table 1 The link between the social dimension performance and financial performance

Authors Research results

Gonzalez-Benito and
Gonzalez-Benito (2006)

Stated that there exist positive relationship between environ-
mental activity and business performance.

Pil and Rothenberg (2003) Concluded that better environmental performance results in
higher quality and competitive advantage.

Pullman et al. (2009) Showed that environmental and social activities improvement
has impact on improved quality, which leads to improved cost
performance.

Zailani et al. (2012) Concluded that sustainable supply chain activity can positively
affect environmental, social and economic outcomes.

Delmas (2001) Suggested that improved environmental and safety activity can
increase market share and revenues.

Potoski and Prakash (2005) By analyzing data of 3709 facilities showed that ISO 14001
certified facilities perform better environmental performance as
compared to the noncertified ones.

Schoenherr (2012) Collected empirical data from 1211 factories in 21 countries
confirmed significant influence of environmental activities on
competitive performance.

Wu et al. (2014) In his study showed that by selecting the right environmental
strategy in business supply chain strategy context can improve
corporate performance.

Hofer et al. (2012) Based on Schumpeterian economics suggested that the past
environmental management activities of a rival firm affects
environmental activity of a focal firm.

Golicic and Smith (2013) Environmental practices in supply chain are associated with
positive business performance. However profitability is a more
indirect outcome.
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companies that maximize only economic performance or environmental and social
performance without considering economic performance.

Analysis of the link between corporate environmental and financial performance,
a meta-analysis of 64 outcomes from 37 empirical studies point out a positive link
between sustainability and profitability (Horvathova 2010). However it takes time
for environmental dimension to take effect in financial performance (Konar and
Cohen 2001).

Analyzing the link between social dimension performance and financial perfor-
mance, a meta-analysis has shown that they are positively correlated (Orlitzky et al.
2003). More studies results on the linkage between the three dimensions and the
impacts on supply chain activities whether sustainability dimension positively or
negatively affect the supply chain and companies activity are summarized in Table 1.

6 Impact of Sustainability Integration into Supply Chains
on Fast Fashion Industry Corporate Financial Results

Fast fashion is a business model which offers fashionable clothes at affordable price.
Fast fashion model requires a highly responsive supply chain which can support
periodically changing product assortment. One of the main GAP’s sustainability
indexes is used to assess companies supplying branded apparel, as according to GAP
(2014) building closer relationships with strategic suppliers plays a key role in
embedding sustainability into our sourcing practices. Inditex group recently was
included in the Dow Jones Sustainability Indexes (DJSI) thus we have performed
Pearson product-moment correlation coefficient (PPMCC) analysis comparing DJSI
index to all analyzed companies’ net sales.

Main fast fashion companies, which form the largest part of fast fashion industry,
are H&M and Inditex group. After that follows Gap, Uniqlo. For these reasons we
will take these four main companies for correlation analysis.

Each company defines their sustainability goals differently and measure sustain-
ability in different indicators. Therefore each companies’ one of the main sustain-
ability indicators will be compared to sales.

In Tables 2, 3, 4 and 5 Inditex H&M GAP and Uniqlo (Fast Retailing Co.) net
sales compared to DJSI data for available period are presented. Pearson product-
moment correlation coefficient (PPMCC) of net sales and DJSI for these companies
proved the existence significant positive correlation of DJSI and net sales.

Table 2 DJSI and net sales PPMCC correlation for Inditex

Year 2009 2010 2011 2012 2013 2014 2015 PPMCC

Net sales, M € 11,100 12,500 13,800 15,900 16,700 18,100 20,900

DJSI 72 76 85 81 81 81 81 0.56
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7 Conclusion

Sustainability concept literature analysis shows that despite the existence of a big
variety of different definitions, most authors agree that sustainability must comprise
and balance all three elements: environmental, social and economic. Sustainability is
strongest when it is broad, not substitutable and relative.

The main sustainability integration drivers are of three categories: internal
drivers, market drivers and law related drivers. The main ways for the integration
of sustainability into fast fashion supply chains are: integrating sustainability into the
values and strategy of the company, investing in long-term relationships with the
main partners, collaboration, certification and standards. Consensus definition of
sustainable fast fashion supply chain does not exist, but it may be defined as a supply
chain incorporated by environmental, social and economic dimensions. The corre-
lation analysis of fast fashion companies data which form the largest part of fast
fashion industry, demonstrated that there exist positive link between sustainability
and profitability of companies.
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The Model of Assessing the Innovativeness
of Public Entities Obliged to Carry Out
Public–Private Partnership Projects

Arkadiusz Borowiec

Abstract Public–Private Partnership (PPP) is one of the innovative economic
instruments allowing for the acceleration of development and investment, especially
during economic downturn. Literature studies show a paucity of items related to the
issues of improving the innovativeness with the use of PPP. While recognizing this
gap the article attempts to build a model to assess the innovativeness of public
entities obliged to initiate and implement PPP projects. Network thinking method-
ology has been used to build the model. As a result, after the identification of factors
affecting the innovativeness of PPP projects, a network of links has been established
between them and examined in terms of type and intensity of exposure. Building a
model according to the methodology involved using the opinions of experts along
with long-term suggestions and opinions conducted in the course of participation in
all kinds of conferences and trainings. The model was also subjected to validation by
two selected entities. Results obtained from the use of the model are confirmed by
low innovativeness of public entities obliged to carry out PPP projects. The model
itself can promote entities that contribute to the formation of innovativeness and
results in their fairer assessment.

Keywords Macroeconomic policy · Policy making · Innovations · Public–private
partnership

1 Introduction

Public–private partnerships serve the purpose of executing public tasks in numerous
countries around the world (Tkacheva and Afanasjefa 2017). It is increasingly
difficult to find a region of the world where PPP has not been implemented. In
Great Britain, these partnerships are developed to the highest extent. The official
launch of PPP over there dates back to 1992, and despite passing years, Great Britain
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continues to lead the way in implementing this kind of solution. Other European
countries widely using PPPs include Ireland, Spain, Germany, the Netherlands,
Portugal, France; and globally—Australia and the USA. It is also worth emphasizing
that public–private partnership market in Poland has been developing very slowly in
comparison to the rest of Europe.

Public–private partnerships are designed to boost development and investment,
which is particularly important in times of economic downturn. Public–private
sector co-operation is an innovative form of investment that benefits both sides,
but society remains its greatest beneficiary. Public–private partnerships serve inno-
vativeness in two ways. Firstly, PPP itself remains an innovative model for the
implementation of public tasks. The second dimension of the positive impact of
PPPs on innovation is the growing importance of the public procurement market,
which is becoming an important space for implementing innovative solutions. The
public sphere in which the partnership projects are implemented may be considered a
“test ground” for commercial entities—a place where new services or products are
confronted with the market. A private partner gains an opportunity to develop their
innovation, while a public one obtains a modern solution based on the most up-to-
date knowledge and technology. Not without reason innovativeness of technical and
organizational solutions remains among the basic factors determining the so-called
Value for Money—the added value resulting from the implementation of projects in
the PPP formula (Almarri and Boussabaine 2017).

Public entities may promote innovation by specifying the shape and terms of
investments that are the subject of a PPP contract. Such a pro-innovative approach,
however, requires a fundamental change in a way public sector operates: from an
attitude of someone who orders and demands to an attitude of someone who asks and
discusses. PPP positively stimulates innovation in the economy only when the public
sector is fully committed to working with the commercial sector. The choice of
innovative solutions requires from public partners—the contracting authorities—to
become acquainted with the current state of the art and technology in a given field.

Public–private partnership fosters innovativeness not only at the level of the final
solution (the implementation of an innovative public service) but also during its
development. The results of the work of the private partner are primarily relevant for
public entities, and in terms of how the results are achieved, the public side can rely
on knowledge and experience of commercial partners. As a result of this investment,
entrepreneurs are not baffled by bureaucratic procedures and can use innovative,
cost-effective, techno-technological, organizational and process solutions. No other
form of public sector partnership provides the other with so much freedom in the
choice of techniques and methods of work.

In the literature, the problem of innovation is described very broadly. Similarly,
there are multiple publications regarding public–private partnerships. However, it is
difficult to find a link between this issue and the assessment of public entities. This
problem, constituting a research gap, to a large extent determined the choice of the
subject of this article. Against the background of these considerations, one should
also consider how to assess the innovativeness of individuals obliged to implement
public–private partnership projects. Looking for an answer to this question, the

44 A. Borowiec



article attempts to build an original model of innovation assessment of these units
using expert opinion and conclusions resulting from participation in various confer-
ences and training. The analysis used the methodology of network thinking
according to the following three professors: Gomez, Probst and Ulrich (Probst and
Gomez 1989), which is based on Systems Theory.

The selection of factors included in the model as well as the strength of interac-
tions between them were established among a group of 35 employees of public
entities obliged to undertake PPP projects, 12 contractors with experience in partic-
ipating in such projects, and 3 academic lecturers working closely with this issue.
This deliberate selection was aimed at obtaining the opinions of people profession-
ally connected with the PPP market. From the point of view of the issues discussed in
this article, the analysis omits the time factor related to the interaction of factors
within a network.

2 Selected Concepts of Innovation

Literature abounds in numerous definitions of innovation. The concept of innovation
was introduced in economic sciences by Schumpeter (1960). According to
Schumpeter innovation refers to putting new solutions into practice. He focuses
primarily on technical innovations and their impact on the economy. Any dissem-
ination of innovation remains a distinct kind of change, called imitation. Schumpeter
is the author of the concept of the so-called creative destruction, which consists of
continuous destruction of old structures and continuous creation of new, more and
more effective ones. Its definition is the starting point for considering the importance
of innovation in the economy. Interest in innovation has evolved over the years, just
as global economy has changed. Schumpeter’s classic approach had worked until the
Second World War. Against the background of Schumpeter’s theory of supply there
have emerged other, often opposing ones, such as Schmookler’s (1966) demand
theory or supply-demand theory by Oppenländer (2000). The latest understanding of
the concept of innovation assumes that innovation is an interactive and systemic
process (Koschatzky 2017).

By analyzing the notion of innovation in the subject literature, it is possible to
come across both broad and narrow definitions. In the narrow sense, innovation is an
invention that finds certain use, but in a broader sense it is the whole process of
management, which involves a variety of activities, leads to creation, development
and introduction of new values in products or new combinations of resources that are
new for the entity making or introducing them. The broadly perceived innovations
also involve transferring these values to existing or new market partners and can
result from the work of a group of companies (Niedzielski and Rychlik 2006). This
article uses the concept of innovation sensu largo.

The broad understanding of innovation is offered by Oslo Manual (OECD 2005).
According to this manual, innovation refers to the implementation of a new or
significantly improved product (or service) or process, a new marketing method or
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a new organizational method in business practice, workplace organization or the
environment. The Oslo Handbook is a document issued by the Organization for
Economic Co-operation and Development (OECD), which discusses methods for
collecting and interpreting innovation indicators. Its purpose is to provide interna-
tionally accepted methodological guidelines for collecting and interpreting statistics
related to innovation issues and innovations with an asset of the so-called interna-
tional comparability.

3 Construction of a Model for Evaluating
the Innovativeness of Public Entities Implementing
Public–Private Partnership Projects

3.1 The Network of Dependencies of Factors Influencing
the Innovativeness of PPP Proceedings

The focus of system analysis is to investigate and explain important issues. This
helps the decision-making process and the choice of specific actions (Piekarczyk and
Zimniewicz 2010, p. 43). This is why it is ideally suited to accurately diagnose links
between public–private partnerships and to accurately define and understand PPP
market terms, while exposing key factors influencing the innovativeness of PPP
proceedings on behalf of entities obliged to do so.

The methodology of network thinking consists of six interrelated phases: goal
setting and problem modeling, impact analysis, the interpretation of opportunities for
change, the clarification of leadership possibilities, strategy and action planning. In
practice, these phases are not sequential as solving problems with methodology
requires multiple attempts to go through them.

Therefore, with a clearly defined purpose, a network of links between the factors
affecting the problem should be created. Due to the issues adopted in this article, it
was decided that the center of the network would include a factor called an
innovative unit using PPP. After a discussion among a group of experts, it was
assumed that the following elements of the network will remain connected to it: EU
subsidies, the number of innovative public procurement contracts, human capital,
subcontracting, consortia, friendly law, winning SMEs, bureaucracy, gray zone, the
number of trainings, market demand, the number of competitors, budget of a unit,
the number of competitions, social competences. A network of relationships
between these factors is shown in Fig. 1.

After presenting the factors in a network of links, one should analyze the
interactions between them in the following two sections: the type and the intensity
of their interaction. There are the following two types of interactions: isotropic
one-way interactions and opposing interactions. The analysis of impact type, as
well as its intensity, was re-conducted among 50 experts. The selection of factors
included in the model as well as the strength of interactions between them were
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established among a group of 35 employees of public entities obliged to undertake
PPP projects, 12 contractors with experience in participating in such projects, and
3 academic lecturers working closely with this issue. Determining the intensity of the
impact was supported by the intensity matrix shown in Table 1.

It was determined that the intensity would be determined on a four-point scale
(0–3), where “0” means no impact, while “3”—a very intense impact. After the
matrix is created, it is important to identify which factors in the network remain
active (i.e. very strongly influence other elements, but are not influenced them-
selves), passive (they influence other elements very little, but are strongly influenced
themselves), critical (strongly influence other elements, but at the same time, are
subject to strong influences themselves), and which are lazy (they have little
influence on other elements, and are subject only to weak influences themselves).

The nature of the factors allowed identifying the intensity map, as shown in
Fig. 2. Due to the potential for change in the system and the power of action, the key
elements influencing the innovativeness of public entities implementing public–
private partnership projects are both the active and the critical factors. While creating
an intensity map, it is extremely important to draw a boundary between the factors.
In this analysis it is assumed that the dividing lines will extend in places that are
formed by dividing the maximum value of A and P by 2. Thus obtained values are
A ¼ 15 and P ¼ 14.

The intensity map shows that the key drivers influencing innovativeness of public
entities conducting public–private partnership projects are the following: the number
of winning SMEs (2), EU grants (3), the number of competitions (8), the number of
training courses (11), the number of innovative public procurement (14). At this
stage it is useful to determine which of these factors are controllable by public
entities, and which are not affected. Undoubtedly, all the listed factors are manage-
able. Indeed, the number of competitions (8) lies at the crossroads between critical
and passive factors; however, due to the specificity of the public–private partnership
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Fig. 1 Network of dependencies between factors influencing the innovativeness of public entities
implementing PPP projects. Source: Own study
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market and the freedom that network thinking methodology provides for researchers,
it may be included in further consideration. It is also worth to briefly describe the
factors revealed by the group of experts.

The number of small and medium size enterprises winning PPP procedures is
determined by the size of the project and the criteria imposed by public entities.
Stereotypically it is believed that PPP investments are reserved mainly for the largest
companies. However, according to the research, this is not entirely true (Borowiec
2012). The smallest projects in Poland to be implemented by local governments in
the PPP formula mostly include underground parking lots and swimming pools. This
is undoubtedly due to good examples of the implementation of such investments
between public and private entities. There are also a lot of small PPP facilities in the
area of housing and real estate projects. An example of the implementation of a
PPP-based project by SMEs is the construction, financing and operation of the
motorway section of Athens orbital (Gajewska-Jedwabny 2007). The winning
consortium of Attiki Odos join-stock Company involved 14 Greek companies of
different sizes. Construction works could only be carried out in this case by the
allocation of both government funding and private financing. The agreed funding of
the project covered government subsidies (through EU Structural Funds) of nearly
34% and 14% of the cost covered by sponsors. The European Investment Bank
provided loans for 45% of the required funds and the remaining 7% was provided by
commercial banks.

EU subsidies are an important element in the development and modernization of
numerous European Union member states. Involving the private sector to carry out
public tasks and thus gaining additional funding should further strengthen the scale
of EU funding for the innovativeness of proceedings. Nonetheless, hybrid projects
have to face a number of additional obligations carried by the EU funds (such as the
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Fig. 2 Intensity map. Source: Own study
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duration of the task, which cannot exceed the funding disbursement deadline,
reporting obligations, sustainability obligations, the obligation to promote and
inform about co-financing). The big challenge for this type of projects is to build a
financial model that must be as realistic as possible.

The number of procurements before public–private partnership proceedings is a
solution linked to the presentation and selection of innovative projects. The pro-
curement involves participants presenting projects, which are appraised by the jury
appointed by the contracting authority. At this stage it is possible to present
innovative solutions that, once accepted and evaluated, can be implemented. It is
important, however, for the entries to be actions which are in fact creations, since it is
desired that the subject of the procurement remains protected and its rights were
transferred to the contractor (Starzyńska 2011).

The number of trainings allows overcoming the barrier of the lack of competence
diagnosed in public entities. Figure 3 shows the results of own research on compe-
tencies in knowledge of PPP procedures among public officials.

The impact of trainings for staff preparing PPP-related procedures on their
innovativeness seems to be undisputed. The number of innovative public procure-
ments concerns those entities which are obliged to conduct tenders and initiate PPPs.
They constitute a good tool for shaping pro-innovation attitudes on behalf of both
contracting authorities and entrepreneurs. In Poland a new mode of awarding
contracts serves this purpose—an innovative partnership. The purpose of Innovative
Partnership is to develop an innovative product, service or construction work not
available on the market and to sell this innovative product, service or construction
work, provided that they correspond to performance levels and maximum costs
agreed between the contracting authority and the partners. The use of this mode
should be preceded by an in-depth market analysis to determine whether there is a
solution that meets the expectations of contracting authorities or whether there is a
need for a new solution.
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Fig. 3 Competence of
officials in PPP procedures.
Source: Own study
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3.2 Model for Assessing Innovativeness of Public Entities
Obliged to Implement PPP Projects

To objectively assess changes in a public administration unit, and thus in the whole
national economy, it is necessary to rely primarily on factors, which are directly
influenced by the analyzed entity. Therefore, the starting point in the selection of the
factors used for its assessment should be an ability to influence them by deliberate
actions undertaken by this entity’s management. Such reasoning leads to a situation
where it is necessary to use manageable factors identified in the methodology of
network thinking as part of the factors used to construct the innovation assessment
model of a public entity obliged to implement PPP projects. As mentioned above,
these factors include the number of winning SMEs, EU subsidies, the number of
procurements, the number of trainings and the number of innovative public
contracts.

In order to choose the weights for each of the factors that form this model, one can
use the total amount of activity accumulated by each factor in the experts’ assess-
ment. Table 2 lists all the factors outlined in the study, together with their combined
effect on the remaining ones and the calculated weight.

To indicate the percentage weight of each factor, the total sum of their activity
was determined and subsequently divided by activity value of each factor. Having
determined the percentage weight of each factor included in the model, it is possible
to proceed to its presentation. Its final form has been shown in Table 3.

It is very important to interpret the obtained results with the use of a model. The
author, similarly as in the case of the analogous model of innovation assessment of
public administration units awarding public contracts, (Borowiec 2015) proposes to
adopt the following limits:

– 100–76%—the highest innovativeness,
– 75–51%—high innovativeness,
– 50–26%—moderate innovativeness,
– 25–0%—low innovativeness.

The validation of the model was carried out at two public entities conducting the
same kind of activity and located in Poland and in Sweden. The data collected by the
units supplemented by interviews with their management gave rise to Table 4. As

Table 2 Factors related to building the model of innovativeness of public entities obliged to
implement PPP projects

Name of the factor Strength of influence Weight (%)

The number of winning SMEs 16 14

EU grants 30 26

The number of procurements 15 13

The number of trainings 26 22

The number of innovative public procurements 29 25

Source: Own study
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indicated by the data obtained on the basis of surveys involving public entities in
Poland and Sweden, Polish entities should be classified as low-performing institu-
tions, while the Swedish ones generate high-level innovativeness in the PPP area.
The survey reflects the situation of Poland and Sweden in the ranking of the most
innovative economies of the European Union. Not without reason Sweden is the
leader and Poland ranks 23rd among 28 countries in the Community.

The biggest differences can be seen in terms of the so-called innovative public
procurement and the number of training courses on public–private partnerships.
Only in one criterion Poland matches Sweden. It involves the use of EU grants for
infrastructure development. The example of the Polish entity shows how much still
has to be done in terms of using the factors that create innovative PPP projects, and
how much distance separates Poland from European leaders in this regard.

Table 3 Model of innovation assessment of public entities implementing PPP projects

Factor The method of calculation
Weight
(%)

The number of winning
SMEs

Number of procurements leading to the conclusion of
PPP contracts with the SME sector company/total
number of proceedings

14

EU grants Number of proceedings using EU subsidies in the PPP
formula/total number of PPP proceedings

26

The number of procurements Number of proceedings used by the procurement unit/
total number of proceedings

13

The number of trainings Number of training courses related to innovative PPP
proceedings/total number of training courses
conducted by employees

22

The number of innovative
public procurements

Number of public contracts concluded with an inno-
vative service, delivery or construction/total number
of completed contracts

25

Innovativeness total 100

Source: Own study

Table 4 The use of the innovativeness assessment model in selected entities

Factor

A Polish entity A Swedish entity

Ratio Weight (%) Result (%) Ratio Weight (%) Result (%)

LMSP 0.38 14 5.32 0.76 14 10.64

DU 0.32 26 8.32 0.32 26 8.32

LK 0.05 13 0.65 0.33 13 4.29

LSZ 0.04 22 0.88 0.52 22 11.44

LIZP 0.03 25 0.75 0.72 25 18

Innovativeness total 15.92 52.69

Source: Own study based on test results
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4 Conclusion

In today’s economy, implementing innovation is the prerequisite for market success
and competitive advantage. There is a shortage of tools in the literature to measure
the innovativeness of public bodies responsible for the preparation and conduct of
public–private partnership procedures. Due to the presentation of the author’s
model, this article is an attempt to begin a broader discussion of this issue among
both scientists and practitioners.

Research results show that key factors behind the innovativeness of these units
should include the following: the number of SMEs winning contracts, EU grants, the
number of procurements, and the number of trainings and the number of innovative
public contracts. While listing the advantages of being able to evaluate the innova-
tiveness of public entities and thus the ability to allocate resources more efficiently,
the author of this paper is also aware of some of the limitations associated with
adapting the model to practical applications.

These limitations undoubtedly include legal and procedural barriers to
contracting using the PPP instrument. Not every public contract and project
implemented by a PPP entity can be innovative or implemented by a small or a
medium-sized enterprise. It is not always possible for a public entity to seek and raise
funds from the European Union. If the number of trainings was to decide on the
amount allocated to a public entity, then there is a threat that such a body could
deliberately participate in ineffective trainings in order to gather a competitive
number of such trainings. It is also worth remembering the dangers mentioned by
Simpson (Simpson et al. 2006) and Audretsch (1995), as well as Malerba and
Orsenigo (1996) regarding the market structure influencing innovativeness or market
risk. These doubts constitute the basis for further research into the appropriateness
and effectiveness of using the model in practice. The research conducted for this
article clearly indicates that, especially in Poland (which remains in the tail of
European Union Member States) in terms of economic innovativeness, such a tool
may be needed by decision-makers to create a more effective economic policy than
ever before.

In conclusion, it should also be noted that Poland, where the research was
conducted, despite boasting advanced PPP legislation has one of the lowest rates
in Europe for using this instrument. It is, therefore, worth to provide practitioners and
decision makers with tools that would facilitate making a better use of this
instrument.
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Impact of Managers’ Innovation Perception
on Innovation Activities and Innovation
Strategies in Hotel Businesses

Ayhan Karakaş, Yusuf Bilgin, and Muhammed Raşit Yildiz

Abstract The purpose of this study is to examine the impact of managers’ inno-
vation perceptions on innovation activities and innovation strategies in hotel busi-
ness. The research also examined the relationship between innovation types applied
in hotel businesses and innovation strategies. Quantitative method was used in the
research. The universe of the research constitutes hotel businesses operating in the
Western Black Sea Region. Survey data were obtained using questionnaire tech-
nique. As a result of the analysis, it is determined that the innovation perceptions of
the managers of the hotel businesses has an effect on the types of innovations applied
in the businesses. Nevertheless, it has been determined that business managers’
perceptions of innovation have no meaningful effect on innovation strategies applied
to the business. In other words, it has been reached that the innovation strategies of
the businesses are determined by the variables other than the innovation perceptions
of the managers. The research also find that there is a relationship between inno-
vation types applied in hotel businesses and innovation strategies.

Keywords Innovation perception · Innovation activities · Innovation strategies ·
Hotel business

1 Introduction

In today’s competitive markets, innovation is becoming increasingly important and a
necessity as an option for businesses. Every business needs innovation activities
according to its position (market conditions, economic conditions and management
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function of the business). In businesses, those who need or feel the need are
managers in a decision-making position. The tendency of managers to innovate is
influenced by many factors. Competitors and market conditions for businesses in the
position of followers in the market are often the driving forces of innovation.
However, for the businesses in the leading position in the market, the leading
element of innovation is to maintain market leadership through brand value and
image. In addition, the negative view of the manager can be the biggest obstacle to
innovativeness, while the fact that an executive believes that innovation activities
will benefit the enterprise brings with it the effective application of innovation.

While some managers see innovation as a very complex process, some managers
see it as an opportunity to get out of the crisis. In this study, the purpose of measuring
the business managers’ innovation perceptions is to determine what meaning the
managers who determine the road maps of the businesses get from innovation and
whether the business managers have the awareness of innovation. Because it is a
myopia indicator to look like innovating for businesses in today’s market conditions
and intensified competitive environment. Innovations made just for innovation will
not go far beyond a vacancy for the business and will damage the plans of the
business for the future. For this reason, it is very important for managers to look at
innovation activities. This also applies to tourism businesses operating in the
service sector.

The purpose of this study is to examine the impact of managers’ innovation per-
ceptions on innovation activities and innovation strategies in tourism businesses. In
this context, innovation, innovation strategies and innovation perceptions of
tourism business managers are discussed in the literature. In the method section,
the researcher’s universe and sample, data collection tools, data collection process
are expressed. In the findings, the information that emerged as a result of the
data analysis is given. Finally, the results of the research were explained and
suggestions were made for researchers and practitioners.

2 Conceptual Framework

2.1 Innovation and Types of Innovation

Today, many businesses are turning to innovation activities in order to decrease their
costs, to increase product variety by developing new products and services, and to
increase the quality of products and services. In this direction, many businesses incur
significant costs for innovation and also take risks that the benefits and disadvantages
for the enterprise can not be fully calculated. Innovation is the most important
premise of the information. Innovation in this sense; business managers should be
considered as a natural process to take these risks because they need to change, take
risks, and more importantly, get out of the ordinary (Demirel and Seçkin 2008). The
path to success in this process is sometimes possible with radical innovations
(discontinuous or revolutionary), sometimes with gradual (continuous or evolution-
ary) transitions (Özen and Bingöl 2007).
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Drucker (1985) described innovation as useful information that allowed people
with different knowledge and experience working in an enterprise to make them
productive and effective for the first time, as there is no consensus about what
innovation actually means for businesses and the limitations of the concept.
Kuczmarski (1996) stated that innovation is a widespread attitude that allows the
company to see the future when it is in business and to form the vision for the future.
Wulfen (2014) stated that innovation is a kind of idea production, but that ideas can
only be transformed into new ones by planned actions that must be realized in five
stages. These steps; the aim of continuous progress, observation and motivation of
the learning feeling, the production of the idea and the testing of the idea, the passing
of the intellectuals produced as a result of the test. According to Johansson (2013),
ideas that cannot pass the test phase can not be accepted as innovation, and
acceptance of the idea of innovation is only possible with the acceptance of the
target.

Today, every element that is a source of innovation, such as the preparation of
working environments in businesses and the promotion of managerial and structural
mechanisms to support it and the innovative skills of employees are being actively
used (Yahyagil 2001). Another thing to consider here is the compatibility with your
operating resources and capabilities. In this context, the content of innovative actions
that can be undertaken for businesses and the types of appropriate innovations
should be carefully analyzed. Innovation in businesses can be realized in a wide
range of products and services ranging from production to after-sale services. In this
sense, areas where innovation can be made for businesses, in other words, types of
innovation can be expressed under four headings. These are product and service
innovation, process innovation, organizational innovation and marketing innovation.
Product or service innovation benefits its users in the end product’s technical
specifications, components, materials, integrated software offered to customers
(Yavuz 2010; Esen and Çetin 2012; Kucharska 2014).

Process innovation is a structure in which inputs and outputs are determined for
action and innovation activities to be performed with a starting point and a result
point determined. Process innovation is intended to be used in the most beneficial
way by the variables that can be controlled by the targeted business (Davenport
2013). Organizational innovation includes efforts to improve the performance of the
business by reducing the management costs and transaction costs of the business
(Guloglu and Tekin 2012; Karakaş et al. 2017). In addition, organizational inno-
vation means not only business operations but also changes in the way business
operates in the external relationship of the business. Finally, marketing innovation
involves the businesses’ knowledge of the desires and expectations of the
target consumer group and the different and unique practices that compete with
those demands and expectations (Chen 2006).
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2.2 Innovation Strategies

The innovation strategies that can be applied in the businesses are shaped according
to the viewpoints of the managers. Miles and Snow (2003) have identified four types
of strategies through which the representation of alternative ways of movement of
organizations through the adaptive loop is shown. These are aggressive strategy,
defensive strategy, imitative strategy and reactive strategy. This movement structure,
as revealed by Miles and Snow (2003), also applies to innovation strategies of
businesses. The aggressive strategy is to present a product or service before its
competitors and to obtain market leadership by patenting a new product or service
that is not on the market. Aggressive strategy is used to take advantage of being in
front of competitors in the market where the product and service are new. But in
order to be able to use aggressive strategy, it is necessary to have very strong R&D
(Research and Development) activities. With the aggressive innovation strategy,
businesses move more quickly to allocate their resources and assets to strengthen
their position. Thus, they gain the advantage of being first in the market with their
new products and services (Akman and Yılmaz 2008).

Defensive strategy is a kind of cautious strategy. It is being used by businesses
that set out innovations that need to be made in the future, followed by businesses
that have implemented these innovations, and are moving toward innovation strat-
egies to balance their own economy by analyzing (Thoenig and Verdier 2003).
Businesses that embrace this strategy strive to maintain and control stability to
protect the current market they are focusing on (Luke and Begun 1988; Żelazny
and Pietrucha 2017). In this direction, instead of producing a new product directly in
the defensive innovation strategy, it is moving through the produced product and the
created market. The purpose of the imitator strategy is to work with low workforce,
less material and investment. It is a strategy that avoids high R&D costs. Earnings
from avoiding businesses are also low. The imitator strategy has two important
points. The first of these is getting healthy information about the change in the
market. In order to be able to identify the product or service to be adapted, it is
necessary to know which product or service the market is interested in. The second
point is the selection of the innovation to be imitated and the establishment of the
businesses to receive the know-how (Deniz 2008; Mitra and Jha 2015). Dependent
innovation strategy is usually implemented in small and capital intensive businesses
that are not very involved in product design, service delivery, research and devel-
opment work. These businesses can achieve sufficient profit rates due to low general
and administrative costs, enterprise capabilities, specialized knowledge and special
local advantages (Mohnen and Hall 2013; Ebrahimi and Mirbargkar 2017).
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2.3 Perceptions of Innovation in Managers, Innovative
Actions and Innovation Strategies

Due to the multifaceted nature of the tourism industry, complex structure and rapidly
changing structure, managers in the sector need to have different, innovative and
superior qualities (Ebrahimi and Mirbargkar 2017; Świadek 2015). Perception is the
interpretation and interpretation of data obtained through the sense organs possessed.
These interpretations reveal the meanings of the people they have installed in their
actions in their surroundings. Therefore, perceptions of business managers’ inno-
vation activities and innovation strategies have a bearing on the benefits or harms to
business will lead their attitudes towards these actions. Tourism business managers
who think that innovation activities will cost to operate will try to avoid these actions
as much as possible. In these business managers’ strategic decisions, the adoption of
reactionary and defensive strategies seems to be a natural process. The managers of
tourism businesses that believe in innovation activity and the competitiveness and
profitability of the enterprise are profit-oriented bosses instead of cost orientation to
innovation activities. It is likely that these managers will set their business strategies
as aggressors or impostors.

3 Methodology

The purpose of this research is to examine the influence of managers’ innovation
perceptions on innovation activities and innovation strategies in hotel businesses. In
addition, the relationship between types of innovation and innovation strategies in
hotel businesses in the research has been analyzed. Figure 1 shows the research
model explaining the relationship between the variables of the research.

Innovation Perception 

Innovation Type 

Innovation Strategy 

H1

H2

H3

Fig. 1 Research model
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Research hypotheses formed in this direction are as follows:

H1: Hotel managers’ perceptions of innovation are influential on innovation activ-
ities in businesses.

H2: Innovation perceptions of hotel managers are influential on innovation strategies
in business.

H3: There is a correlation between types of innovation and innovation strategies in
hotel business.

The universe of this research is composed of 125 hotel management businesses
operating in the provinces of Zonguldak, Bartın and Karabük, which are located in
the Western Black Sea region of Turkey, with tourism operation certificate and
municipal certificate. Full census sampling was conducted in the survey and all
businesses involved in the survey were included in the survey. Survey data were
obtained using questionnaire technique. In the creation of the research questionnaire,
questions about innovation activities and strategies were adapted from Taşgit and
Torun (2016). In addition, 36 statements have been added to measure the manager’s
view of innovation. The scale was used in the five-point Likert type scale (1¼ never
agree, 5 ¼ strongly agree). The survey data were obtained through face-to-face
surveys applied to business managers between 20-01-2017 and 17-05-2017. At the
end of the data collection period, data related to the survey were obtained from
82 hotel management directors. The reliability of the research scale is α ¼ 0.88.

4 Findings

4.1 Demographic Findings

Twenty-two percent (18 people) of the participants were female, 78% (64 people)
were male. 69.5% (57 people) were married and 30.5% (25 people) were single. 50%
of the participants (41 people) are between the ages of 31–40, 39% (32 people) are
between the ages of 41–50 and 8.5% (7 people) are between the ages of 20–30.
There are one person between the ages of 51–60 and over 60 years old. When the
educational status of the participants is examined; 59.8% (49 people) are university
graduates, 20.3% (24 people) are high school graduates, 8.5% (7 persons) are
secondary school graduates and 2.4% (2 persons) are primary school graduates.
While 57.3% (47 people) of the participants did not receive tourism education,
42.7% (35 people) received tourism education. When the managers’ working time
in the sector participating in the survey are evaluated; 37.8% (31 people),
11–15 years, 29.3% (24 people), 6–10 years, 14.6% (12 people), 16–20 years,
9.8% (8 people) 1–5 years and 8.5% (7 people) have 20 or more years of
sector experience.

60 A. Karakaş et al.



4.2 Findings Related to Innovation Perceptions of Managers

The innovation perceptions of managers are measured through 12 questions. The
reliability level of the scale is 86. Table 1 shows the frequency values of responses
given by tourism managers to innovation perceptions.

When managers’ perceptions of innovation are examined; it is seen that managers
perceive innovation as an opportunity for exit from crisis periods with 47.6%
participation level. Though managers see innovation as a critical element to creating
a competitive advantage (partly agree ¼ 45.1%), the fact that the full participation
rate is 0% indicates that managers are pessimistic about this issue. Managers
perceive innovation as a difficult (53.7%) and uncertain process of governance
(43.9%). Findings show that managers perceive innovations as activities that create
additional costs for the enterprise (45.1%), require radical changes (43.9%), and are
likely to be encountered by customers (42.7%) and business personnel (40.2%) and
contribute to increasing product quality (45.1%).

Table 1 Frequency values related to innovation perceptions of managers

Responses given by managers to
innovation perceptions are given as a
percentage

Strongly
disagree Disagree

Partly
agree Agree

Strongly
agree

Innovation is an opportunity to get out of
the crisis period

3.7 4.9 32.9 47.6 11

Innovation is an important tool for creating
competitive advantage

7.3 25.6 45.1 22 0.0

Innovation activity poses a risk to my
position in case of failure

15.9 31.7 41.7 9.8 0.0

Innovation is a difficult process to manage 2.4 23.2 53.7 18.3 2.4

Innovation is a process full of uncertainties 6.1 31.7 43.9 17.1 1.2

Innovation activities are applications that
require additional costs within the
organization

2.4 22 45.1 26.8 3.7

Innovation is a process that will make rad-
ical changes

2.4 30.5 43.9 20.7 2.4

Innovation is a process that will be faced
with resistance due to the difficulties
experienced by customers in adapting

12.2 42.7 30.5 13.4 1.2

Innovation activities are activities that are
met with resistance by the staff in general

8.5 26.8 40.2 20.7 3.7

Innovation activities are activities that
increase the product quality of the operator

1.2 3.7 15.9 45.1 34.1
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4.3 Findings of Innovation Types and Innovation Strategies
in Businesses

Following the managers’ perceptions of innovation, the types of innovation realized
in businesses and the data on innovation strategies are examined. Table 2 shows the
types of innovations carried out in the hotel businesses operating in the Western
Black Sea region and the frequency values of the innovation strategies adopted by
the businesses.

When the findings are examined, it is noteworthy that the service innovation of
the hotel types is 4.02 average level. This innovation is followed by product inno-
vation with an average of 3.77. The type of innovation that has the least application
in hotel operations in the Western Black Sea Region is organizational innovation
with an average of 3.13. When the innovation strategy adopted by the business is
examined, it is seen that the innovation strategy generally adopted by the businesses
is the defensive strategy. This strategy follows an imitative strategy with an average
of 3.11. The innovation strategy that is least adopted by the business is a reactionary
strategy with an average of 2.06.

4.4 Relationship Between Innovation Perception
and Types of Innovation

Correlation analysis was applied to the data obtained in order to determine whether
there is a relationship between the innovation perceptions of the managers of hotels
operating in the Western Black Sea Region and the types of innovation realized in
the businesses. Table 3 shows the results of the correlation analysis.

When the relationship between hotel managers’ innovation perceptions and the
type of innovation implemented in the business they work in is reached: it has been
determined that service innovation and process innovation from innovation types are

Table 2 Types of innovation
and innovation strategies in
tourism businesses

Types of innovation Mean Standard deviation

Product innovation 3.77 0.725

Service innovation 4.02 0.769

Process innovation 3.41 0.845

Marketing innovation 3.51 0.946

Organizational innovation 3.13 0.813

Innovation strategies

Offensive strategy 2.67 0.876

Defensive strategy 3.34 0.849

Imitator strategy 3.11 0.832

Reactive strategy 2.06 1.01
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a weak and positive correlation between managers’ perceptions of exit from crisis
and perceptions of competitive advantage. In addition, there is a positive relationship
between managers’ uncertainty perceptions and process innovations and marketing
innovation practices. Finally, it is seen that managers have a meaningful and
positive relationship (at 0.05 level) between customer resistance perceptions and
product innovation practices.

4.5 Relationship Between Innovation Perception
and Innovation Strategies

Correlation analysis was applied to the data obtained in order to determine whether
there is a relationship between managers’ innovation perceptions and innovation
strategies applied in businesses in hotel businesses. Table 4 shows the results of the
managers’ analysis of the correlation between innovation perceptions and innovative
strategies.

As a result of the analysis to determine the relation of managers’ innovation
perceptions with the innovation strategies applied in the businesses, it was deter-
mined that there was a negative correlation between the managers’ positional risk of
innovation perceptions and aggressive strategy and imitator strategy at 0.05 level.
Other findings on the analysis show that there is no meaningful relationship between
managers’ innovation perceptions and innovative strategies of businesses.

Table 3 Results of correlation analysis between innovation perception and innovation types

Variables
Product
innovation

Service
innovation

Process
innovation

Marketing
innovation

Organizational
innovation

Exit from the
crisis

0.150 0.300** 0.224* 0.214 0.182

Competitive
advantage

0.162 0.328** 0.299** 0.168 0.194

Position risk �0.141 �0.202 0.103 0.119 0.202

Management
challenge

�0.067 �0.035 0.035 0.166 0.053

Uncertainty 0.094 0.101 0.248* 0.306** 0.006

Additional
cost

�0.112 �0.065 0.191 0.187 0.081

Radical
change

0.091 �0.005 �0.016 0.112 �0.121

Customer
resistance

�0.235* �0.068 0.127 0.103 �0.102

Staff resistance �0.67 0.135 0.147 0.191 �0.133

Quality
increase

0.158 0.216 0.002 0.187 �0.015

Note: * and ** represent significance levels at 0.05 level and 0.01 level, respectively
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4.6 The Relationship Between Innovation Types
and Innovation Strategies

The research also analyzed the relationship between innovation types applied in
hotel businesses and innovation strategies. Table 5 shows the results obtained from
the correlation analysis.

When examining the relationship between types of innovation and innovation
strategies in hotel businesses; a significant and moderately positive relationship was
found between service innovation and imitator strategy at 0.01 level. In addition, low
and positive at 0.01 significance level between marketing innovation and defense
strategy; organizational innovation and aggressive strategy are low and positive at a
level of 0.05 significance; a moderate and positive relationship was found at 0.01
significance level between organizational innovation and imitative strategy and
responsive strategy. As a result of the analysis, it is also determined that there is

Table 4 Results of correlation analysis between innovation perception and innovation strategies

Variables
Offensive
strategy

Defensive
strategy

Imitator
strategy

Reactive
strategy

Exit from the crisis 0.132 0.062 0.189 0.149

Competitive
advantage

0.062 0.051 0.138 0.119

Position risk �0.242* �0.245* �0.158 �0.012

Management
challenge

�0.109 �0.033 0.094 �0.127

Uncertainty 0.085 0.030 0.013 0.078

Additional cost �0.007 �0.093 �0.179 0.102

Radical change �0.055 �0.024 �0.114 0.046

Customer resistance �0.153 �0.202 �0.134 �0.55

Staff resistance 0.001 0.098 �0.064 0.021

Quality increase 0.193 0.189 0.077 �0.113

Note: * represents significance levels at 0.05 level

Table 5 Results of correlation analysis of innovation types and innovation strategies in tourism
businesses

Variables
Offensive
strategy

Defensive
strategy

Imitator
strategy

Reactive
strategy

Product innovation 0.073 0.210 0.186 0.053

Service innovation 0.140 0.422 0.459** 0.205

Process innovation 0.137 0.110 �0.153 0.172

Marketing innovation 0.042 0.287** 0.147 �0.059

Organizational
innovation

0.271* 0.468* 0.471** 0.400**

Note: * and ** represent significance levels at 0.05 level and 0.01 level, respectively
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no meaningful relationship between product innovation and process innovation and
innovation strategies. H3 hypothesis was accepted in the obtained findings direction.

4.7 The Impact of Innovation Perception on Innovation
Types

Regression analysis was applied to the data obtained in order to examine the effect of
managers’ innovation perception on the types of innovation realized in hotel busi-
nesses. In regression analysis, managers’ innovation perceptions are independent
and hotel innovations are considered dependent variables. The effect of independent
variables on dependent variables has been tested sequentially. Table 6 shows the
results of multiple regression analysis.

As a result of the analysis, it was determined that managers’ affected product
innovation from the innovation types of innovation perceptions at 0.231 level. When
the levels of significance were examined, it was seen that the managers’ significantly

Table 6 Results of multiple regression analysis

Product
innovation

Service
innovation

Process
innovation

Marketing
innovation

Organizational
innovation

Exit from the
crisis

0.141
(0.297)

0.164
(0.207)

0.082
(0.520)

0.144
(0.303)

0.110
(0.433)

Competitive
advantage

�0.016
(0.912)

0.247*
(0.084)

0.195
(0.165)

0.091
(0.548)

0.060
(0.695)

Position risk �0.078
(0.546)

�0.279**
(0.026)

0.072
(0.553)

�0.009
(0.944)

0.295**
(0.030)

Management
challenge

�0.189
(0.145)

�0.068
(0.582)

�0.120
(0.327)

0.037
(0.778)

�0.031
(0.819)

Uncertainty 0.117
(0.419)

0.137
(0.324)

0.279**
(0.044)

0.278*
(0.065)

�0.040
(0.790)

Additional
cost

�0.105
(0.495)

�0.072
(0.627)

0.227
(0.121)

0.077
(0.629)

0.279*
(0.084)

Radical
change

0.366**
(0.015)

0.102
(0.471)

�0.301**
(0.033)

�0.111
(0.464)

�0.212
(0.168)

Customer
resistance

�0.322**
(0.018)

�0.046
(0.717)

0.163
(0.198)

0.059
(0.664)

�0.093
(0.500)

Staff resistance �0.076
(0.593)

0.228*
(0.097)

�0.028
(0.834)

0.112
(0.446)

�0.206
(0.166)

Quality
increase

0.254*
(0.053)

0.170
(0.174)

0.318**
(0.011)

0.105
(0.433)

0.055
(0.681)

N 125 125 125 125 125

Adjusted R2 0.231 0.176 0.134 0.184 0.173

F statistic 2.127** 2.970*** 3.251*** 1.604 1.483

p ¼ *, ** and *** represent significance at 10%, 5% and 1% levels, respectively. p-Values are
presented in the parenthesis
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affected the perceptions of change and the customer resistance perceptions signifi-
cantly (sig. <0.05, <0.10 respectively). Other managerial innovation perceptions
were found to have no significant effect on product innovation (sig. > 0.05). Man-
agers’ perceptions of innovation have been found to have a significant effect (Sig.
0.02) on the service innovation of the position risk. When managers’ perceptions of
innovations on process innovations in businesses are examined, managers’ inno-
vation perceptions have a significant effect on process innovation at 0.184 level.
When the influence of innovation perceptions on process innovation is examined,
the uncertainty sense and the cadence perception influence the positive direction,
while the fundamental change affects the negative direction. This result is statisti-
cally significant (Sig.: 0.44; 0.33; 0.11). Uncertainty perception with a rate of 27.9%,
deep root change perception with a rate of 30.1% and quality increase perception
with a rate of 31.8% affect process innovation. When the influence of managers’
innovation perceptions on marketing innovation was examined, it was seen that the
level of significance for all the variables that constitute managers’ innovation per-
ceptions is higher than 0.05. That is, managers’ perceptions of innovation have
meaningful effect on marketing innovation in business at 10% significance level.
Finally, when managers’ influence of innovation perceptions on organizational inno-
vation was examined, it was determined that the position risk variable had significant
(sig. 0.03) effect on organizational innovation at 0.295 level. In this context, the
alternative hypothesis was rejected and the H1 hypothesis was accepted.

4.8 Effect of Innovation Perception on Innovation Strategies

In the research, the impact of innovations of hotel management on innovation
strategies of businesses was analyzed. The results of the multiple regression analysis
carried out in this context are shown in Table 7.

When the results of the multiple regression analysis are analyzed, it was deter-
mined that the innovation perceptions of hotel managers have meaningful effect
(sig. < 0.10) on the aggressive strategy, counterfeit strategy and responsive strategy
from the innovation strategies applied in the businesses at 10% significance level. On
the other hand, managers’ perception of position risk has a significant effect (sig.
0.03) on the defensive strategy. The direction of this effect is negative (�0.284). In
other words, as managers’ perceptions of position risk increased, defensive strategy
implementation levels decreased by 28%. The alternative hypothesis was rejected in
the obtained findings and the H2 hypothesis was accepted.
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5 Conclusions and Recommendations

This research was conducted in order to investigate the effects of hotel managers’
innovation perceptions on innovation types and innovation strategies in the busi-
nesses. It was conducted in 125 hotels operating in Zonguldak, Bartın and Karabük.
The research first explored perceptions of business managers regarding innovation
activities. As a result of the review, it has been determined that business managers’
perception of innovation activities is a difficult process to manage, that innovation
activities are activities that provide competitive advantage to the enterprise, and that
innovation activities will incur additional costs to operate. The most positive per-
ception of managers’ innovation activities is that innovation activities will enhance
the quality of products and services offered in businesses.

Later, the innovation activities and innovation strategies applied by the business
managers in their businesses were examined. As a result of the review, it was
determined that the most applied innovation category in the businesses is service
innovation and this innovation is followed by product innovation. It has been
determined that organizational innovation from the types of innovation applied in

Table 7 Effect of innovation perception on innovation strategies

Offensive
strategy

Defensive
strategy

Imitator
strategy

Reactive
strategy

Exit from the crisis 0.171
(0.224)

0.037
(0.790)

0.145
(0.320)

0.154
(0.295)

Competitive
advantage

�0.080
(0.604)

0.019
(0.899)

0.020
(0.898)

(0.096
(0.549)

Position risk �0.233*
(0.084)

�0.284**
(0.036)

�0.193
(0.167)

�0.006
(0.965)

Management
challenge

�0.066
(0.624)

0.008
(0.953)

0.128
(0.356)

�0.169
(0.228)

Uncertainty �0.152
(0.315)

0.055
(0.715)

0.126
(0.418)

0.049
(0.754)

Additional cost 0.249
(0.123)

�0.052
(0.747)

�0.176
(0.292)

0.063
(0.706)

Radical change 0.125
(0.414)

0.151
(0.324)

�0.042
(0.791)

0.082
(0.606)

Customer resistance �0.210
(0.131)

�0.261*
(0.061)

�0.010
(0.943)

�0.117
(0.416)

Staff resistance �0.048
(0.748)

0.215
(0.149)

0.062
(0.687)

0.112
(0.469)

Quality increase 0.266*
(0.052)

0.113
(0.400)

�0.025
(0.858)

�0.145
(0.303)

N 125 125 125 125

Adjusted R2 0.169 0.171 0.106 0.096

F statistic 1.439 1.461 0.841 0.747

p ¼ * and ** represent significance at 10% and 5% levels, respectively. p-Values are presented in
the parenthesis
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the businesses is the type of innovation applied at least in the level. When the
innovation strategies applied by the hotel businesses are examined, it is determined
that the most applied strategy by the businesses is the defensive strategy and the least
adopted strategy is the reactive strategy. When the relationships between the vari-
ables of the research were analyzed, it was determined that there was a meaningful
relation between managers’ exit from the crisis, uncertainty, competitive advantage
and customer resistance perceptions and innovation types. In addition, managers
have determined that there is no significant relationship between innovation per-
ceptions and innovation strategies in dimensions other than position risk dimension.
In addition, it has been determined that there is a significant relationship between
innovations applied in businesses and innovation strategies. Finally, business man-
agers’ perceptions of innovation have been found to have a significant effect on
innovation practices beyond marketing innovation. However, managers’ perceptions
of innovation have not been found to have any significant effect on the innovation
strategies applied in businesses.

It can be said that effective and on-site innovations play an important role in
enhancing the competitiveness of the operator, which is a huge effect of the
differentiation of innovations. Differentiation can be achieved through the employ-
ment of qualified and trained personnel, the management of the enterprise through an
innovative management style, the continuous innovation in food, beverages and
services, the creation of tight coordination among departments, the creation of
innovation climate in the enterprise and the attempt to create an enterprise identity
(Çakıcı et al. 2016).

Searches of tourism sector has focused on issues such as increasing customer
demand, customer satisfaction, improving the quality of services and improving
satisfaction of staffs. Result of this focus, innovation has become a necessity for
businesses. Even in terms of the global economy, enterprises have the obligation to
do innovative applications (Vatan and Zengin 2014).

This research is based on the influence of hotel managers’ innovation perceptions
on innovation types and innovation strategies applied in businesses. The research to
be done can focus on the types of innovation applied in hotel business and other
factors affecting innovation strategies. In addition, the impact of managers’ inno-
vation perceptions on innovation types and innovation strategies can be explored in
the sub-sectors that comprise the tourism industry.
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Export Specialization by Technological
Intensity: The Case of the Baltic States

Asta Saboniene, Akvile Cibinskiene, Irena Pekarskiene, and Rozita Susniene

Abstract The article is directed to evaluation of the export specialization in the
Baltic States and revelation of the main differences by the aspect of technological
intensity in commodity groups with revealed comparative advantage. The approach
of revealed comparative advantage was employed to identify the commodity groups
that are capable of successfully competing in the global market. The purpose of this
research is to determine whether exports of the Baltic States are capable of achieving
comparative advantage in the commodity groups that occupy major shares in the
overall export structure and to find out how the exports are distributed by techno-
logical intensity of produced goods. The results of the empirical study have
disclosed that the Baltic States have quite similar export specialization with large
shares of raw material-intensive and labour-intensive goods in their total exports.
The category of difficult-to-imitate research-intensive goods also occupies a visible
share, but the states do not have any comparative advantage in production of these
goods. Similarities in the export structure disclose that a more sustained way to
compete in global markets can be achieved by increasing diversity of the exports of
the Baltic States and by enlarging the shares of difficult-to-imitate research-
intensive, capital-intensive and easy-to-imitate research-intensive goods.

Keywords Exports · Commodity groups · Revealed comparative advantage ·
Technological intensity

1 Introduction

Export structure is an important economic indicator of every economy that charac-
terizes the abilities of different manufacturing industries to produce commodities
demanded by foreign countries. Export is extremely significant for development and
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vitality of small and vulnerable economies while pursuing to achieve economies of
scale, high rates of employment and high value-added. Export also induces
manufacturing companies to invest in new technologies, quality and staff skill
upgrading. From an individual country’s perspective, it is important to analyse the
export structure by technological intensity of the export goods because every
economy strives to increase its export shares in high and high-medium industries.
The Baltic States have come through the period of a long economic transformation
since 1991; the process of the transformation has revealed that traditional branches,
commonly called low-tech, have been more flexible while adapting to market
conditions and now prevail in the industrial structure of the Baltic States. The export
structure naturally depends on the aspects that are well identified in international
trade theory, including production inputs and the factors created in an individual
industry or a country. Export specialization is highly related to the structure of
manufacturing industry when the amounts of re-export are eliminated and the export
pattern is evaluated by including only the commodities produced in a host country.

The issues and changes of export specialization have attracted much attention
while examining the results of international trade in many countries, especially under
the conditions of trade liberalization and economic integration into the EU. Export
specialization in the Baltic States was analysed in some empirical studies of
Pilinkiene (2014), Bruneckiene and Paltanaviciene (2012), Bernatonyte and
Normandiene (2009), and Saboniene (2009). The economic growth and develop-
ment of the Baltic States was discussed by Staehr (2015), Remeikiene et al. (2015),
and Hilmola (2013).

Nevertheless, virtually no comparative analysis of the export distribution in the
Baltic States by technological intensity of particular commodity groups has been
conducted so far. This article is directed to expansion of the research on export
specialization of the Baltic States by incorporation of the above-mentioned aspect.
This empirical study covers the analysis of export specialization which was
conducted by employing the index of revealed comparative advantage (RCA) to
disclose the differences and similarities of the Baltic States in terms of their export
structure.

The main aim of this research is to reveal the patterns of export specialization in
the Baltic States and to compare the structure of the exports in terms of technological
intensity of particular commodity groups. The object of the research is export
specialization. The export shares and RCA indexes for 2014 were obtained from
the Database of the International Trade Centre (ITC). Classification of the commod-
ity groups by their technological intensity is based on the taxonomy suggested by
Erlat and Erlat (2008). The methods of the scientific research include scientific
analysis, review of the literature, mathematical calculations and comparative analy-
sis of statistical indexes.
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2 Methodology

The structure of exports is commonly analysed by estimating structural shares of
different commodity groups in total exports. As international trade emphasizes the
capacity of a country to dynamically compete in the global market, the more modern
way of the research is to examine the export pattern by employing the approach of
comparative advantage. The approach of revealed comparative advantage was
suggested by Balassa (1965), later widely discussed and employed in the studies
for evaluation of the patterns of trade and specialization while trying to identify the
countries with this advantage (Hoen and Oosterhaven 2006; Laursen 2015; Amir
2000; Prasad 2004; Benedictis and Tamberi 2001; Banterle 2005; Stefaniak-
Kopoboru and Kuczewska 2016). In our empirical study, we employed the Revealed
Comparative Advantage Index (RCA) (also known as Balassa Index introduced by
Balassa (1965)), which reflects only the volumes of exports. RCA index estimates a
country’s export share in a particular commodity in comparison to its share in the
world exports.

RCAA
i ¼ xAi =X

A

xWi =XW ð1Þ

where:

xi
A
—country’s A exports of product i;

XA
—total exports of country A;

xi
w
—world exports of product i;

Xw
—total world exports.

RCAi
A > 1 reflects a country’s revealed comparative advantage in product

i. Balassa’s (1965) analysis is restricted to manufactured goods only, as distortions
in primary products, subsidies, quotas and special arrangement would not reflect the
real achieved comparative advantage. Despite some limitations, estimations of
revealed comparative advantage can provide useful information about the potential
of trade. Havrila and Gunawardana (2003) proposed three interpretations of RCA
values: dichotomous, ordinal and cardinal. Under the dichotomous interpretation,
RCA is used to verify the presence of comparative advantage in a sector; under the
ordinal interpretation, RCA is applied to rank sectors or countries in terms of their
comparative advantage; finally, under the cardinal interpretation, RCA is suitable to
measure the dimension of comparative advantage.

The relevant method to analyse the export structure and specialization of a
selected country is to examine the export pattern by technological intensity of
particular commodity groups, i.e. by applying the taxonomies which distinguish
different categories of commodity groups in terms of their skill, technology and
capital intensities. Recent economic literature presents some classifications. Lall
(2000) classified commodities other than primary products into nine groups which
included two categories of resource-based manufacture and seven categories of
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technological intensity, starting with low and ending with medium and high levels.
The United Nation (2002) employed the taxonomy for classification of particular
product groups into primary commodities, labour-intensive and resource-based
manufacture, manufacture with low skill and technology intensity, manufacture
with medium skill and technology intensity, and manufacture with high skill and
technology intensity. In this empirical study, we employed the technological classi-
fication proposed by Erlat and Erlat (2008). The scholars categorised produced
commodities into the groups of raw material-intensive goods, labour-intensive
goods, capital-intensive goods, easy-to-imitate research-intensive goods and
difficult-to-imitate research-intensive goods. The approach of revealed comparative
advantage was employed to examine the pattern of export specialization in the Baltic
States by technological intensity of produced commodities.

3 Findings

The Baltic States have similar political, social, technological and natural factors of
economic development, and since 1991, they have gone through similar economic
reforms and development problems. The Baltic States do not possess any strategi-
cally important natural resources, therefore, the structure of their manufacturing
industries leans of the sectors that more flexibly adapted to the conditions of market
demand over the period of economic transformation. It is essential that traditional
industries prevail in industrial structures of all of the states, while high-tech and
medium-high-tech industries occupy a relatively small share.

Figure 1 presents the RCA values estimated for the commodity groups with
comparative advantage (RCA > 1) in either of the Baltic States. It must be taken
into account that re-export is included in the indicators of both the export structure
and RCA values. The commodity groups with RCA < 1 were not included, except
the cases when one of the states had RCA> 1 for a particular commodity group. The
statistical data of export percentage distribution demonstrates different results for the
Baltic States. Aiming to compare the percentage export shares and RCA values
estimated for particular commodity groups, we considered both indicators.

In 2014, the largest shares in Lithuanian export structure were occupied by
27 Mineral fuels, oils, etc. (17.55%, RCA ¼ 1.1), 84 Boilers, machinery, etc.
(8.45%, RCA ¼ 0.7), 85 Electrical machinery, electronic equipment (6.58%,
RCA ¼ 0.5), 94 Furniture, bedding, etc. (6.28%, RCA ¼ 4.9), 39 Plastics and
articles thereof (5.63%, RCA ¼ 1.8), 87 Vehicles other than railway, tramway
(4.48%, RCA ¼ 0.6), 31 Fertilizers (3.46%, RCA ¼ 10.2), 44 Wood and articles
of wood (3.27%, RCA ¼ 4.4), 04 Dairy products, etc. (2.45%, RCA ¼ 4.8), and
10 Cereals (2.38%, RCA ¼ 3.8). As it was found, not all above-mentioned com-
modity groups have comparative advantage (RCA > 1) regardless of their large
share in the export structure. The highest values of RCA were estimated for the
following commodity groups: 31 Fertilizers, 53 Other vegetable textile fibres (the
share in the export structure amounts to only 0.14%), 24 Tobacco and substitutes
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(with the export share equal to 1.24%), 94 Furniture, bedding, etc., 04 Dairy
products, etc., and 44 Wood and articles of wood (with the export share equal to
3.27%) (see Fig. 1).

The results for 2014 show that the largest shares of Latvian export structure were
occupied by 44 Wood and articles of wood (15.57%, RCA ¼ 21), 85 Electrical
machinery, electronic equipment (11.11%, RCA ¼ 0.9), 27 Mineral fuels, oils, etc.
(7.42%, RCA ¼ 0.5), 22 Beverages, spirits and vinegar (5.02%, RCA ¼ 8.5),
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Fig. 1 RCA for different commodity groups, 2014 (RCA > 1 reflects revealed comparative
advantage). Source: The estimates based on the data of the International Trade Centre (ITC)
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84 Boilers, machinery, etc. (4.85%, RCA ¼ 0.4), 87 Vehicles other than railway,
tramway (4.29%, RCA¼ 0.6), 72 Iron and steel (3.34%, RCA ¼ 1.5), 73 Articles of
iron or steel (3.09%, RCA ¼ 1.9), 10 Cereals (3.04%, RCA ¼ 4.8), 30 Pharmaceu-
tical products (2.92%, RCA ¼ 1.1), 04 Dairy products, etc. (2.31%, RCA ¼ 4.5),
and 94 Furniture, bedding, etc. (2.21%, RCA ¼ 1.2). Latvian commodity groups
with the highest values of RCA are as follows: 44 Wood and articles of wood,
22 Beverages, spirits and vinegar, 51 Wool, fine or coarse animal hair (the share in
the export structure amounts to only 0.39%), 10 Cereals, 04 Dairy products, etc., and
16 Preparations of meat (with the export share equal to 1.07%).

Estonian export structure in 2014 covered the same commodity groups with the
largest shares: 85 Electrical machinery, electronic equipment (20.18%, RCA ¼ 1.6),
27 Mineral fuels, oils, etc. (11.41%, RCA ¼ 0.7), 44 Wood and articles of wood
(7.88%, RCA ¼ 10.6), 84 Boilers, machinery, etc. (7.14%, RCA ¼ 0.6), 94 Furni-
ture, bedding, etc. (5.79%, RCA ¼ 4.5), 87 Vehicles other than railway, tramway
(4.48%, RCA ¼ 0.6), and 90 Optical, photo, technical, medical, etc. (2.25%,
RCA ¼ 0.7). The highest values of RCA belong to 44 Wood and articles of wood,
18 Cocoa and cocoa preparations (with the export share equal to 1.47%), 94 Furni-
ture, bedding, 43 Furskins and artificial fur (the share in the export structure amounts
to only 0.3%), and 32 Tanning or dyeing extracts (with the export share equal to
1.5%) (Fig. 1).

The analysis demonstrates that all three Baltic States possess the same commodity
groups with high indexes of revealed comparative advantage. The highest RCA
indexes estimated for the groups 44 Wood and articles of wood, 22 Beverages,
spirits and vinegar, 16 Preparations of meat, 10 Cereals and 51 Wool, fine or coarse
animal hair belong to Latvia, although they are sufficiently high in the other two
Baltic States. Lithuania prevails in the industries of 04 Dairy products, 11 Products
of the milling industry and 94 Furniture, bedding, while Latvia has the highest RCA
index for the industry 43 Furskins and artificial fur (Fig. 1).

Export specialization of the Baltic States was examined by employing the method
of classification of particular commodity groups by their technological intensity.
This method revealed the shares of the commodities with different technological
intensity in total structure of the exports and allowed to identify the differences
among the states. It was found that percentage distribution of different categories of
technological intensity was very close for all of the states, as demonstrated in Fig. 2.

The results of the research have shown that Estonia occupies the best position in
terms of technological intensity of different commodity groups; the share of difficult-
to-imitate research-intensive goods prevails in comparison to the shares of the other
groups (32.7%) (Fig. 2). Table 1 reveals that only one commodity group (85 Elec-
trical machinery) has comparative advantage in Estonia, and only one (39 Plastics
and articles)—in Lithuania. The modest export shares of easy-to-imitate research-
intensive goods were estimated for all of the states, although Latvia has a relatively
largest export share in this category (4.4%). The list of commodity groups with
RCA> 1 includes only one or two groups, and the highest RCA value was estimated
for industry 35 Albuminoidal substances in Lithuania.
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The results of the research have revealed that Latvia has the largest share (20%) of
capital-intensive goods in its export structure; this state also has the longest list of
commodity groups with RCA > 1 in comparison to the other Baltic States. RCA
values are highest for industry 22 Beverages, spirits in Latvia, industry 24 Tobacco
and substitutes in Lithuania, and industry 32 Tanning or dyeing ex-tracts in Estonia.

Estonian exports of labour-intensive goods contributed 20.4% in 2014, while the
other states show slightly lower export shares in this category. The category of
labour-intensive goods covers a wide range of commodity groups with revealed
comparative advantage. The RCA values larger than four were estimated for Lith-
uania (industries 53 Other vegetable fibres, 94 Furniture, bedding, and 51 Wool, fine
or animal hair), Latvia (industry 51Wool, fine or animal hair) and Estonia (industries
94 Furniture, bedding, and 43 Furskins and artificial fur) (see Table 1).

The analysis has confirmed the predominance of raw material-intensive goods in
Lithuanian and Latvian total exports, although Lithuanian share was the largest
(40% of Lithuanian total exports) in comparison to the shares of the other Baltic
States. Table 1 presents the detailed list of the commodity groups that are included in
the category of raw material-intensive goods with RCA > 1. It was found that the
number of the commodity groupswith revealed comparative advantage in this category
of technological intensity is largest in Lithuania. Lithuania occupies the highest
positions in industries 31 Fertilizers and 04 Dairy products, eggs, etc., Latvia—in
industries 44Wood and articles of wood, and 10 Cereals, while Estonia—in industries
44 Wood and articles of wood, and 18 Cocoa and preparations.

4 Conclusions

Concluding the results of the research on export specialization in the Baltic States, it
is important to note that classification of different commodity groups by their
technology intensity is applicable not only for assessment of the current situation,
but also for tracking the changes in the long run. Different economic and political
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Table 1 Commodity groups with RCA> 1 by the categories of their technological intensity, 2014

Lithuania Latvia Estonia

Commodity group RCA Commodity group RCA Commodity group RCA

Difficult-to-imitate research-intensive goods

39 Plastics and
articles

1.8 85 Electrical
machinery

1.6

Easy-to-imitate research-intensive goods

35 Albuminoidal
substances

2.0 30 Pharmaceutical
products

1.1 36 Explosives,
pyrotechnic

1.5

35 Albuminoidal
substances

1.1

Capital-intensive goods

24 Tobacco and
substitutes

6.7 22 Beverages, spirits 8.5 32 Tanning or dyeing
extracts

3.5

22 Beverages, spirits 2.4 34 Soap, organic
agents

2.0 22 Beverages, spirits 2.7

73 Articles of iron or
steel

1.2 73 Articles of iron or
steel

1.9 73 Articles of iron or
steel

1.6

32 Tanning or dyeing
extracts

1.2 72 Iron and steel 1.5 40 Rubber and
articles

1.6

34 Soap, organic
agents

1.1 32 Tanning or dyeing
extracts

1.1

74 Copper and articles 1.1

Labour-intensive goods

53 Other vegetable
fibres

7.5 51 Wool, fine or
animal hair

4.9 94 Furniture, bedding 4.5

94 Furniture, bedding 4.9 49 Printed books,
newspapers

3.7 43 Furskins and arti-
ficial fur

4.3

51 Wool, fine or
animal hair

4.1 70 Glass and glassware 3.4 49 Printed books,
newspapers

2.8

43 Furskins and artifi-
cial fur

3.6 68 Articles of stone,
plaster

2.4 51 Wool, fine or
animal hair

2.6

56 Wadding, felt 3.5 50 Silk 2.0 70 Glass and
glassware

2.0

63 Other made textile
articles

1.8 43 Furskins and artifi-
cial fur

1.6 50 Silk 2.0

68 Articles of stone,
plaster

1.7 66 Umbrellas, sun
umbrellas

1.5 53 Other vegetable
fibres

1.5

49 Printed books,
newspapers

1.4 58 Special woven
fabrics

1.3 57 Carpets and other 1.5

96 Miscellaneous
articles

1.4 94 Furniture, bedding 1.2 68 Articles of stone,
plaster

1.3

70 Glass and
glassware

1.4 54 Man—made
filaments

1.1 95 Toys, games, and
sports

1.2

55 Man—made staple
fibres

1.4 63 Other made textile
articles

1.1 65 Headgear and parts 1.2

48 Paper and
paperboard

1.3 60 Knitted or
crocheted fabrics

1.1 63 Other made textile
articles

1.2

(continued)
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conditions as trade liberalization, economic and financial recession, Russian
embargo, and other trade restrictions make a visible impact on the changes in
international trade flows.

The analysis of export distribution has revealed that all the Baltic States produce
not only raw material-intensive or labour-intensive commodity groups. The category

Table 1 (continued)

Lithuania Latvia Estonia

Commodity group RCA Commodity group RCA Commodity group RCA

62 Articles of apparel 1.3 62 Articles of apparel 1.1

83 Articles of base
metal

1.1

Raw material-intensive goods

31 Fertilizers 10.2 44 Wood and articles
of wood

21.0 44 Wood, articles of
wood

10.6

04 Dairy produce;
birds’ eggs

4.8 10 Cereals 4.8 18 Cocoa and
preparations

5.7

44 Wood and articles
of wood

4.4 04 Dairy produce;
birds’ eggs

4.5 04 Dairy produce;
birds’ eggs

2.9

11 Milling products 4.1 16 Preparations of
meat, of fish

4.1 46 Pulp of wood 2.6

10 Cereals 3.8 11 Milling products 2.7 21 Edible
preparations

2.2

07 Edible vegetables 3.8 01 Live animals 2.6 16 Preparations of
meat, fish

2.0

06 Live trees and
other plants

3.4 25 Salt; Sulphur, earths 2.3 03 Fish and
crustaceans

1.9

08 Edible fruit and
nuts

2.9 19 Preparations of
cereals

2.0 19 Preparations of
cereals

1.5

16 Preparations of
meat, fish

2.3 06 Live trees and other
plants

1.9 01 Live animals 1.4

03 Fish and
crustaceans

2.2 23 Residues and waste 1.7 25 Salt; sulphur,
earths

1.3

01 Live animals 2.1 03 Fish and
crustaceans

1.3 10 Cereals 1.1

23 Residues and
waste

2.0 21 Edible preparations 1.2 11 Milling products 1.1

21 Edible
preparations

1.9 09 Coffee, tea, mate
and spices

1.2

17 Sugars and
confectionery

1.7 20 Preparations of
vegetables

1.2

18 Cocoa and
preparations

1.7 12 Oil seeds, oleagi-
nous fruits

1.2

19 Preparations of
cereals

1.6

02 Meat and edible
meat offal

1.3
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of difficult-to-imitate research-intensive goods makes almost one third of total export
in Estonia, and one fifth of total export in Latvia and Lithuania. Nevertheless, this
category of technological intensity of goods does not show any revealed compara-
tive advantage except industry 85 Electrical machinery in Estonia, and industry
39 Plastics and articles in Lithuania (the indexes estimated for these industries fall
into the interval 1 < RCA < 2). On the other hand, the export share of difficult-to-
imitate research-intensive goods is larger than the share of raw material-intensive
goods.

The shares of easy-to-imitate research-intensive goods in total exports are
smallest (with one or two commodity groups with RCA > 1) for all three Baltic
States. While describing the shares of capital-intensive goods, it should be noted that
all of the states have 4–6 commodity groups with RCA > 1. However, in Latvia this
category makes a larger share (20%) than the one of labour-intensive goods (18.3%).
Latvia dominates in industry 22 Beverages, spirits (RCA¼ 8.5), while Lithuania has
good positions in industry 24 Tobacco and substitutes (RCA¼ 6.7), and Estonia—in
industry 32 Tanning or dyeing extracts (RCA ¼ 3.5).

The export shares of raw material-intensive goods are largest in Lithuania
(40.4%) and Latvia (37.3%), while Estonia has a slightly lower, although significant
(29.2%), share of raw material-intensive goods in its total export. The states have a
number of the same commodity groups with high values of RCA index: 44 Wood
and articles of wood, 04 Dairy produce and birds’ eggs, 10 Cereals, 16 Preparations
of meat, of fish, 11 Milling products, and 19 Preparations of cereals. Competing with
each other in foreign markets, food and wood industries have strong positions in the
exports of all of the states. Nevertheless, there are some commodity groups with high
RCA, in the exports of which the states do not compete: Lithuania has a strong
comparative position in industry 31 Fertilizers (RCA ¼ 10.2), while Estonia—in
industry 18 Cocoa and preparations (RCA ¼ 5.7). The category of labour-intensive
goods makes a visible share, i.e. almost one-fifth of total export, in all of the states.
Nearly all commodity groups with RCA > 1 in Table 1 belong to textile and
furniture industries. It should be noted that the Baltic States compete with each
other in the exports of such commodity groups as 94 Furniture, bedding, 51 Wool,
fine or animal hair, 49 Printed books, newspapers, 43 Furskins and artificial fur,
70 Glass and glassware, 68 Articles of stone, plaster, and 50 Silk. Unlike the other
states, Lithuania has strong comparative advantage in industry 53 Other vegetable
fibres (RCA ¼ 7.5), and industry 56 Wadding, felt (RCA ¼ 3.5).

Concluding the results of the empirical study we can state that the Baltic States
have quite similar export specialization due to their similar production factors and
similar processes of economic transformation and development. This is the main
reason why the Baltic States need more efforts to compete in global markets and
expand the shares of difficult-to-imitate research-intensive, capital-intensive, and
easy-to-imitate research-intensive goods for diversification of their exports.
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Analysis of the Global Market of Energy
Resources

Ireneusz Miciuła and Paweł Stępień

Abstract The ongoing globalization processes and related solutions implemented
internationally are gaining momentum. Solutions concerning sources of energy are
among the fundamental areas of the contemporary political economy. The present
paper, written on the basis of statistical data and inference, comprises an analysis of
the current state of the market of energy resources and attempts to outline develop-
ment perspectives for the global energy market by 2030 with particular emphasis on
the situation in European countries. The aim of the article is a statistical analysis of
the situation on the global energy commodity market in terms of their use. This
analysis is important for current and future problems of political economy in the
energy sector of European countries and allows for the development of recommen-
dations in this area.

Keywords Energy resources · Political economy · Sustainable development ·
International finance

1 Introduction

Energy is the driving force of economies all around the world (European Union
2017). Access to energy sources is undoubtedly one of the basic factors in economic
development. The energy sector gained importance with the first industrial revolu-
tion and the demand for energy has been on the increase since then. Nowadays,
societies are dependent on constant supplies of energy. This is why currently access
to energy resources constitutes one of the most serious issues of the contemporary
global economy.

The aim of this paper is to study the condition of the global market of energy
resources and present a forecast for development by 2030 to enable conclusions in
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terms of fundamental problems of the political economy in the energy sector in
European countries and to present recommendations with regard to these questions.
On the one hand it is particularly important to analyze the possibility of the
development of renewable energy sources. On the other hand is the fundamental
security of energy supply for the economy, which are mainly implemented through
conventional energy sources. As part of the statistical analysis of the quantitative
data presented in the article, the perspectives for the development of the use of
conventional and renewable sources under the so-called energy mix in the European
Union. These goals stem from the European Union’s energy policy, which calls for
establishing a competitive and efficient energy market that would provide prosperity
and improving Europe’s competitiveness in the global market. To date, national and
EU legislators have focused on introducing market mechanisms in the trade of
electricity. Markets in the EU Member States were liberalised, which allowed end
users to order electricity from individual power generating entities of their own
choosing. However, even though power generation and supply services are provided
based on the principles of free-market competition, transmission and distribution
networks are still subject to a natural monopoly. This competition-monopoly hybrid
emphasises the importance of regulation mechanisms, which should aim towards
eliminating monopoly rents. In recent decades, the development of renewable
energy sources has become one of the major goals of the EU Member States’ energy
policy. Resulting from this policy was the establishment of mandatory share of
renewable energy sources in the total national energy consumption. Undoubtedly,
sustainable development of the power industry based on diversification of raw fuel
sources, including renewable energy sources, is environmentally, economically and
socially beneficial (Ang 2008). However, what is also important is the financial
viability of changes related to raw fuels, which affect entire economies, and the
possible pace of such changes in the context of environmental, socio-economic and
technological constraints. Moreover, the EU climate policy enforces replacement of
energy derived from coal with more environmentally friendly energy. This strategy
is not beneficial for countries, where coal is currently the primary source of energy.
This is clearly visible in the context of rapid changes, i.e. those to be made by 2030.
These changes are not reasonably justified, nor financially viable as the substitute
solutions offered will not be profitable without national or EU subventions or
funding. Furthermore, the changes have caused unsettling occurrences and distur-
bances in the energy markets, affecting prices in the entire economy.

2 Current Status of the Global Market of Energy Resources

Global warming reached its peak in the 1940s, i.e. before the accelerated growth of
CO2 emissions from the combustion of fossil fuels took place. This means that
man-made CO2 does not have a significant impact on the climate. It should be borne
in mind that human activity constitutes only an additional 3.5% of the CO2 stream
released to the atmosphere (World Health Organization 2017). This is comparable
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with annual fluctuations in the whole CO2 mass in the atmosphere (Goodstein and
Intriligator 2013). SO2 emissions entail an opposite phenomenon, i.e. climate
cooling. It follows, therefore, that this problem is non-existent on a global scale
and all the more so it is not a consequence of human activity. Still, in 2013 the World
Health Organization (WHO) found that the problem of environment pollution is
perceptible locally but it is due to all harmful chemical compounds and particles
which lead among others to the creation of smog (World Health Organization 2017).
This is why, contrary to the widespread belief concerning the alleged global
warming and the need to reduce greenhouse gas emission and limit the production
of energy from coal, the world fails to react and uses increasingly large amounts of
coal (Kuzemko 2013). The first 15 years of the twenty-first century saw a very
dynamic increase in coal consumption across virtually all configurations and cate-
gories, both globally, on particular continents, and in terms of geopolitics. The
consumption of coal was limited only in the countries of the Old Continent which
already depleted the majority of their resources, i.e. Belgium, France, Great Britain
and—only in the case of hard coal—Germany (Miciuła and Miciuła 2014). For over
half a century the world has been developing in terms of energy at a fast and stable
pace. Between 1965 and 2012 the overall coal consumption increased from about
3750 million to 12,685 million toe, as shown in Fig. 1. According to forecasts for the
global energy market, energy efficiency of all installations in the world is to increase
from 5640 GW (gigawatt) in 2012 to 9266 GW in 2030. In the same period, the
production of electrical energy is to increase from 22,441 TWh (terawatt hours) to
34,458 TWh (Thaler 2014).

The levels of energy production from all three main fuels are to increase and
forecasts indicate that coal will become the dominant one (Dyer and Trombetta
2013). Currently, it constitutes almost 30% of the output of the existing installations
and in 2030 it may constitute ca. 35% of energy produced and globally it will once
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Fig. 1 Global consumption of energy in the years 1965–2012 (in Mtoe). Source: Own work based
on British Petroleum (2016)
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again become the main energy resource. It is also expected that gas will quickly
catch up and gain higher importance. These processes are already taking place, as
indicated in Figs. 2 and 3, and the forecasts may become true much sooner.

Based on current media coverage, one may get the impression that renewable
energy sources are thriving. This is, however, just an impression. According to
statistics on the use of primary sources of energy in the twenty-first century, the reality
is completely different than what the media present (Szczęśniak 2015). Oil is still
leading, but the increase is insignificant and one can see stagnation caused by
saturation of the market on the one hand and the appearance of an alternative,
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i.e. bio-fuels and electric cars, on the other hand. This is why forecasts up to 2030
suggest that the significance of oil as a source of energy will decline and it will be
taken over by coal and—by 2050—also by gas. Coal and gas are the two most
dynamically developing sources of energy in the twenty-first century (Balmaceda
2013). Analyzing the energy situation since the year 2000,we can define the dynamics
of increase in the consumption of particular rawmaterials which follows from changes
of the order of millions toe. Generally, energy consumption increased by 37.5% and
the increase in terms of particular energy resources was as follows: 70.2% coal, 51.4%
natural gas, 19.5% hydropower, 16.8% crude oil and 6.3% nuclear energy.

Improvement in the situation with regard to coal results from the need to provide
energy to satisfy the demand generated by economic development in China and
other Asian countries and from an increase in extraction in most countries the world
over. In the case of gas, this results from the demand for production systems which
are cleaner and more flexible and from the increase in the global level of extraction
(Havlik 2010). There was an immense increase in the production capacity in North
America as a result of discovering rich reserves of shale gas and forecasts suggest a
dynamic development of the gas energy industry also in the Middle East and China
(Leveque et al. 2014). The chart (Fig. 4), which shows average annual global
consumption of energy per capita broken down by energy sources, confirms such
development trends.

According to forecasts, in the twenty-first century coal will once again become the
number one energy resource around the world. This trend is substantiated by global
resources of coal, which are evenly distributed around the world and constitute 60%
in relation to 40% (made up jointly by crude oil and natural gas) in the group of three
main energy sources in the contemporary world.
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3 Europe on the Energy Market

Europe is losing its importance on the global energy market. This is clearly visible
when analyzing the global consumption of the three main energy resources, which
best reflects energy trends in Europe. Crude oil consumption decreased from 29% in
the 1970s to 15% in 2013. After a rapid increase at the beginning of the 1980s, when
the share was 19%, there was a long period of stability and then, after 2005, crude oil
consumption started decreasing until it reached 14% in 2013. Coal experienced the
biggest fall; in 1965 Europe used 36% of the global balance, today the figure is less
than 8% (Capros et al. 2010). This is a constant trend, which shows that there is
demand for energy in other dynamically developing parts of the world and that EU
member states experience problems and economic stagnation (Fig. 5).

Analysis of hard coal reserves in EU countries suggests that the era of extraction
is over as no new resources have been found and the existing resources have been
depleted. Poland stands out in that it currently has 86% of all reserves of hard coal in
the European Union (Fig. 6).

Conclusions for the coal industry, both in the global and European context,
should be drawn from the analysis of all kinds of coal which are currently available.
Many analyses which are to translate into strategic decisions in energy policy have
been performed only on the basis of hard coal resources. EU member states are the
best example, i.e. their climate and energy policy, at least in theory, based on EU
legislation, intends to limit the use of coal as an energy resource due to the high level
of carbon dioxide emissions (Broussean and Glachant 2014). The situation looks
completely different in practice, i.e. statistical data show that in spite of the depletion
of hard coal resources its consumption continues to increase. Moreover, forecasts
indicate that both global and EU consumption of coal will increase in spite of the
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policy of limiting the so-called “dirty” energy, which involves the emission of a
substantial amount of greenhouse gases (Moran and Russell 2009). Germany serves
as a good example here. The country which bears the brunt of responsibility for the
direction of contemporary climate and energy policy of the EU, as a result of the
pressure exerted by the Green Party, is at the same time the biggest producer of coal
in Europe and its brown coal extraction is of the biggest importance around the world
(Stępień and Miciuła 2016). Moreover, Germany launched an investment involving
the construction of six brown coal mines, which will further strengthen the country’s
position as the world leader in brown coal extraction. Thus, the extraction of brown
coal in Germany will exceed 200 million tons annually (Fig. 7).

In this context, strategies pursued by EU member states should be developed on
the basis of investments carried out in practice by other member states, including
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Germany, which are different from what is stipulated in the climate and energy
policy. Moreover, Germany, whose share in the emission of carbon dioxide is the
highest among EU countries, produces almost 50% of electric energy from coal,
including 30% from the less efficient brown coal. The idea behind this is to balance
the high costs of green energy and provide a source of electricity in the event of
fluctuations in the production of electricity from renewable energy sources (RES).
Therefore, Germany follows a rational energy policy, which is contrary to EU
arrangements (Table 1).

It should be noted that in terms of value, Germany extracts and uses as much coal
as all the other EU countries together (Poland excluded). This is why many EU
resolutions, including the resolutions which refer to the values of 1990 as the base
year, undoubtedly are to result in differences between the economies of EU member
states being preserved. This is not in line with the very idea behind the European
Union and leaves no doubt that there is a silent economic war in which the leading
countries want to maintain their dominant position. Solidarity in the EU is visible
only when member states have common interests with external countries. Unfortu-
nately, such situations do not happen very often and many EU countries, including
Germany, put their economic interests first to the detriment of the idea behind the EU
and undertake projects which are contrary to the interests of the EU and other
member states. Relations with Russia are the best example as they lead to divisions

Table 1 Extraction of hard coal and brown coal in 2013 (in millions of tons)

Place in terms of extraction Country Extraction of hard coal and brown coal

1 China 3730

2 USA 996

3 India 694

4 Indonesia 575

5 Australia 459

6 Russia 412

7 South Africa 291

8 Germany 198

9 Poland 144

10 Canada 132

11 Kazakhstan 125

12 Colombia 94

13 Turkey 81

14 Greece 69

15 Ukraine 64

16 The Czech Republic 58

17 Vietnam 45

18 Serbia 39

19 Romania 35

20 Bulgaria 32

Source: Own work based on Euracoal (2015)
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and dissenting voices within the EU. Problems in the EU energy policy result from
the failure to develop a coherent policy and lack of abundant reserves of the main
sources of energy.

4 Perspectives for the Development of Energy Sources by
2030

The analysis of the situation and conditions in the energy sector may serve as the
starting point for outlining an energy strategy that would involve defining risks and
priorities as well as future trends, which will have the biggest impact on the global
energy industry. The transportation sector also affects the global energy market.
There is no denying that the American shale gas revolution is of great importance for
the global crude oil market. Thanks to technological development, the production of
crude oil in the USA has increased by 3.6 million barrels a day since 2010, but the
market capacity has decreased by 3.3 million barrels a day. In Canada, an additional
1.5 million barrels a day is extracted from the tar sands. The increase in the supply of
crude oil around the world is not attributable to North America alone. Other regions
of the world contribute to it as well. After the war, Libya returned to the market with
its oil, and so did many medium-sized producers. Moreover, production in the
Middle East did not decrease in spite of the war. All this is happening in a situation
when global consumption of crude oil has decreased by 5 million barrels a day. For a
long time crude oil has not been subject to natural market processes to such an extent
as it is now. The demand for crude oil may continue decreasing for many years to
come as cars are becoming more and more economical; all the more so as the major
importers of crude oil, i.e. the USA, Europe, India, China and Japan will want to put
an end to the monopoly of crude oil as the source of energy in road transport.

The strong increase in demand for energy from renewable sources in the EU will
slow down as a result of among others the need to comply with international
agreements concerning climate change or the willingness to support new branches
of green economy. The pace of implementing the idea of global low-emission
society will remain slow (Heidari et al. 2015). This results mainly from the low
efficiency characteristic of the majority of renewable sources of energy in compar-
ison to conventional energy. As technology becomes increasingly complex and
nuclear energy (danger, radioactive waste) and RES (high costs, insufficient effi-
ciency) present numerous drawbacks, forecasts indicate that energy from gas will
push the global energy sector towards production involving less carbon dioxide. It
can already be seen that the majority of countries, Germany included, would like to
withdraw from the restrictive EU climate policy which has no impact on the global
scale. For the EU economy this means being more dependent on the external market,
which is contrary to the objective of limiting carbon dioxide emissions and becom-
ing more independent from external supplies at the same time (Fig. 8).
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The trends in the structure of energy sources are confirmed by global forecasts
(Fig. 9).

5 Conclusion

Forecasts suggest that by 2030 there will be no significant changes in the structure of
consumption of energy sources apart from coal, which will recover its status of the
leader. There are possibilities to use coal as a chemical resource and transport fuel,
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which will also contribute to the wide use of this most plentiful and evenly
distributed energy resource. In the twenty-first century, research and development
in the scope of new technologies of generating energy will be of immense impor-
tance for the energy situation around the world. For instance, the development of
clean coal technologies is related to the necessity of achieving higher energy
efficiency in the use of coal, and higher economic efficiency. Therefore, there arises
a need to develop more rational and highly-efficient technologies of coal use. In all
scenarios, fossil fuels will play a leading role in the upcoming decades. A decrease in
renewable energy prices will lead to a gradual introduction of clean energy, but a
transformation of the global energy system is a difficult and, most importantly,
expensive task. This is why even by 2050 none of the four main scenarios of global
energy sector development modelled by IPCC will have shown significant benefits
concerning the use of available renewable energy sources.
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Regulation of the Wind Sector in Poland:
Tasks of Municipalities in the Contex
of Public Procurement

Monika Przybylska

Abstract The wind sector is one of the sectors of the economy whose development
influences environmental protection. It follows that wind, as a source of renewable
energy, is one of the factors influencing growth in consumption of green energy
when compared to the use of conventional energy. The generation of energy from
renewable sources is one of the most important trends emerging in international
environmental protection policy. At the European level, of importance are the
postulates contained in the Europe 2020 Strategy, implemented by European
Union Member States. This paper pointed out regulations of Polish law concerning
the rules of building a wind power plant and pointed out specific rules concerning the
sale of wind energy by the municipalities.

Keywords Renewable energy · Wind energy · Public procurement

1 Introduction

One of the primary assumptions of the Europe 2020 Strategy policy is 20% growth
in the end use of energy from renewable sources by 2020 (Arasto et al. 2012). This
objective and means of achieving it are also stated expressis verbis in Directive of the
European Parliament and of the Council 2009/28/EC of 23 April 2009 on the
promotion of the use of energy from renewable sources and amending and subse-
quently repealing Directives 2001/77/EC and 2003/30/EC [hereinafter: Renewable
Energy Directive, RED] (Rahlwes 2013). The referenced Directive was
implemented in national legislation in the form of the Renewable Energy Act of
20 February 2015 [hereinafter: RE Act] (the Journal of the Act No 9).

The primary objective of this article is to highlight the legal environment sur-
rounding the construction of land-based wind power stations by local self-
governments, in particular by communes. A secondary objective will also be
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achieved, specifically, a presentation of the rules governing the sale of renewable
energy (from wind, but also from other renewable sources) by communes. In this
respect, the most important thing will be an answer to the question of whether a
commune, in selling this energy, is obliged to conduct public procurement pro-
ceedings (Barradale 2010).

2 The Legal Environment for Development of the Wind
Energy Sector in Poland

Wind energy is one of the non-conventional sources of energy that EU Member
States take advantage of on a large scale (Kulovesi et al. 2011). The construction of
wind farms is a common phenomenon in Poland as well. It should, however, be
pointed out that growth in the production of energy form wind is to a large degree
dependent on legal regulations in place. The primary legal act influencing the
development of production of energy from renewable sources, including wind, is
the aforementioned RE Act (Szydło 2015). This Act’s regulations govern the
production of energy from renewable sources. Essentially, the right to produce
such energy is granted to enterprises, apart from situations in which green energy
is generated by a special category of producers referred to as “prosumer”. A
characteristic trait of production of energy from renewable sources is that the costs
of such activity are far higher than those involved in the production of energy from
conventional sources. As a result, EU law carves out an exception from provisions of
EU founding treaties that entities engaged in such activity may apply for financial
support. At the same time, the EU legislator has decided that Member States are
competent to decide in which form they provide public aid to entities producing
energy from renewable sources (Rofiegger 2013).

The construction of land-based wind farms in Poland, as opposed to other EU
countries, is a source of numerous conflicts between the business community and
society at large. The national legislator, in seeking to eliminate or at least alleviate
such conflicts, has adopted particular regulations on the location of wind farms in
Poland; these are enumerated in the Wind Energy Farm Investment Act of 20 May
2016 (hereinafter: Wind Farm Act, WFA), which has been in effect since 16 July
2016 (the Journal of the Act No 961). This Act sets out the legal framework for the
location, construction and use of wind farms comprising the investment process for
renewable energy installations using wind power in the generation of electric energy.
It introduces the “distance principle”, previously unknown in the Polish legal regime
(Sokołowski 2017).

Adoption of the distance principle is intended to protect a number of values
threatened by the building and operation of wind farms. Dangers associated with the
functioning of such investments are various: health (from noise pollution), environ-
mental (from threats to various elements of the natural environment) and aesthetic
(due to disruptions of the landscape resulting from the erection of wind farms). The
normative adoption of the distance principle is thus the legislator’s response to the
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protests of various groups in society caused by the location of wind farms
(Sokołowski 2017).

The normative grounds of the distance principle are contained in Art. 4 of the
Wind Farm Act. The nature of this Act is dichotomic, as it sets out: firstly, rules for
the location of future wind farms in reference to: (1) a residential building and/or
building of mixed purpose performing a residential function, and (2) specified forms
of nature and promotional forest complexes, and secondly: the rules for the location
of a residential building and/or mixed purpose building performing a residential
function in relation to existing wind farms. Analysis of Art. 4 of the Wind Farm Act
leads to the conclusion that, in adopting the normative distance rule, the legislator’s
intention was to protect two categories of goods (values), i.e.: (1) residential build-
ings and/or mixed purpose buildings performing a residential function, and
(2) selected forms of nature protection, such as national parks, nature reserves,
landscape parks, Nature 2000 zones, and promotional forest complexes. In other
words, the distance regulated by the Wind Farm Act concerns both the location of
wind farms in reference to residential construction (and also particularly environ-
mentally valuable areas), and the location of residential construction in reference to
wind farms. The distance at which wind farms can be located and erected must be at
least equivalent to 10 times the height of the wind farm, measured from the level of
the ground to the highest structural point, including technical elements such as the
turbine and blades (total wind farm height). It should be pointed out here that this
rule does not apply to the reconstruction, expansion, renovation or assembly of a
residential building and/or mixed purpose building performing a residential function.
It should also be emphasized that Art. 4(1) in fine of the Wind Farm Act holds “equal
to or greater” (the Journal of the Act No 961) which means that the legislator sets out
the minimum distance that it believes will directly ensure human safety and protec-
tion of the environment.

3 Supplying Electric Energy as a Task of the Commune
in Poland

The commune, much the same as every other unit of local self-government, may
generate energy using wind and other renewable sources. At the beginning of
deliberations in this section, we must first answer the question of for what purpose
a county may undertake activity consisting in the generation of energy from renew-
able sources (Lüthi and Prässler 2011)?

It is worth to underline that every activity conducted by a commune is associated
with the performance of public tasks. It is no different in respect to the production of
energy from renewable sources, as the activity of a commune in this sphere can be
classified as the performance of own tasks concerning the provision of electric
energy. In accordance with Art. 7(1)(3) in fine of the Commune Self-Government
Act of 8 March 1990 (the Journal of the Act No 1875): “meeting the collective needs
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of the community is an own task of the commune. In particular, own tasks encom-
pass matters concerning the supply of electric and heat energy, as well as gas.” It
should be pointed out at once that it is not the commune which directly supplies
electric energy (produced by renewable sources) to its residents, but rather this is
done by an enterprise engaged in such activity. This is associated with the necessity
of delivering the produced energy to a distribution network serviced by a given
energy enterprise, which takes place via the sale of that energy; we are thus dealing
with a contract for the sale of energy. In this context, an issue of fundamental
significance is determining whether this sale meets the conditions of a public
procurement, and whether the sale of energy referred to herein is governed by the
provisions of the Public Procurement Act of 29 January 2004 (the Journal of the Act
No 1579 Kosiński and Trupkiewicz 2016). This will be explored in the following
deliberations.

The legislator’s classification of the supply of electric energy, heat energy and gas
as own tasks of the commune necessitates the determination of whether such activity
is at the same time a public utility task. Precision in this matter is significant as it
allows us to determine the organizational and legal structures under which the
commune can generate energy from renewable sources. It should first be pointed
out that an immanent characteristic of public utility tasks is the “continual and
uninterrupted satisfaction of collective social needs by way of the provision of
generally available services.” In the subject literature we may encounter the opinion
that activity performed by a commune consisting in the production of energy from
renewable sources under the rules set out in the RE Act does not meet the criteria of
continual and uninterrupted satisfaction of collective social needs by way of the
provision of generally available services. This is related to the manner in which
energy enterprises acting on the basis of the provisions of the Energy Act of 10 April
1997 (hereinafter: the Energy Act; the Journal of the Act No 755) are engaged in the
direct satisfaction of needs in respect of electric energy production. This position is
entirely correct, primarily when considering that the commune neither provides
services in the scope under discussion, nor does it organize them directly through
the preparation of the appropriate technical, organizational or financial conditions.
This means that the production of electric energy from renewable energy sources by
a commune should be classified as an activity outside the scope of public utility. The
Municipal Management Act of 20 December 1996 (the Journal of the Act No 827),
in turn, holds that outside the scope of public utility tasks a commune may not
engage in municipal management activities in the form of self-government budget-
ary entities; it may only establish limited liability and/or joint-stock companies, as
well as limited partnerships in the case of public-private partnerships (Kosiński and
Trupkiewicz 2016). These entities are directly involved in activity concerning the
production of energy from renewable sources, on condition that the premises set out
in Art. 10 of the Municipal Management Act are fulfilled, which will be discussed in
detail below.

The Municipal Management Act sets out conditions that must be met in order to
establish a commercial company (it is limited liability and joint stock) for activities
outside the scope of public utility tasks. Of the most importance in the context of this
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issue is Art. 10(1) of the Municipal Management Act, which holds that “outside the
scope of public utility tasks, a commune may establish and/or join a commercial
company if each of the following conditions are fulfilled: (1) needs of the community
encompassed by the local self-government unit are going unfulfilled on the local
market, (2) unemployment in the commune is exerting a significant detrimental
influence on the quality of life of the local community, and the application of other
measures resulting from provisions of law in force has not led to professional
activation, in particular to significant renewal of the local market and/or long-term
reduction in unemployment” (the Journal of the Act No 827). The aforementioned
provision does not directly indicate the possibility to establish commercial compa-
nies for the purpose of producing energy from renewable sources. It is thus worth
examining the content of Art. 10(3) of the Municipal Management Act, which holds
that “limitations concerning the establishment of commercial companies and on
communes joining such companies referred to in para. 1 and 2 do not apply to the
possession of shares by a commune in companies engaged in banking, insurance,
consultation, promotional, educational and publishing activities on behalf of local
self-government, as well as other companies significant in the development of the
commune, including sports clubs operating in the form of a capital company”. The
environmental, social and economic benefits that come from expansion of the
production of energy from renewable sources justifies the view that communes
may form commercial companies for the purpose of generating electric energy
from renewable sources, and these companies are important for the development
of the commune.

4 Sale ofWind Energy Produced by a Commune and Public
Procurement Proceedings

4.1 Rules for the Sale of Renewable Energy and the RE Act

Municipal commercial companies established by communes are classified as enter-
prises (as defined under the provisions of the Freedom of Establishment Act of 2 July
2004). This means that such a company must meet all requirements set out at the
stage of commencement of commercial activity in respect of production of energy,
including—in cases involving a renewable energy production facility with total
capacity in excess of 200 kW—obtain a permit. At the same time, as an enterprise
engaged in commercial activity, such a company can participate in the support
mechanism (financial) available to producers of renewable energy pursuant to the
provisions of the RE Act (Fouquet 2013).

The RE Act guarantees to every producer the sale of energy produced by a given
renewable energy facility. The legislator has provided a 15-year guarantee period,
which can, however, be restricted by the limit on public aid set out in Art. 39 of the
RE Act. In other words, on the basis of the indicated provision a producer can
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calculate the maximum value of financial assistance it may receive. If a green energy
producer receives the permissible amount of support in a period of time less than
15 years, this is equivalent to reduction of the maximum statutory period. The final
stage of the statutory guarantee of the sale of energy produced by renewable sources
is the conclusion of a contract for the sale of energy. The parties to this contract are
the producer of the energy and the obliged seller (to the purchase of that energy,
which, as a rule, is an electric energy company engaged in the distribution of electric
energy). In turn, the primary subject matter of the energy sale contract revolves
around issues of deadlines for the supply of created energy and the price of that
energy (Przybylska 2016).

Of significance in the context of the subject under consideration are the modes of
the sale of energy created using renewable sources, and which the legislator has
adopted in the RE Act. In reviewing the content of this Act, it can be held that the
legislator has proscribed three versions. In the first, the producer concludes a contract
for the sale of energy with the obliged seller after selecting that seller’s offer by way
of an auction. In this mode, the producer of energy from renewable sources submits
an offer for the sale of the produced energy, while the price for the sale of energy
given in the offer cannot exceed the so-called reference price, and thus the maximum
price set in the relevant regulation by the minister responsible for matters related to
energy. In the second, the producer of energy from renewable resources can sell the
electric energy it produces to the obliged seller by way of submitting to that seller an
offer. Under this procedure, energy is sold at the average market price for the sale of
electric energy on the open market as published by the President of the Energy
Regulatory Authority under Art. 23(2)(18a) of the Energy Act. In the third, the
producer of energy from renewable sources can sell its energy to any energy
company by way of submission of an offer, at prices and on conditions determined
by the parties to the contract.

Having presented the primary regulations in effect for the sale of energy gener-
ated from renewable sources, the question should be asked as to whether and in what
scope the conclusion of a contract for the sale of energy by a commune-owned
company to an obliged seller is subject to the provisions of the Public Procurement
Act? In other words, it must be determined whether, in the case under analysis, both
the subjective and objective premises are met for public procurement proceedings to
be conducted. Later, after conducting the relevant deliberations, an answer will be
issued to the question posed above.

4.2 Rules for the Sale of Wind Energy and Public
Procurement Proceedings

Whether a municipal commercial company, intending to sell energy produced by
renewable sources, is obliged to conduct public procurement proceedings for the sale
of this energy, is a matter to be decided by the general provisions of the Public
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Procurement Act, but also detailed regulations contained in the RE Act. As men-
tioned previously, we should begin by determining both the subjective and objective
scope of the concept of a public procurement order. In other words, it should be
determined whether, firstly, under the Public Procurement Act a municipal company
is an entity obliged to conduct public procurement proceedings, and secondly,
whether the sale of energy produced by renewable sources is a public procurement
order. There are no interpretative difficulties as regards the subjective aspect, as
municipal companies are governed by the Public Procurement Act if the conditions
set out in Art. 3(1)(3) therein are fulfilled (the Journal of the Act No 1579). As this
provision states, “the Act shall be applied to public procurement proceedings [. . .] by
juridical persons other than those enumerated in para. 1, established for the express
purpose of meeting needs of a general nature not of an industrial or commercial
character, insofar as the entities listed therein and in paras 1 and 2, either individually
or jointly, through another entity: (a) finance over 50% of its activities, and/or
(b) possess over one-half of shares, and/or (c) exercise oversight over the managerial
body, and/or (d) have the right to appoint more than one-half of the supervisory
and/or managerial body—insofar as the juridical person does not operate in normal
market conditions, its objective is not the achievement of profit, and does not bear
losses resulting from its activity” (Szydło 2016).

In turn, as regards the objective aspect, we should start by noting that under Art. 2
(13) of the Public Procurement Act, public procurement orders are defined as “for-
fee contracts concluded between a contracting authority and a contractor, whose
subject matter concerns services, supplies, or public works (the Journal of the Act No
1579).” This normative definition of public procurement is interpreted very broadly
by scholars. According to Szydło (2016), the subject matter of every public pro-
curement order is the consideration of the contractor provided to the benefit of the
contracting authority. At the same time, he characterizes this obligation in the
context of the elements comprising consideration in its civil law understanding.
He emphasizes that both the theoretical and legal (it is expressed directly in legis-
lation regulating the public procurement system in a given country) definition of
consideration in the context of a contract for a public procurement order indicates
that the subject matter of a such an order is consideration supplied by a contractor
meeting the needs of the contracting authority; the meeting of the contracting
authority’s needs should be understood and/or characterized in particular as meeting
a specified need of the contracting party (Szydło 2016). Szydło also emphasizes that
it is an absolute necessity to link the subject matter of a public procurement to the
needs of the contracting authority and satisfaction thereof in the definition of a public
procurement order, particularly considering the fact that all public tenders—and thus
all consideration from contractors that is the subject matter of such orders—are
simply a certain kind of instrument or means of satisfying the needs of the
contracting authority (Szydło 2016). Here as well there is no doubt that a public
procurement order is a contract concluded between the contracting authority and the
contractor, as a result of which both the authority and the contractor obtain material
benefits: the former in the form of services, supplies, or public works on its behalf,
and the latter in the form of payment or other remuneration whose value can be

Regulation of the Wind Sector in Poland: Tasks of Municipalities in the. . . 103



expressed in money. In accordance with the relevant definitions, a public procure-
ment can encompass the provision of public works, supplies or services; this is not
an enumerative catalogue, and thus contracts of a similar nature are also public
procurement orders.

In order to link the preceding remarks to the subject matter under discussion, it
should be indicated that under the RE Act “the obligation to purchase electric energy
set out in Art. 41(1), in Art. 42(1), and in Art. 92(1) (the Journal of the Act No 9) (it is
energy from renewable sources—WS] is performed by a seller of electric energy
appointed by the President of the ERA (it is an obligated seller), on the basis of a
contract referred to in Art. 5 of the Energy Act (the Journal of the Act No 755).”Here
it becomes crucial to define the legal character of the aforementioned contract
concluded between a municipal commercial company and an obligated seller in
respect of the criteria set out in Art. 2(13) of the Public Procurement Act. We must
begin with the premise that there is no doubt such a contract (it is a contract for the
supply of renewable energy whose provisions are determined by the content of Art.
5 of the Energy Act) is a for-fee agreement. We are dealing with a classic exchange
of financial consideration for material consideration, and the subject matter of such a
contract is the supply of produced energy at a defined price. It must be emphasized
that two regulations can be contained in the content of such a contract. Firstly, the
municipal commercial company can sell the produced energy without desiring to
take delivery of such energy in order to meet the needs of residents (in respect of
supplying energy). It should be mentioned that in this version one of the criteria set
out in Art. 3(1)(3) in fine of the Public Procurement Act will thus go unfulfilled, as
such a municipal commercial company will sell the produced energy for the sole
purpose of achieving a profit. Secondly, the municipal commercial company can sell
the produced energy and simultaneously enter into an agreement with an energy
company that the energy will be supplied to residents of the commune. In this case,
activity in respect of the production of renewable energy and its subsequent sale will
not be performed with a view to achieving a profit, but rather to meet the needs of
residents. By the same token, the condition set out in Art. 3(1)(3) in fine of the Public
Procurement Act is met—we are dealing with activity whose objective is not to
achieve profit. The free choice of the supplier who will provide energy to residents of
the local community is possible under Third Party Access (TPA) provisions in place
in the Energy Act.

The deliberations conducted above lead us to the conclusion that the sale of
energy produced by renewable sources by a municipal commercial company can
meet the conditions for conducting proceedings to award a public tender, on
condition that the premises set out in the Public Procurement Act (specifically,
Art. 3(1)(3), and the monetary figures) are fulfilled. In turn, as regards the subject
matter, a contract for the sale of energy (concluded between a municipal commercial
company and energy company) will always be a for-fee contract, which demon-
strates that the sine qua non condition set out in Art. 2(13) of the Public Procurement
Act is met. These considerations should also be applied to the modes for the sale of
renewable energy regulated by the RE Act. The first mode is auction proceedings for
the sale of renewable energy. Every entity that is participating in such proceedings
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(including a municipal commercial company) is governed by the law on renewable
energy. In this respect, a municipal commercial company must fulfil all of the
conditions set out by the RE Act, and in respect of the price of sale of produced
energy, it is entitled to charge a price equal to (or lower than) the reference price, it is
the price appointed by the minister responsible for matters of energy. Under the
auction mode, a municipal commercial company thereby is subject to all of the
provisions of the RE Act, but not the Public Procurement Act. An identical situation
occurs when a municipal commercial company intends to sell energy generated by
renewable sources via the submission of an offer to an obliged seller pursuant to Art.
42 RE Act. The for-fee nature of this contract is also exclusively governed by the
regulation contained in the RE Act, not the Public Procurement Act. As mentioned
previously, in such a situation the price of sale of energy generated from renewable
sources is equal to the average price for sale of electric energy on the open market in
the preceding quarter as announced by the President of the ERA under Art. 23(2)
(18a) of the Energy Act. This means that a municipal commercial company, under
the RE Act, may expect a specific price from an obligated seller (that is, the price
announced by the President of the ERA). It is only when a municipal commercial
company does not invoke one of the above modes, and thus decides to purchase
generated energy pursuant to market rules (id est based on a consensual contract
whose contents include the price of sale of energy), is it under a duty to conduct
tender proceedings under the provisions of the Public Procurement Act (assuming
the relevant subjective and objective conditions contained therein are fulfilled).
However, this is exclusively the case when the receipt of the generated energy is
correlated with the obligation to supply it to recipients living within the borders of a
given commune.

5 Conclusion

The deliberations were focused on the rules for the sale of energy produced from
wind (and other renewable sources) by municipal commercial companies. The
primary objective was to find an answer to the question of whether municipal
commercial companies producing energy from renewable sources are obliged to
conduct public procurement proceedings for the sale of energy produced by uncon-
ventional sources. In this respect it has been determined that if a municipal com-
mercial company established for the production of renewable energy assumes an
organizational and legal form fulfilling the criteria of Art. 3(1)(3) Public Procure-
ment Act, and the value of the sale of such energy exceeds the threshold set out in
that Act, such a company is obliged to conduct public procurement proceedings only
when it does not invoke one of the modes for the sale of energy regulated in the RE
Act. In other words, such a company is governed by the provisions of the Public
Procurement Act when it plans to sell energy on the open market rather than in
another mode such as auction or offer under the provisions of the RE Act.
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Following analysis of the provisions of the Public Procurement Act and the RE
Act in respect of the subject matter addressed in this paper, one more conclusion can
be drawn: invoking the doctrinal concept of the public procurement order, the sale of
renewable energy by a municipal commercial company must be performed in order
to perform public tasks by the contracting authority, id est to supply the local
community with electric energy. Only in this case is the condition set out by the
legislator in Art. 3(1)(3) of the Public Procurement Act met (“. . . the achievement of
profit is not [the company’s] objective . . .”). It should be added that a contract for the
sale of electric energy between a municipal commercial company and an obligated
seller (as a rule, a distribution company) must contain the relevant provisions: it must
impose a duty on the obligated seller to supply energy to recipients within the
borders of a given commune.
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Assessment of the Role of MNCs
in the Process of Manufacturing Industry
Globalization
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Abstract The development of economic globalization is commonly linked to the
activities of multinational companies (MNCs) that are the main participants of the
process of globalization. Activities of MNCs are very prominent in the manufactur-
ing industry. MNCs that operate in manufacturing transfer their production to
foreign countries that are closer to raw materials, labor resources or consumers in
order to reduce production costs or find new sales markets. In this way, manufactur-
ing MNCs “push” the process of globalization and have a significant impact on the
development of manufacturing in host countries. Considering the expansion of
international production and trade, manufacturing MNCs can be treated as the key
channel for the transmission of globalization. This paper analyzes the role of MNCs
in the process of manufacturing globalization applying the concept of cause and
effect. After the analysis of the nature of MNCs’ activities, two groups of indicators
have been selected and systematized following the cause and effect attitude: (1) the
indicators that reflect the input of MNCs in the process of manufacturing industry
globalization; (2) the indicators of manufacturing development that reflect the
impact of globalization transmitted through the channel of MNCs. On the basis of
indicators selected, the empirical research is conducted on an example of a small
open economy.
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1 Introduction

Globalization is a complicated phenomenon of the modern life development and a
unique process without any alternatives. Over the last few decades, the process of
globalization has covered all the areas of life and has become a high-speed world
engine. The process of globalization is often equalized with economic globalization,
which is treated as a dynamic multidimensional process of economic integration,
i.e. an increasing integration of the goods and services markets, financial systems,
corporations, industries, technologies and competition. Although the phenomena of
economic globalization earn much attention, researchers have not still reached a
consensus concerning the pace of globalization transmission and the boundaries of
globalization development. In order to provide the discussions about the scope of
globalization with empirical evidence, many studies employ statistical indicators and
quantitative methods. Quantitative analysis of the processes of globalization high-
lights the main characteristics and manifestation forms of this phenomenon and
provides the background for the logical analysis and qualitative assessment of
globalization trends and effects. Statistical analysis of the components of economic
globalization provides the opportunities to identify the links between the processes
of globalization and the development of particular economic sectors, and so assess
the impact of globalization on general economics.

A substantial part of studies focus on the processes of economic globalization: the
impact of economic globalization on economics was researched by Brakman (2006),
Castells (2011), Helpman (2006), Mukherjee (2008), Rugman (2012), Sirgy et al.
(2004), Soubbotina and Sheram (2000), Sumner (2004) and others. The studies on
manifestation of the processes of globalization, commonly concentrate on particular
channels of economic globalization transmission: the processes and trends of eco-
nomic globalization transmitted through the channel of international trade (Bems
et al. 2011; Broda et al. 2006; Carneiro et al. 2015; Feenstra 2015; Helpman 2006;
Lévy 2007; Lynch 2010; Xu 2012); the aspects of FDI in a global context (Agosin
and Machado 2005; Casi and Resmini 2012; Ford et al. 2008; Gersbach 2002;
Moura and Forte 2010; Osinubi and Amaghionyeodiwe 2010; Özkan-Günay 2011;
Ozturk 2007; Pekarskiene and Susniene 2015; Prasad et al. 2007; Vetter 2014);
peculiarities of MNCs’ activities (Buckley 2009; Dunning 2013, 2014; Dunning and
Lundan 2008; Jensen 2013; Sofka et al. 2014; Wagner 2013); international trans-
mission of technologies in the context of global integration (Keller 2004; Savvides
and Zachariadis 2005; Veugelers and Cassiman 2004; Xu and Chiang 2005); global
aspects of labour force migration (Artuc et al. 2015; Collings 2014; Delogu et al.
2014; Docquier et al. 2014; Grogger and Hanson 2011; Grossmann and Stadelmann
2013; Marchiori et al. 2013; Özden et al. 2011; Peiperl et al. 2014; Pekarskiene et al.
2017), etc.

The development of economic globalization is often related to the activities of
multinational corporations (MNCs), which are considered as main agents in the
processes of economic globalization. As MNCs are extremely active in manufactur-
ing industries, it is very important to evaluate the role of MNCs in manufacturing
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globalization. For reduction of their production costs or looking for new product
realization markets, MNCs transfer their activities to foreign countries closer to raw
materials, labor resources or consumers. In this way, manufacturing MNCs “push”
the process of globalization and have a significant impact on the development of
manufacturing in host countries. While developing international production and
international trade, MNCs serve as one of the main channels through which the
process of globalization is transmitted. The processes of manufacturing globaliza-
tion, in turn, directly and indirectly influence the trends of the overall economic
development and global trends of a country. For this reason, it is extremely important
to evaluate the degree of manufacturing integration in global economies and assess
the impact of globalization on the development of manufacturing industries.

Manufacturing is one of the major industries in any national economy. With
reference to the data of the European Commission (2010), the manufacturing
industry creates nearly one-quarter of the total number of workplaces in the EU
private sector and at least one-quarter of the total number of workplaces in the
industrial service sector. What is more, manufacturing generates nearly 75% of the
EU exports.

The development of the manufacturing industry under the conditions of modern
economy is a common object of studies. For instance, Herrigel and Zeitlin (2010)
researched the processes of internationalization in manufacturing companies, while
Karuppiah and Karthikeyan (2013), Katz et al. (2011), Kletzer (2005), Pekarskiene
and Susniene (2014), Pla-Barber and Puig (2009), Puig and Marques (2011),
Sutcliffe and Glyn (2003) analyzed the development of the manufacturing industry
through the prism of globalization, etc.. Nevertheless, previous studies were limited
within the analysis of one or two channels of globalization transmission. The links
between the process of globalization and manufacturing industries have not been
comprehensively researched in the literature, which also lacks any general method-
ologies to disclose to which extent manufacturing is involved in the processes of
globalization and how global processes affect the development of manufacturing
industries. In this context, the important question then arises as to whether there exist
any tools that could help to research and measure the trends of manufacturing
globalization and assess the impact of globalization on the development of the
manufacturing industry.

The purpose of this article is to assess the role of MNCs in the process of
manufacturing globalization by applying the concept of cause and effect. In this
article, we analyze the role of MNCs in the process of globalization from two
following perspectives: a cause, i.e. the role of MNCs as of the main channel of
globalization transmission, and an effect, i.e. the role of MNCs as of the channel
through which globalization makes an impact on the manufacturing industry. The
methods of the research include systematic and comparative analysis of the concepts,
methodologies and conclusions announced in the literature, synthesis of the results
and generation of conclusions.
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2 The Trends of MNCs’ Activities in the Context
of Globalization

The establishment of modern multinational or transnational corporations (MNCs or
TNCs) started just after World War II. Nowadays they are considered as a symbol of
economic globalization. A number of studies (Buckley and Ghauri 2004; Ietto-
Gillies 2012; Lévy 2007; Rugman 2012; Young and Hood 2000) are of the opinion
that MNCs are the main driving force that initiates, supports and promotes the
process of globalization, and MNCs’ business strategies make a vital impact on
the causes and effects of globalization. In global economics, MNCs are treated as the
main channel through which the process of globalization is being transmitted to
different sectors.

According to Rugman (2012), large MNCs control a wide network of companies
with a managing parent company, which is linked to other business partners (main
suppliers, customers, distributors, etc.) not through its business infrastructure (ser-
vice companies, R&D partners, educational institutions, etc.), but on the basis of
long-term contracts. By employing the principles of direct investment, joint venture,
licensing, subcontracting and other tools of business start-up and development for
the management of particular chains in their production processes, MNCs form large
international networks, which are called ‘global factories’ (Buckley 2009).
According to Buckley (2009), the global value creation chain can be divided into
three main stages: (1) control—in this stage, owners of a brand control the produc-
tion of original equipment, product design, technologies, R&D; (2) production—in
this stage, subcontractors are widely employed to gain the benefits from cost
economy; (3) warehousing, distribution and adaptation—in this stage, companies
operate by employing mixed strategies: joint venture partnerships and subcontracts
with local companies. The key incentives to extract a MNC’s global value chain are
economy of scale and exploitation of comparative advantage in different countries.
Nevertheless, as it was stated by Buckley (2009), MNCs can successfully manage
such large chains even without possessing property rights to separate elements of a
chain. Having the aim to earn high profits, MNCs use the strategies that help
geographically optimally distribute the value creation chain and choose the most
beneficial forms of ownership, increasingly turning to outsourcings and offshores.

Supporting the attitude described above, it can be stated that such MNCs’ activity
characteristics as split-up of the value creation chain as well as the ability to plan,
organize and directly control the business provide the opportunities to reduce
production costs and gain comparative advantage against the entities which operate
only in a single country and try to get involved in the global processes by expanding
their exports.

Traditionally, MNCs are large corporations. For this reason, in discussions about
globalization, the image of MNCs is often equalized with the image of large
companies, especially minding the fact that large companies create a substantial
share (nearly 30%) of global GDP (UNCTAD 2002). Nevertheless, as it was noted
by Sutcliffe and Glyn (2003), the share of global GDP created by a small number of
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business enterprises does not disclose any useful information about multinational
aspects of these enterprises. By the nature of their operations, all of these enterprises
can be treated as 100% national. Therefore, while speaking about globality of
business enterprises, it is important to consider the multinational aspect. A company
or a corporation can be classified as a MNC considering the geographical area of its
production, sales, origin of the labor force, residence of general managers and
headquarters, etc. Thus, it can be stated that not any single definition or indicator
can be employed for a comprehensive description of a MNC.

With reference to the data of UNCTAD (2002), more than 65,000 MNCs with
more than 85,000 affiliates, i.e. with the average of 13 affiliates for 1 MNC, operated
all over the world in 2002. The number of MNCs and their affiliates had been rapidly
growing over the last three decades of the twentieth century (see Table 1).

Since the first decade of the twenty-first century, the number of MNCs has kept
growing, and in 2010 there were more than 1,03,000 MNCs with more than 9,00,000
affiliates operating all over the world. It is thought that such rapid growth in the
number of MNCs was determined by the development of economic globalization:
more and more advanced countries were expanding their businesses on an interna-
tional scale; international operations were conducted not only by large, but also by
medium and small enterprises; the number of international corporations operating in
developing and transition economies started to grow. The share of GDP generated by
MNCs’ foreign affiliates (FCAs) is growing faster than the total amount of global
GDP (see Fig. 1a); at the same time, the sales of FCAs are growing faster than the
volumes of global export (see Fig. 1b).

The negative effects of the economic crisis of 2007 touched MNCs much sooner
than the general global economics. The negative rates of GDP and sales generated by
MNCs’ foreign affiliates confirm that MNCs are sensitive to global economic
shocks. However, it should not be overlooked that despite hard drops, the rates of
GDP and sales generated by MNCs’ foreign affiliates after the period of crisis
started growing much sooner than the same indicators of the general global eco-
nomics. The most plausible determinant of such fast recovery is diversification of
activities that mitigated the decline of FCAs’ sales as the effects of the economic
crisis emerged in different countries at different times. According to Rugman (2012),
the largest flows of international production and international trade are generated by
the largest enterprises: 500 of the world’s largest MNCs (mostly from the USA,
Japan and the EU) generate nearly 90% of global FDI and a half of international
trade flows.

Table 1 The number of parent corporations and foreign affiliates, 1976–2010

1976 2002 2008 2010

Number of MNCs 11,000 64,592 82,053 1,03,786

Number of MNCs’ foreign affiliates 82,600 8,51,167 8,07,363 8,92,114

Source: Compiled by the authors based on the data of Dunning (2013), UNCTAD (2002, 2009,
2011)
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Distribution of MNCs from developed, developing and transition economies is
constantly changing on the list of 100 largest MNCs worldwide. MNCs worldwide
significantly increased their assets, turnover (sales) and the number of employees
between 2010 and 2012, but MNCs from developing and transition economies
showed the trends of much faster growth than MNCs from developed economies
and retained these trends even in later periods (see Table 2).

With reference to the data of UNCTAD (2013), some large MNCs from devel-
oped countries are changing their business strategies: they are closing down their
foreign affiliates or moving them to home countries, while the top positions on the
list of 100 largest MNCs worldwide are being taken by MNCs from developing and
transition economies. Such rearrangement of large MNCs shows that an increasing
number of MNCs from developing and transition economies are getting involved in
the process of economic globalization and start playing an important role in global
economics.

Meanwhile, representatives of the globalization sceptics theoretical school
(Rugman 2012; Sutcliffe and Glyn 2003) propose that all statistics and estimations
hardly disclose the real nature of MNCs as they are based on different interpretations
of MNCs and exaggerate the role of MNCs in the process of globalization. As it was
noted by Sutcliffe and Glyn (2003), if a MNC is treated as an entity which trades in
foreign markets, then there are hundreds of thousands of such MNCs with tens of
thousands of FCAs operating for decades. If a MNC is treated as an entity with a
production affiliate in a foreign country, then thousands of such entities as well as
several tens of the MNCs involved in international integrated production could be
found worldwide. Substantial shares of the properties of some MNCs are located in
different countries. Leaning on this argument, Kozul-Wright and Rowthorn (1998)
and Rugman (2012) envisage an international rather than a local nature of MNCs’
activities. These insights are confirmed by some recent trends of large MNCs’
localization (UNCTAD 2012) and the decline in the number of FCAs.
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Such criticism can be accepted, and it can be agreed that the number of MNCs
may vary due to the differences in estimation methodologies. Nevertheless, we
suppose that regardless of the variety of criteria that can be employed for the
assessment of MNCs’ activities, MNCs’ role in modern economy is really significant
as they:

– initiate and promote organizational and technological innovations, at the same
time prompting the development of production factors;

– carry out the largest number of international transactions;
– act as the only economic entity that is capable of planning, organizing and

controlling a business in foreign countries;
– are able not only to effectively exploit, but also to improve and transmit the

opportunities of information and communication technologies worldwide;
– actively participate in the process of globalization as a driving force and the main

agent of this phenomenon.

Although traditionally MNCs are treated as large international enterprises, in
practice they are not necessarily large organizations. This tendency reflects the
peculiarities of the development of economic globalization over the last few
decades: the process of globalization involves an increasing number of small and
medium corporations. With the process of globalization gathering its pace, small and
medium MNCs are becoming increasingly internationalized. It is obvious that the
process of economic globalization is transforming, and SMEs are expanding their
businesses on an international scale. One of the most evident peculiarities of the
development of economic globalization is that more and more corporations follow
global interests.

3 Analysis of MNCs’ Activities as of the Main Channel
of Globalization Transmission Following the Cause
and Effect Attitude

While assessing the role of MNCs in the process of globalization, it should be
mentioned that MNCs serve not only as one of the main globalization transmission
channels, but also promote transmission of globalization through the other channels
by affecting FDI, international labor force migration, technology transfer and inter-
national trade (see Fig. 2). Hence, it can be stated that MNCs serve as one of the main
driving forces of economic globalization.

The importance of the role of MNCs in the process of economic globalization has
been confirmed in a number of studies. Altomonte et al. (2012), Bossard and
Peterson (2005), Buckley (2009), Dunning (2013, 2014), Dunning and Lundan
(2008), Jensen (2013), Krugman (2007), Kwok and Tadesse (2006), Rugman
(2012), Sofka et al. (2014), Wagner (2013), Yamin and Sinkovics (2009) investi-
gated MNCs’ activity trends in the context of globalization. Different aspects of
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MNCs’ activities related to international trade were researched by Baccini et al.
(2015), Jensen (2013). The links between the channels of economic globalization
transmission were analysed by Bjelić (2013), Cottier and Sieber-Gasser (2015),
Grogaard et al. (2005), Hausmann and Fernandez-Arias (2000), Ietto-Gillies
(2003, 2012), Lévy (2007), Soubbotina and Sheram (2000), Sutcliffe and
Glyn (2003).

The assessment of the level of globalization (the cause attitude) and its impact
(the effect attitude) on the development of the manufacturing industry to a large
extent depends on selection of research indicators. Consideration of different indi-
cators may determine contradictory assessments of the process of globalization.
According to Sutcliffe and Glyn (2003), consideration of different indicator groups
may reveal completely different trends of globalization development. For instance, it
can be found that business corporations are expanding their businesses in other
countries, the number of MNCs is increasing, the sales of MNCs and their affiliates
are making an increasing share of the world’s gross output, etc. These trends confirm
that the process of globalization is developing and gathering pace. On the other hand,
some other indicators may disclose that vast majority of the world’s output is
consumed in the home country, and this tendency hardly shows any changes. We
are of the opinion that the relative share of consumption may increase only due to
rising shares of service sales because international service sales, which earlier used
to compose only a small part of international trade, disproportionally grew and vastly
increased the volumes of international trade. The share of the world’s gross output
manufactured by the largest US corporations is dramatically decreasing, and Japa-
nese MNCs’ (together with all affiliates) sales growth has recently become slower
than the growth of the total global economics. In addition, the share of FDI in the
world’s gross output is not increasing. The dynamics of such indicators do not reveal

ECONOMIC GLOBALIZATION PROCESS

DEVELOPMENT OF MANUFACTURING

ACTIVITY OF 
MULTINATIONAL 

COMPANIES

INTERNATIONAL 
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TECHNOLOGY

FOREIGN 
DIRECT 
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TRADE
INTERNATIONAL 
LABOUR FORCE 
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Fig. 2 The main channels of economic globalization transmission. Source: Compiled by the
authors
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any signs of intensive development of globalization. Hence, some indicator groups
may show the trends of globalization development, while the other groups disclose
the trends of intensive localization.

We suppose that the above-explicated arguments are reasonable, but contradic-
tion between different groups of arguments determines the need to identify, analyze
and critically assess the reflectors of the level of globalization, and present a complex
assessment of the trends of globalization with consideration of the role of MNCs.
Further in this research, MNCs will be analyzed as the channel of globalization
transmission by employing the cause and effect attitude, i.e. we will select the
indicators that reflect the causal aspect of globalization and will identify the indica-
tors that reflect the impact of globalization on the development of the manufacturing
industry (the effect of globalization).

3.1 The Indicators of Economic Globalization Assessment
with Consideration of the Role of MNCs

While assessing the level of globalization in a single country or industry with
consideration of the role of MNCs, the problem of data unavailability is often
faced. The data on MNCs’ activities are much harder to access in comparison to
accessibility of the data on FDI or international trade. Statistical services in particular
countries have been collecting the data on MNCs’ economic activities (production
outputs, number of employees, R&D, exports) for a comparatively short time, and,
as it was noted by the OECD (2005), these data are limited in time and the number of
positions; what is more, the content of the data may vary by country.

MNCs’ activities are commonly assessed by the volumes of FDI, and, according
to Bjelić (2013), they are best reflected in the movement of capital as FDI (FDI flows
and FDI at the end of the year). With reference to UNCTAD (2002), the other
indicators of MNCs’ activities, such as gross output, value added, sales and exports
of foreign affiliates, employment rates, profits and innovations, are no less important.
For measuring of the level of economic globalization with consideration of the role
of MNCs, the OECD (2005) proposes a much wider spectrum of indicators, which
can be divided into three groups (see Table 3).

Following the recommendations of the OECD (2005), the indicators of FCAs’
activities are not divided into the categories of globalization causes and effects; they
are presented as the expression of the impact of foreign MNCs on the development
of local economies. The share of value added generated by FCAs is introduced
(OECD 2005) as the most comprehensive indicator of MNCs’ activities, i.e. as the
indicator that the most accurately reflects the trends of economic globalization with
consideration of the role of MNCs. Meanwhile, we consider that FCAs’ contribution
to GDP (in particular, to value added) in the economic sector is more applicable for
representation of the impact of globalization on the development of this sector rather
than for revelation of the changes in the level of economic globalization. Value
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added is one of the main indicators of economic development, so it is applicable for
reflection of globalization effects.

The share of FCAs’ gross production or turnover (sales) only partly reflects
FCAs’ value added because the indicators of gross production or turnover (sales)
cover the value of intermediate products. With reference to the recommendations of
the OECD (2005), employment of these indicators for a comparative analysis of the
level of globalization in different countries would inevitably mean data duplication,
but we are of the opinion that this indicator can be applicable for assessment of the
level of globalization in a single country or a single sector, especially when the data
on value added are unavailable. The OECD presents the shares of FCAs’ gross
production and turnover (sales) as alternative indicators, i.e. employment of one of
the indicators is recommended.

The share of FCAs’ gross capital reflects the structure of their capital in MNCs.
With reference to the recommendations of the OECD (2005), this indicator is
applicable for assessment of the impact of globalization on the manufacturing
industry with consideration of the role of MNCs.

We suppose that the level of globalization should be reflected by two following
FDI indicators available in statistics: the share of FCAs’ authorized capital in
manufacturing companies and the share of foreign capital in manufacturing compa-
nies. Used in combination, these indicators could reveal the impact of foreign capital
on all manufacturing companies (even in those which are not controlled from abroad,
i.e. the companies with the share of foreign capital smaller than 50%).

With reference to the recommendations of the OECD (2005), the share of FCAs’
compensation for employees is an extremely important indicator as it reveals several
significant aspects of MNCs’ activities. First of all, this relative indicator shows

Table 3 Indicators of MNCs’ activities in the context of globalization

Indicator group Indicators

Extent of foreign control in the
compiling country (total and by
industry)

Foreign CAs’ share of value added;
Foreign CAs’ share of turnover (sales) or gross production;
Foreign CAs’ share of gross fixed capital formation;
Foreign CAs’ share of employment;
Foreign CAs’ share of compensation for employees;
Foreign CAs’ share of the number of (consolidated)
enterprises.

Extent of parent companies’
activities in the compiling country
(total and by industry)

Parent companies’ share of value added;
Parent companies’ share of turnover (sales);
Parent companies’ share of gross fixed capital formation;
Parent companies’ share of employment;
Parent companies’ share of compensation for employees.

Extent of MNCs’ activities in the
compiling country (total).

MNCs’ share of value added;
MNCs’ share of gross fixed capital formation;
MNCs’ share of employment;
MNCs’ share of compensation for employees;
MNCs’ share of the number of consolidated enterprises.

Source: Compiled by the authors based on the data of the OECD (2005)
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which part of compensation for employees is paid by foreign companies. Therefore,
comparison of the average compensation for employees in foreign companies with
the average compensation for employees in the local manufacturing industry dis-
closes whether MNCs make a positive or negative impact on the average compen-
sation for employees in the industry. Average compensations for employees are
usually higher in FCAs because being much larger than local corporations, MNCs
often invest in high technologies and establish their affiliates in high-technology
sectors which are capital intensive and require well-paid labor force. Secondly, the
differences between the shares of FCAs’ compensation for employees can be
determined by the situation in MNCs’ home countries. The causes of these differ-
ences are very similar to the above-mentioned: different sizes of companies, spe-
cifics of the activities, varying labor productivity and skills, etc. We are of the
opinion that the share of compensation for employees in the manufacturing industry
could disclose the level of globalization in this industry, while comparison of the
average compensation for employees in FCAs and the entire industry would reflect
the impact of globalization on the development of manufacturing and welfare of the
employees as higher or lower average compensations paid for employees in FCAs
inevitably affect the rates of the average compensations in a country or its economic
sector (comprising both local enterprises and FCAs).

Another relative indicator recommended by the OECD (2005) is the ratio of the
number of FCAs to the total number of enterprises. This indicator reflects the impact
of MNCs’ on the level of globalization in the economic sector and reveals which part
of enterprises in the sector is controlled by the foreign capital. Analyzed separately,
this relative indicator does not provide any comprehensive information about the
scale of business participation in the process of globalization because enterprises
may largely differ by their size: MNCs often represent large enterprises, while local
businesses are small and medium. Nevertheless, assessment of the number of
enterprises in combination with the analysis of such relative indicators as the number
of employees and the share of turnover allows to have a deeper insight in the level of
globalization in the sector.

Employment of some indicators that reflect the extent of parent MNCs’ activities
in their home countries causes some reasonable doubts. While justifying the impor-
tance of these indicators, the OECD (2005) provides the following arguments:
(1) parent MNCs make strategic decisions in the areas of funding, R&D and
innovation, and these decisions are followed by all affiliates; (2) parent MNCs differ
from local business enterprises by their structure and nature of operations, which
makes them more similar (and comparable) to foreign MNCs. We consider that the
indicators of parent companies are applicable for assessment of the impact of
globalization on the manufacturing industry because they show which share of
gross outputs in the industry is created by MNCs. What is more, local parent
MNCs are managed by the residents, so the indicators of parent companies in their
home countries are not separated, but estimated including the data of other local
companies.

While analyzing the recommendations of the OECD (2005) concerning applica-
bility of particular indicators for assessment of the level of globalization with
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consideration of the role of MNCs, it should be noted that the majority of the
indicators reflect only one direction of globalization, i.e. the activities of foreign
MNCs and the activities of parent MNCs in their home countries, but another
direction, i.e. the activities of parent MNCs in foreign countries, is not covered
(the indicators that reflect the extent of parent MNCs’ activities abroad are intro-
duced only as additional because employment of these indicators would inevitably
cause data duplication).

Such prevention of data duplication is certainly necessary when the level of
globalization in several or many countries is assessed and compared. Nevertheless,
for more accurate assessment of the level of globalization in a single sector, the
indicators of both directions, i.e. the extent of foreign MNCs’ activities in a country
or a sector and the extent of parent MNCs’ activities abroad, should be considered.
Such attitude would reveal the links between the manufacturing industry and global
economics, and would allow to assess the level of globalization in a more objective
way. Unfortunately, even in this case the problem of data unavailability is faced: the
data on MNCs’ economic activities are usually limited with the information about
the activities of FCAs and the activities of parent MNCs in their home countries
because MNCs do not have to report the data on the activities of their FCAs abroad.
One of the most serious problems is to obtain the data on the scopes of the services
provided by MNCs. We support the opinion of Landefeld and Kozlow (2003), who
state that this information gap can be filled by conducting direct research in MNCs’
activities.

The third group of the indicators, which are proposed for assessment of the
activities of all MNCs (including FCAs acting in the economic sector and local
parent companies), represents the aggregate of the results obtained by employing the
indicators of two previous groups. We are of the opinion that the indicators from this
third group should not be considered while assessing the level of globalization in the
manufacturing industry so that the problem of data duplication would be prevented.

Geographical transmission of MNCs’ activities is another important factor to
consider. A larger number of MNCs’ operation countries indicate a high degree of
the MNCs’ globalization. The degree of MNCs’ business diversification and geo-
graphical transmission can be assessed by employing Herfindahl concentration
index. Herfindahl concentration index is recommended by the OECD (2005) as a
supportive indicator for estimation of the level of economic globalization with
consideration of the role of MNCs. If the scale of MNCs’ activities abroad (assessing
by the above-introduced indicators) in particular economic sectors is treated as
equal, Herfindahl concentration index can help to find out in which of the sectors
geographical concentration of MNCs’ activities is higher or lower, i.e. it can disclose
whether MNCs’ activities are more or less geographically diversified, in other
worlds, whether they are more or less global.

Employment of Herfindahl concentration index allows to assess the involvement
of the manufacturing industry in global processes by both directions, i.e. by geo-
graphical concentration of both FCAs’ and parent companies’ turnover (sales), and
FCAs’ number of employees. Herfindahl geographical concentration index (HI) for
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turnover (sales) of the FCAs operating in the economic sector is estimated by the
formula:

HI¼ AP1Pn
i¼1APi

� �2

þ AP2Pn
i¼1APi

� �2

þ . . .þ APnPn
i¼1APi

� �2

¼
Xn

i¼1

APiPn
i¼1APi

� �2

; (1)

Here: APi—FCAs’ turnover (sales) in each home country;
Xn

i¼1
APi—FCAs’

turnover (sales) in all i home countries; n—the number of home countries. If FCAs’
turnover (sales) ineachof thehomecountrieswereequal, thenAP1¼AP2¼ . . .¼APn,
and the value of Herfindahl concentration index would be equal to 1

n. In the same
way, we can estimate Herfindahl geographical concentration index for CAs’ turn-
over (sales) and Herfindahl geographical concentration index for FCAs’ number of
employees.

Employed for assessment of the level of globalization in the manufacturing
industry with consideration of the role of MNCs, HI would reflect the degree of
MNCs’ activity concentration by home countries. A higher degree of geographical
transmission of home countries of the MNCs operating in the manufacturing indus-
try would determine a lower value of Herfindahl index, which should mean that the
industry is more globalized. A complex assessment of the level of globalization in
the economic sector and compliance of interpretations of all the indicators with their
absolute values (0—a completely non-globalized economic sector, 1—a completely
globalized economic sector) requires employment of such MNCs’ activity (turnover,
the number of employees) geographical transmission indicators that are estimated by
extracting the value of Herfindahl geographical concentration index from 1 (1-HI).
Ietto-Gillies (2003) notes, that a larger scale transmission of MNCs’ activities, i.e. a
larger number of the countries with FCAs, indicates that MNCs possess a stronger
negotiation power in relationship with foreign governments or labor organizations.

The analysis of the indicators, proposed by the OECD and researchers for
assessment of the level of globalization with consideration of the role of MNCs
has enabled to select the indicators, which, in our opinion, are applicable for
assessment of the level of globalization in the economic sector (Table 4).

All of the relative indicators selected for this research can gain values from 0 to
1 (higher values of the indicators reflect higher levels of globalization). The level of
globalization in the economic sector, estimated with reference to the values of the
above-introduced indicators with consideration of the role of MNCs, makes the
background for assessment of the impact of MNCs, as of one of the main channels of
globalization transmission, on the development of the manufacturing industry.
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Table 4 The indicators selected for assessment of the level of globalization in the manufacturing
industry with consideration of the role MNCs

Indicator group Estimation of the indicator
Meaning and interpretation of
the indicator

Assessment of the level of
economic globalization with
consideration of the role of
FCAs

The rate of FCAs’ gross pro-
duction to the manufacturing
industry’s gross production

Reflects the structure of the
general production in the for-
eign manufacturing industry
and shows closeness of the
links between local and global
manufacturing

The rate of FCAs’ turnover
(sales) to the manufacturing
industry’s turnover (sales)

Reflects FCAs’ impact on the
manufacturing industry’s turn-
over, sales and globalization
level

The rate of FCAs’ gross capital
to the manufacturing industry’s
gross capital

Reflects closeness of the links
between the manufacturing
industry and global economics
and shows the level of the
manufacturing industry’s
dependence on foreign capital

The rate of the number of
FCAs’ employees to the num-
ber of the manufacturing
industry’s employees

Shows the scopes of local
employees’ participation in
FCAs’ activities and processes
of economic globalization

The rate of FCAs’ expenditure
on compensations for
employees to the manufactur-
ing industry’s expenditure on
compensations for employees

Shows which share of com-
pensations for employees in
the manufacturing sector is
paid by foreign companies

The rate of the number of FCAs
to the number of manufacturing
companies

Shows which share of
manufacturing companies is
controlled by foreign capital
and linked to global economics

1—the degree of FCAs’ turn-
over/number of companies/
number of employees
concentration

Reveals FCAs’ geographical
transmission by MNCs’ home
countries

Assessment of the level of
economic globalization with
consideration of the role of
CAs

The rate of CAs’ turnover
(sales) to the manufacturing
industry’s turnover (sales)

Reflects the scopes of MNCs’
activities abroad and the level
of globalization in the
manufacturing industry

The rate of the number of CAs’
employees to the number of the
manufacturing industry’s
employees

Reflects the level of
employees’ involvement in the
processes of economic global-
ization in CAs

The rate of the number of CAs
to the number of manufacturing
companies

Reveals the scope of the trans-
fer of parent MNCs’ impact to
foreign countries

1—the degree of CAs’ turn-
over/number of companies/
number of employees
concentration

Discloses the scope of parent
MNCs’ geographical
transmission
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3.2 The Impact of Globalization on the Development
of the Manufacturing Industry with Consideration
of the Role of MNCs

As the majority of MNCs are large and powerful corporations, and turnover of some
of them is equal to or exceeds the rates of national GDPs, MNCs inevitably affect not
only the development of the economic sector, but also the development of home and
host economies. MNCs’ strategies are directed towards optimization of the main
determinants of operational results under the conditions of international trade and
liberalization of capital movement. Ietto-Gillies (2012) emphasizes that business
strategies have a significant impact on global investment trends and directions; they
also change economic and social environment in which other multinational or
national business entities operate; finally, they affect governmental activities.
Hence, MNCs’ activities significantly affect the development of national economies.
Nevertheless, as it was noted by Young and Hood (2000), it is obvious that the
interests of MNCs and the countries where they operate not always match, and the
processes of globalization can highlight these conflicts of interests.

MNCs’ impact on the manufacturing industries in home and host countries
should be analyzed considering different aspects.

3.2.1 MNCs’ Impact on the Development of the Manufacturing
Industries in Home Countries

MNCs’ impact on the economies of home countries usually emerges as:

– An increase in gross national income;
– Promotion of international trade;
– The impact on the labor market;
– An increase in the global power.

The main determinant of MNCs’ international value creation chains is the search
for cheap raw materials and labor force. According to Bjelić (2013), by outsourcing
their production from developed to developing or transition economies, MNCs
promote industrialization in host countries, while developed home countries face
the processes of deindustrialization: the share of manufacturing is decreasing, while
the share of services is rising. In this regard, the impact of MNCs’ activities should
be reflected by the changes in value added. MNCs represent separate economic units
aimed at high profits. Nevertheless, the profits earned by FCAs not always reach
home countries of their parent companies, but are concentrated in offshores to avoid
taxation, in particular, corporate profit taxes. We suppose that the analysis of MNCs’
profitability indicators should cover assessment of the impact of MNCs’ activities on
the increase in gross national income in their home countries.

MNCs’ activities are closely related to international trade, but the impact of
MNCs’ activities on international trade cannot be assessed unambiguously. It is
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considered that MNCs are constantly increasing the volumes of the globally inte-
grated production, which refers to assembly of the final product, made of the
components manufactured in different factories all over the world. Hence, when
MNCs expand their activities in foreign countries and outsource production to
FCAs, the volumes of national exports are decreasing. The products, which were
earlier manufactured in MNCs’ home countries, at present are being manufactured in
export countries and sold in their markets or exported to other countries. Due to
exploitation of the benefits of the economy of scale and optimization of production
costs, a substantial part of the products manufactured in FCAs return to MNCs’
home countries as imports. MNCs’ activities hereby change the flows of interna-
tional trade. In addition, integrated production increases the volumes of international
trade, which starts taking the shape of internal trade, i.e. the trade between separate
departments inside a company. However, it is difficult to find reliable data which
would reveal the impact and significance of this form of trade. Sutcliffe and Glyn
(2003) state that the largest share of internal trade is occupied not by the globally
integrated production, but by the activities of intensively developed MNCs’ affili-
ates, in particular, by the ones operating in such industrial sectors as electronics,
computer and car manufacturing.

Due to the impact of economic globalization, the markets of goods and services
effectively integrate by making single regional markets. The single EU market can
serve as an example of such regional goods and services markets. Labor markets, on
the contrary, remain functionally separated at a national level, and, as it was noted by
Buckley et al. (2001), their integration is hindered by national governments. Never-
theless, leaning on Buckley and Ghauri’s (2004) arguments, regional integration
with functionally separated labor markets is very beneficial. By taking advantage of
wage differences, labor-intensive production chains can be transferred to the coun-
tries with lowest labor costs. We support the opinion that a qualitative integration of
labor markets can provide benefits to both business companies operating in domestic
goods and services markets and MNCs operating in regional goods and services
markets. For reduction of their labor costs, MNCs, as the main agents of the process
of economic globalization, use the following strategy: they divide their activities into
separate small chains, and for their affiliates select the locations that help optimally
exploit the benefits of segmentation and differentiation of national labor markets.
The most significant differences of national labor markets are usually observed
between developed and developing economies, which are located in different
regions or participate in different alliance blocks. According to Bjelić (2013) and
Epstein (2003), optimization of production on a global scale rarely corresponds to
the interests of MNCs’ home countries because when MNCs outsource their pro-
duction to foreign countries, their home countries lose workplaces and start facing
the problems of severe competition and decreasing wages in their labor markets;
Krugman (2007) refers to this phenomenon as “labor export”. The impact of MNCs’
activities on the home labor market is revealed by the changes in wages in the home
manufacturing sector.

By operating in different countries, MNCs not only optimize their production
costs, but also find markets for their products and services. In order to retain and
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expand their influence and obtain reliable and comprehensive information about the
situation in foreign markets, MNCs send their employees, mostly business manage-
ment and organization professionals, to work in FCAs. Although accumulated
knowledge and experience are very useful, they are often lost because a substantial
number of employees do not return to parent companies. As a result, parent compa-
nies are forced to look for new skilled employees, and this, in turn, raises their labor
expenditure on wages, staff recruitment and training. Considering the arguments
explicated above, we suppose that the analysis of the changes in compensations for
employees andMNCs’ profits would provide a deeper insight in the impact of MNCs
on the development of the manufacturing industry.

3.2.2 MNCs’ Impact on the Development of Economics in Host
Countries

The impact of MNCs on the development of general economics and particular
economic sectors in host countries is really significant, although the significance
of the impact depends on the size of a host country. MNCs’ impact on small host
countries is much more significant than the impact on large host countries. It should
be noted that this impact can emerge as both positive and negative effects. The main
areas of MNCs’ impact on a host country’s manufacturing industry are as follows:

– The impact on GDP;
– Promotion of business competitiveness;
– The impact on the labor market and productivity;
– Technological development.

Traditionally, MNCs are large corporations, and it is considered that their con-
tribution to GDP of a host country is really significant. It should be noted that the size
of a company is usually measured by its turnover, but Sutcliffe and Glyn’s (2003)
argument that evaluation of a company’s contribution by its turnover does not reflect
the reality as turnover does not reveal any contribution to creation of the value added
must also be accepted. If the largest share of MNCs’ costs comprises raw materials
and intermediate products acquired from other enterprises, their turnover is
extremely high. According to Bjelić (2013) and the OECD (2005), MNCs’ contri-
bution to GDP should be assessed by considering sales value added rather than sales
volumes because sales value added more accurately reflects MNCs’ impact on the
development of the manufacturing industry and helps to prevent data duplication.
We support the opinion that the changes in value added, especially in the
manufacturing industry, reflect the impact of economic globalization (with consid-
eration of the role of MNCs) on a host country’s manufacturing industry with
appropriate accuracy.

MNCs’ impact on the competitiveness of a host country’s manufacturing industry
cannot be assessed unambiguously. On one hand, when MNCs expand their busi-
nesses abroad, local companies have more opportunities to make contracts with
MNCs and become their subcontractors or compete with their affiliates (Buckley
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2009). What is more, MNCs make foreign markets more accessible to local compa-
nies and help them get involved in international business, which, in turn, promotes
the process of economic globalization in a country. On the other hand, large foreign
MNCs can push small uncompetitive companies out of the market and lead them to
bankruptcy. Developing and transition economies are “pressed” by large MNCs and
are often forced to become a part of MNCs’ global production chain as manufac-
turers of labor-intensive products. Penetration to global networks is extremely
difficult for companies from developing and transition economies; to achieve this
purpose, they need to employ the whole range of measures: strong finances, efficient
support, skilled and experienced staff and purposefully-developed long term busi-
ness strategies. We are convinced that the ability of local manufacturing companies
to compete not only in domestic, but also in international markets must be disclosed
by the profitability, efficiency and export indicators.

When MNCs establish new affiliates and start-up a new business, they create new
workplaces and hire new employees from the local labor market. This way, MNCs
increase a host country’s employment rate. Nevertheless, it is important to note that
the supply of labor force in the local labor market must match the demand in terms of
qualification. MNCs often establish the factories in which local people can work
with their current skills. In this case, MNCs do not need to invest in staff training and
can optimize their costs by paying lower wages. In this respect, it can be stated that
MNCs’ affiliates make a positive impact on a host country’s employment rate.

On the other hand, the impact of MNCs’ affiliates on a host country’s employ-
ment rate can be negative. Successfully competing with local companies, a newly
established FCA may lead them to bankruptcy. In this case, the number of the
employed in a host country starts to decrease. What is more, MNCs’ labor produc-
tivity is usually higher in comparison to the labor productivity achieved by local
companies, which allows MNCs to hire fewer employees. A host country’s unem-
ployment rate may also increase when MNCs outsource their affiliates to other
countries or close them down due to the changes in business environment. As it
was noted by Zilinske (2010), over the period of the global financial crisis of
2007–2008, some large MNCs (in particular, US car manufacturers) with many
affiliates in the EU closed down their European affiliates, which, in turn, brought
about catastrophic economic and social aftereffects.

In spite of the fact that MNC affiliate closures lead to higher unemployment rate,
redundant employees (in particular, business or new technology managers) have
better opportunities to find jobs in other local or foreign companies for higher
compensations as they have gained higher qualification, new skills and competences
(Sofka et al. 2014). On the other hand, redundant employees may have difficulties
finding new jobs if their knowledge and skills are very specific and cannot be used in
a new job.

The impact of globalization on a host country’s labor market and productivity
with consideration of the role of MNCs can be assessed by employing such indica-
tors as average compensation for employees and labor productivity (the above-
mentioned indicators are compared for local companies and FCAs).
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According to Altomonte et al. (2012), MNCs’ impact on a host country’s
technological development depends on the differences between local and foreign
companies in terms of their technological level. MNCs usually use advanced
technologies and employ more modern business management and organization
methods in comparison to local companies. MNCs are considered to be the main
global developers of new technologies, which are transferred to their affiliates and
implemented in them. According to Rugman (2012), a special advantage of large
MNCs lies not in development of new technologies, but in capability to apply these
technologies for mass production.

Under the conditions of economic globalization, MNCs transfer large shares of
R&D activities to their foreign affiliates, this helps them reduce R&D costs, gain the
benefits from the economy of scale, and, as it was noted by Hu (2004), exploit local
R&D resources and design products around the market. Nevertheless, it should not
be overlooked that MNCs not only transfer new technologies and R&D, but also take
advantage of local business ideas for the development of new global products.

We are convinced that MNCs’ impact on the development of a host country’s
economy in terms of technological development can be assessed by employing such
manufacturing indicators as the number of manufacturing companies implementing
innovation, the share of innovative manufacturing companies, the share of
employees in innovative companies, expenditure on R&D and the number of
R&D employees.

In order to make the results of this research practically applicable, we selected the
indicators for assessment of the impact of economic globalization on the
manufacturing industry with consideration of the role of MNCs. Our choice was
based on the theoretical arguments and availability of the official statistical data for
the economic sector. The assessment of the impact of economic globalization on the
economic sector transmitted through the channel of MNCs will allow to identify
positive and negative aspects of this impact, while consideration of MNCs’ devel-
opment determinants will help create the measures to diminish the negative and
promote the positive effects of globalization.

Taking into consideration availability of the official statistical data for the eco-
nomic sector and aiming at making the results of this research practically applicable,
we selected the manufacturing industry indicators, which, in our opinion, best reflect
MNCs’ impact on the manufacturing industry. The indicators include: value added,
labor productivity, average compensation for employees, corporate profitability
indicators, expenditure on R&D and the number of R&D employees.
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4 Assessment of MNCs’ Activities in Lithuanian
Manufacturing Industry

4.1 Development Trends of Lithuanian Manufacturing

Lithuania is a small open economy, strongly dependent on foreign resources and
production markets. Therefore, the process of economic globalization has a direct
impact on the development of Lithuanian economics. The manufacturing sector is
extremely important for Lithuanian economics and industry. Integration into global
markets has determined significant changes in the structure of the country’s eco-
nomics over the last two decades: the shares of wholesale and retail, transport and
other services have substantially increased, while the share of manufacturing has
dropped (from 26.17% in 2003 to 20.99% in 2009). As it can be seen in Fig. 3, from
2010 to 2014 the share of the value added generated in Lithuanian manufacturing
industry had been gradually increasing, but in 2014 it dropped again. Lithuanian
manufacturing industry generates more than one-fifth of the value added in the
country (in 2012—24.83%, in 2014—23.09%, in 2015—22.53%, in 2016—
22.13%).

The importance of the manufacturing industry for Lithuanian economics is
confirmed by the statistical data: nearly 14% of the total number of the employed
and 88% of the total number of industry workers work in Lithuanian manufacturing
sector; manufacturing sector generates more than 80% of the total industry’s value
added and nearly 20% of the total economy’s value added. The trends of manufactur-
ing growth (see Fig. 4) show that Lithuanian manufacturing is more sensitive to
economic shocks than other industrial sectors: in 2009, when the total economy’s
value added dropped by 17.1% and total industry’s value added dropped by 19.0%,
the decline in manufacturing value added composed 19.6%.

Although due to the destructive effects of the crisis manufacturing value added
sharply dropped, in 2010 the manufacturing sector revived much faster than other
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Fig. 3 Value added generated in Lithuanian total economics, industry and manufacturing between
2003 and 2016, in current prices, billion euros. Source: Compiled by authors based on the data of
Lithuanian Department of Statistics (2017)
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Lithuanian industries: in 2010, the growth of manufacturing value added amounted
to 14.6%, and in 2011—to 21.3%. Despite its close links with global markets and
extreme sensitivity to global economic shocks, Lithuanian manufacturing industry
comparatively soon revives after economic declines and crises, which once again
confirms the presumption that the manufacturing industry is extremely important for
smooth operation of Lithuanian economics.

While assessing MNCs’ impact on the development of the manufacturing indus-
try, it is purposeful to review the structure of Lithuanian manufacturing industry.
Figure 5 illustrates that the number of enterprises in Lithuanian manufacturing
industry shows the trends of growth. In 2014, the number of manufacturing
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enterprises was extremely high: in comparison to 2013, it grew by 12%, and in
comparison to 2003—by 56%.

During the period under consideration, the average share of FCAs in Lithuanian
manufacturing industry amounted to nearly 8% of the total number of companies
operating in this industry. The decline in the comparative share of FCAs (observed
from 2006) shows that the number of FCAs in Lithuanian manufacturing industry is
growing not so quickly as the total number of companies in this industry. Lithuanian
parent companies with foreign affiliates represent a very small comparative share of
the total number of companies in Lithuanian manufacturing industry: during the
period under consideration, the average share of these companies amounted to nearly
1.6%. It can be concluded that globalization affects Lithuanian manufacturing
industry through FCAs. Hence, this research will be limited to FCAs’ statistical data.

4.2 Research Methodology

The period under consideration was determined by availability of the statistical data.
The statistical data necessary for the analysis of the level of globalization in
Lithuanian manufacturing industry were extracted from the databases of Lithuanian
Department of Statistics and the Bank of Lithuania and provided by Lithuanian
Department of Statistics at special requests. The data on FCAs’ activities have been
accumulated and analyzed by Lithuanian Department of Statistics since 2003. The
newest were the data for 2014 provided to us at the special request. Therefore, the
period under consideration covers 12 years—from 2003 to 2014.

The indicators that represent globalization transmission through the channel of
MNCs were attributed to X indicator group, while the indicators that represent
MNCs’ impact on the development of the manufacturing industry were attributed
to Y indicator group. X and Y indicators have been presented in Table 5.

As the variables employed for this research fall into particular intervals, prior to
the conduct of the correlation analysis, we verified whether the variables are
normally distributed. For this purpose, Jargue–Bera (JB) test was employed. Veri-
fication of normal distribution of FCAs’ relative variables, which represent global-
ization transmission, was based on estimation of Jargue–Bera test values. As Jargue–
Bera test values (when the selected level of significance is equal to 0.05) were lower
than the theoretical values of normal distribution (χ2), it was concluded that the
variables are normally distributed. Verification of normal distribution of the vari-
ables that represent MNCs’ impact on the manufacturing industry (effect variables)
was also based on estimation of Jargue–Bera test values, which were lower than the
theoretical values of normal distribution (χ2). This confirmed that the variables
representing the development of the manufacturing industry (effect variables) are
normally distributed. Normal distribution of the variables from both groups under
the 95% rate of statistical reliability allowed to conduct the correlation analysis for
determination of strength of the relationship between particular variables. The value
of the correlation coefficient must fall into the interval �1 � r � 1: when the
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absolute value r is getting closer to 1, linear relationship between the variables is
stronger.

For assessment of the significance of the linear relationship, the following
hypotheses were verified:

H0: correlation coefficient is equal to 0 (there is no significant linear relationship),
H1: correlation coefficient is not equal to 0 (there exists significant relationship).

For verification of the hypotheses, Student’s (t) test was employed. Hypothesis H0

is accepted if the estimated probability exceeds significance level 0.05, i.e. the
conclusions are formulated with a 95% reliability rate. If the estimated probability
is lower than 0.05, hypothesis H1 is accepted.

4.3 Research Results

For assessment of the impact of globalization on the development of Lithuanian
manufacturing industry and its particular sectors, the correlation analysis was
conducted and the correlations between the indicators representing globalization
transmission through the channel of MNCs and development indicators of Lithua-
nian manufacturing industry were identified. For the correlation analysis, Pearson
correlation coefficient (r) was estimated, and the variables that confirmed hypothesis
H1 with statistically significant correlations (i.e. when Student’s (t) test’s probability
p was lower than 0.05) were selected for further analysis. Correlation coefficients
estimated for the indicators in Group X (i.e. the indicators of the level of globaliza-
tion) and the indicators of gross and net profitability satisfied hypothesis H1, but
were excluded from further research as they did not satisfy Student’s (t) criterion.

Table 5 Research indicators representing globalization transmission through the channel of MNCs
and MNCs’ impact on the manufacturing industry

Causal indicators (Group X) Effect indicators (Group Y)

The share of FCAs’ turnover (X1) Value added, million euro (Y1)

The share of FCAs’ gross production (X2) Labor productivity (Value added euro/per
hour) (Y2)

The share of FCAs’ authorized capital (X3) Gross profit, million euro (Y3)

The share of foreign capital in companies (X4) Net profit, million euro (Y4)

The share of FCAs’ employees (X5) Export, million euro (Y5)

The share of FCAs’ expenditure on compensations
for employees (X6)

Monthly compensations for employees
(gross), euro (Y6)

Geographical transmission of FCAs’ turnover by
home countries (X7)

Expenditure on R&D, million euro (Y7)

Geographical transmission of FCAs’ employees by
home countries (X8)

The number of R&D employees, people
(Y8)
Gross profitability, percent (Y9)
Net profitability, percent (Y10)
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Correlation coefficients that satisfied Student’s (t) criterion have been presented in
Table 6.

The results of the correlation analysis have revealed that there exist direct links
between FCAs’ relative indicators and the indicators that represent the development
of Lithuanian manufacturing industry, i.e. the correlations between the indicators are
positive, which proposes that the impact of MNCs (as of the main channel of
globalization transmission) on the development of Lithuanian manufacturing indus-
try can be considered as positive. It has also been revealed that the correlations
between all FCAs’ indicators and labor productivity are strong, which means that
FCAs have a significant positive impact on labor productivity in Lithuanian
manufacturing industry. These findings confirm the theoretical propositions about
the positive effects that MNCs make on productivity of host countries by transferring
their experiences, technologies and promoting innovations. The dynamics of the
number of employees and labor productivity in Lithuanian manufacturing industry
have been depicted in Fig. 6.

Table 6 Coefficients of the
correlation between the
indicators representing the
level of globalization and its
impact on the development of
Lithuanian manufacturing
industry

Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8

X1 0.69 0.95 0.72 0.40 0.82 0.92 0.33 0.51

X2 0.69 0.95 0.72 0.41 0.82 0.93 0.36 0.50

X3 0.73 0.89 0.75 0.45 0.87 0.89 0.30 0.56

X4 0.78 0.95 0.80 0.54 0.89 0.91 0.36 0.57

X5 0.77 0.96 0.79 0.53 0.90 0.93 0.33 0.48

X6 0.57 0.89 0.61 0.40 0.76 0.85 0.21 0.41

X7 0.74 0.85 0.78 0.64 0.85 0.80 0.68 0.78

X8 0.83 0.84 0.84 0.77 0.88 0.74 0.16 0.63
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Fig. 6 The dynamics of the number of employees and labor productivity in Lithuanian manufactur-
ing sector between years 2003 and 2014. Source: Compiled by the authors based on the data of
Lithuanian Department of Statistics (2017)
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With reference to the data in Fig. 6, the number of employees in Lithuanian
manufacturing industry had been decreasing since 2003 until in 2011 it started
growing again. Nevertheless, in 2014 the total number of employees in Lithuanian
manufacturing industry composed only 83% of the 2003s level. The number of
employees in FCAs shows the trends of constant growth: in 2014, this number was
by 12% larger than in 2003, which confirms the propositions that MNCs not
necessarily make positive effects on the rate of employment in the manufacturing
industry. However, it should be noted that labor productivity (in both FCAs and local
companies) tended to grow during the period under consideration. Much higher
labor productivity in FCAs had a positive impact on general labor productivity in
Lithuanian manufacturing industry.

The results of the correlation analysis have disclosed that globalization transmis-
sion through the channel of MNCs positively affects the manufacturing industry’s
value added, gross profits, export and average compensation for employees. What
concerns the links between MNCs’ activities and R&D, the results of this research
have not confirmed that MNCs promote R&D in Lithuanian manufacturing industry
as the correlation between MNCs’ indicators and the number of employees in R&D
is only medium strong, and the correlation between MNCs’ indicators and expendi-
ture on R&D is weak.

The results of this research have revealed that MNCs’ activities have a positive
impact on the development of Lithuanian manufacturing industry: MNCs promote
labor productivity growth (including labor productivity in FCAs), contribute to an
increase in monthly gross wages, generate higher outputs, larger volumes of export
and higher value added. Hence, this empirical research has confirmed the theoretical
propositions about MNCs’ positive impact on the development of the manufacturing
industry in host countries.

5 Conclusion

MNCs are considered as the main force that initiates and prompts the process of
globalization. MNCs’ key characteristic which distinguishes them from other eco-
nomic entities is the ability to plan, organize and control business activities in
different countries. MNCs’ activities affect the level of economic globalization in
both home and host countries.

The research in the impact of globalization on the development of the
manufacturing industry is restricted by unavailability of the statistical data. Aiming
at making the results of this research practically applicable, we employed the
statistical data which were available for particular economic sectors, i.e. the statis-
tical data accumulated by the methodologies of the OECD and IMF were employed.
One of the main features of economic globalization is that the manufacturing
industry is not only passively affected by the processes of economic globalization,
but also makes an active impact on them, i.e. globalization is transmitted bidirec-
tionally: on one side, global economic processes affect the level of globalization in a

134 I. Pekarskiene et al.



country’s economic sector; on the other side, a country’s economic sector contrib-
utes to the transmission of global economic processes. Considering a bidirectional
nature of globalization transmission and minding unavailability of particular statis-
tical data, we propose that a comprehensive study on the level of globalization in the
manufacturing industry transmitted through the channel of MNCs should be based
on employment of the following relative indicators representing the activities of
FCAs and CAs abroad: share of FCAs’ gross production, share of FCAs’ turnover
(sales), share of FCAs’ authorized capital, share of FCAs’ employees, share of
foreign capital in companies, share of FCAs’ expenditure on compensations for
employees, geographical transmission of FCAs’ turnover, enterprises and
employees; share of CAs’ turnover (sales), share of CAs’ employees, share of the
number of CAs’ in the total number of manufacturing enterprises, geographical
transmission of CAs’ turnover, enterprises and employees.

The impact of MNCs as of a channel of globalization transmission on the
manufacturing industries in home and host countries is assessed considering differ-
ent aspects. MNCs contribute to the development of the manufacturing industry in a
home country by increasing gross national income, promoting international trade,
positively affecting the labor market and raising a home country’s global power.
MNCs contribute to the development of the manufacturing industry in a host country
by raising gross GDP (value added), promoting business competitiveness, making a
positive impact on the labor market and productivity and prompting a host country’s
technological development. The impact of MNCs on the development of the
manufacturing industry in a host country is usually significant, but the significance
of this impact depends on a host country’s size: MNCs’ impact on small host
countries is much more significant than the impact on large host countries. What is
more, MNCs’ can bring about both positive and negative effects in host economies.

Taking into consideration availability of the official statistical data for the eco-
nomic sector and aiming at making the research results practically applicable, we
propose that the indicators best reflecting MNCs’ impact on the development of the
manufacturing industry should include value added, labor productivity, average
compensation for employees, corporate profitability, expenditure on R&D and the
number of R&D employees.

The analysis of MNCs’ impact on Lithuanian manufacturing industry (i.e. the
manufacturing industry of a small open economy) has revealed that MNCs’ activities
have a significant impact on the development of Lithuanian manufacturing industry:
although the average share of FCAs in Lithuanian manufacturing industry amounts
to only 8% of the total number of companies operating in this industry, FCAs
generate one-third of the value added in the industry. The results of the correlation
analysis have disclosed that the impact of MNCs (as of the main channel of
globalization transmission) on the development of Lithuanian manufacturing indus-
try can be considered as positive. Strong interdependence between all MNCs’
relative indicators and labor productivity proposes that MNCs make the most
significant impact on labor productivity in Lithuanian manufacturing industry, and
this impact is primarily linked to an increase in value added, average compensation
for employees, export and corporate profits.
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The Future of the World Trading System
After 2017 and the Interests of the European
Union

Wanda Dugiel

Abstract The aim of the article is to analyze of the future of the world trading
system from the perspective of the interests of the European Union under the
conditions of the growing position of emerging economies in international trade
and the role of the United States in Eurasia. The article uses the analysis of statistical
data and recent political and economic subjects relating to the world trading system.
The study presents a diagnosis of membership benefits of China and other emerging
economies in the WTO, the WTO membership enabled to become the main actor in
international trade. The article analyzes of statistical data, the causes of the failure of
the Doha Round negotiations, studies the negotiating positions of WTO members in
the context of the possibility of the resumption of multilateral negotiations of the
Doha Round. Trade liberalization in a multilateral context (WTO) and in bilateral
trade agreements associated with incurring high social and economic costs in the
European Union. The failure of the Doha Round was due to the weak benefits
achievable through multilateral trade liberalization and the reluctance of developing
countries to implement the liberalization of international trade including the Singa-
pore issues.

Keywords International trade · WTO · Doha Round · Trade policy · European
Union · FDI

1 Introduction

In 2017, new challenges emerged for the failed Doha Development Round, a global
trading system that includes the rise of protectionist tendencies in the United States,
and the announcement by President Donald Trump of Fair Trade and China’s
growing international trade. It is impossible to continue the process of liberalizing
international trade in the WTO, at least in the short term. Firstly, the multilateral
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trade negotiations of the ninth Doha Development Round virtually ended in a failure.
Secondly, the interest of the United States, the hegemon in the global trading system,
the further liberalization of international trade in the WTO, the declaration of Donald
Trump about, the withdrawal of the US from the WTO, have weakened.

So far, the post-war history of the world trading system has not stopped the
process of liberalization of international trade in the multilateral forum (Krugman
2016). Despite protectionist tendencies in various periods after the Second World
War, especially in the 1980s, states in the multilateral forum liberalized trade. The
failure of the Doha Development Round is due to a number of premises, the most
important being the submission by the WTO member countries of a controversial
liberalization program for international trade. The conflict of interest of developed
and developing countries concerned both protectionism in agriculture, social stan-
dards as well as Singapore issues, including competition policy and trade, public
procurement and trade, investment and trade, trade facilitation.

Following the global crisis, there has been a slight increase in protectionism in the
various states of the world. The reason for such weak protectionism, especially in
developed countries, has been the processes of creating global supply chains of these
countries in emerging economies. Developed countries, which have failed to push
through to the global trading system of the Singapore issues in the face of the
economic slowdown and competitive pressure from emerging economies, must
adopt an appropriate trade policy strategy that favors the economic interests of
those countries.

The aim of this article is to analyze the future of the world trading system from the
perspective of the interests of the European Union in the context of the growing
position of emerging economies in international trade and the role of the United
States in Eurasia. The first section presents the reasons for the failure of the Doha
Development Round and the importance of the collapse of the ninth multilateral
trade negotiations for the world trading system and the interests of the European
Union. The second section contains an analysis of how the United States maintains a
hegemonic position in the world trading system, despite the growing position of
China and other emerging economies. The third section characterizes the future of
the global trading system in the context of structural change in the global economy
and the pursuit of the interests of the European Union.

2 Reasons for Failing to Negotiate the Doha Development
Round

The World Trade Organization (WTO) is one of the most important international
organizations in the world. WTO rules allow for a stable development of trade
relations between states, in particular through a dispute resolution mechanism that
can prove extremely helpful during periods of trade wars and intensified protection-
ist actions (International Monetary Fund, World Bank and World Trade
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Organization 2017). Importance of the WTO is linked to a stable legal basis for the
functioning of an international organization. The global crisis of 2008–2009 and the
withdrawal of the United States from the Transpacific Partnership have confirmed
the weakness of trade regulation in mega-regional trade agreements. Opportunities
for signing the second megaregional trade agreement The Transatlantic Trade and
Investment Partnership (TTIP) is also practically insignificant. The enormous oppo-
sition of Western European societies and less involvement of Central Eastern
European societies in the initiative to block the negotiations between the United
States and the European Union reaffirms the tenet of the stable legal basis of the
WTO. In addition, signing the Transatlantic Trade and Investment Partnership will
not be an easy task in the context of changing the direction of trade policy for Donald
Trump’s presidency, from liberal to protectionist (Hufbauer and Cimino-Isaacs
2017).

The Doha Development Round of Doha Round of WTO Trade Negotiations,
launched in 2001, were intended to contribute to the reform of the world trading
system and to address new problems of labor standards, competition policy, public
procurement and trade facilitation. These problems mainly presented by the United
States and the European Union have not been approved by developing countries.
The prolonged multilateral trade negotiations with the Doha Round have failed, and
the continuation of the international trade liberalization process is currently not
possible due to conflicts of interest between the 164 WTO members (Heribert
et al. 2016).

For the first time in the history of the world trading system after the SecondWorld
War, the process of liberalizing international trade stopped. Also for the first time to
the fiasco of many years, since 2001, the multilateral trade negotiations, the Doha
Round. Doha Round negotiations ended in a virtually fiasco for two main reasons.
First and foremost, a broadly differentiated program of international trade liberali-
zation, with the exception of enhancing market access by reducing tariffs on
industrial and agricultural products, trade and competition issues, investments,
public procurement, trade facilitation. Second, a large number of WTO member
states and conflicts of interest, with a shift in the geographic structure of international
trade to the benefit of emerging economies, in particular China and India.

The failure of the Doha Round stems from the striking differences in the interests
of WTO members. The North-South conflict of interest was already at the heart of
the liberalization of international trade at the end of the 1990s and the failed attempt
to launch the millennium round at the Seattle Ministerial Conference in 1999, and
later in 2001, with a successful attempt to launch the ninth Rounds of multilateral
trade negotiations.

Conflict of interest was evident during more than 16 years of negotiations.
Developed countries, including the European Union, did not want to give up huge
protectionism in agricultural trade, with the postulates of developing countries on
greater access to agricultural markets. Negotiations Ministerial Conference in
Buenos Aires, Argentina, scheduled for December 2017, confirm the thesis on the
limited possibilities for the states to agree on a trade liberalization program even in a
very restrictive exchange of goods. The developed countries were mainly interested
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in the liberalization of trade in industrial goods, the strengthening of intellectual
property protection, the regulation of competition policy and the flow of foreign
direct investment in international forums facilitating the economic transactions of
companies from developed countries in developing countries.

The Doha Development Round Failure, with the existing resumption of rounds,
does not mean to undermine the rules of international trade. The WTO has legal
regulations under the GATT 1994 on the movement of goods. Another important
issue in the WTO rules is the provisions on the flow of services contained in the
GATS and the TRIPs Agreement. The trade policy review mechanism makes it
easier for WTO members to inform each other of the commercial policy tools they
have used to prevent trade conflicts. Failure of the Doha Round does not imply a
weakening of the international organization itself as the WTO. The world trading
system has been very successful since its inception after the Second World War, on
the basis of the establishment of a General Agreement on Tariffs and Trade (GATT).
There has been a decline in tariffs from over 40% after World War II to about 7%
in 2016.

The main players in international trade have significantly lowered the level of
customs duties as members of the WTO, particularly emerging economies. The level
of the average tariff in Brazil, China, India still exceeds the average level of customs
duties in the developed countries, the European Union and the United States (Fig. 1).
The average level of customs duties in the United States was in 2016, only 3.5%, in
the European Union, 5.2%; in Brazil 13.5%; in China 9.9%; while in India 13.4%.

Countries still maintain many non-tariff barriers such as anti-dumping, govern-
ment procurement, national requirements. The world trading system has been
extremely important for small states with a small share of international trade that
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could benefit from the WTO dispute settlement system. So over 20 years of
operation of the WTO has brought positive results in the form of raising incomes
of societies in developing and developed countries (World Bank Group and World
Trade Organization 2015). For the world trading system in 2017, the most important
is trying to develop a common position framework for the international trade
liberalization program that will allow for the resumption of the Doha Round.

Developing approximate positions is possible after the tenth Ministerial Confer-
ence in Nairobi on 15–16 December 2015. In Nairobi, the developed countries
largely supported the development of a new mandate for multilateral trade negoti-
ations to continue the liberalization of international trade (World Trade Organization
2015a). Many developing countries and emerging economies: China, India, and
South Africa were supporters of the liberalization of international trade based on the
Doha Ministerial Declaration (International Centre for Trade and Sustainable Devel-
opment 2015).

The Bali Ministerial Conferences in 2013 and in Nairobi in 2015 are punts for the
continuation of the work on the international trade liberalization program. First and
foremost, the issue of trade facilitation at the Bali ministerial conference will lead to
speeding up customs clearance and faster international trade. The Ministerial Con-
ference in Nairobi has managed to eliminate the controversial throughout the global
trading system of export subsidies.

Developing countries will eliminate export subsidies until the end of 2018, given
the importance of the agricultural sector in their economies. A shorter elimination
deadline is foreseen for developed countries that have removed export subsidies
from trade policy as of January 1, 2016. They have positively removed developing
countries from setting up a special safeguard mechanism for developing countries,
which may be the starting point for future WTO trade negotiations (World Trade
Organization 2015b). The creation of an international trade liberalization program in
the future will be extremely difficult due to differences in interests, particularly those
related to the liberalization of agricultural trade. Differences are visible in prepara-
tions for the eleventh WTO Ministerial Conference in Buenos Aires in December
2017. India, with great potential for agricultural development, is interested in
limiting domestic support (amber box). In the future process of multilateral trade
negotiations, it is important to liberalize market access in agriculture (Azevedo,
Hufbauer 2015; Hufbauer et al. 2015). The elimination of international export
subsidies, as a result of the 2015 decision of the Ministerial Conference in Nairobi,
will not change the world trade position of developing countries.

The problem of liberalization of agricultural trade on a multilateral basis in the
WTO is controversial because of the persistence of comparative advantages in
agricultural production by developed countries and the support for agricultural
development by the European Union and the United States, often precisely targeted
at improving productivity and quality of production and ecological activities. The
most competitive countries in international trade are the European Union countries,
including the Netherlands, Denmark, Spain and the countries of North America
(Jambor and Babu 2017). Developed countries, despite their comparative
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advantages, will not give up protectionism in agriculture, wanting to remain self-
sufficient and leading in international trade.

Protectionism is supported by domestic support (amber box, blue box, green
box). The largest share of domestic support expenditure is classified as a green box,
which is not subject to reduction. Green box support tools are not subject to
agricultural trade liberalization, leaving great potential for protectionism in this
form in various countries around the world. The various forms of domestic support
for domestic support are most nominally used not only by the developed countries:
the European Union, the United States, but also the emerging economies of China
and India, which have increased their share of world trade (South Centre 2017).

The dynamics of changes in international trade since 2000, since the beginning of
the reform of the world trade system in the Millennium Round, confirms the growing
importance of international agricultural commodities in emerging economies, Brazil
(increase in world exports compared to 2000, amounted to 400%); In the case of
China 363%; India, 431.3% (Table 1).

Trends to liberalize agricultural trade may be weakened due to persistently high
levels of tariffs in emerging economies. In India, the average level of MFN tariffs in
India reached 32.7% in 2016, compared to 5.2% in the United States (Table 2).

There is an emerging problem of potential losses for developing countries due to
the failure of the Doha Round. Prolonging since 2001, with each year of multilateral
trade negotiations, the Round did not bring significant losses to developing countries
whose economic interests have become a priority in the Doha Round. One of the
priorities of the Doha Round was to accelerate economic development in developing
countries by improving access to developed country markets. Protectionism in
agriculture in developed countries has not been limited to the Doha Round due to

Table 1 Largest world exporters in years 2000, 2005, 2010, 2016 (in bln, percentage change)

Country

Share in world export Value
Changes in 2016 against
2000 in %a

2000 2005 2010 2016 2000 2016 2000-100

European
Union—28

41.9 44.2 39.3 37.7 EU-15
230.9b

598 158.9

United States of
America

13.0 9.7 10.5 10.4 70.9 165 132.7

Brazil 2.8 4.1 5.0 4.9 15.4 77 400

China 3.0 3.4 3.8 4.8 16.4 76 363.4

Canada 6.3 4.8 3.8 4.0 34.7 63 81.5

Indonesia 1.4 1.6 2.6 2.4 7.7 38 393.5

Argentina 2.2 2.2 2.5 2.3 11.97 37 209.1

Thailand 2.2 2.1 2.6 2.3 13.28 37 178.6

Australia 3.0 2,5 2.0 2.1 16.37 34 107.7

India 1.1 1.2 1.7 2.1 6.4 34 431.3

Source: World Trade Organization (2001, p. 100, 2017a, p. 112)
aOwn calculations based on WTO reports
bWorld Trade Organization (2014, p. 68)
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the support of domestic support, so most developing countries, where agriculture
plays a major role in the economy, do not suffer losses due to prolonged multilateral
negotiations Doha Round.

Economic forecasts show that in 2050 the most powerful economies in terms of
GDP will be China, India and the United States (Hawksworth and Chan 2015).
These studies confirm the view that developed countries liberalizing international
trade will lead to geographical change in trade flows for the benefit of emerging
economies. The source of conflicts between developed and emerging economies will
be competition policy, which should foster market access by market forces in
different countries in the world. The biggest proponents of the introduction of
international competition policy standards are the European Union and the United
States, which recognize the need to include state-owned enterprises in competition
policy, particularly in China (Williams 2015).

In 1996, a working group was established in the WTO that examined trade
relations and competition. The working group in the report acknowledged that
adherence to competition policy rules could have an effect on the exchange of
international trade by cartel formation, abuse of dominant position, vertical market
restrictions, mergers and acquisitions to dominate the international market (World
Trade Organization 1998).

The problem of adherence to competition policy rules appeared in the late 1990s,
as there were many mergers and acquisitions in the world. The European Union, the
United States, is a proponent of introducing competition policy issues into the
WTO’s multilateral trade negotiations. The issue of competition policy is one of
the Singapore issues presented in the International Trade Liberalization Program at
the 1996 Ministerial Conference in Singapore. Controversy over competition policy
in WTO regulations raises the prevailing policy concerns of public sector companies
in various countries. The use of competition policy tools would reduce the ability of
governments to support companies in industrial policy (Lee and Morand 2003;
Singh 2014).

Table 2 Average level of
customs duties on agricultural
commodities in %

Country MFN applied

European Union—28 11.1

United States of America 5.2

Brazil 10

China 15.5

Canada 15.6

Indonesia 8.4

Argentina 10.3

Thailand 31

Australia 1.2

India 32.7

Source: World Trade Organization, International Trade Center and
United Nations Conference on Trade and Development (2017)
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The European Union was primarily a proponent of the ban on cartels and the
principle of non-discrimination. Antitrust law, the ban on abuse of a dominant
position, is subject to the actions of governments of many countries, including
emerging economies, particularly China, which simultaneously pursue the interests
of industrial policy to strengthen state-owned enterprises. (Bush and Bo 2011;
Horton 2016). In 2017, the chances of multilateral cooperation on trade links and
competition policy are negligible. Competition policy has been a source of conflict
between the developed and developing countries in the Doha Round. Many coun-
tries continue to use the opportunities to support state-owned enterprises that
continue to play a large role in countries like China, India, Russia, United Arab
Emirates (Motta 2016).

The main motive for trying to incorporate another important Singapore issue:
investing in the rules of the global trading system was the existing barriers to market
access to the international flow of investment. Proponents of the issue of investing in
the trade liberalization program were the European Union, the United States and
Japan. Also a working group established in 1996 under the WTO to examine trade
and investment flows on a global scale, recognized trade and foreign direct invest-
ment as complementary (World Trade Organization 1996).

Opponents of the issue of investment in the liberalization program of interna-
tional trade draw attention to the effects of capital outflows and wage declines in
countries of origin. In the capital-receiving countries, however, the inflow of invest-
ments into the deterioration of the balance of payments is adversely affected. Pro-
ponents of barriers to access to the foreign direct investment market underline that
trade policy tools that restrict access to the world market in the world intensify the
flow of FDI (World Trade Organization 1996).

Still a major challenge for the global trading system is the issue of labor
standards. By joining the reform of the world trade system in the late 1990s,
developed countries, particularly the United States and the European Union, have
called for the inclusion of labor standards and international trade in WTO rules.
Developing countries, including India, have recognized attempts to introduce a
system of trade in trade union rights and to organize themselves as protectionist
tools that violate comparative advantages and cost competitiveness.

In the second decade of the twenty-first century, the geographical structure of
international trade has changed in favor of emerging economies, which do not
respect certain labor standards, in particular the right to form trade unions and for
forced child labor. First and foremost, there is moral pressure on the societies of
developed countries on the problems of low wages and low labor standards in
developing countries, which creates a sense of moral responsibility for maintaining
high standards of work and increasing acceptance of non-compliance with work
rules by companies in developed countries.

Basic labor standards of The International Labor Organization has recognized the
freedom of association and the protection of trade union rights, as defined in ILO
Convention No. 87, which clearly states the right to form trade unions. The conven-
tions have not ratified the main players in international trade, both Brazil, China and
India. Other standards of work include the right to organize and bargain collectively;
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ban on forced labor, lowest age allowed for employment; eliminate child labor; right
to equal pay; the right to equal treatment of employment and profession.

International trade in the form of a global supply chain intensifies the flow of
foreign direct investment and the process of relocating production to low-cost
countries, which discourages those countries from enforcing higher standards of
work (Brown et al. 1996). International capital flows enable transnational corpora-
tions to set up subsidiaries and branches in different countries around the world.
Competition for attracting foreign direct investment in the countries that seek FDI
inflows (The Economist 2013; Davies and Vadlamannati 2013). In many countries,
the so-called “Race down” both in developing countries as well as OECD (Olney
2013; Davies and Vadlamannati 2013). Research has confirmed that emerging
economies making direct foreign investment choose low labor standards (Duanmu
2014).

There are many arguments for increasing unemployment and lowering wages of
unskilled labor in developed countries in trade with developing countries. There is
no evidence of mutual relations between trade and observance of labor standards
(Bhagwati 2001; Irwin 2015; Carbaugh 2014). Placing labor standards in the WTO’s
multilateral trade negotiations will lead to the resignation of many developing
countries and emerging economies from the negotiations on the liberalization of
international trade.

Since the start of the Doha Development Round, which adopted the program of
reform of the world trading system, since 2001, after sixteen years of multilateral
trade negotiations, the global trading system has failed to reform. The ambitious
plans of developed countries to broaden their trade liberalization program have
proven unacceptable to developing countries. The single-undertaking principle has
attracted the interest of developed countries to include the controversial issues of
reforming the world trade system into regional trade agreements. The United States
has signed a number of free trade agreements, which dealt with labor standards. The
processes of increased international trade exchange are connected with the flow of
FDI, which is aimed at intensifying trade and often finding an export platform. The
emphasis on lowering production costs and prices in the modern world economy is
causing lower standards in both developed and developing countries.

New challenges for the WTO concern labor standards for the protection of
workers’ rights, because the motivation for non-observance of labor standards by
developing countries as part of the comparative advantage of these countries appears
to be unacceptable in today’s world. Certainly introducing trade barriers or sanctions
to under-performing countries would be a very technically difficult solution, and
developing countries could not agree to reform the world trade system.
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3 Hegemony of the United States in the World Trading
System

The United States has played a very important role since the onset of the world trade
system, with the GATT/WTO regulations in place. Thanks to economic and military
power, the United States has strengthened the political position of other states,
including Western Europe, opening up the US market to goods and services from
those countries and providing financial assistance (Baldwin 1986). Under the aegis
of the United States, all rounds of the GATT/WTO multilateral trade negotiations
took place, where the United States gained access to the markets of the major
economic partners of the European Union and Japan.

The issue of international trade was one of Donald Trump’s most important
economic policy issues, stressing unfair trade internationally to the United States
in the WTO and regional integration agreements. The idea of fair trade proposed by
the President of the United States and the slogan “America first” is based on the
premise of providing the United States with fair competition on the world market and
eliminating unfair trade barriers blocking US exports.

President Donald Trump’s postulate, “America first,” means tightening protec-
tionist action against states with whom the United States maintains a balance of trade
deficit. The return to mercantilist trade policy is reflected in United States legal
regulations. In March 2017, President Trump commissioned a document, The
Omnibus Report on Significant Trade Deficits, recognizing that WTO membership
did not bring significant benefits to the United States. The document identifies trade
partners with whom the United States has experienced a significant trade deficit. The
second document is an order dated 31 March 2017 to prepare a set of anti-dumping
and countervailing duties applicable to trading partners using unfair commercial
practices.

Further protectionist actions, mainly due to growing competitive pressures from
emerging economies and the migration crisis, led to President Donald Trump’s
release of the “American and Hire American” executive regulation on April
18, 2017, requiring federal agencies to oversee companies using First-class products
and components and employing employees from the United States (Hufbauer and
Cimino-Isaacs 2017).

President Donald Trump introduced a new trade policy strategy to Congress,
which launched a fair trade policy of encouraging other countries to trade liberali-
zation, mainly bilaterally, rather than multilateral negotiations in the WTO; And the
creation of new and better commercial contracts with selected trading partners in key
export markets (USTR 2017). Still in his election campaign, President Donald
Trump threatened to withdraw the United States from the WTO. The exit of the
United States from the WTO would mean a change of leadership in the global
trading system and the creation of a multilateral trade liberalization program, a loss
of access to foreign markets for US exports under the MFN clause. The advantage of
the WTO is the possibility for the state to apply the principle of the WTO, the most
favored nation, on the basis of which the United States accounts for about 60% of all
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trade. The United States could raise tariffs in any way that is regulated by the WTO
under customs tariffs (da Costa and Cimino-Isaacs 2016).

The US withdrawal option may not seem likely due to the importance of US
export industries in international trade. The competitiveness of the US economy will
determine the direction of change in US trade policy. After a decade of rapid
economic growth and enormous competitiveness of the US economy in the 1990s,
after 2000 there was a period of weakening of the competitiveness US economy as a
result of a decline in labor productivity and investment (Porter et al. 2016). The
weakening and the need to improve the competitive position of the United States
does not mean that the US loses its leading position in the world economy. The
United States still plays the role of a hegemon in the global trading system involved
in the economic affairs of Eurasia. The competitiveness of China’s economy is
definitely weaker compared to American and European. China occupies the 28th
position among the most competitive economies in the world according to the Global
Competitiveness Report, while the United States ranks third (Schwab and Sala-i-
Martín 2016, p.7).

Protectionist tendencies in the United States will deepen the pressure on trade
unions to protest against the decline in employment as a result of relocating
companies to countries with lower labor costs (Feenstra 2017). The largest federa-
tion of trade unions in the United States, AFL-CIO, strongly opposed signing the
TPP (Graceffo 2017). US protectionist tendencies are driven by political pressure
from some sectors and industries, particularly the agricultural, automotive, steel and
aluminum sectors. President Donald Trump’s announcement of the imposition of
duties also concerns potentially the European Union automotive industry, competing
for the American industry.

The premise of fair trade is mainly the loss of jobs due to offshoring, the
relocation of jobs from the United States to lower-wage countries, the growing US
trade deficit and the enormous competitive pressures in globalization forced by
trading partners through the use of unfair practices in international trade (unfair
practices such dumping, subsidized imports). The priority of US trade policy in the
form of Fair Trade will be implemented using section 201 of the Trade Act 1974,
whereby the President of the United States may impose customs duties on imports
that cause serious injury to the domestic industry. The second tool in trade policy to
take action against unfair commercial practices is Section 301. The presented new
strategy of US trade policy clearly reflects the problems not solved in the Doha
Development Round on competition policy, which reflects market forces, infringe-
ments of intellectual property rights and the failure to adhere to labor standards that
lead to undersupply of social and work standards in developed countries.

The need to negotiate new and better trade agreements by the United States is due
to slowing GDP growth, low employment growth, a decline in output, the negative
effects of the global economic crisis in 2008–2009. Growing trade deficit on
industrial goods from $ 317 billion in 2000 to $ 648 billion in 2016, in particular
the growing trade deficit with China, which increased from $ 81.9 billion in 2000 to
$ 334 billion in 2015, they may tighten the protectionist actions of the United States.
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US protectionist actions will be directed against China due to a large drop in US
production.

The sign of a new approach to concluding trade agreements in US trade policy is
the withdrawal of the United States from the Transpacific Partnership. The United
States has terminated the Transpacific Partnership Agreement, recognizing that TPPs
do not apply competition policy in some countries, and that the activities of state-
owned enterprises are not conducive to market rights in the economy. TPP states
have limited US investment and could open up markets for products of minor
importance to US producers. The available economic analyzes did not confirm the
significant benefits of the US participation in the TPP (Jackson 2016; Signoret et al.
2016), and some pointed to losses for the US economy (Jomo 2016; Capaldo et al.
2016).

Withdrawing from TPP means that from a geopolitical standpoint, the United
States will not support trade liberalization processes in Asia as part of a regional
grouping, but only with certain Asian countries, opening the US market to those
countries in the region. Due to the geopolitical importance of Japan and the Asia
region, the United States is interested in signing a trade agreement with Japan
(Donnan and Harding 2017). The new protectionist trends in trade policy do not
mean that the United States has relinquished its continuation of its market opening
policy, only the form of cooperation with both developed and developing countries
has changed. Encouraging other states to open markets for goods and services from
the United States will involve reducing barriers to trade and reducing the use of
non-tariff barriers in political relations. Japan may be an important partner of the
United States in international peace efforts, and close political relations with Japan
will help maintain international standing. The United States will strengthen its trade
relations with Japan, which will allow us to increase the importance of the US in
Asia and contribute to Japan’s global leadership (Brzeziński 1997).

The withdrawal of the United States from the Transpacific Partnership will not
adversely affect the future of the global trading system. On the contrary,
megaregional TPP trade agreements have led to a weakening of the WTO credibility.
The failure of the TPP, a megaregional trade agreement in the world economy,
confirms the immense importance of the WTO as an organization regulating inter-
national trade, which rules cannot be arbitrarily changed.

Opposition to the processes of liberalization of international trade in the United
States is linked to income inequalities among workers in the state. The problem of
income inequality also appears in other countries in the world. Employees in a sector
where production is slowing down as a result of free trade often cannot retrain and
find employment in other sectors of the economy. Income inequalities in the United
States deepened after 1989, part of society does not benefit from economic growth
(Obstfeld 2016).

The weak interest of the United States in the liberalization of international trade at
the WTO at the beginning of the twenty-first century is due to structural changes in
the world economy, increased competition from China and other emerging econo-
mies, and slow economic growth after 2015, 6 years after the global economic crisis
ended. After 2000, there was a change in the geographical structure of international
trade. The share of US exports fell from 9.8% in 2003 to 9.4% in 2015. While
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China’s position is clearly leading, China’s share of global exports rose from 5.9% in
2003 to 14.2% In 2015, China’s share of global GDP grew from 3% in 2000 to 9.6%
in 2015. China’s share in global imports increased from 3% in 2000 to 10% in 2015
(International Monetary Fund 2016).

Support for the liberalization of international trade in the United States may be the
focus of export industry companies and the increase in the share of US added value
in Chinese exports. The increase in Chinese exports has contributed significantly to
the growth of exports of its trading partners, including many South East Asian
countries. The United States maintains a hegemonic position in the global trading
system, given the high competitiveness of the US economy, and China’s unwilling-
ness to claim hegemony in the global economy. China maintains its position as a
major exporter in the global trading system mainly in the economic interests
(Alterman 2017). China is largely interested in US economic solutions due to its
accession to the WTO and the benefits of its participation in the global trading
system. In addition, the hegemon of the United States is based on compliance with
national competition regulations, while China continues to lead the world in terms of
enormous corruption in the economy.

The raising of customs tariffs for imports from China and the European Union
announced by President Donald Trump may trigger China's retaliation and lead to
trade wars. China intends to exacerbate the quality control of imported food (meat,
dairy) from the United States (McDonald and Wong 2017). Geopolitical relations
between the United States and China, based on mutual cooperation, consist in
avoiding confrontation in political and commercial relations with the United States.
The “America first” strategy presented by President Donald Trump represents some
limited future cooperation opportunities in the Asia region, but a variant of US
isolation in trade cooperation is unlikely.

The future of the world trading system depends on the economic interests of the
United States, the largest economy in the world, whose position in international trade
is weakened by emerging economies, in particular China. The United States will not
support the further opening of markets in the absence of reciprocity and the main-
tenance of non-tariff barriers by trading partners who use industrial policy tools to
strengthen their competitive position in international trade and disregard competition
and investment protection regulations in the developed world.

The further process of liberalization of international trade entails gaining signif-
icant benefits for the national economy for the United States. Inclusion of the subject
matter of Singapore’s labor standards and issues: competition policy, investment,
future public procurement for WTO regulation would limit the emerging economies
and developing countries’ international trade. Emerging economies that have
achieved enormous success in international trade through WTO membership will
not support the inclusion of this subject in the future international trade liberalization
program, fearing a deterioration in their trade position. With such a large difference
in the interests of the WTOmember states, the liberalization program of international
trade in the future may cover only selected issues of market opening, narrowing it to
the flow of goods and services.
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4 The European Union and the Future of the Global
Trading System

The European Union is one of the most important players in the global trading
system (World Trade Organization 2015c). EU is the world’s leading exporter, and
in 2016 it ranked second in international trade (15.4% in world trade), followed by
China (world trade 16.8%), which has been in the top spot for a few years. The
European Union also occupies a major international trade position as a global
importer (14.8%), after the United States (17.6% share) (World Trade Organization
2017a).

Europe’s open market policy is a priority, with the share of trade in GDP at 34.1%
in 2015 (World Trade Organization 2017b), while the average level of applied tariffs
on all commodities was 5.2% in 2016, agricultural commodities 11.1%, for indus-
trial goods 4.2% (World Trade Organization 2017a). This low level of customs
duties is a result of EU participation in the global trading system in successive
rounds of multilateral trade negotiations, during which trade was liberalized. Open-
ness policy in international trade is linked to the high competitive position of
European Union countries in the world economy. According “The Global Compet-
itiveness Report 2016–2017” to the Netherlands, it ranked fourth in the list of
countries with the highest competitive position, Germany in fifth, Sweden in sixth,
United Kingdom in seventh, Finland in 10th place. These countries are ahead of
China in terms of competitive position, which has taken the 28th place (Schwab and
Sala-i-Martín 2016, p. 7).

Openness policy in international trade has remained in the European Union
throughout the post-war period. The liberal form of EU trade policy is confirmed
by European Commission documents on the adopted EU trade policy strategy by
2020 (European Commission 2010). The concept of liberal trade policy adopted by
the European Union is conducive to economic growth, but it is opposed by some
industries to low market protection, in particular heavy industry, textiles (Cleppe
2016; European Commission 2017). There is a social pressure on the fight against
unfair trade practices by foreign partners in the form of dumping and subsidizing
exports (Kempa and Larue 2016).

The rules of the global trading system remain a guarantee for the European Union
to stabilize international trade and protect against possible spiral of protectionism in
the world, especially under the conditions of the Doha Development Round and the
protectionist activities of the BRICS countries, particularly Brazil, China and India
(Evenett 2015). Also developed countries, mainly the United States from the begin-
ning of 2017. In future multilateral trade negotiations, the European Union will push
for protection of intellectual property, Singapore topics, including investment policy
and competition. These themes were not realized in the Doha Development Round.
Hence the weak interest of the European Union, like the United States, to speed up
negotiations since the end of 2001. According to economic estimates, the positive
conclusion of the Doha Development Round would bring EU GDP growth of only
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1% by 2020 (European Commission 2010). Other economic estimates also do not
give much benefit to the European economy (Decreux and Fontagné 2009).

For many countries, services play a significant role in the economy. Countries
such as the United Kingdom, Finland, Sweden and Germany use innovations for the
development of the services sector (Schwab 2014). Investment policy is of great
importance for the European Union due to the increase in foreign direct investment
flows from the EU to third countries. At the beginning of the second decade of the
twenty-first century, more than half of the trade took place between the branches of
transnational corporations (European Commission 2012).

Due to the withdrawal of investment issues from the Doha Development Round
and the fact that these issues are not being addressed in the global trading system, the
European Union is trying to solve the problem of investment flows in bilateral trade
agreements with China, Canada, India (Pelkmans et al. 2016; Bickenbach et al.
2015). The European Union was one of the most interested parties in international
trade, taking into account competition policy in the global trading system. The rules
of international competition would allow increased access to emerging market and
developing countries, which are based on the adoption of national competition rules.
The European Union, working with the Doha Development Round, proposed a
detailed regulation on competition in the WTO, addressing the issue of the applica-
tion of the principles of non-discrimination in competition policy and the so- Hard
cartels (hardcore cartels). Hardcore cartels lead to market sharing and to limiting the
positive effects of liberalization of international trade, especially for emerging
economies, which play an increasingly important role in international trade. Pro-
posals on non-discrimination in competition policy met with opposition from devel-
oping countries wishing to retain the ability to influence mergers and acquisitions in
their markets (Evenett 2005).

The resolute opposition of developing countries has led to the abandonment of
competition policy in the Doha Round trade liberalization program on 1 August
2004. Developing countries in the Doha Round have also dispensed with competi-
tion and trade issues, and therefore the activity of developed countries, including the
European Union, has been strengthened to meet the demands of regulating compe-
tition policy in regional trade agreements (Laprévote et al. 2015). More than 80% of
trade agreements contain competition policy issues, and these issues have also been
attempted to incorporate into megaregional trade agreements: TTIP and TPP.

The weakness of the global trading system, which consisted in abandoning the
subject of competition policy, led to the signature by the European Union of free
trade agreements containing competition policy regulations with Albania, Ukraine,
Serbia and Turkey. Many EU free trade agreements include abuses of dominant
positions, such as the EU-Peru agreement. Some contracts include provisions on the
abuse by one or more undertakings of a dominant position of “abuse by one or more
undertakings of a dominant position”. So the European Union has signed agreements
with Algeria, Albania, Serbia; Montenegro. The rules of the global trading system
remain a guarantee for the European Union to stabilize international trade and
protect against possible spiral of protectionism in the world, especially under the
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Doha Development Round and the United States protectionist action since
early 2017.

The elimination of the Doha Development Round in Singapore has shifted the
interest of developed countries to the bilateral trade agreements, undermining the
credibility of the global trading system. An important issue in the European Union’s
trade policy is that the public procurement market, which accounts for about 10% of
GDP in developed countries, provides potentially high revenue for competing
companies from the European Union, particularly in the transport, medical and
pharmaceutical sectors. Developing countries, for reasons of weak economic devel-
opment, have forsaken the Doha Round in the program of liberalization of interna-
tional trade on the subject of public procurement (European Commission 2013).
Some countries, such as China, which occupy a leading position in international
trade, are difficult to rank among economies with low economic potential. The
European Union has taken intensive steps on China’s accession to the Public
Procurement Agreement (GPA).

Strategic trading partners of the European Union remain the United States, China,
Japan, in the near future also the United Kingdom after leaving the European Union.
China’s industrial policy may tighten protectionist tendencies in the European
Union. China still maintains barriers to market access in services, public procure-
ment, and non-compliance with intellectual property rights.

Agriculture of the European Union has great difficulty in adapting to the condi-
tions of international competition. In future multilateral trade negotiations, the
European Union will want to preserve agricultural trade protectionism as a barrier
to market access and direct support in the form of a green box that guarantees
European farmers a stable production and income while also ensuring the ecological
character of crops. The gradual change in the form of protectionism from the partial
reduction of official prices and the reduction of customs barriers with the increase of
direct support in the form of direct payments has continued practically since 1992,
the reform of Mc Sharry. The new form of protectionism in EU agricultural trade
takes the form of direct support combined with environmental protection. With
direct support, the European Union has practically abandoned post-2013 agricultural
subsidies, which have been controversial in developing countries, practically
after 2013.

5 Conclusions

The world trading system, despite the failure of the Doha Development Round, is
still the most important achievement in regulating international trade, ensuring
transparency of trade for states and businesses. WTO rules are not so easy to reverse,
such as the withdrawal of regional trade agreements, which some observers have
virtually replaced, following the failed WTO Doha Round negotiations.

Developing countries, thanks to the rules of the world trade system, benefit from
not always applying the principle of competition policy, in 2017 they belong to the
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most competitive economies in the world. The future of the global trading system
requires the agreement of developed countries with those developing countries and
emerging economies that have achieved a high international trade position. They
should also take responsibility for the future of the global trading system and the
resumption of the Doha Development Round.

The importance of the Fair Trade concept, developed by the United States and the
European Union, is growing in the context of bilateral trade agreements, mainly due
to increasing competitive pressures on emerging economies and developing coun-
tries, which have prevented the introduction of a competitive trade regime, Public
procurement and protection of investor interests in international markets. The future
of international trade liberalization is, however, threatened by the global economic
downturn, which is not conducive to market opening. Structural changes in the
world economy require changes in the program of liberalization of international
trade in the future.
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Legal Instruments of Supervision over
Public Procurement Market in Poland

Sebastian Bobowski, Jan Gola, and Wojciech Szydło

Abstract The paper concerns the functioning of the juridical instruments of public
procurement control in Poland. Their proper operation can help to minimize the risk
of irregularities in the public procurement. The shortcomings of their functioning
will be addressed. Attention will be also paid to improper regulations that should be
changed by the Polish legislature and regulations of the European Union in this
matter. Among others, administrative preventive measures in the field of public
contracts will be presented, falling clearly within the legal forms of public admin-
istration’s functioning, understood as a certain type of specific activities used by the
government to deal with specific issue. The conclusions and proposals presented in
the paper may contribute to the effective functioning of the public procurement
market in Poland.

Keywords Public procurement · Supervision · Control · Poland

1 Introduction

Public supervision of the public procurement market is a constant area of focus for
legal and economic scholars alike. Its structure, functions and importance reflect the
model of a legal regime governing the expenditure of public funds in a specific state.
Correct legal solutions concerning the supervision of the redistribution of public
funds have a positive impact on the rational allocation of public funds and the
economy as such. Supervision helps to eliminate pathologies in public administra-
tion, including corruption or paid protection, and boosts competitiveness on relevant
markets. A well-functioning supervision model requires the existence of a variety of
legal measures and mechanisms embedded in public administration processes whose
importance for the regulation of the public procurement system, both at the national
and supranational level, including the European Union, is indisputable. In
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consequence, there are no reasons to challenge the necessity of supervisory instru-
ments in a public procurement system. Rather, the dispute focuses on the develop-
ment and implementation of optimum legal solutions in this respect.

The correct functioning of the public procurement market in the European Union
and in specific European Union member states is guaranteed by public supervision
authorities, duly established and assigned correctly defined tasks. Such public
supervision authorities exercising oversight of the public procurement markets can
be perceived as diverse entities with respect to public procurement as such. They are
not involved in the preparation, awarding or execution of public contracts; neither do
they become parties to such publicly awarded contracts. Rather, the public procure-
ment system assigns to them specific rights and obligations related to the supervision
of public procurement markets. Their basic role is to supervise the conduct of market
participants (contracting institutions and contractors), the process of public contract
performance by contractors and to oversee specific objective phenomena other than
the conduct and activities of the relevant market participants. From this it follows
that the authorities have the right to implement authoritative and secondary adjust-
ments to the rights and duties of contracting institutions and contractors, originally
defined in the law. Public procurement market supervision as construed in this way
has the nature of administrative substantive legal oversight.

2 The Importance of Public Supervision Institutions

The origins of the term “supervision” can be dated back to the turn of the eighteenth
and nineteenth centuries (Filipowicz 1984). Supervisory activity does not constitute
a separate branch of administrative law, and its key purpose is to guarantee that the
supervised parties would perform their duties in compliance with the rules laid down
in the law, and, should such rules be breached, intervene with the aim to correct the
improper activities of the supervisee or cause a change to existing or future facts
(Stasikowski 2009). Administrative law doctrine points out that supervision should
also ensure the protection of persons affected by the supervisees (Stasikowski 2009).

One could conclude that the supervision is a complex of legal relationships that
the administration can establish with entities which, as a rule, do not have the status
of administrative entities with respect to such relationships. The purpose of such
relationships is to mitigate the risks to assets belonging to the society as such and to
eliminate threats to good practice. The relationships can be established, modified and
terminated both within and outside administrative procedures, especially in the
course of control and auditing activities (Chmielnicki 2006). Administrative law
doctrine has defined the following categories of supervision, which are applicable
also to supervision in the field of public procurement law. These are: directional
supervision (establishing the dependencies between entities functioning within a
centralized administrative structure), verification supervision (covering the depen-
dencies between entities functioning within the decentralized administrative struc-
ture, mostly in the relationships between the state and local governments) and the
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substantive law supervision (establishing the dependencies between various entities
based on the effective substantive administrative law rules, mostly between the state
and individuals) (Chmielnicki 2006). Typical supervisory measures include: the
possibility to quash a settlement issued by a lower instance authority, the possibility
to suspend such a settlement, the approval of settlements issued by lower instance
authorities and the option to suspend the operation of a lower instance authority for a
specified period of time (Ura and Ura 2009).

Supervision authorities co-administer and bear co-responsibility for the activity
of the supervised body. They participate in the process of conduct, as broadly
construed, undertaken and carried out in the pursuit of specified activities. In
consequence, supervision is treated as an active function. Importantly, measures
aimed at effective supervision should encompass a broad range of influencing tools
supporting the functioning of supervised entities (Jagielski 1999). It must be empha-
sized that supervision can have the quality of verification (ex post oversight) or
prevention (ex ante oversight), but always involves an element of authority, which
gives public administration bodies the option to exert influence on the activity of its
subordinate bodies or institutions (Wacinkiewicz 2007). In consequence, an institu-
tion supervising a public procurement market is engaged in activity that involves
both control and the competence to correct the activity of the supervised body from
substantive perspective in the context of public procurement. Meanwhile, the control
itself is construed as the observation and active analysis of activities undertaken by
the controlled entity, a comparison of results of the analysis against the models of
such activities and the drawing of further conclusions (Gola 2013).

One should bear in mind that control activities in the field of public procurement
are of substantive and technical nature, and are not undertaken in order to cause
specified legal effects, but rather to cause the occurrence of certain facts. The
literature also points out to a specific type of control, namely the self-control,
which involves self-auditing by the public administration in the sphere of internal
relations, which exists alongside other types of control, including preventive control,
the control of legality of the acts issued by the government and the control of legality
of the acts issued by local government (Corso 2004). From the perspective of this
reasoning, it is also useful to mention the classification into direct and indirect
control. The former involves the examination and assessment of the functioning of
the controlled body by the controlling institution by means of direct verification of its
operation in the place where such operation takes place. Indirect control, on the other
hand, is exercised by the assessment of the activity of the controlled entity based on
the documents, analyses and other materials that have been supplied to the auditing
person (Wacinkiewicz 2007). With regard to the control functions, we can distin-
guish between the informative function, the correction of the decisions made, the
reinforcement of the correct conduct models, the function of strengthening the rule
of law guarantees and the function of general improvement of the work ethics
(Wacinkiewicz 2007).

Legal Instruments of Supervision over Public Procurement Market in Poland 163



3 Supervision of Public Procurement Markets
as a Substantive Administrative Law Oversight

Public supervision of public procurement markets is a type of administrative sub-
stantive law supervision. This means that such supervision is exercised by special-
ized authorities or other administrative bodies. What is more, it is both a specific
supervision, meaning that it has been established purposefully with the needs of the
public procurement market in mind, and a universal supervision, because it extends
to the entire public procurement markets as such, inclusive of all contracting parties
and contractors, and all specified objective phenomena that take place on such
markets (Szydło 2014).

Substantive administrative law supervision can be defined through the type of
legal relationships established between supervisory bodies (between bodies or other
administrative entities) and supervised entities (including both private and public
entities, also administrative authorities), within which the aim of the supervisory
bodies is to ensure that the conduct of supervised bodies is compliant with law and
that such conduct neither infringes nor threatens the infringement of goods protected
by law. In such a case, the supervisory activity of supervisory bodies focuses on the
conduct of supervised entities which are subject to supervisory bodies’ control. If
such conduct turns out to be illegal, including the cases when such conduct infringes
or threatens the infringement of goods protected by law, it is corrected in an
authoritative manner, either preventively or repressively (Szewczyk 1995; Boć
2000; Chełmoński 2000; Kosikowski 2011).

However, it can be assumed that the institution of substantive administrative law
supervision within the framework of oversight of public procurement markets
should be construed much more broadly, comprising not only the assurance that
supervised entities comply with the law, but also that entire specified areas of social
and economic life that fall within the substantive scope of competence of the said
supervisory authorities function in compliance with the standards defined by legal
norms, including specific legal rules, in a way that allows for the attainment of
specific values (Szydło 2014). What is more, public authorities responsible for
supervision should exercise due care to ensure that the areas covered by their
supervision are characterized by the consistent compliance with legal standards,
including legal rules and axiological values, which have been identified as required
and desirable by the legislator. In consequence, the sphere of influence of the
supervisory authorities exercising substantive administrative law oversight should
comprise, apart from the conduct of supervised entities, also certain objective
phenomena, independent from the conduct of supervised entities and rooted in
economic, political, social, technical or climate-environmental factors, or third
party activities. As a result, the influence of public bodies supervising public
procurement markets on the conduct of contracting institutions and the conduct of
contractors alike should not be limited to the correction of such conduct should it be
found incompliant with legal standards (legal rules and objectives) laid down in the
public procurement law, but should also involve supervisory actions taken in
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response to the conduct of supervised entity, including: (1) the correction of conduct
of both contracting institutions and contractors which cannot be classified as illegal
conduct, provided that such corrections lead to a fuller realization of the legal
standards enshrined in the public procurement regulations (e.g. decisions on whether
a specific legal entity is bound to apply the public procurement law when awarding
contracts); (2) supporting such conduct of contracting institutions and contractors
that contributes to the attainment of relevant legal standards on public procurement
markets (e.g. by issuing official interpretations of the public procurement law
thereby providing assistance to contracting institutions and contractors in defining
their conduct; an extensive information activity involving the dissemination of
information among public procurement market participants on the functioning of
such markets); (3) discouraging contracting institutions and contractors from engag-
ing in conduct that turns out to be incompliant with public procurement law
standards by, among other things, imposing fines, keeping lists of unreliable con-
tractors that failed to perform or improperly performed a public contract (Szydło
2014).

Official actions by public bodies entrusted with public procurement market
supervision undertaken with respect to the conduct of contracting authorities and
contractors and referring to the specific objective phenomena occurring on such
markets should involve: (1) audit activities, comprising the control and verification
of supervised entities’ conduct and specific objective phenomena occurring on the
markets from the perspective of their compliance with legal standards laid down in
the public procurement law; (2) sanctioning activities, such as imposing fines on the
contracting authorities and contractors engaging in illegal conduct or ordering
contracting authorities and contractors to remedy their illegal conduct; (3) rationing
activities, manifested by, among other things, granting consent to contracting parties
to the performance of specific activities within the tender procedure, issuing deci-
sions on applicability or non-applicability of the public procurement rules to certain
entities or markets; (4) information activities, involving, among other things, the
dissemination of information on the situation on public procurement markets;
(5) legislative actions involving the promulgation of certain normative acts, includ-
ing executive acts in particular, in the field of public procurement, and the involve-
ment in the development of the drafts of new legislation; (6) judiciary activities,
comprising the settlement of legal disputes between contracting authorities and
contractors; (7) analytical activities, such as theoretical and empirical research on a
number of problems related to the functioning of public procurement markets.

4 The Status of Public Bodies Supervising Public
Procurement Markets

Public bodies supervising public procurement markets obviously have and should
retain their public body status. Their detailed status and legal rules governing them
vary depending on how a relevant legislator (either national or supranational)

Legal Instruments of Supervision over Public Procurement Market in Poland 165



resolves the issue their independence from other public bodies and private entities on
the legal-organizational, functional-decision-making, financial-property and
personal-management level. When it comes to supervisory authorities, economics
has developed a special numerical ratio measuring the independence of supervisory
authorities, which can be used to measure such independence in various areas. The
ratio can be used to measure the extent of the guarantee of independence of
supervisory bodies at the normative level and at the level of implementation of
legal provisions alike, which significantly facilitates even more far-reaching imple-
mentation of legal norms that guarantee such independence in the legal and social
spheres of life (Tenbücken and Schneider 2004; Gilardi 2008).

The independence of public authorities supervising public procurement markets
is of crucial importance both from legal and practical perspective, as such authorities
should act in an impartial and objective manner, thereby ensuring that legal rules and
the legal objectives of public procurement are complied with in the public procure-
ment markets. The legal and actual independence gives public authorities supervis-
ing public procurement markets freedom to act in a way that does not cause
groundless preference or discrimination against certain participants of supervised
markets, is not subject to any undue influence or pressure exerted by any other public
entities (e.g. government administration) or private entities, and represents an appro-
priately high quality and high level of professional reliability, always in compliance
with their main mission enshrined in the relevant legislation (Szydło 2014). When
enjoying sufficient freedom, public authorities supervising public procurement mar-
ket can independently determine and pursue their own priorities to ensure the
compliance with relevant legal standards in the public procurement markets,
confirming their credibility in the eyes of the public procurement markets partici-
pants. Undoubtedly, this in turn would motivate such participants to be more active
on the relevant markets, boosting their engagement in the performance of public
contracts and attracting new investments (Szydło 2013a, b; Majone 2005).

Apart from legal and actual guarantees of independence of public bodies super-
vising public procurement markets, it is necessary to implement specific mecha-
nisms of accountability applicable to such bodies, in order to prevent their absolute
autonomy, detrimental to the values of a state of law. When discussing such
accountability, one could mention: (1) accountability towards citizens, materialized,
among other things, by listening to the problems and needs brought up by the
participants of public procurement markets, consultations with participants of such
markets and the drafting of publicly available reports reflecting the activity of the
authority; (2) accountability under substantive law, realized by imposing on the
authorities a number of legally binding tasks to be performed within their activity;
(3) procedural accountability introduced by way of transparent formal rules
governing the process of taking legally relevant actions; (4) accountability before
courts, manifested by the verifications of decisions issued by public supervision
authorities by independent courts; (5) personal accountability, realized through the
competence of public bodies (external with respect to public supervision bodies) to
appoint (and dismiss) officers of such bodies; (6) reporting accountability, realized
by the submission to public entities (e.g. the parliament, the government), oral or
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written information on the activity of such bodies; (7) accountability for effective-
ness, manifested, among other things, by the obligation to employ appropriately
qualified staff and submit itself to external specialist auditing (Szydło 2013a).

Specialized public authorities supervising public procurement markets that de
lege lata exist in many countries worldwide, including the United States, where the
Office of Federal Procurement Policy was established by Congress in 1974 and in
EU member states. Before the effective date of the directives: the directive of the
European Parliament and the Council 2014/24/EU of 26 February 2014 on public
procurement and repealing the directive 2004/17/EC and the directive of the
European Parliament and the Council 2014/25/EU of 26 February 2014 on procure-
ment by entities operating in the water, energy, transport and postal services sectors
and repealing Directive 2004/17/EC, the establishment of public authorities super-
vising public procurement markets was optional and dependent on the decision of
each single member state. However, once the directives 2014/24/EU and 2014/25/
EU came into force, each EU member state has a legal duty to establish at least one
body or entity responsible for the monitoring of the compliance with public pro-
curement law in that state. Pursuant to the directives, supervisory authorities from
EU member states tasked with the supervision of national public procurement
markets should, among other things, prepare reports on market monitoring, identi-
fying the sources of incorrect application of law and disclosing the data on the
prevention, identification and appropriate notification of the cases of fraud, corrup-
tion, conflict of interest and other serious shortcomings in the area of public
procurement. Furthermore, they should provide, free of charge, information and
guidelines on the interpretation and application of EU public procurement law and
support the contracting institutions with respect to planning and carrying out of
procedures to award a public contract.

Supervisory authorities from various EU member states should assist each other
and engage in effective cooperation. Currently no single common public authority
supervising public procurement markets exists at the international (supranational)
level. This kind of international (supranational) authorities supervising public pro-
curement markets are absent even from the European Union and the World Trade
Organization, despite the fact that those international (or supranational) in
integrational organizations imposed on their member states binding international
law rules concerning public procurement. The inexistence of international supervi-
sion authorities of this type is mostly a consequence of the lack of willingness to
transfer the rights to control the expenses incurred on public contracts by the
contracting institutions subject to their jurisdiction to the international level and
the unfeasibility of the plan to establish a single international supervisory authority
that could effectively guarantee the compliance with legal standards applicable to
public procurement in so many different states and within such vast territories,
covering innumerable contracting institutions and contractors and the immense
volume of purchased goods, not to mention linguistic difficulties and other
country-specific conditions (Trepte 2006). Therefore it seems reasonable to establish
separate national supervisory authorities, while defining international rules
governing their mutual, effective and far-reaching cooperation, involving, among
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other things, mutual exchange of information or experiences relevant to the process
of supervising national public procurement markets, joint execution of control
activities with respect to trans-border public contracts, legal assistance or mutual
recognition by decisions issued by such authorities (Szydło 2014).

In Poland, the legislator found it necessary to introduce a control function to the
public procurement market as a competence assigned to the President of the Public
Procurement Office (UZP President). The control involves the verification of com-
pliance of the procedure to award a public contract with the provisions of the Polish
Public Procurement Law Act of 29 January 2004. In consequence, the verification is
carried out from the perspective of a sole criterion—the criterion of compliance with
law. It can be preceded by a preliminary procedure aimed at determining the
occurrence of an infringement of the Act that could have impact on the outcome
of the tender. Structural elements of the control include the UZP President’s right to
request the manager of the contracting authority to submit true copies of documents
related to the procedure to award a public contract certified by the manager of that
contracting authority. Furthermore, the UZP President has the right to request
written clarifications concerning matters related to the control from the manager of
the contracting institutions and employees engaged in the activities throughout the
contract-awarding procedure. One cannot disregard the fact that the UZP President is
obliged to determine the facts of the case on the basis of documents collected during
the explanatory or control procedure (Gola 2013). The second legal tier of public
supervision in the public procurement market in Poland involves ex-ante control.
Ex-ante control applies to orders or framework agreements co-financed with
European Union funds. The control involves the assessment of legal compliance
of the procedure following the auditing, assessment and selection of the best bid. It is
carried out on the basis of contract documentation sent by the contracting authority
(Przeszło 2013).

When exercising the substantive supervision as discussed above, the UZP Pres-
ident acts upon their control competence with respect to entities that are independent
from it from organizational perspective and having the exact same legal position
towards the President in their capacity of contracting authorities, regardless of their
public or private law status. The supervision of the public procurement market takes
place in the sphere of substantive administrative law, and the possibility to classify
the analyzed groups of tasks as supervisory tasks is a result of the fact that the
legislator associated the control of public contract awarding procedure with such
instruments as the administrative decision to impose a fine or a claim to invalidate an
awarded contract (Horubski 2015). Furthermore, public procurement control has
characteristics typical of the control activities within the ongoing supervision model.
It has been emphasized that “the nature of the relationships between the discussed
legal instruments and the control activities that precede them justify the use of the
concept-instrument of supervision in the form that it gains, pursuant to legal sci-
ences, in the field of substantive administrative law, with respect to the consecutive
actions by the UZP President, and in the case of a claim to invalidate the contract—
also the actions of the relevant common courts. The discussed legal measures of
supervision of processes observed in the public procurement market, due to the fact
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that they involve sanctions (administrative fine, contract invalidation), also perform
prevention function typical of supervision as regards the protection of values that
underpin the legal system of public procurement (Horubski 2015).

5 Conclusion

The institutions of supervision and control are inherent to the legal system governing
public procurement. Correctly executed supervisory processes help to reduce the
incidence of abuse with respect to public expenditures, contributing to the increased
growth of the economy in the state concerned. In Poland, control activities are
carried out by the President of the Public Procurement Office, who, by way of
applying authoritative instruments, can exert influence both on the contracting
institutions and contractors. However, the activities of supervisory authorities should
not be limited to the correction of illegal conduct of the supervised bodies—they
should also guarantee the implementation of standards and values identified by the
legislator in that area of life, and support such conduct of the supervised entities that
contributes to the implementation of standards identified by the legislator in that area
of life, discouraging supervised entities from taking up actions contrary to legisla-
tor’s expectations. To minimize the risk of shortcomings in the field of public
procurement, it is necessary to implement a multidimensional supervisory model,
which necessitates a broader use of transparent control mechanisms and building up
the professionalism of the persons in charge of executing such activities.

Public procurement law offers a number of specific instruments which, when
applied by competent public bodies, effectively contribute to ensuring that the
performances contracted in a public procurement procedure (awarded public con-
tracts) are actually performed by the contractor within the agreed timeframe and in
compliance with all other legal obligations inherent to such a performance. If such
instruments were non-existent or were not applied, public procurement procedure
(contracting in public procurement cases) would be highly risky for the contracting
institutions and would generate unwanted economic and social loss.
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The Offence of Money Laundering and Its
Aggravated Types in Poland and France

Joanna Brzezińska

Abstract The basic purpose hereof is to characterise the structure of the aggravated
types of the offence of money laundering in Poland and France. For this purpose, the
concept of the aggravated type of offence will be explained. Moreover, the aggra-
vation circumstances entailing aggravated liability of the culprit of money launder-
ing in the Polish Penal Code (commitment of the attributes of the offence by the
culprit in agreement with other persons or obtaining of a significant property benefit
as a consequence of realisation of its attributes) and in the French Penal Code
(realisation of the attributes of money laundering in a usual way or by entities that
due to the performed professional activity use the occasion to commit it or commit-
ment of the offence in an organised criminal group) will be discussed and compared.
In the further part of the article, the statistical data relating to the number of
convictions for the characterised phenomenon will be compiled and the trends in
the field of the frequency of its realisation will be determined.

Keywords Money laundering · Pathology of the economy · Aggravated type of
crime

1 Introduction

Money laundering is not only one of the most serious pathologies in the economic
dimension but it is mainly an offence being subject to penalisation in the Penal
Codes of the individual states, constituting an extremely significant threat to correct
and efficient functioning of business activity as well as financial and fiscal systems.
The process of complication of the money laundering phenomenon as well as its
advanced multidimensionality result in the fact that the shape of the penal provisions
typifying the indicated type of the criminal offence usually remains expanded. At the
same time, it should be emphasised already at the beginning that none of the
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typological constructions of the offence of money laundering (even the most com-
plex one), regardless of its character, is able to eliminate the indicated phenomenon
but it constitutes only a peculiar legislative ‘dam’, the objective of which is to
minimise the effects of its spreading in the social space as well as in the
organisational and financial structures of individual states (Pływaczewski 1993).
Taking into account the fact that the money laundering practice is aimed mainly at
concealment of the source of its criminal origin, it should be emphasised that it is
connected smoothly with a number of other illegal and extremely dangerous
offences, such as: counterfeiting of cash and securities, drugs or arms trafficking,
corruption, frauds, extortion of ransom or human trafficking, and clearly supports the
development of organised crime (Górniok 1993; Beernaert et al. 2008). It is esti-
mated that these offences generate losses from USD590 billion to USD1500 billion
every year (FINTRAC 2015). Thus, the money laundering phenomenon implies
specific consequences in macro- and micro-scale, the most serious of which include
partial destabilisation as well as strong disturbance of the financial and tax system of
states, violation of economic ratios and economic competition principles (e.g. abuse
of the dominant position) (Quirk 1996; Tanzi 1996). However, the most far-reaching
negative implications are related to occurrence of the analysed practice on the plane
of the monetary and fiscal policy, being reflected in the distortion of the macroeco-
nomic parameters (Wójcik 2014). Moreover, what is important, the money launder-
ing phenomenon from the criminological perspective remains connected directly
with the organised crime which clearly constitutes an additional, extremely signif-
icant threat to the public security of the state structures (Zoll 2008; Pływaczewski
1993).

2 The Concept of the Aggravated Type of Offence

Taking into account the topic hereof, the concept of the aggravated type of the
offence of money laundering requires explanation. In the criminal law, we may
distinguish the basic type of offence as well as its modified types that may acquire
two forms: privileged and aggravated. The basic type remains in the constructional
sense the least expanded, yet it constitutes the base or basis that may undergo
transformations into the modified types. On the other hand, these types may acquire
two forms: privileged and aggravated. Taking into account the limited frames hereof,
only the basic features of the aggravated type will be determined. The discussed
aggravated type of offence is characterised by specific properties; firstly, in the
constructional sense, it always contains the additional attributes; they are the
so-called modifying attributes, called also the aggravating attributes. They differen-
tiate the structure of the aggravated type in relation to the basic type, allowing not
only for separation of the indicated types from each other but also resulting in
narrowing of the scope of regulation of the aggravated type. Thus, it relates in fact
to special, exceptional cases of offences, selected on the basis of observations of the
legislator. In formal sense, introduction of the additional attributes to the
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construction of the type of offence results in specific consequences; in case of the
aggravated types, they are connected with increase of the level of social harm of the
offence, which means that from the perspective of the social consequences of its
realisation, it always remains a more serious threat to the individual legal rights than
an analogical offence in the basic type (Zoll 2008). Therefore, occurrence of the
indicated modified types in the structure of the Penal Code reflects vigilance of the
legislator that protects all legal rights against their violation, especially when the
level of the risk and the probability of their actualisation are serious. Moreover, one
of the most significant consequences of occurrence of the aggravated type is the
increase of its penalisation in relation to the basic type. The higher sanction is a
response to particularly dangerous behaviours of the culprit and may even lead to
change of the gravity of the offence (the offence being a transgression in the basic
types becomes a felony in the aggravated type). Taking into account the remarks
presented above, it should be stated that every additional circumstance in the
structure of the provision, entailing higher penalisation of the money laundering
phenomenon, will have the character of an aggravating attribute.

3 Poland

Originally, the Polish law did not provide for typification of the offence of money
laundering in the Penal Code as this offence was penalised in art. 5 of the Act on
Protection of Business Trading and Change of Some Other Criminal Law Provisions
of 1994 (Journal of Laws No. 126, item 615). However, next, the legislator decided
on the necessity to change the formula of its penalisation and transferred the crime to
the Penal Code, where it was placed in chap. XXXVI devoted to protection of
business trading.

In compliance with art. 299 § 1 of the Polish Penal Code, the offence of money
laundering consists in acceptance, possession, use, provision or export, hiding,
transferring or conversion, assistance in transfer of ownership or possession of
means of payment, financial instruments, securities, foreign currencies, property
rights or other movable property or real estates, originating from benefits connected
with commitment of a criminal act, or in taking of other activities that may prevent or
hamper ascertainment of criminal origin or place of placement of these means, their
detection, seizure or adjudication of forfeiture. The culprit of this offence is subject
to imprisonment for the period from 6 months to 8 years.

Moreover, the culprit being an employee or acting on behalf or to the benefit of a
bank, a financial or a credit institution or another entity, which under legal provisions
is obliged to register transactions and persons performing transactions, accepts—
contrary to legal provisions—means of payment, financial instruments, securities,
foreign currencies, performs their transfer or conversion or accepts them in other
circumstances raising a justified suspicion that they constitute the subject of a
criminal offence determined in § 1 or renders other services aimed at concealment

The Offence of Money Laundering and Its Aggravated Types in Poland and France 173



of their criminal origin or services in protection against forfeiture, is subject to the
same penalty.

Penalisation of the aggravated type of money laundering has been provided for by
the Polish legislator in paragraph 5 and 6 of the indicated provision (art. 299 of the
Penal Code). According to § 5, it has been stated that if the culprit commits the
offence determined in § 1 or 2 art. 299 of the Penal Code acting in agreement with
other persons, they shall be subject to imprisonment for the period of one year to
10 years. On the other hand, in § 6 it is stated that the culprit who commits the
offence determined in § 1 or 2 and obtains a significant property benefit is subject to
the same sanction (determined in § 5).

On the basis of the provisions determined above, it should be stated that the
Polish Penal Code provides for two cases of the aggravated types of the offence of
money laundering. The first one has subjective character as it relates to the config-
uration of the culprits participating in realisation of the attributes of the discussed
offence. On the other hand, the second one refers to the objective aspects of money
laundering and is connected with obtaining of a specific, i.e. significant, property
benefit from the committed offence. Therefore, the Polish legislator makes the
actualisation of the circumstances determining increase of the penalty for money
laundering dependent on extension of the personal ‘composition’ of the culprits of
the offence or on obtaining of increased financial resources, obtained in connection
with its commitment.

The personal aggravating circumstance refers directly to the situation, in which
the culprit of the offence of money laundering realises the attributes of the basic type
of the offence (§ 1 or 2 of art. 299 of the Penal Code) in agreement with other
persons. Therefore, it should be noted that the aggravated type of the offence of
money laundering may be committed by minimum three persons as the causative
configuration provided for by the Polish legislator assumes that the culprit will be
acting with minimum two other persons. At the same time—which is right—the
legislator does not determine the upper limit of the number of culprits of the
indicated offence, deciding only to specify their minimum number.

Specifying the relation connecting the culprit of the offence of money laundering
with other persons, it may be stated that it is based on their mutual agreement. Taking
into account the fact that the causative form of every offence based on
co-perpetration consists in acting of the culprits ‘jointly and in agreement’, the
configuration of the attributes presented in the aggravated type of the offence of
money laundering exceeds the indicated relation as it does not cover their joint
action. This means that the legislator has taken into account the possibility of
separate category of entities, i.e. others, who conclude an agreement with the main
culprit as to participation in the offence but do not act jointly with them in money
laundering.

On the other hand, the second aggravating circumstance contained in art. 299 of
the Penal Code is obtaining of a significant property benefit from the money
laundering procedure. This concept should be interpreted on the basis of the
arrangements contained in art. 115 § 5 of the Penal Code, in compliance with
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which a benefit of significant value means such financial gain, the value of which
exceeds the two hundred times the amount of the lowest monthly remuneration.

In art. 115 § 4 of the Penal Code, the legislator specifies that the property benefit
should be understood as a gain obtained not only for the culprit themselves but also
for ‘somebody else’. Therefore, this concept should be understood not only as assets
obtained by natural persons but also by legal persons as well as by organisational
units not having legal personality. The indicated financial gain may acquire any form
that may be estimated in money, so the value of the benefit is measurable by means
of a specific monetary sum; therefore, it has economic character. Obtaining of a
specific property benefit will be usually connected with expansion of the property
possessed by the culprit through an increase of the previous assets or a decrease of
the possessed liabilities. As it is emphasised by Majewski (2012), this benefit may
acquire various forms: the form of money, object, service, property right, release
from debt, waiver of claim or loan or another favourable agreement.

The aggravating attribute of obtaining of a significant property benefit means that
the culprit has obtained a specific gain of significant value (in significant size).
However, it should be clearly emphasised that the indicated gain may not be
interpreted as receipt of any means in exchange of provision of dirty money by
these benefits must exceed the values being the equivalent of the dirty money
obtained by the culprit on the basis of art. 299 § 1 or 2 of the Penal Code. Therefore,
a specific benefit obtained in exchange of a transaction performed with participation
of illegal capital in the form of dirty financial means will be such benefit.

4 France

Penalisation of the offence of money laundering was introduced to the Penal Code of
France on 13 May 1996 on the basis of fulfilment of international obligations by
France through ratification of the Strasbourg Convention of 1990 as well as of the
United Nations Convention against Narcotic Drugs and Psychotropic Substances of
19 December 1988 and the United Nations Convention against Transnational Orga-
nized Crime of December 2000, the Palermo Convention.

In compliance with art 324-1 (and art. 324-2 to 324-4) of the French Penal Code
(Code Pénal 2017), money laundering is a behaviour that consists in facilitation of
any hiding of the illegal origin of goods or income coming directly or indirectly from
a crime. A behaviour consisting in participation in the operation of investment,
transfer or conversion of income coming directly or indirectly from a crime is also
money laundering. The culprit of the indicated crime is subject to the penalty of 5 to
10 years in prison and from 375,000 to 750,000 Euro of fines (depending on the type
of crime, in the basic type the sanction is clearly lower, while in the qualifying is
increased) (Koutouzis and Thony 2005; Rassat and Roujou de Boubee 2008). When
analysing the normative form of art. 324-1 of French p.c., it should be emphasized
that behaviours that are subject to penalties are all financial activities aimed at
locating, hiding or converting products derived from crime. Moreover, given the
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nature of the offence, which displays high social harm, the legislator penalizes any
form of assistance in the pursuit of financial operations intended to conceal the true
origin of illegal capital. In the course of the analysed crime, three main forms can be
distinguished (Benissad 2014; Cutajar 2016):

1. placement—this phase consists in introduction of specific sums of money
obtained as a result of a crime to the financial system. These operations usually
last for a longer time since they consist in depositing of the means and their
introduction to bank accounts. For the purposes of distraction from the performed
financial operations, the obtained sums are divided into numerous smaller
amounts in order to facilitate their depositing on bank accounts (Vernier 2013).
The division of the great amounts obtained as a result of money laundering allows
for hiding of their real origin due to actually insignificant value of the transactions
performed (even many times) (Cutajar 1990);

2. layering—this stage consists in performance of diversified operations with the use
of modern technologies. It is extremely important as it makes it difficult for the
prosecution authorities to detect the illegal financial operations and performance
of transactions of illegal origin. In order to hide the actual origin of capital, the
culprits of money laundering exchange the financial means collected on bank
accounts into other forms of the means of payment (e.g. cheques). On this stage,
the indicated financial means are also often placed on accounts located in the
so-called financial and tax heavens (offshore countries, e.g. Bermuda Islands,
Cayman Islands, Luxembourg, Monaco) (Benissad 2014);

3. integration—it consists in the transfer of the illegal financial means from the
sphere of actions of the criminal groups to numerous diversified investments and
projects, the character of which is compliant with the law. This stage is important
due to the fact that the dirty capital acquires ‘legal’ origin. The culprits dispose of
the possessed assets in the form of luxurious goods, art works and profitable
investments, acquired in the previous phases, thus obtaining capital of legal origin
(Benissad 2014; Broyer 2000).

Each of the above defined illegal phases is independent of the others, so the
perpetrator of the money laundering can be assigned one of them, their chosen
configuration, and the cumulation of all the abusive behaviour (Pereira 2011). At the
same time, it is being currently noticed more and more often that the indicate phases
presented above have a model character and at present, fulfilment of their essence
and maintenance of the order of their realisation are often not performed by the
culprits who dispose of the illegal financial assets pretty freely, changing the order of
their acquisition and disposal as well as accumulation and redistribution into diver-
sified form of activity (Vernier 2013; Spreutels and Gijseels 1998).

In the French Penal Code, there are three basic categories of the aggravating
circumstances (art. 324-2) (Lepage et al. 2015):

1. money laundering in the usual way—according to French jurisprudence, the
custom is preserved if the crime has been committed twice and retains its
successive character,
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2. use of privileges resulting from the professional activities facilitating money
laundering—such offences may be committed by persons performing specific
professions to which the obligation to submit declarations is addressed, related to
business activities specified by TRACFIN.

3. committing money laundering in an organized criminal group—expresses the
French legislature’s desire to combat organized crime of an international nature.
Acting in organised criminal group—it is emphasised in French doctrine that it is
necessary to penalize the preparation for the operation, which consists in hiding
the origin of the capital or helping to carry out the indicated procedure by the
offending association.

The first one of the aggravating circumstances is commitment of the offence of
money laundering in a usual way, i.e. through repetitiveness of realisation of its
attributes, required in this case. Some doubts may arise due to the fact of interpre-
tation of the indicated repetitiveness on the basis of already two-time realisation of
the indicated criminal offence in the doctrine. It seems that the usual way requires
rather making money laundering a regular source of income by the culprits.

The next category entailing aggravation of the criminal liability of the culprit is
money laundering by entities that take advantage of the facilitations connected with
performance of professional activity by them (Quemener 2015). The French legis-
lator rightly does not specify the indicated subjective category since it may include
persons connected with the financial market (employees of banks, insurance com-
panies, brokerage companies, employees of stock exchanges, etc.), with the legal
service market, intermediating in performance of numerous, sometimes extremely
complicated financial operations (notaries public, attorneys, legal counsels, etc.),
representatives of the service sector (e.g. employees of exchange offices), of the
world of politics or entertainment industry (owners of casinos) (Cesoni 2013;
Cutajar 2016). The spectrum of entities that may potentially participate in the trans-
actions, in which the offence is realised, is extremely vast and differentiated. The
French legislator decided to make the indicated attribute the aggravating one due to
the fact that the indicated categories of entities should be particularly sensitive to
correct functioning of the financial and monetary market and tightening of the gaps
occurring in this field, and should not lead to their uncritical expansion (Hotte and
Hemm 2004).

The last one of the aggravating circumstances is performance of money launder-
ing in an organised criminal group (Montebourg and Peillon 2000). This attribute is
aimed at drawing attention to development of illegal communities of established
structure which on the occasion of money laundering commit other specific catego-
ries of offences (e.g. drugs or arms trafficking), connected with the starting offence,
committed in order to obtain illegal financial gains (Pradel 2007). The legislator
decided to penalise this category of the offence due to the necessity to counteract the
phenomenon of the organised crime that develops as a consequence of the money
laundering procedure.

If, however, the offence is combined with the occurrence of specific qualifying
marks, the penalty increases twice, reaching the level of 10 years in prison and
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750,000 Euro (Quemener 2015; Broyer 2000). The offence of money laundering is
also linked to the possibility of applying additional penalties to the perpetrator,
including:

(a) complementary penalties, such as:
confiscation of crime-related products or tools, including items that served or

have been used for committing a crime, confiscation of certain goods not directly
related to the offence (e.g. cars, related to smuggling); confiscation of all or part
of the sentenced person’s property that is movable or immovable (divisible or
indivisible) and

(b) penalties depriving of rights or ability to exercise rights, such as:
prohibition of exercising civil or family rights for 5 years or more, prohibition

of performing public functions or professional activities, prohibition of com-
mercial or industrial activities, management, administration, control activities on
behalf of third persons, on own account or on behalf of other entities, prohibition
of driving for 5 years or more, prohibition of possession or retention of weapons
for a period of 5 years or more (Beernaert et al. 2008).

5 Analysis of Statistical Data in Poland and France

The following statistical summaries (Figs. 1 and 2) constitute exemplification of the
cases of convictions for the offence of money laundering made in Poland and France
and are aimed at assessment of the trend of frequency of its realisation in years
2003–2012. In case of Poland, the available statistics show the general picture of the
analysed offence, without consideration of the detailed breakdown into the basic and
aggravated types; on the other hand, in relation to the statistical data in France, it has
been possible to indicate the distinction between the frequency of the offence with
consideration of its type difference.

The presented statistical summaries (Figs. 1 and 2) indicate that the frequency of
convictions for the offence of money laundering in years 2003–2012 demonstrated a
growing trend both in Poland and France. At the same time, it should be noticed that
the general number of the convicts in the examined period (2003–2012) was much
higher in Poland than in France and it respectively amounted to: 2164 and 1667
cases (difference of 497 convictions). What is more, the observations relating to the
frequency of the characterised convictions are a bit different. In Poland, they
demonstrated permanent, insignificant but regular growing trend. On the other
hand, in France, cyclical growing trends in the following three periods,
2003–2005, 2006–2008 and 2009–2012, are more noticeable. At the same time,
the French statistics indicate that the growing trend of the number of convictions was
stronger in relation to the basic type of money laundering (covering in fact the entire
examined period) than in case of aggravated types of the crime (it lasted only until
2008) (Depuis-Danon 2006; Cutajar 1990; Rapport 2014).
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6 Conclusion

In conclusion, it should be stated that the catalogue of the aggravating circumstances
of the offence of money laundering is more expanded in the Penal Code of France.
The French legislator concentrated on separation of three categories of circum-
stances entailing aggravation of the liability for the examined offence, conditioned
by different prerequisites. Firstly, it is the way in which this offence is realized—
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usual commitment of its attributes. Secondly, it is the scope of entities, the profes-
sional activity of which facilitates taking advantage of the possibility to realise the
attributes of laundering of capital of illegal origin. Thirdly, it is the special form of a
criminal organisation, which commits the crime, of an organised character.

On the other hand, in the Polish Penal Code, two circumstances, the occurrence of
which decides on actualisation of the attributes of the offence of money laundering,
have been indicated, among which the action of the culprit in agreement with other
persons (minimum two) as well as obtaining of a significant property value should be
indicated as a result of realisation of the attributes of the offence analysed.

Considering the indicated regulations, it should be stated that there is no repet-
itiveness of any of the aggravating attributes in the indicated Penal Codes. Each of
the normative orders concentrates on a different set of prerequisites determining
stricter liability of the culprit of illegal income laundering. At the same time, the
frequency, manner and causative configuration of commitment of the attributes of
the examined offence play an important role in their selection.

On the other hand, while analysing the frequency of commitment of the offence
of money laundering over 10 years (2003–2012), it should be stated that in the
examined period, it was higher in Poland. In this context, particularly the regular
growing trend is worrying, indicating the tendency towards establishment of this
extremely serious pathology in both states.

In conclusion, it should be stated unfortunately that regardless of the scope and
degree of specification of the aggravating attributes in the provision typifying the
offence of money laundering, the frequency of convictions both in Poland and
France is growing continuously while the legislative efforts of the Polish and French
legislator in the field of counteracting one of the most serious economic pathologies
seem not to fulfil the requirements set to them.
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Does Cluster Participants’ Cooperation
Really Promote to Territorial Development:
Empirical Evidence from Russia

Julia Dubrovskaya and Elena Kozonogova

Abstract Global practice of innovation policies of the recent decade has demon-
strated the wide use of cluster concept for economic development promotion. The
results of the research on the impact of clusters upon socioeconomic features of
territories within developed countries have already proved there exists a positive
correlation between them. Also, widely acknowledged is the fact that successful
functioning of clusters depends greatly on their interaction with power bodies,
manufacturing enterprises and research institutes. At the same time, the analysis of
clusters’ functioning in a range of developing countries proved that cluster creation
as such does not necessarily lead to the desired economic effects. The aim of this
study is to assess the importance and the role of clusters’ members’ interaction for
regional development of Russian Federation. Common database was formed taking
into consideration with indicators of 79 Russian Federation regions for 2015. The
obtained results confirm the high level of functional dependence of territorial
development from the efficient interaction of manufacturing enterprises, public
bodies and science community.

Keywords Territorial development · Cluster · Cooperation · Innovative potential

1 Introduction

In recent years there has been a growing interest in the role of cluster cooperation.
Term “cluster” involves such meanings as swarm, bunch, accumulation, group, and
is used in many fields of science and technology. In economic research clusters are
understood as «geographic agglomerations of companies, suppliers, service pro-
viders, and associated institutions in a particular field, linked by externalities and
complementarities of various types» (Porter et al. 2007). The first research works to
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study clusters were published back in the 1990s (Englmann and WaIz 1995; Feser
1998; Bergman and Feser 1999; Bartik 1985; Becattini et al. 1990). It should be
mentioned that the literature began to speak about clusters as about serious “applied
key factors” due to the work of Porter (1993). But the very idea of enterprises’
cooperation aimed at cost reduction and competitiveness improvement was origi-
nated in the middle of the nineteenth century. It became the basis of localization
theory presented by Thünen (1926) in 1826. Later it was developed by Marshall
(1920) in his description of industrial regions of Great Britain in 1890, as well as by
Weber (1929) in his industrial location theory in 1929.

Scientists made profound analysis of economic relations in the frames of pro-
ducers’ cooperation. At that, despite the different denominations, such as clusters,
blocks of development, industrial units, territorial-production complexes, scientific-
production associations, etc., in the frames of these formations economic subjects act
as the elements of the single territorial innovative system. According to European
experts (Lindqvist et al. 2013), formal cluster policies and programs have gained
legitimacy across the world, and today almost every country, region and interna-
tional aid agency has some form of a cluster program. The cluster concept has
become an increasingly popular topic for researchers and policy makers operating at
different levels (Bek et al. 2013; Hernández-Rodríguez and Montalvo-Corzo 2012;
Lindqvist et al. 2013; Meier zu Kocker and Muller 2015). The number of articles on
clusters augmented over the year, reaching up to 200 articles per year in 2010
(Lazzeretti et al. 2012). And this is totally understandable: the research results
prove the positive influence of clusters on the socioeconomic features of the terri-
tories (Kulakova 2013; Inshakov and Inshakova 2016; Parauljic et al. 2014).

Analysis of the available literature on this research topic has revealed that the
following factors are usually named as the basic ones for clusters’ formation:
proximity of cluster’s participants’ location to each other; critical number of
cluster-specific companies; common goals; active interaction with each other (Ketels
2004); well-developed urban environment; dominance of private initiatives; inside-
cluster competition; openness to the external world (Kutsenko 2015); cluster partic-
ipants’ awareness concerning their own interconnectedness and belonging to the
same community (Akinfeyeva 2008); active role of local authorities in the process of
cluster formation; local traditions of territorial economic planning (Ksenofontova
2015).

The problem of combination of indicators for evaluating clusters’ effectiveness
continuous to be debatable. Andersson et al. (2004) single out such indicators as: the
number of firms in cluster, employment, production rate (efficiency), export, the
number of innovative projects, profits and modification of these indicators in time.
Naumov (2006) and Kostyukevich (2009) propose to use the following characteris-
tics as criteria: production structure of cluster, resource potential, investment activ-
ity, economic indexes. Zadorova (2009) applies only four indicators for evaluation
of the clusters’ efficiency: cluster’s share in industrial production of the region,
cluster’s share in total number of employed people, index of labor productivity at the
enterprises of cluster, cluster’s share in the export structure of the region.
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We think that all these factors mentioned above to some extent display the results
of specific economic subjects’ performance, and these subjects are represented in the
following core institutional sectors—public authorities, business and science. This
statement can be also confirmed in the frameworks of the world-known Triple Helix
concept of Etzkowitz and Leydesdorff (2000). According to this concept, coopera-
tion of public sector, science and industrial enterprises is always of key importance
for the emergence of synergy effects in the process of cluster’s functioning. Stem-
ming from all of the above, productive (efficient) cooperation is a necessary element
in the development of cluster networks and their further successful functioning.

It should be noted that clusters are defined as being networks of production of
strongly interdependent firms (including specialized suppliers) linked to each other
in a value-adding production chain (Roelandt and Hertog 1999). Except basic
economic entities (industrial and service companies) that are associated with each
other in the value chain and operated in a similar market environment cluster’s
structure involves the following types of participants: innovative-research and edu-
cational institutions; group of companies providing related facilities (financial and
insurance institutes, consulting companies and etc.); federal/regional local authori-
ties. Within the cluster, it is possible to unite the main innovative infrastructure
actors from industry, government and education. So successful cluster functioning
depends greatly on their interaction. The aim of our study is to assess the importance
and the role of clusters’ members’ interaction for clusters quality and for territorial
development as well.

2 Date and Methodology

We carried out our study on the example of the Russian regions. In Russia clusters
support at the state level began only in 2012 when the Government approved the list
of 25 territorial innovation clusters. They were structured into six branch-wise
directions (“Modern materials”, “Production of aircraft and spacecrafts, shipbuild-
ing”, “Pharmaceutics, biotechnologies and medical industry”, “Chemistry and petro
chemistry”, “Information technologies and electronics” “Atom and radiation
technologies”).

By now, in Russia clusters are supported by the state on the territory of 22 regions,
which is 26% of the total number of regions. According to the data of the Ministry
for economic development of Russian Federation, during the last 4 years
(2013–2016) the innovation clusters obtained over 100 bln RUB (1.7 bln USD)
from the budgets of various level and also over 400 bln RUB (6.7 bln USD)
additionally in the form of investments from various non-budget sources (IPSD
2015). Despite the significant volumes of cluster’s financing by public authorities,
our research fails to confirm any significant influence of clusters on the indicators of
regional development in Russia. There may be the following reasons for that: first of
all, it is too early to tell since clusters have been functioning on the territory of our
country for a short period of time so far; secondly, most of clusters have been formed
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by the top-down principle, that is, the vector of their development has been initially
determined by the federal authorities; thirdly, the size of the country serves as a
hindering factor in establishing cooperation due to significant cross-regional differ-
ences; fourthly, despite the large size of the country and radical differences between
its regions, norms and rules of spacial organization are rather unified, disregarding
regional specifics; fifthly, low level of cooperation between the clusters’ participants
which is partially predetermined by the dominating role of large enterprises in
clusters’ structure and functioning. Solving all these problems outlined above
would increase the quality of clusters’ overall functioning and would also have its
positive influence on the parameters of regional and national development. In this
study we will try to measure the importance of cluster participants’ interaction for
territorial development on the study case of Russia’s regions.

Theoretical and methodological grounds for this study have been shaped by
numerous works in the field of geopolitics, production forces allocation, network
economy, industrial regions’ development and clusters. The information and empir-
ical basis for this research consists of Russian legislation and regulatory acts;
information & analytical databases available online on the site of the Federal Service
for Public Statistics of Russian Federation; results of the sociological surveys; other
materials published in Russian and foreign research sources; media sources. Com-
mon database was formed taking into consideration with indicators of 79 Russian
Federation regions for 2015.

Several key approaches are suggested for application in this study. First of all, the
methodology within institutional evolutionary economic theory. It would enable
defining the regularities in formation and development of the institutes needed for
the functioning of cluster structures as the leading form of cooperation between
economic subjects. The second approach is based on the ideology of hierarchical
analysis of territorial economic systems. Within the framework of the hierarchical
approach we study the processes taking place at various levels of the economy. This
approach also includes the analysis of the hierarchical structure of the participants
and their interconnection within particular regions. It also covers the determination
of opportunities for their efficient cooperation. Thirdly, we aim at application of
mathematical statistics methods (including correlation and regression analysis,
grouping/clustering method and cluster analysis).

This study includes the following parts:

• grouping of the regions by the level of clusters’ development;
• designing of a indicators system, describing the level of development of scien-

tific, state administrative and industrial potential by regions;
• calculating of an integral indicators of clusters’ successful development;
• mathematical evaluation of the indicators’ influence on the level of regional

development.
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3 Results and Discussion

To reach the aim of the study firstly we have classified the regions by the level of
clusters’ development by dividing all territories into three groups (Fig. 1).

The first group (regions are marked in dark blue) includes the regions whose
applications were supported by the RF Ministry of Economic Development. They
have got funding. All of them are regions with a high level of development. The
second group (regions are marked in purple) includes regions that have applied for
cluster support. However, for different reasons RF Ministry of Economic Develop-
ment did not support these applications. This is due to the fact that the readiness for
clustering in these regions was not enough. Finally, the third group (regions are
marked in grey) includes regions that even did not apply for participation in the
competition. There are no clusters on their territory, or even if they are—they are in
the initial stage of development.

After all these, we developed a system of indicators, describing the scientific and
technical potential, production capacities and social infrastructure development by
regions. The system was based on the “Triple Helix Model” by Etzkowitz-
Leydesdorff. According to this model, the key importance in the innovative devel-
opment of the region belongs to the cooperation of science, business and authorities.
We have chosen the next indicators of grouping: quality of life and social infra-
structure development (as a result of the government work); production potential and
capacities (as indicator of industrial development); scientific and technical and
educational potential (as a result of innovative-research and educational institutions
work) (Fig. 2).

Fig. 1 Grouping of the RF regions by the level of clusters’ development. Source: Authors own
study
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Common database was formed taking into consideration with 10 indicators of
79 Russian Federation regions for 2015. To calculate integral indexes X, Y, Z it was
defined the levels of every indicator’s importance in their groups of factors with the
help of expert appraisal. Integral indexes were calculated by formulae (1)–(3):

X ¼
Xn

i¼1
αi xi ð1Þ

where xi—i-factor, characterizing the indicator of “Quality of life and infrastruc-
ture”, i ¼ 1, n, n—total number of factors, αi—expert appraisal of i-factor weight,
though

Xn

i¼1
αi ¼ 1, αi 2 [0, 1].

Y ¼
Xm

j¼1
βj y j ð2Þ

where yj—j-factor, characterizing the indicator of “Productive potential”, j ¼ 1,m,
m—total number of factors, βj—expert appraisal of j-factor weight, thoughXm

j¼1
βj ¼ 1, βj 2 [0, 1].

Z ¼
X l

k¼1
γkzk ð3Þ

where zk—k-factor, characterizing the indicator of “Scientific and technical and
educational potentional”, k ¼ 1, l, l—total number of factors, γk—expert appraisal of

k-factor weight, though
X l

k¼1
γk ¼ 1, γk 2 [0, 1].
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All factors used for calculation of integral indexes of the X, Y, Z were standard-
ized by linear transformation according to the formula (4):

y xð Þ ¼ x� xmin
xmax � xmin

ð4Þ

To confirm the assumption, that successful functioning of clusters depends
greatly on the interaction with main innovative infrastructure subjects from industry,
government and university (Triple Helix actors), the pair correlation coefficients
between government and industry, government and university, industry and univer-
sity were determined. Actually, in regions where clusters function successfully (the
first group), the intensity of interaction between participants is higher. For example,
the correlation coefficient between government and industry in the first group is
0.44, and in the third group it is only 0.05 (Table 1).

Thirdly, we have carried out the mathematical evaluation of the indicators’
influence on the level of GRP per capita as significative of region economic
development. To prove the hypothesis, multiple correlation coefficients were calcu-
lated for all groups of regions. In the first group of regions, the coefficient of multiple
correlation is higher than in the second and the third (Table 2).

The pair correlation coefficients between GRP per capita and each individual
integral indicator of quality of institutions of government, university and science
were also calculated. The impact of each individual institution on GRP per capita is
much lower than their combined effect (Table 3).

4 Conclusion

The obtained results confirm the high level of functional dependence of territorial
development from the efficient interaction of manufacturing enterprises, public
bodies and science community. The achieved estimations prove that artificial crea-
tion of clusters by means of public pressure is not expedient. Cluster unions which
later on are not supported by the real cooperation between their participants, cannot
have any positive impact on territorial development. Moreover they are able to
decelerate considerably the realization of system innovations which are the founda-
tion of progressive and uniform development of all national economy.

Therefore, the main task of government is to develop favorable institutions to
enhance interaction between cluster members. This conclusion creates certain pre-
conditions for further research in this direction, namely, on the selection of practical
instruments for regional cluster policy implementation. It will make possible to
define principally new vector of managerial influence on formation of favorable
institutional conditions providing creation of valid system of cluster nets as the
accelerator of national economy’s innovative development.
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The Method of Regions’ Typology by
the Level of Cluster Potential

Elena Kozonogova and Julia Dubrovskaya

Abstract The most widely spread form of spatial organization in many countries is
clustering. In Russia, cluster policy belongs to the key priorities of the country’s
innovative development. This is why special importance get the issues of regional
specialization and clusters’ localization. The aim of this research is to present the
authors’ typology method for the regions of Russia which is based on such feature of
regions as cluster structures’ maturity. The initial theoretical precondition for this
research is the statement that successful functioning of a cluster would be possible in
a region with high cluster potential as such. At this, under successful functioning of a
cluster the authors understand constant improvement of cluster’s performance indi-
cators, regardless state support and participation (or lack of). The offered here
typology of territories can be used to define the development strategies for the
regions with average and low cluster potentials.

Keywords Cluster potential · Territorial development · Regions’ typology ·
Economic mathematical methods

1 Introduction

International experience in the field of innovative development confirms that
increasing competitiveness of territories rests on the development of separate eco-
nomic segments, or the so-called sectors of growth. This re-emphasizes the issues
related to taking into account territorial specialization in the process of development
and implementation of the regional strategy of innovative development. And cluster
structures, inter alia, are used in the process of these strategies’ development.

Ketels (2009) mentions that clusters affect prosperity through their impact on
productivity, innovation, and entrepreneurship. This statement has already found
enough proof in numerous empirical studies. The presence of clusters has positive
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impact on such vital parameters of economic development of territories as employ-
ment growth, growth of wages, patenting, number of establishments (Delgado et al.
2012), survival rates (Wennberg and Lindqvist 2008), firm growth (Audretsch and
Dohse 2007). According to European Commission (2006), companies in clusters are
more than twice as likely to source out research to other firms, universities or public
labs than were the average European innovative firms. Importantly, the presence of
strong clusters in a region enhances growth opportunities in other industries and
clusters (Delgado et al. 2012).

Despite the fact that cluster policy has already become the basis for regional
development strategies in many countries, still debating remains the issue of cluster
policy efficiency. The evidence of a positive relationship between well-developed
clusters and strong economic performance is of little policy relevance, if we do not
have the understanding and the ability to influence the reasons that lead to the
emergence of strong clusters.

In Russia cluster policy belongs to the key directions in the reforms related to
import substitution and support for non-resource-based export. This is why of
special importance become the issues related to determining the base conditions
for the efficient clusters’ functioning, and these issues include, inter alia, localization
of these clusters. The experience of developed countries in the field of clusters’
formation and functioning confirms the necessity of thorough and preliminary
typology of territories by the parameter of cluster structures’ availability and devel-
opment level (Ketels 2004; Porter 2000; Varga et al. 2013; Woodward 2012;
Barkley and Henry 2002; Moreno et al. 2012). This can be explained by several
factors. The first of them is the necessity to increase the efficiency of spending of
rather limited in volume budget resources allocated on clusters’ support. Secondly,
typology is needed in order to take into account the territorial specialization and the
level of region’s development at the stage of cluster strategy development. For
example, priorities of regional development, including those directly related to
budget spending, can differ between the regions, depending on the level of a
particular territory development (Todtling and Trippl 2005; Ahmetova 2016).

In order to determine the level of innovative development and to estimate the
capacities for potential clusters’ formation in the regions researchers and practi-
tioners use a range of methods. To the most known among them belong: Smart
Specialization Platform, is used to determine cluster specialization (European Com-
mission 2017b); European Innovation Scoreboard (EIS), usually applied for com-
parative analysis of innovation performance in EU Member States, other European
countries, and regional neighbors (European Commission 2017a); Exploratory
Approach to Innovation Scoreboards (the improved version of the EIS method)
puts emphasis on the firm-level activities and includes quite a wide range of
indicators (Arundel and Hollanders 2004); Data-base of Innovation Policy Mea-
sures, applied for assessing the contribution of innovation to achieve social and
economic objectives, and for benchmarking innovation performance and conditions
for innovation to those of other countries (The Innovation Policy Platform 2017),
Knowledge Assessment Methodology is used to help countries identify the chal-
lenges and opportunities they face in making the transition to the knowledge-based
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economy (Chen and Dahlman 2005); Science-Metrix is an independent research
evaluation firm specializing in the assessment of science and technology (S&T)
activities (Science-Metrix 2017); The Organization for Economic Co-operation and
Development (OECD) provides a forum in which governments can work together to
share experiences and seek solutions to common problems (OECD 2017); The EU
Industrial R&D Investment Scoreboard provides economic and financial data and
analysis of the top corporate R&D investors from the EU and from abroad (European
Commission 2017c).

Along with these foreign methods we can also mention the methodology of the
Ministry of economic development of Russia, which has been developed specifically
for the selection of innovative territorial clusters in Russia in 2012. In the course of
cluster applications’ consideration the public authorities were evaluating such indi-
cators as scientific, technical and education potential of a region, its production
potential, quality of life, the level of infrastructure development and the level of
cluster’s organizational development. In the last 4 years clusters selected as territo-
rial innovative have already granted more than 700 billion rubles from different
sources including budget.

It should be mentioned that this methodology of clusters’ selection was common
for all regions of Russian Federation. As a result, budget support got the most
developed regions of the countries, and this has only increased the already signifi-
cant cross-regional differentiation. This fact has been proved in several studies
(Eferina et al. 2017; Zubarevich 2014; Cervantes and Dubrovskaya 2016).

Thus cluster policy did not promote to economic growth in Russia. We carried out
regression analysis and it did not reveal a significant correlation between the cluster
availability and regional development in Russia. The results we have obtained are
also confirmed by the official statistics of the Federal Service of State Statistics
(Table 1).

Table 1 presents the data as of 2012 (when the clusters did not have subsidies) and
also as of 2015 (to the beginning of the year 2016 the financial support has been
carried out for 3 years). According to this table, despite the significant growth of
spending on technological innovations, we can clearly observe rather insignificant
growth of such important indicators of innovative activity as the share of organiza-
tions using technological innovations and the share of technological innovations’

Table 1 Key indicators of innovative activity

Key indicators of innovative activity 2012 2016

Spending on technological innovations, mln RUB 904,560.8 1,203,638.1

The share of technological innovations’ spending in the total volume
of shipped goods and delivered works and services, %

2.5 2.6

The share of organizations using technological innovations in the
overall number of the studied organizations, %

9.1 8.3

The share of innovative goods, services and works carried out by the
organizations using technological innovations, in the overall volume
of shipped goods and delivered works and services, %

8.0 8.4

Source: Based on Kevesh (2016)
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spending in the total volume of shipped goods (and delivered works and services).
Besides that, we can also observe the reducing share of organizations using techno-
logical innovations in the overall number of the studied organizations. This is due to
the following features of the Russian economy:

• a significant area of our country, that slowing the diffusion of innovation;
• over-centralization of power and over-concentration of resources. According to

the domestic statistics, in Russia about 10% of the total number of regions form
more than half of the total GRP of the country.

• the competition of regions for subsidies leading to the appearance of autarkic
tendencies;

• the sharp cross-regional differentiation. The difference between the level of GRP
per capita in the richest and the poorest regions of Russia is about 25 times.

The sharp cross-regional differentiation leads to the expansion of the number of
regions with lower income per capita than the national average. So it is necessary to
develop various policies and support conditions for different regions, rather than
unified norms and rules as of now. As a result of this research, we would like to
present the original method of regions’ typology by the level of cluster structures’
maturity.

2 Data and Methodology

For further typology of regions by the level of their cluster potential we have used
13 indicators of socioeconomic development of 80 regions in Russian Federation,
data as of 2015. The selected data demonstrate the rate of regions’ development in
three directions: Quality of life and infrastructure (QLI), Productive potential (PPI),
Scientific and technical and educational potential (STI). The source of data is again
the Federal Service of State Statistics of Russian Federation (Kevesh 2016). Table 2
provides an overview of the variables.

All factors used for calculation of integral indexes of the QLI, PPI, PPI were
standardized by linear transformation. Calculation of the integral indices of regions’
cluster development is performed through summing up the corresponding indicators
with the equal weight values. This approach to calculation has found grounding in
the results of our research which proves that application of different weights does not
lead to significant changes in the final results, but at the same time different weights
increase the subjectivity of the method applied overall. Typology of the regions by
the level of their cluster potential is carried out using cluster analysis methods.
Cluster analysis assumes dividing a particular group of objects into the subgroups,
called clusters, so that each of them consists of similar objects, while objects from
different clusters differ from each other (Lutsenko and Korzhakov 2011). Further, in
order to reduce the uncertainty, we would operate the notion “grouping” instead of
“cluster analysis”. Thus, grouping of the regions has been performed by means of the
self-organizing Kohonen maps or networks (SOM). The main reason for using the
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SOM is that this method does not require any a priori assumptions about the
distribution of data. Self-organizing Kohonen maps as a set of analytical procedures
and algorithms transform the traditional description of a set of objects in a
multidimensional (n > 3) space features into a flat database of a two-dimensional
map (Pogodaeva et al. 2016). Grouping of the regions using neural computation by
means of self-organizing Kohonen maps has been carried out at the analytical
platform Deductor Academic 5.3.

3 Results and Discussion

The methodology is based on the widely known concept of triple helix by Etzkowitz
and Leydesdorff (2000). At the first stage of our research the system of indicators
describing the cluster potential of a region was developed. At the second stage we
carried out the sampling of statistical indicators and then calculated these indicators
for Russian regions. Common database was formed taking into consideration

Table 2 Integral groups of indicators for estimation of regions’ readiness to effective clustering

Var.
name Definition Units of measure

Index of Quality of life and infrastructure (QLI)

QLI1 Total area of living space per head on the average sq. m.

QLI2 Population size per one hospital bed men

QLI3 Density of public hard-surface roads km of roads per 10,000
sq. km of territory

QLI4 Pollutant emissions from stationary sources ths. Tons

Index of Productive potential (PPI)

PPI1 Volume of factory shipments (work, services) according to
the type of economic activity “processing production”

mln. RUB

PPI2 Investments in fixed assets (without budget funding) per
capita

RUB

PPI3 The ratio of fixed assets’ renewal %

PPI4 Circulation of products (services) produced by small enter-
prises, including microenterprises and sole proprietors

ths. RUB

Index of Scientific and technical and educational potential (STI)

STI1 Headcount of staff involved in research and development men

STI2 Number of students trained by the programs of undergradu-
ate studies

MA course and five-year
studies per 10,000 peo-
ple, men

STI3 Internal research and development costs mln. RUB

STI4 Number of university teachers at educational institutions of
higher education

men

STI5 Volume of innovative goods, work, services in the rate of
total volume of fulfilled work

%

Source: Authors own study
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13 indicators of 80 Russian Federation regions for 2015. The third stage is grouping
the regions by the level of their cluster potentials, using the Self-organizing Kohonen
maps. As a result, we got four groups of regions with different level of cluster
potential.

To calculate integral indexes QLI, PPI, STI it was assumed that the levels of every
indicator’s importance in their groups of factors are the same. Integral indexes were
calculated by formulae (1), (2), and (3):

QLI ¼ α
Xn

i¼1
QLIi ð1Þ

where QLIi—i-factor, characterizing the indicator of “Quality of life and infrastruc-
ture”, i ¼ 1, n, n—total number of factors, α—factor weight, though α ¼ 1/n,
α 2 [0, 1].

PPI ¼ β
Xm

j¼1
PPI j ð2Þ

where PPIj—j-factor, characterizing the indicator of “Productive potential”,
j ¼ 1,m, m—total number of factors, β—factor weight, though β ¼ 1/m, β 2 [0, 1].

STI ¼ γ
X l

k¼1
STIk ð3Þ

where STIk—k-factor, characterizing the indicator of “Scientific and technical and
educational potential”, k ¼ 1, l, l—total number of factors, γ—factor weight, though
γ ¼ 1/l, γ 2 [0, 1].

All factors used for calculation of integral indexes of the X, Y, Z were standard-
ized by linear transformation according to formula (4):

y xð Þ ¼ x� xmin
xmax � xmin

ð4Þ

Grouping of the regions by the level of scientific and technical, productive and
infrastructural potentials was carried out according to three integral values on the
base of cluster analysis technique in Deductor Academic 5.3. By means of SOM the
regions of Russian Federation have been divided into five groups (Fig. 1).

Thereby we have got 5 clusters–5 groups of regions. However, Group 1 consists
of two regions only, and by some of their features they are very much similar to the
regions in Group 0, therefore, we choose to unite Groups 0 and 1. General quanti-
tative characteristics of groups are presented in Table 3.

The four groups of regions are presented in Fig. 2. Indicators of life quality and
infrastructure level are reflected in the QLI-axis, while PPI-axis shows the level of
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productive potential and STI-axis—the level of scientific and technical and educa-
tional potential. Regions from the first group have highest average values of the
cluster potential indexes.

Fig. 1 Grouping of the Russian regions by the level of the level of their cluster potential. Source:
Authors own study

Table 3 General quantitative characteristics of groups

Number
of group

Number of
regions in

Level of the
cluster potential Indexes Mean Min Max

Standard
deviation

0 and 1 12 High QLI 0.535 0.284 0.701 0.128

PPI 0.567 0.457 0.789 0.095

STI 0.538 0.350 0.959 0.167

2 21 Above the mean QLI 0.492 0.429 0.551 0.033

PPI 0.397 0.328 0.492 0.049

STI 0.308 0.186 0.496 0.090

3 26 Below the mean QLI 0.640 0.585 0.734 0.034

PPI 0.345 0.220 0.496 0.071

STI 0.258 0.118 0.372 0.075

4 21 Low QLI 0.533 0.434 0.645 0.059

PPI 0.229 0.150 0.303 0.043

STI 0.154 0.019 0.299 0.078

Source: Authors own study
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According to the data of the Russian Cluster Observatory, 108 clusters of various
levels of organizational development are officially registered on the territory of
Russia. Cluster may have four statuses:

1. included into the list of pilot innovative territorial cluster (ITC);
2. included into the list of industrial clusters (IC) which is approved by the Ministry

of Industry and Trade of Russia;
3. included into the list of clusters getting support from the Center of cluster

development (CCD) within the frameworks of Ministry’s of Economic Develop-
ment programme aimed at support of small and medium-sized entrepreneurship;

4. does not belong to any of these lists (Table 4).

From our analysis, clusters are usually supported in the regions which have
already high cluster potential. For example, in Group 4 (which has low cluster
potential) there is only one cluster, included into the ITC list, and also two clusters,
included into the CCD list of innovative-territorial clusters.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
QLI

PPISTI

0 and 1 2 3 4

Fig. 2 General quantitative characteristics of groups. Source: Authors own study
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4 Conclusion

The obtained results have confirmed the original priorities of government in selec-
tion of clusters formed in the territories with highly developed infrastructure. In the
last 4 years clusters selected as innovative territorial have already got more than
700 billion rubles (11.6 billion dollars) from different sources including budget.
However, the competent decision by authorities about the localization cluster struc-
tures implies not only financial support of enterprises on the territories of regions
with high cluster potential.

The presented method of regions’ typology is aimed at regional strategies’
development for the territories with average and low cluster potential. The results
of the proposed typology of regions on the basis of the cluster potential allow to
determine a tentative strategies for regions further development and new direction of
management actions of the authorities. This method is quite universal and can be
applied in a different national context, in any country which has a cluster policy
as such.
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Official Development Assistance (ODA)
of Japan in the Twenty-First Century:
Implications for Connectivity of ASEAN
Region

Sebastian Bobowski

Abstract ASEAN region, embracing ten member states, namely, Brunei
Darussalam, Cambodia, Indonesia, Lao PDR, Malaysia, Myanmar, Philippines,
Singapore, Thailand and Vietnam, has become an economic community in the end
of 2015, aimed at establishment of single market and production base. Rapidly
growing economies inhabited by nearly 600 million of people with rising middle
class have become an attractive destination for international business, however,
intra-regional connectivity continues to be a challenge and the bottleneck of the
region. The main objective of the paper is to indicate the role of the Official
Development Assistance (ODA) of Japan in years 2001–2016 in terms of improving
physical connectivity within ASEAN for the purposes of deepening integration,
increasing stability and prosperity of the region, with special regard to projects
financed by the Japan International Cooperation Agency (JICA).

Keywords Official Development Assistance · Japan · ASEAN · Connectivity

1 Introduction

Official Development Assistance, according to Development Assistance Committee
(DAC) of the Organization for Economic Co-operation and Development (OECD),
must fill requirements as follows (OECD 2017):

– it has to be undertaken by the government or government agencies;
– it has concessional terms, includes a grant to at least 25% of total contribution;
– the main objective is the promotion of economic development and welfare of

developing countries.

Japan’s Official Development Assistance (ODA) program was established in
1954 as a technical cooperation after the country’s accession to the Colombo Plan.
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Since 1978, Japan has significantly increased the value of its loans and grants—
bilateral net flows increased from less than USD 900 million to USD 1.53 billion
compared to the previous year, with a growing number of development aid recipi-
ents. In 1989, Japan overtook the United States for the next 12 years as the largest
donor country in the world (Kawai and Takagi 2004).

Working for the development of human resources of developing countries, the
Japan International Cooperation Agency (JICA), established in 1974, has sent more
than 126 thousand international visitors, experts and advisors to the other countries,
whereas training nearly 516 thousand people in Japan—1 of them was José Ramos-
Horta, future president of East Timor, winner of the Nobel Peace Prize.

ODA is provided both in the form of bilateral or multilateral assistance,
depending whether support is addressed directly to developing countries or through
international organizations. JICA provides bilateral assistance in the form of Japa-
nese ODA Loans, Grant Aid and Technical Cooperation.

Over the past six decades, the ODA program has focused on three priority areas
(MOFA 2017):

– supporting self-help, involving education and development of human resources
needed for the long-term economic growth of developing countries;

– ensuring humanitarian safety by protecting communism in various parts of the
world from threats such as hunger, infectious diseases, natural disasters and
armed conflicts;

– promoting sustainable economic growth, by expanding and modernizing trans-
port and community infrastructure, improving physical communication, stimu-
lating private investment, consumption, employment and growth. The latter
priority area proved to be significantly important in regards of supporting regional
integration of ASEAN member states.

The Association of Southeast Asian Nations (ASEAN) involving, to date, Brunei
Darussalam, Cambodia, Indonesia, Lao PDR, Malaysia, Myanmar, Philippines,
Singapore, Thailand and Viet Nam, used to be recognized as one of the most
successful integration projects in the developing world for decades, mainly due to
highly ambitious agenda of cooperation among member states.

Advancing agenda through the years toward economic development, social
progress and security, accompanied by post Cold War accession of the four com-
munist Southeast Asian states, namely, Cambodia, Lao PDR, Myanmar and Vietnam
(CLMV), of which three were recognized as least developed countries (LDCs) by the
United Nations, raised the concerns whether real convergence, perceived as sine qua
non to build and strengthen internal cohesion and unity of ASEAN, is feasible. Thus,
the issue of connectivity, with special regard to provision of physical infrastructure
connections among CLMV and more advanced member states, has become a trigger
of ASEAN Economic Community (AEC) establishment in the late 2015. As stated in
the Declaration of ASEAN Concord II (Bali Concord II) agreed in Bali, Indonesia,
on 7 October 2003, future ASEAN Community, consisting of ASEAN Economic
Community (AEC), Socio-Cultural Community (ASCC) and Political-Security
Community (APSC), will act in the common interest and prerogatives of peace,
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stability and prosperity of the region (Bobowski 2017). However, both financial and
technical assistance of Dialogue Partners, including Japan, was expected to face
development gap inside ASEAN.

The main objective of the paper is to indicate the role of the Official Development
Assistance (ODA) of Japan in years 2001–2016 in terms of improving physical
connectivity within ASEAN for the purposes of deepening integration, increasing
stability and prosperity of the region, with special regard to projects financed by the
Japan International Cooperation Agency (JICA).

2 ASEAN Connectivity and Connectivity Plus: Implications
for the Japan-ASEAN Partnership

The context of intra-ASEAN connectivity was effectively addressed under Initiative
for ASEAN Integration (IAI), launched in November 2000 at the Informal ASEAN
Summit. Its aim was to reduce the distance and divisions among the member states
by sharing resources, expertise and experiences between leading members (ASEAN-
6) and followers, namely, CLMV.

IAI, under two comprehensive work plans for years 2002–2008 (IAI Work Plan I)
and 2009–2015 (IAI Work Plan II), focused its intervention on support of CLMV’s
governments to build capacities and address regional commitments in regards of
connectivity and convergence within the future three-pillar ASEAN Community.
IAI Work Plan II, embracing 182 action lines, addressed AEC (94 lines), ASCC
(78), and APSC (6), whereas 78 were related to policy development and implemen-
tation, 85—capacity building and training. Among others, CLMV’s high officials
were provided with translation of a primer on rules of origin for the purposes of
improving negotiation skills and expertise (Bobowski 2017).

The scale of development gap between ASEAN-6 and CLMV may be indicated
using a set of variables in six policy areas, namely, poverty, human resource
development, infrastructure, tourism, ICT, trade and investment (see: Fig. 1). Note-
worthy, variables were normalized and indexed into a scale between 0 (no gap) to
10 (widest gap) base points. For each variable the ASEAN development gap was
defined by the difference between the average indices of ASEAN-6 and CLMV. As
shown in the ASEAN Integration Report 2015, development gaps between ASEAN-
6 and CLMV still exist, with special regard to poverty-related indicators (4.4), as
well as human resources development (4.0) and infrastructure gap (3.5).

Japan’s policy towards ASEAN in the twenty-first century is characterized by
striving to constrain a new regional sustaining order, and possibly increase its
influence in East Asia in the light of the observed changes in the power system in
the region. The purpose of Japan is to promote and support regional initiatives to
stabilize regional order and prosperity in the region. Critical in the context of the
Japan-ASEAN partnership are collective actions toward improvement of the
ASEAN connectivity and connectivity plus, as well as the successful conclusion
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of the Regional Comprehensive Economic Partnership (RCEP) trade negotiations.
Balancing China’s influence in the region will be conducive to the dynamic devel-
opment of the CLMV countries, and consequently, the reduction of the development
gap to the more developed Member States of ASEAN, accompanied by active US
diplomacy.

The global financial crisis of the first decade of the twenty-first century has
inspired studies by the Economic Research Institute for ASEAN and East Asia
(ERIA), established during the third term of the former Japan’s Prime Minister
Junichiro Koizumi, on the opportunities for deepening economic integration in
East Asia. During the 5th East Asia Summit in October 2010, the “Comprehensive
Asia Development Plan” (CADP) was submitted, whereas at the 16th ASEAN
Summit, the leaders of the Member States adopted the “Master Plan for ASEAN
Connectivity” (MPAC), which was the direct effect of discussions on the concept of
ASEAN connectivity established by the ERIA during the 15th ASEAN Summit in
Cha-am Hua Hin, Thailand in October 2009. The ASEAN connectivity concept has
also focused on intra-regional connectivity within the ASEAN countries, particularly
within the four LDCs, namely Cambodia, Laos, Myanmar and Vietnam. The MPAC
pointed to the three dimensions of ASEAN connectivity, namely, physical, institu-
tional and interpersonal connectivity (Shiraishi and Kojima 2014). Projects initiated
within MPAC were derived from experiences and plans covered by CADP.

Japan, for its part, promoted the concept of ASEAN connectivity. During the 13th
ASEAN Summit in Japan on October 29, 2010, the then Prime Minister of Japan,
Naoto Kan, announced the “Initial Plan for Cooperation on ASEAN Connectivity”,
on the occasion of the next Summit in November 2011, another Japanese Prime
Minister on behalf of the Democratic Party of Japan (DPJ), Yoshihiko Noda, has
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Fig. 1 Development gaps between ASEAN-6 and CLMV. Source: ASEAN (2015, p. 85)
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announced the “List of flagship projects for enhancing ASEAN connectivity”, while
declaring increase in support for the “Formation of the Vital Artery for East-West
and Southern Economic Corridor” and “Maritime Economic Corridor” (Sudo 2015).

In November 2011, the “Sixth East Asia Summit (EAS) Declaration on ASEAN
Connectivity” was adopted, in which the leaders of the 18 states (ASEAN Plus
China, Japan, Republic of Korea, Australia, India, New Zealand, Russia and the
United States) made a commitment to strengthen ASEAN connectivity, opening the
discussion on an expanded regional connectivity concept beyond the ASEAN
framework.

On the occasion of the 10th EAS meeting organized in Kuala Lumpur, Malaysia,
in November 2015, ERIA experts presented the “Comprehensive Asia Development
Plan 2.0” (CADP 2.0), which extended the concept of original CADP with a new
development strategy, emphasizing selection of projects in hard and soft infrastruc-
ture for connectivity and innovation. CADP 2.0 has highlighted the qualitative
aspects of infrastructure, pointing at 120 out of 761 infrastructure projects submitted
in accordance to rank, sector and target criteria, i.e., connectivity or innovation. The
document also outlined the prospect of soft and hard infrastructure development by
2030, using the geographic simulation model IDE/ERIA-GSM (ERIA 2015).

As already stated, promoting connectivity within South East Asian region was
critical in the context of the 2015 ASEAN Economic Community project, under
which active engagement of the ASEAN’s Dialogue Partners, including Japan, was
expected. For its part, Japan responded to the needs of ASEAN countries in an
attempt to strengthen its political position in East Asia.

3 Official Development Assistance (ODA) of Japan
for ASEAN Countries in the Twenty-First Century

Japan’s Official Development Assistance (ODA) program evolved through the
years, the turn of twentieth and twenty-first century was the period of revisions
aimed at adjustment to rapidly changing international environment after the end of
the Cold War, including emergence of multi-polar world and technological revolu-
tion (Solis and Urata 2007). An important step toward modernization of ODA was
adoption of ODA Charter in 1992 to outline the agenda of the program for the
twenty-first century. In the following years two revisions of ODA Charter were
made, in 2003 and 2014.

The latter, announced on the occasion of the 60th anniversary of the program,
embraced three main directions of change, addressed by the head of Japanese
diplomacy Kishida in his speech of March 28, 2014 entitled “An Evolving ODA:
For the World’s Future and Japan’s Future” (Kishida 2014):

– promoting inclusiveness, sustainable development and flexibility in global
debates on social inequalities, women’s rights, health and climate change;
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– peace, stability and security as foundations of development (engagement in
peacekeeping missions, democratization, security structures reform, in coopera-
tion with NGOs and international organizations);

– strengthening partnerships with a variety of actors, i.e. the business community,
non-governmental organizations, local governments, international and regional
organizations, to achieve synergies.

Ishikane, already mentioned Director General of the International Cooperation
Office of MOFA, spoke in this context about the need for development cooperation
in the ODA format of both public and private actors at local, national and transna-
tional level to address the economic and political challenges of the twenty-first
century (Kawasaki 2014).

In view of the available data for the 1960–2014 period, the cumulative net flows
of Japan’s Official Development Assistance for nearly 190 countries and territories
exceeded USD 241.94 billion, of which only in 2001–2014—USD 98.23 billion.
Between 2001 and 2014, the net payers were not only the two largest ASEAN
economies, Indonesia and Thailand, but also the Republic of Korea (negative
cumulative net flows for 2001–2004 of USD 623.74 million). The Republic of
Korea’s participation in the Japan’s ODA program covers the years 1962–2004,
cumulative net flows have reached USD 495.93 million, the negative annual balance
occurred between 1983–1986, 1993–1994 and 1996–2004. China maintained a
cumulative balance of USD 2.63 billion (a drop in net flows from 2006 to 2014
from a positive balance USD 1.06 billion to a negative USD 885.67 million). China
has been participating in Japan’s ODA program since 1979, cumulative net flow at
the end of 2014 has reached USD 17.9 billion, a negative annual balance has been
recorded since 2010. A significant recipient of ODA in the period 1960–2014 was
India, which recorded a cumulative net development assistance of USD 14.15
billion, remaining net beneficiary throughout this period (World Bank 2017).

The net flows of Official Development Assistance from Japan to the ASEAN
countries reached USD 14.58 billion between 2001 and 2014, with the positive
balance for the four least-developed ASEAN Member States, CLMV, exceeding
USD 18 billion. Vietnam (USD 11.87 billion), followed by Myanmar (USD 3.3
billion), Cambodia (USD 1.72 billion), and Laos (USD 1.12 billion) were the largest
net recipients. ASEAN countries with the highest income per capita, i.e. Brunei
Darussalam and Singapore, participated in the 2001–2004 ODA flows, receiving
USD 980,000 and USD 9.04 million, respectively, whereas the two largest nominal
economies of ASEAN, i.e. Indonesia and Thailand, were the net payers in years
2001–2014, with a negative balance of USD 1.11 billion and USD 3.36 billion,
respectively. The positive net balance of the Philippines and Malaysia has also
gradually declined, with the value of loan repayments gradually increasing over
the value of ODA payments at the end of the first decade of the twenty-first century.
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3.1 Review of ODA Projects in ASEAN, Funded by JICA,
2001–2016

The following part of the paper is the review of projects implemented in the ASEAN
countries under ODA by the JICA loan fund (see: Tables 1, 2, 3, 4, 5, 6, 7, 8). Loans
offered to ASEAN countries under ODA have three characteristics, namely, prefer-
ential interest of 0.01–1% (rarely, 1.1–2.2%), maturity period of 30–40 years (rarely
20–25 years) and a 10-year grace period.

Between 2001 and 2016, eight ASEAN countries—with the exception of Singa-
pore and Brunei Darussalam—have been provided with 313 low-interest loans under
Official Development Assistance from JICA amounted to JPY 5.01 trillion. The
majority, namely, 37.84% of the total amount, i.e. JPY 1.89 trillion, was received in
the form of 124 loans by Vietnam, followed by Indonesia (26.45%, i.e. JPY 1.33
trillion in 86 loans) and the Philippines (17.08%, i.e. JPY 855.88 billion in 48 loans).
The remaining five JICA beneficiary countries, i.e. Cambodia, Lao PDR, Malaysia,
Myanmar and Thailand, received 55 loans amounted to JPY 933.88 billion. To a
large extent, due to Vietnam, four less developed ASEAN member countries
(CLMV) have received a total of 48.08% of allocation, then, nearly JPY 2.41 trillion
under 164 loans. The 109 loans redistributed among eight ASEAN states addressed
transport sector, namely, roads (49), railways (26), bridges (20), airports and mar-
itime ports (19). Another 55 loans were allocated from JICA funds for projects in the
social services and energy sectors—in case of the former, mainly for water supply
and sewerage projects (26), infrastructure in urban and rural areas (10), education
(8), in case of the latter—power plants (34), transmission lines and distribution
networks (14). Furthermore, 40 projects were dedicated to commodity loans, 28—
irrigation and flood protection. In the Philippines, Indonesia and Vietnam, individual
projects in the fields of agriculture, fisheries, forestry or multi-sectoral environmental
protection were also implemented.

Vietnam, the largest beneficiary of ODA among ASEAN countries in the ana-
lyzed period, has raised JICA funds for 53 projects in the transport sector, including
21 for roads, 16—bridges and 9—railways. The most important projects include the
expansion of the urban rail network in the metropolitan area of Ho Chi Minh City
within the districts of Ben Thanh and Suoi Tien (the three stages of the project were
financed by loans of JPY 155.37 billion in 2007, 2012 and 2016) and bridge
construction Nhat Tan Bridge, known as the “Bridge of Friendship between Vietnam
and Japan”, funded with loans totaling JPY 54.17 billion in 2006, 2011 and 2013.
Another 24 loans were granted to projects in the social services sector in Vietnam, in
particular, water supply and sewage (16), i.e. improvement of water quality in
metropolitan Ho Chi Minh City (five loans in 2003, 2006, 2008, 2010 and 2016
for the amount of JPY 55.82 billion). In the context of social services, it is also worth
recalling the project of Cho Ray Hospital expansion in Ho Chi Minh City, called the
“Vietnam-Japan Friendship Hospital”, to which JICA has granted a loan of JPY
28.61 billion in 2015. The third largest pool of projects was implemented by JICA in
the energy sector (21), with 17 projects involving the construction/modernization of
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the power plants, i.e. the power plant in Thai Binh province, financed by loan of JPY
54.98 billion approved in 2016. Vietnam has also received 15 commodity loans to
finance subsequent loan programs to reduce poverty, adapt to climate change, and to
improve competitiveness and economic governance. Two projects in the irrigation
and flood protection sector concerned the area between Phan Thiet and Phan Ri

Table 3 Projects qualified for funding in Lao PDR under ODA by JICA loan fund in 2001–2016

Project title (date
of approval) Sector

Budget
(billion
JPY)

Project title (date
of approval) Sector

Budget
(billion
JPY)

Second Mekong
International
Bridge Con-
struction Project
(2001)

Transport
(bridges)

4.01 Greater Mekong
Power Network
Development Pro-
ject (Lao PDR)
(2005)

Electricity and
gas (transmis-
sion lines and
distribution
systems)

3.33

Second Poverty
Reduction Sup-
port Operation
(2007)

Commodity
loans

0.50 Third Poverty
Reduction Sup-
port Operation
(2008)

Commodity
loans

0.50

Budget
Strengthening
Support Loan
(2009)

Commodity
loans

1.50 Southern Region
Power System
Development Pro-
ject (2012)

Electricity and
gas (transmis-
sion lines and
distribution
systems)

4.17

Nam Ngum
1 Hydropower
Station Exten-
sion Project
(2013)

Electricity and
gas (power
plants)

5.55 Ninth Poverty
Reduction Sup-
port Operation
(2014)

Commodity
loans

0.50

Vientiane Inter
national Airport
Terminal Expan
sion Project
(2014)

Transportation
(airports)

9.02 Vientiane Capital
Water Supply
Expansion Project
(2016)

Social services
(water supply,
sewage)

10.27

Source: Own elaboration based on JICA (2017)

Table 4 Projects qualified for funding in Malaysia under ODA by JICA loan fund in 2001–2016

Project title (date of
approval) Sector

Budget
(billion
JPY)

Project title
(date of
approval) Sector

Budget
(billion
JPY)

Pahang-Selangor Raw
Water Transfer Project
(2005)

Social ser-
vices (water
supply,
sewage)

82.04 Higher Educa-
tion Loan
Fund Project
(III) (2006)

Social ser-
vices
(education)

7.64

Development Project for
Malaysia-Japan Interna-
tional Institute of Technol-
ogy (2011)

Social ser-
vices
(education)

6.70

Source: Own elaboration based on JICA (2017)
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(2006, JPY 4.87 billion) and Nghe province in the north of the country (2013, JPY
19.12 billion).

The second largest beneficiary of JICA loans was Indonesia, which carried out
mainly investments in the energy sector (23) and transport (17) in the analyzed
16 year period. In the first of the mentioned sectors were obtained, among others.
Fifteen loans for the expansion of the power plant network, i.e. two power plants

Table 5 Projects qualified for funding in Myanmar under ODA by JICA loan fund in 2001–2016

Project title
(date of
approval) Sector

Budget
(billion
JPY)

Project title
(date of
approval) Sector

Budget
(billion
JPY)

Social and Eco-
nomic Devel-
opment Support
Loan (2013)

Social Ser-
vices (Other
Services)

198.88 Urgent Rehabili-
tation and
Upgrade Project
Phase I (2013)

Electricity and gas
(other)

14.05

Regional
Development
Project for Pov-
erty Reduction
Phase I (2013)

Social ser-
vices (urban/
rural public
infrastructure)

17.00 Infrastructure
Development
Project in
Thilawa Area
Phase I (2013)

Other 20.00

Yangon-Man-
dalay Railway
Improvement
Project Phase I
(I) (2014)

Transport
(railways)

20.00 The Infrastruc-
ture Develop-
ment Project in
Thilawa Area
Phase II (2014)

Transportation
(roads)

4.61

Irrigation
Development
Project in
Western Bago
Region (2014)

Irrigation and
flood
protection

14.87 Greater Yangon
Water Supply
Improvement
Project (2014)

Social services
(water supply,
sewage)

23.68

National Power
Transmission
Network
Development
Project Phase I
(2015)

Electricity
and gas
(transmission
lines and dis-
tribution
systems)

24.68 Communication
Network
Improvement
Project (2015)

Telecommunication 10.50

Project for the
Development of
Finance for
Small and
Medium-sized
Enterprises
(2015)

Other 5.03 Power Distribu-
tion Improve-
ment Project in
Yangon Phase I
(2015)

Electricity and gas
(transmission lines
and distribution
systems)

6.11

Infrastructure
Development
Project in
Thilawa Area
Phase I
(II) (2015)

Transport
(ports)

14.75

Source: Own elaboration based on JICA (2017)
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Table 6 Projects qualified for funding in the Philippines under ODA by JICA loan fund in 2001–
2016

Project title (date
of approval) Sector

Budget
(billion
JPY)

Project title (date
of approval) Sector

Budget
(billion
JPY)

The Laoag River
Flood Control and
Sabo Project
(2001)

Irrigation and
flood
protection

6.31 Sustainable Envi-
ronmental Man-
age. Project In
Northern Pala-
wan (2001)

Social services
(multi-sectoral
environmental
protection)

2.03

Selected Airports
(Trunkline)
Development Pro-
ject Phase II
(2001)

Irrigation and
flood
protection

11.74 Rural Road Net-
work Develop-
ment Project—
Phase III (2001)

Transportation
(roads)

6.21

Mindanao Sus-
tainable Settle-
ment Area
Development Pro-
ject (2001)

Social services
(urban/rural
public
infrastructure)

6.52 Metro Manila
Interchange Con-
struction Project
(Phase V) (2001)

Transportation
(roads)

5.54

Help For Catubig
Agricultural
Advancement
Project (2001)

Social services
(urban/rural
public
infrastructure)

5.21 Arterial Road
Links Develop-
ment Project—
Phase V (2001)

Transportation
(roads)

8.29

Agno River Flood
Control Project—
Phase II-B (2001)

Irrigation and
flood
protection

2.79 Subic-Clark-Tar-
lac Expressway
Project (2001)

Transportation
(roads)

59.04

Urgent Bridges
Construction Pro-
ject for Rural
Development
(2002)

Transport
(bridges)

18.49 Northern Luzon
Wind Power Pro-
ject (2002)

Electricity and
gas (power
plants)

5.86

New Communica-
tions, Navigation
and Surveillance/
Air Traffic Man-
agement
(CNS/ATM) Sys-
tems Develop-
ment Project
(2002)

Transportation
(airports)

22.05 Improvement of
the Marine
Disaster
Response and
Environmental
Protection Sys-
tem Project
(2002)

Transport
(maritime
transport)

9.36

Iloilo Flood Con-
trol Project
(II) (2002)

Irrigation and
flood
protection

6.79 Bago River Irri-
gation System
Rehabilitation
and Improvement
Project (2002)

Irrigation and
flood
protection

3.22

Arterial Road
Links Develop-
ment Project
(VI) (2002)

Transportation
(roads)

6.72 Subic Bay Free-
port Environment
Management
Project (Phase II)
(2003)

Transport
(ports)

0.99

(continued)
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Table 6 (continued)

Project title (date
of approval) Sector

Budget
(billion
JPY)

Project title (date
of approval) Sector

Budget
(billion
JPY)

Autonomous
Region In Muslim
Mindanao Social
Fund For Peace
and Development
Project (2003)

Social services
(urban/rural
public
infrastructure)

2.47 Central Minda-
nao Road Project
(2003)

Transportation
(roads)

3.72

Arterial Road
Bypass Project—
Phase I—Plaridel i
Cabanatuan
(2004)

Transportation
(roads)

6.22 Pasig-Marikina
River Channel
Improvement
Project (Phase II)
(2007)

Irrigation and
flood
protection

8.53

Pinatubo Hazard
Urgent Mitigation
Project (Phase III)
(2007)

Irrigation and
flood
protection

7.60 Agrarian Reform
Infrastructure
Support Project
(Phase III) (2007)

Social services
(urban/rural
public
infrastructure)

11.80

Environmental
Development Pro-
ject (2008)

Social Services
(Other
Services)

24.85 Development
Policy Support
Program
(II) (2009)

Commodity
loans

9.29

Logistics Infra-
structure Devel-
opment Project
(2009)

Social Services
(Other
Services)

30.38 Agricultural
Credit Support
Project (2009)

Social Services
(Other
Services)

14.61

Emergency Bud-
get Support Japa-
nese ODA Loan
(2010)

Commodity
loans

13.83 Development
Policy Support
Program
(3) (2010)

Commodity
loans

9.22

Post Ondoy and
Pepeng Short-
Term Infrastruc-
ture Rehabilitation
Project (2010)

Other 9.91 Road Upgrading
and Preservation
Project (2011)

Transportation
(roads)

40.85

Forestland Man-
agement Project
(2012)

Agriculture,
forestry and
fisheries
(forestry)

9.24 Pasig-Marikina
River Channel
Improvement
Project (Phase 3)
(2012)

Irrigation and
flood
protection

11.84

National Irrigation
Sector Rehabilita-
tion and Improve-
ment Project
(2012)

Irrigation and
flood
protection

6.19 Mindanao Sus-
tainable Agrarian
and Agriculture
Development
Project (2012)

Agriculture,
forestry and
fisheries
(agriculture)

6.06

Flood Risk Man-
agement Project
for Cagayan
River, Tagoloan
River and Imus
River (2012)

Irrigation and
flood
protection

7.55 Central Luzon
Link Expressway
Project (2012)

Transportation
(roads)

22.79

(continued)
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located in the northern part of Jakarta—Tanjung Priok (2004: JPY 58.68 billion) and
Muara Karang (2003: JPY 55.75 billion). There is also a project funded by two loans
from 2010 and 2015, to build transmission lines linking the islands of Java and
Sumatra, totaling JPY 99.9 billion. Among the transport undertakings, the railway
investment was of key importance in the period under consideration—out of the ten
JICA loans, two of them were awarded in 2009 and 2015 for the construction of the
Jakarta Rapid Transit System, for a total of JPY 123.37 billion. Like Vietnam, the
largest economy in ASEAN has raised 15 commodity loans distributed through
development policy programs, infrastructure reforms, revitalization and natural
disaster management, and adaptation to climate change. Twelve loans from 2001
to 2016 were allocated from JICA funds to projects in the irrigation and flood
protection sector (the largest pool of the eight ASEAN countries analyzed), 11 in
the social services sector. Key projects in the first of these sectors include the
construction of a decentralized irrigation system in the eastern region of Indonesia
(2002, JPY 27.04 billion), as well as investments in the Progo River Basin, mountain

Table 6 (continued)

Project title (date
of approval) Sector

Budget
(billion
JPY)

Project title (date
of approval) Sector

Budget
(billion
JPY)

Arterial Road
Bypass Project
(Phase 2) (2012)

Transportation
(roads)

4.59 Development
Policy Support
Program-
Investment Cli-
mate (2012)

Commodity
loans

7.78

New Bohol Air-
port Construction
and Sustainable
Environment Pro-
tection Project
(2013)

Transportation
(airports)

10.78 Capacity
Enhancement of
Mass Transit
Systems in Metro
Manila Project
(2013)

Transport
(railways)

43.25

Post Disaster
Stand-by Loan
(2014)

Commodity
loans

50.00 Metro Manila
Interchange Con-
struction Project
(VI) (2015)

Transportation
(roads)

7.93

Flood Risk Man-
agement Project
for Cagayan de
Oro River (2015)

Irrigation and
flood
protection

11.76 Metro Manila
Priority Bridges
Seismic
Improvement
Project (2015)

Transport
(bridges)

9.78

Davao City
Bypass Construc-
tion Project
(South and Center
Sections)

Transportation
(roads)

23.91 South Commuter
Railway Project
(Malolos—
Tutuban) (2015)

Transport
(railways)

241.99

Source: Own elaboration based on JICA (2017)
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ranges of Merapi and Bawakaraeng (2005, JPY 16.44 billion), and the city of
Semarang (2006; JPY 16.30 billion). Interestingly, in the second of the areas of
intervention, projects in the field of education dominated—funding for infrastructure
development and development of research facilities were obtained by, among others,
Syarif Hidayatullah State Islamic University, University of Indonesia, Hasanuddin
University and Bandung Institute of Technology. Three water and sewage projects
concerned Denpasar, Mamminasata and Jakarta.

Of the 48 loans granted to Philippines during the same period, 20 addressed
transport sector, in particular road investments (12). The most important projects in
this sector include the construction of the Subic-Clark-Tarlac four-lane expressway

Table 7 Projects qualified for funding in Thailand under ODA by JICA loan fund in 2001–2016

Project title (date
of approval) Sector

Budget
(billion
JPY)

Project title (date
of approval) Sector

Budget
(billion
JPY)

Second Mekong
International
Bridge Construc-
tion Project
(2001)

Transport
(bridges)

4.08 Transmission Sys-
tem and Substation
Development Pro-
ject (2002)

Electricity and
gas (transmis-
sion lines and
distribution
systems)

2.33

Second Bangkok
International
Airport Develop-
ment Project
(V) (2002)

Transportation
(airports)

34.78 Construction of
230 kV Under-
ground Transmis-
sion Line between
Bangkapi and
Chidlom Substa-
tion Project (2002)

Electricity and
gas (transmis-
sion lines and
distribution
systems)

10.39

Second Bangkok
International
Airport Develop-
ment Project
(VI) (2002)

Transportation
(airports)

44.85 Second Bangkok
International Air-
port Development
Project (VII)
(2005)

Transportation
(airports)

35.45

Mass Transit
System Project
in Bangkok
(Purple Line)
(I) (2008)

Transport
(railways)

62.44 Mass Transit Sys-
tem Project in
Bangkok (Red
Line) (I) (2009)

Transport
(railways)

63.02

Eighth Bangkok
Water Supply
Improvement
Project (2009)

Social services
(water supply,
sewage)

4.46 Mass Transit Sys-
tem Project in
Bangkok (Purple
Line) (2) (2010)

Transport
(railways)

16.64

Chao Phraya
River Crossing
Bridge at
Nonthaburi
1 Road Con-
struction Project
(2010)

Transportation
(roads)

7.31 Mass Transit Sys-
tem Project in
Bangkok (Red
Line) (II) (2015)

Transport
(railways)

38.20

Source: Own elaboration based on JICA (2017)
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in the north of Manila, with JICA financing of JPY 59.04 billion (allocation in 2001),
and two ODA projects in rail transport—construction of a fast rail link between
Malolos City and Tutankhanen in Manila, where the JICA loan amounted to JPY
241.99 billion (2015) and the expansion of the metro network in Manila at JPY 43.25
billion (2013). The Philippines also implemented the second largest number of
projects (after Indonesia) in the irrigation and flood protection sector (11), with
special regard to Pasig-Marikina River’s total investment of JPY 11.84 billion
(2012) and the flood control system on the Cagayan de Oro River in Mindanao
(JPY 11.76 billion). Between 2001 and 2016, the Philippines received eight loans
from the JICA funds to the social services sector, i.e. logistics infrastructure devel-
opment (2009, JPY 30.38 billion), environmental development (2008, JPY 24.85
billion) and agricultural loans (2009, JPY 14.61 billion). There were also five
commodity loans dedicated to the development policy program, reserve fund for
ODA loan funds and assistance in the face of natural disasters. The only energy
project financed by ODA loan was the construction of a wind farm in the northwest
part of the Philippines’ most populated island, Luzon (2002, JPY 5.86 billion).

The fourth largest number of JICA loans in ASEAN in the analyzed period was
granted to Cambodia—17, however, the value of funding was significantly lower
than that of Myanmar and Thailand—JPY 100.04 billion, compared to 374.16 and
323.95 billion, respectively (the latter two countries received 13 and 12 loans,
respectively). Nearly half of the funds addressed to Cambodia was spent on projects
in the transport sector (five loans), in particular, the development of road connections
of the national road no. 5 i.e. Thlea Ma’am—Battambang, Sri Sophorn—Poipet,
Prek Kdam—Thlea Ma’am and Battambang—Sri Sophorn (four loans totaling JPY
47.06 million in years 2013–2016). Three energy projects have also been
implemented, namely the development of the Greater Mekong Region’s energy
network (2007; JPY 2.63 billion) and two transmission line and distribution network
projects around Phnom Penh City (2014–2015, JPY 10.30 billion), two water and
sewage projects in Siem Reap in the north-west of the country (2012, JPY 7.16
billion) and Niroth (2009, JPY 3.51 billion). Between 2004 and 2009, four projects
were implemented to develop the seaport infrastructure in Sihanoukville Province in
the south-west of the country, including the construction of a multipurpose terminal
and the development of a special economic zone for a total of JPY 15.47 billion. Two
projects in the irrigation and flood protection sector were carried out in the south-
western part of Phnom Penh City (2014, JPY 5.61 billion) and on the west side of
Tonle Sap (2011, JPY 4.27 billion). The Greater Mekong Region also implemented a
project to develop a telecommunications network (the so-called Cambodia Growth
Corridor), worth of JPY 3.03 billion (2002). For the purpose of fighting poverty, a
loan of JPY 1 billion was acquired in 2002.

Myanmar, which in the same period acquired 13 ODA loans from JICA, has spent
most of its funds to support social and economic development (2013, JPY 198.88
billion). Transit projects involved modernizing the railway connection Yangon-
Mandalay (2014, JPY 20 billion), developing port and road infrastructure in the
Thilava Special Economic Zone (three loans in 2013–2015, JPY 39.36 billion).
Using ODA loans, nationwide transmission line and distribution system projects
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were funded (two loans amounted to JPY 30.79 billion in 2015), as well as
Cambodia’s telecom network expansion project (2015, JPY 10.50 billion). In the
above mentioned agglomeration of Yangon—former capital of the country—a water
and sewerage project worth JPY 23.68 billion (2014) was also implemented. It is
also worth noting that the SME loan of JPY 5.03 billion was granted in 2015 to
finance small and medium enterprises.

Thailand has implemented 12 projects under ODA loans, 9 of which in the
transport sector—4 concerning rail infrastructure and 3 air transport. Construction
of high-speed rail network within the so-called red and purple threads in the
metropolitan area of Bangkok were financed by four loans from 2008 to 2010
and 2015 with a total value of JPY 180.3 billion. In 2002 and 2005, three projects
related to the development of Bangkok International Airport totaling JPY 115.08
billion were implemented. In addition, two energy projects were implemented in the
capital city concerning the construction of transmission lines and distribution sys-
tems within the Bangkapi and Chidlom districts, totaling JPY 12.72 billion (2002).
In 2009, a loan of JPY 4.46 billion for a water and sewerage investment in Bangkok
was obtained. One year later, funding for the bridge over the Chao Phraya River was
awarded (JPY 7.31 billion).

Among Laos’s 10 ODA projects, commodity loans for poverty reduction and
central budget support were dominant. Energy projects related to the construction of
a hydroelectric power plant on the Nam Ngum River (2013, JPY 5.55 billion),
transmission lines and distribution systems within the Greater Mekong Region
(2005, JPY 3.33 billion) and the South Region (2012, JPY 4.17 billion). The only
water and sewerage project in the analyzed period covered Vientiane (2016, JPY
10.27 billion), where also JICA funds of JPY 9.02 billion allocated in 2014 financed
the extension of the international airport terminal. The second project in the transport
sector, financed by the loan of JPY 4.01 billion from 2001, involved the construction
of an international bridge over the Greater Mekong Region.

Three projects funded by JICA inMalaysia concerned social services, specifically
education and water and sewage networks. The grant was awarded to the Malaysia-
Japan International Institute of Technology (2011, JPY 6.70 billion), the Higher
Education Loan Fund (2006, JPY 7.64 billion), and the construction of a water and
sewage system linking the third largest city in the country—Pahang with the state on
the West Coast of the Malaysian Peninsula—Selangor (2005, JPY 82.04 billion).

3.2 ODA Projects in ASEAN Under Multilateral Assistance
Programs

By implementing in practice the concept of partnership with international organiza-
tions, as articulated by Minister Kishida in 2014, Japan spends ODA funds on
initiatives undertaken under the auspices of international organizations and agencies,
dedicated in particular to humanitarian and environmental issues.
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An example of this kind of cooperation was announced by Japan in March 2015
on the occasion of the 3rd United Nations World Conference on Disaster Risk
Reduction—Sendai Cooperation Initiative for Distinctive Risk Reduction, under
which USD 4 billion of financial assistance and training of 40 thousand government
officials and local leaders in years 2015–2018 were announced (MOFA 2015). In
Vietnam a technical assistance project has been launched to raise awareness and
prepare the public for the risk of natural disasters. The Philippines became the
beneficiary of special ODA loans for the recovery of Yolanda’s tsunami (November
2013)—SECURE (Stand-by Emergency Credit for Urgent Recovery) (Trajano
2016).

In parallel to the JICA funds, the central and eastern territories affected by the
aforementioned cataclysm in 2014 were funded by a USD 20 million grant from the
Japan Fund for Poverty Reduction (JFPR). In the same year, Myanmar received
USD 22 million under two grants to improve the quality of life in rural areas and the
prevention of HIV/AIDS, while Cambodia and Thailand received two grants and
technical assistance for the development of flood infrastructure. The JPFR,
established in May 2000 in the structure of the Asian Development Bank (ADB),
offers assistance to emerging member states of this regional financial institution in
the form of project grants and technical assistance. Poverty reduction initiatives
assume direct involvement of non-governmental organizations and various civil
society organizations. In total, in the years 2001–2014, seven ASEAN countries
received 55 project grants: Philippines (10 grants, USD 36 million), Indonesia
(8, USD 16.45 million), Cambodia (13, USD 24.22 million), Laos (8, USD 11.36
million), Myanmar (3, USD 26 million), Thailand (1, USD 1.2 million) and Vietnam
(12, USD 16.53 million). The support was addressed to, among others, poorer social
groups living in the provinces of Negros Occidental, Manila and Mindanao in the
Philippines, Aceh in Indonesia, Phnom Penh, Tonle Sap lakes and central and
southern areas of Cambodia, Houaphanh province and territories around the Nam
Ngum river in Laos, and Thanh Hoa and Quang Nam provinces in Vietnam. Funds
were spent on infrastructure projects in the sectors of communal economy, agricul-
ture and health care, as well as women’s social promotion and micro-
entrepreneurship. ASEAN countries also received two regional grants dedicated to
the Greater Mekong Subregion, Indonesia and the Philippines, aimed at increasing
the well-being of fishing communities and residents of urban transit areas (ADB
2016).

4 Conclusions

ASEAN, highly successful 50-year old grouping, initially established as anti-
communist coalition of Southeast Asian states, evolved and enlarged through the
decades to address socio-economic and security agendas. Contemporary
intraregional challenges involve development gaps in terms of, among others,
poverty, humans resources development and infrastructure between more developed
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ASEAN-6 and the followers, namely, CLMV. Recognizing the importance of
narrowing the distance and induce convergence of the lower income societies in
the region, ASEAN is seeking for financial and technical assistance through dialogue
partnerships with countries like Japan.

The 60-year old Official Development Assistance (ODA) program by Japan
proved to be appropriate addressee of ASEAN’s demands in regards of physical,
as well as institutional and interpersonal connectivity. The majority of
313 low-interest loans provided by JICA to eight ASEAN member states in years
2001–2016, amounted to JPY 5.01 trillion, addressed infrastructure gap, then, would
contribute to improvement of physical connectivity of Southeast Asia. As indicated
above, 109 JICA loans addressed transport sector in ASEAN, 55—social services
and energy sector, 28—irrigation and flood protection, whereas 40 were
redistributed in the form of commodity loans i.e. to combat poverty or respond to
climate changes. Noteworthy, four less developed countries, awarded with 164 loans
accounting for 48.08% of total regional allocation, were the largest net recipients of
assistance, with positive net balance exceeding USD 18 billion only in years
2001–2014.

Japan proved to be solid, trustworthy partner of ASEAN for the last 40 years.
Thus, financial and technical support provided through JICA, as well as JFPR in the
form of bilateral or multilateral assistance under international organizations and
agencies’ initiatives and programs contribute to progress of regional integration
processes centered around ASEAN. An emphasis put on inclusiveness, sustainable
development, peace, security and stability as foundations of development, as well as
partnerships with NGOs, businesses, international organizations, local governments
and the other private actors in the revised ODA agenda would better serve Southeast
Asia, challenged not only by the infrastructure and poverty gap, but also political
instability, health or environmental threats.
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Oversight of National Pharmacies Market
Regulations Exercised by the Court
of Justice of the European Union

Wojciech Szydło

Abstract The experiences of many EU Member States have demonstrated that the
proper functioning of pharmacies is impossible in conditions of total liberalization of
regulations governing their establishment. For this reason, in many Member States
existing anti-concentration regulations related to the pharmacy market are being
continually expanded. The aim of the present paper is to demonstrate, based on
conclusions from judgements and rulings issued by the Court of Justice of the
European Union, that anti-concentration regulations concerning the pharmacies
market are designed to protect effective competition by being functional instruments
for achieving the ultimate goals such as: lowered prices of pharmaceuticals and
medical products; enhanced availability and diversity of such products in the form of
alternatives and substitutes; forcing greater effort to care for the good of consumers
in pharmacies, and encouraging activities to boost quality and innovation; reducing
the market strength of large enterprises operating in the framework of consortiums
(including international capital groups), which frequently apply exclusionary poli-
cies detrimental not only to the interests of smaller enterprises, but also of consumers
of pharmacies. The analyses will also demonstrate that the introduction of anti-
concentration regulations is compatible with the Treaty on the Functioning of the
European Union in respect of freedom of enterprise and provision of services.
Indeed, the above-mentioned limitations can infringe the right to free trans-border
commercial activity and provision of trans-border services contained in Art. 49 and
Art. 56 TFEU, but at the same time they are enacted for realization of the so-called
imperative requirements in the general interest, for protection of human health and
life, and for the safety of patients; additionally, they must meet the test of propor-
tionality in respect to those values.
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1 Introduction

Among the objectives of sectoral antitrust regulations is reduction of the level of
concentration of market strength in a given sector of economy. These regulations are
a component of efforts to bring down the level of concentration in a given market
sector measured in particular through the market share and market strength of
individual entities operating in a given sector (Skoczny 2009; Motta 2004; Szydło
2010a). Thus, while the immediate objective of anti-concentration regulations is to
satisfy the need to reduce economic concentration in a given sector, of no lesser
importance is achievement of certain desirable conditions from the general economic
and social perspective. By the same token, the most important objective of this type
of regulation would seem to be protection of effective competition on the market, as
well as ensuring the occurrence of socially desirable effects, such as: greater
allocational efficiency (manifested in lower prices and greater accessibility of
goods for consumers, as well as greater diversity and quality); greater production
efficiency (manifested in efforts by enterprises to reduce their costs or prevent the
increase in the costs); greater dynamic efficiency (understood as technical and/or
technological progress, bringing new products to market, innovation in production,
refinements in consumer service processes); reduction in the market strength of the
largest entities with a dominant and/or monopolist position (whose influence in the
public sphere can pose a threat to democratic political processes); consistent disper-
sion of market strength across a greater number of market participants and protection
of the interests of small and medium-size enterprises, which is always a desirable
element in the structure of economic entities active on the market (Szydło 2006;
Nazzini 2011; Blair and Sokol 2012).

2 The Necessity of Anti-concentration Regulations
on the Pharmacies Market

Anti-concentration regulations within the framework of the pharmaceutical market
and referring to the pharmacies sector can be found in every EU Member State. For
example, in Polish pharmaceutical legislation this role is played by Art. 99(3) of the
Pharmaceutical Law of 6 September 2001. Their objective is to protect efficient
competition in particular pharmacies markets, i.e. local, regional, and national
markets. They facilitate the achievement of ultimate aims, such as: reduction in the
prices of pharmaceuticals and medical products; increased availability and diversity
in the form of alternative products; greater attention to the good of consumers of
pharmacies, as well as initiatives and measures aimed at improving quality and
innovation; reduction in the market strength of large enterprises operating within the
framework of consortia (including international capital groups) and frequently
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engaged in exclusionary practices (Kohutek 2012), harmful not only to the interests
of smaller enterprises but also to those of consumers. Without legal restrictions, there
will be a greater number of pharmacies, which can be disadvantageous to partici-
pants of the sector under discussion. Market practices, including policies for the sale
of medicinal products, those of large capital groups operating a massive number of
pharmacies (so-called network pharmacies), dictated purely by economic interests
aimed at achieving the highest possible profits, would appear to be harmful to
individuals using pharmacies. Among these practices we may identify the following:
supplying pharmacies primarily with those pharmaceuticals that sell quickly and in
volume; suspending supplies of pharmaceuticals that are sold in small quantities and
do not generate large profits for owners of pharmacies in spite of their importance in
protecting the health and life of patients; frequent infringements of restrictions on
advertising pharmacies and their activities; forcing pharmacists and their owners to
engage in unethical or even unlawful actions that generate tremendous profits for the
owners of large capital groups and entities operating network pharmacies
(e.g. ordering them to sell restricted pharmaceuticals without a prescription,
recommending that prescriptions be filled after expiration or filling duplicates of
prescriptions form other pharmacies, requiring point-of-sale marketing, financial
blackmail used against pharmacists and other employees for failure to meet sales
targets, forcing those employees to engage in unlawful advertising of medicinal
products). Networks of pharmacies operated by highly-concentrated capital groups
are quite frequently used to generate illegal income, such as their involvement in the
so-called “reversed pharmaceuticals supply chain”. This practice consists in the
unlawful obtaining of medicinal products for export, and hampers the provision of
needed pharmaceuticals to pharmacies in the country, as well as leads to the
acquisition of substances used in the production of narcotics. Another frequent
practice is that of entities operating pharmacies being linked by capital groups
with enterprises operating pharmaceutical wholesalers or as intermediaries in the
sale of medicinal products, which places the pharmacies linked by capital with those
enterprises in a privileged position. Pharmacies operated by enterprises acting as
individual entities (individual pharmacies) are thereby discriminated against in
respect of supplies of pharmaceuticals at the hands of large networks of pharmaceu-
tical wholesalers which are themselves frequently owners of pharmacy networks
(Justification for the draft bill on amending the Pharmaceuticals Act 2016; Szydło
2017). The continually growing concentration of the pharmacies market is causing a
rise in the occurrence of the pathologies detailed above, which is detrimental to both
competition and consumers.

Anti-concentration regulations counteract the phenomena listed above, provide
for higher levels of competition, and protect the interests of consumers. They are
enacted in the public interest, in order to protect consumers from actions that threaten
their health, life, and safety. By the same token, they are beneficial in materializing
the right of individuals to protection of their health, and they also shield enterprises
and consumers from dishonest market practices. They lead to greater economic and
social efficiency of the general pharmacies market, as well as greater care for the
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good of individual pharmacies on the part of entities operating them by reducing
their market strength.

One element of the anti-concentration regulations is the introduction of a require-
ment that pharmacies be operated exclusively by a pharmacist in possession of a
license to practice the profession, or a company the focus of whose activities are
limited to the operation of pharmacies and whose partners are exclusively licensed
pharmacists. Indeed, only pharmacists, engaged in the practice of a profession of
public trust, as members of the pharmacists’ professional governing autonomous and
subject to the principles of professional ethics and deontology, can ensure the proper
functioning of a pharmacy while fully respecting the law and acting in the best
interests of patients.

Another manner of effecting anti-concentration in the pharmacies market is the
severing of all capital and/or corporate ties between entities operating pharmacies
accessible to the general public, and enterprises operating pharmaceutical whole-
salers and/or engaged as intermediaries in the sale of medicinal products. In the
literature it is held that this is a sort of unbundling in the pharmacies sector,
analogous to the obligatory unbundling present in some of the so-called network
sectors of the economy (Szydło 2010b). This means that individuals operating
pharmacies or the owners (partners) of entities operating pharmacies cannot at the
same time be partners in companies operating pharmacy wholesalers and/or engaged
as intermediaries in the sale of medicinal products.

In the scholarship of public commercial law, legal regulations limiting the
number of entities that can be issued administrative permits to conduct a given
type of commercial activity in a given geographical area are referred to as limits.
Quotas constructed in this way are applied for various reasons and to achieve various
goals. This is most frequently done out of a desire to avoid to prevent so-called
ruinous competition on the market (Kühling 2004), which occurs when an excessive
degree of competition emerges, and the results of this competition are frequently
ineffective market outcomes. These include forced withdrawal of competitors from a
market, or the absence of profitability, which makes conducting normal commercial
activity impossible (Schmidt 2005; Berringer 2004). Quotas in the pharmacies sector
are thus intended to prevent dishonest competition among an excessive number of
pharmacies on a given market, thereby facilitating the profitable operation of
particular pharmacies and the performance of pharmacies’ public mission.

3 Role of the CJEU in Examining Compliance of Member
States’ National Antitrust Regulations with EU Freedom
of Economic Activity and Provision of Services

Antitrust regulations of the pharmacy sector in particular Member States—including
primarily regulations reserving the operation of pharmacies exclusively for pharma-
cists or companies formed exclusively by pharmacists which also set up restrictions
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on saturation of pharmacies on particular markets—are not incompatible with the
provisions of the Treaty on the Functioning of the European Union (TFEU)
concerning freedom of economic activity and provision of services. It may seem
that these restrictions are in violation of the rights to free trans-border economic
activity and trans-border provision of services that result from the provisions of Art.
49 TFEU (freedom of establishment) and Art. 56 TFEU (freedom to provide
services). However, if we hold that these limitations are set up in order to realize
so-called imperative requirements in the public interest, including protection of
human health and life and patients’ safety, and are proportional in respect of those
values, they will not be held as incompatible with the provisions of the TFEU
(Szydło 2006). This has been indicated on multiple occasions by the Court of Justice
of the European Union (CJEU), in its assessments of national regulations in effect in
many Member States and their compliance with art. 49 and art. 56 TFEU.

Community law cannot infringe on the competences of Member States in respect
to enacting regulations addressing the organization of health care services, including
those provided by pharmacies. Public health is a good of such a significance that
each Member State has the competence to determine the rules used in ensuring its
protection. As a result, the level of this protection may differ across Member States
(Case C-322/01; Case C-141/07). It is obvious that in the enactment of legislation in
this sphere the Member States should respect community law, in particular the
provisions of the Treaty on freedom of movement, enterprise, and provision of
services, as well as Directive 2005/36/EC by refraining from introducing unjustified
limitations in the exercise of those freedoms in the sphere of health care (Case
C-372/04).

Among the many examples of CJEU judgements, we may point to one in the case
of Commission v. Italy, in which the Court held that the assignment to EU Member
States of competences in respect to decisions concerning protection of public health
leads to the conclusion that the Member States may require medical products to be
distributed by pharmacies enjoying real professional independence. Member States
may also employ all means to eliminate or reduce threats associated with violation of
such independence, as its infringement may impact on the certainty and quality of
provision to the general population of medicinal products. In this context, the Court
has held that three categories of potential entities capable of operating pharmacies
can be distinguished. They include natural persons possessing a qualification in
pharmacy, persons conducting activity in the medicinal products sector as producers
and/or wholesalers, and individuals who neither hold a pharmacy degree nor conduct
activity in the aforementioned sector. In reference to entities operating a pharmacy
and which hold a qualification in pharmacy, it should be emphasized that similarly to
others, they are engaged in efforts to generate profits. However, it should also be
acknowledged that a professional pharmacist operates a pharmacy not only to
generate profits, but also to carry out their professional responsibilities. Such an
individual’s private interest in profits is thereby limited by her education, profes-
sional experience, and the responsibility she bears. Indeed, any potential violation of
legal regulations or principles of professional ethics not only reduces the value of her
investment, but also threatens her very presence in the profession. In contrast to
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pharmacists, non-pharmacists by definition possess neither education nor experience
equivalent to that of pharmacists, and also do not beat the same professional
responsibility. In these circumstances, the Court holds that they do not offer the
same guarantee that pharmacists do. As a consequence, in the Court’s opinion,
Member States may take advantage of their discretion to arrive at the conclusion
that, in contrast to pharmacies operated by a pharmacist, the operation of a pharmacy
by a non-pharmacist may constitute a danger to public health. In particular, it may
threaten the certainty and quality of retail distribution of medicinal products, as the
generation of profits from the operation of a pharmacy is not subject to the afore-
mentioned restrictions resulting from factors unique to the activity of pharmacists. A
Member State may thus invoke its discretion to determine inter alia whether such a
threat is constituted by producers and wholesalers of medicinal products due to the
fact that they may violate the independence of employed pharmacists, inclining them
to promote pharmaceuticals they themselves manufacture and/or sell. Similarly,
Member States can also make a determination whether entities operating a pharmacy
and not possessing a qualification as a pharmacist may infringe on the independence
of pharmacists in their employ by inducing them to sell medicinal products whose
retention is no longer profitable, or whether there is a danger that operator of a
pharmacy will lower operating costs to an extent influencing the principles of
distribution of medicinal products. The Court has also clearly held that the exclusion
of non-pharmacists from the group of entities that can operate a pharmacy is
necessary for protection of health, and cannot be substituted by less burdensome
means, e.g. the obligation of presence of a pharmacist in a pharmacy, the obligation
to conclude a contract for insurance encompassing third-party liability, or the
introduction of an appropriate system of controls and effective sanctions. The
Court’s view is that these measures are not as effective as the requirement that a
pharmacy be operated by a pharmacist (Case C-531/06).

Similar statements and an identical assessment were then repeated by the Court in
its judgement in Apothekerkammer des Saarlandes and others (Joined Cases C-171/
07 and C-172/07), in which it held that the regulations of the TFEU do not impose
limitations on Member States and their capacity to disallow individuals who do not
possess a qualification as a pharmacist from owning and/or operating pharmacies.
The Court again acknowledged that limiting the operation of pharmacies exclusively
to pharmacists is justified by an overarching general interest, in whose framework
the highest consideration is protection of public health that facilitates the certainty
and quality of provision of medicinal products to society at large. Thus, if there
exists any uncertainty as to the presence or dimension of threats to human health,
Member States may employ protective measures without waiting for the full mate-
rialization of those threats; these measure can include reservation of the right to retail
sale of pharmaceuticals for pharmacists, the imposition of strict requirements as to
the manner of their sale, and on the achieving of profits (Case C-369/88; Case C-170/
04; Case C-70/95).

In turn, in its judgement in the José Manuel Blanco Pérez case, the CJEU declared
that art. 49 TFEU should be interpreted in such a manner that it does not impede
national regulations, such as those constituting the subject matter of the dispute
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before the Spanish national court, imposing limits on the issuing of permits for
establishing new pharmacies which state that: (a) in each pharmaceutical region, as a
rule one pharmacy per 2800 residents can be opened; (b) additional pharmacies can
only be opened when this ratio is greater, for a population of above 2000 residents;
and (c) pharmacies must keep a minimum distance from established (existing)
pharmacies, measuring as a rule 250 m. However, art. 49 TFEU is an impediment
to the aforementioned national regulations insofar as the basic rule of 2800 residents
and/or 250 m make it impossible in any region of special demographic characteris-
tics to open a number of pharmacies sufficient to ensure proper pharmaceutical care.
This should be determined by a national court. In support of its position the Court
argued that protection of public health may justify limitations on the primary
freedoms guaranteed under the Treaty, such as freedom of commercial activity.
Limitations on the freedom of commercial activity can, therefore, be justified by the
objective of ensuring full and appropriate quality provision of medicinal products to
the general public. The CJEU also mentioned that, in accordance with its previous
case-law, facilities and elements of the health care infrastructure may be subject to
planning, which can in turn encompass prior permission to establish enterprises by
new entities providing health care services. This applies to situations where this
permission is essential in order to fill any gaps in access to health care services, and
to prevent the multiplication of structures to ensure health care that would be adapted
to the needs of the general public, encompass the entire territory, and take into
account geographical regions which are isolated or otherwise in a worse situation
(Case C-157/99; Case C-372/04; Case C-169/07). In the Court’s opinion, an ana-
logical conclusion can be applied in its entirety to health care services in the sphere
of pharmacy. The CJEU observed that there are locations which many pharmacists
may consider as very lucrative, for example in heavily urbanized regions, and which
are therefore more attractive. However, in other parts of the country, such as in rural
areas, geographically isolated regions, or others of a less beneficial location, their
attractiveness is significantly smaller. This may in turn mean that in the absence of
any regulations, pharmacists would concentrate in those locations felt to be attrac-
tive, which would lead to other locations suffering from an insufficient number of
pharmacists capable of providing guaranteed pharmaceutical care of appropriate
quality. The Court also held that it is precisely when there is an absence of certainty
as to the presence or dimensions of threats to public health that Member States can
undertake protective measures without delay, and without waiting to see whether a
real threat has entirely materialized. Therefore, a Member State can determine that
there is a risk of insufficient supply of pharmacies in some parts of its territory, thus
leading to the danger of an interruption in the certain and appropriate quality
provision of medicinal products. Particularly considering the aforementioned risk,
this is a serious argument for Member States to adopt regulations declaring that only
one pharmacy may be established for a given number of residents. This condition
can, in the future, lead to the formation of a tendency to establish pharmacies in those
parts of a country’s territory where there are gaps in access to pharmaceutical
services, as the prevention of pharmacists conducting their activities in regions
with a sufficient number of pharmacies will encourage them to undertake business
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in regions where there are not enough of them. From this it results that the described
condition can lead to the even distribution of pharmacies around a country’s
territory, and by the same token the guarantee of access to pharmaceutical care for
the entire population along with increased certainty and quality of provision of
medicinal products. The Court did, however, emphasize that the mere criterion
concerning population density is accompanied by the risk that it will not prevent
the concentration of pharmacies in a geographical region established under that
condition in selected attractive cities belonging to that region. This type of aggre-
gation could then lead to the emergence of duplicate structures, whereas in other
parts of the same region there may be insufficient numbers of pharmacies. In these
circumstances, the Member State may establish additional conditions designed to
prevent such a concentration, such as by enacting a requirement to maintain a
minimum distance between pharmacies. This condition can in a natural manner
facilitate the avoidance of concentrations of pharmacies, and by the same token can
lead to their being more evenly distributed across a given geographical region. The
condition associated with minimum distance also supports certainty among patients
that they will have a pharmacy sufficiently close as to ensure easy and quick access
to proper pharmaceutical care. This type of condition of access can be held as
essential, as the distribution of medicinal products would seem to be an urgent
matter, and the group of clients using pharmacies encompasses individuals with
limited capacity for movement, such as the elderly or people with serious illnesses.
The condition of minimum distance thus constitutes a complement to the condition
concerning population density, and thereby contributes to achievement of the objec-
tive of even distribution of pharmacies around the country so as to ensure for the
general public appropriate access to pharmaceutical care. In consequence, that leads
to improving the certainty and quality of provision of medicinal products to the
general public (Joined Cases C-570/07 and C-571/07).

4 Summary

The above analyses show that that the case-law of the CJEU and the provisions of the
Treaty do not forbid the enactment of regulations limiting concentration in the
pharmacies sector. Indeed, the CJEU emphasizes that the regulations in place in
many Member States, such as the requirement that only pharmacists operate phar-
macies, are in the service of public health and ensure independence of pharmacists
from other entities, particularly those involved in wholesaling and/or intermediary
services in the sale of medicinal products. In turn, norms restricting the concentration
of pharmacies in particular markets serve to ensure a more even distribution of
pharmacies across the terrain of an entire country, and allow those pharmacies to
conduct their operations under economically acceptable conditions. Regulations
limiting the concentration of pharmacies in particular markets and allowing only
pharmacists and companies founded by pharmacists to operate pharmacies force
those pharmacists—if they desire to operate a pharmacy and practice their profession
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with a view to making a profit—to establish pharmacies distributed evenly across
particular regions of Member States. In this way, they are encouraged to enter into
activity in those regions where there are not enough pharmacies.

Anti-concentration regulations in the pharmacies sector thus have a positive effect
on protection of competition, and are an effective instrument in the realization of
many ultimate objectives, as: reducing the prices of medicinal products; increasing
access to them and diversity in the form of alternative and substitute products;
forcing greater care for the good of consumers using pharmacies; encouraging
activities leading to improvements in quality and innovation; and reducing the
market strength of large enterprises operating within consortia.

It, therefore, seems that all of these restrictive anti-concentration regulations
comprise a cohesive whole, and as such they are justified on grounds of protection
of health in their limitations on freedom of establishment and provision of services as
enshrined in the TFEU, insofar as they do so in a proportional manner. Indeed, they
guarantee the achievement of the aim of ensuring certain and appropriate quality
provision of medicinal products to the general public, as well as protection of public
health, but do not exceed the scope of what is necessary to achieve that aim. Other
measures which impose fewer restrictions on the aforementioned freedoms would
not provide equally effective means of guaranteeing the same level of certainty and
quality in the provision of medicinal products to the general public. In consequence,
it would seem that the adopted national anti-concentration regulations are appropri-
ate to secure the achievement of the purpose for which they were enacted, and they
do not exceed that which is necessary for doing so.
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Empirical Studies on Emerging Markets



Determinants of Enterprises’ Capital
Structure in Poland: Evidence from
Warsaw Stock Exchange

Leszek Czerwonka and Jacek Jaworski

Abstract The aim of the paper is to identify factors that affect the financing
structure of Polish companies listed on the Warsaw Stock Exchange in the period
1998–2012. In the first part of the paper the modern theories of capital structure are
reviewed and main determinants of this structure are identified. The second part
provides empirical verification of the relationship between debt and found factors
using panel models. The capital structure of studied enterprises measured by the total
debt ratio is most adequately explained by the pecking order theory. The increase in
the share of fixed assets in total assets, profitability, liquidity and company size
influences the reduction of its debt. The non-debt tax shield affected the debt level
differently from the pecking order theory. The positive relationship between
non-debt tax shield and debt corresponds to the agency theory. While a large number
of studies conducted in other countries confirm the significance of the impact
regarding the above factors on the long-term debt ratio, in Poland a similar relation-
ship is not noticeable. Long-term debt is determined only by the share of fixed assets
in total assets. It indicates the importance of short-term debt in the financing of
Polish enterprises.
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1 Introduction

One of the key financial decisions in any organisation is seeking financing sources.
These decisions depend on many internal and external factors. The impact of these
factors on the relationship of equity and debt has been the research subject for
decades. Until now, many theories called capital structure theories have been
formulated. The most notable theories include: The Modigliani-Miller model, the
signalling theory, the agency theory, the pecking order theory and the static trade-off
theory. Most of these theories were empirically tested. The studies have not brought
unambiguous confirmation or falsification of any of these theories so far. Therefore,
the studies are further conducted on various capital markets and for different sectoral
conditions, using very different research methods. The current study is part of this
research trend. Its aim is to identify the factors that may affect the capital structure of
enterprises in Poland.

In the first part of the paper the modern theories were reviewed, and on that base
the determinants of capital structure were identified. The second part of the study
provides empirical verification of the significance of the factors affecting corporate
debt using panel models. The objects of the research are companies listed on the
Warsaw Stock Exchange in the period 1998–2012.

2 Contemporary Theories of Capital Structure

One of the oldest major theories of capital structure is the MM model (Modigliani
and Miller 1958). Assuming a perfect capital market, the authors showed that the
cost of capital and thus the market value of a company are independent from the
capital structure. With the increase in the share of cheaper debt capital in financing
the risk increases, and consequently the shareholders’ required rate of return (cost of
equity) increases too. These values are mutually offset and that is why weighted
average cost of capital does not change. The original MM model was modified by
introducing into the model different factors, making the functioning of a company
closer to reality (corporate tax, shareholders’ income taxes, etc.). The insertion an
income tax into the MM model resulted in the emergence of benefits from having
debt (interest tax shield), and the optimum capital structure was based on the
only share of debt in the capital of the company.

Jensen and Meckling (1976) published a concept of financial decisions based on
an agency theory. It takes into account conflicts of interest between shareholders,
creditors and the company management. The result of using contracts for assuring
interests of the parties is agency costs. Capital structure should then be determined,
taking into account the costs of issuing equity and costs of issuing and service of
debt. It is assumed that the debt is a way of reducing conflicts. It causes the need for
ongoing maintenance of obligations, thus reducing the amount of cash left to the
managers (Jensen and Meckling 1976). Jensen (1986) also pointed out that the
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payment of increased dividends reduces the cash available to managers. Summing it
up, the tendency of managers to implement unprofitable projects can be limited by
increasing the amount of dividends and/or use of debt.

Ross (1977) is considered to be the author of the signaling theory. It assumes that
only the management has accurate information about future profits and investment
opportunities of the company. It means that share prices which are determined by the
market do not reflect all relevant information. The management can transfer its
knowledge to the company environment by choosing a relationship of equity and
debt. A larger share of debt in the capital structure gives the signal of large future
cash flow enabling repayment of obligations. In turn, it causes an increase in investor
confidence leading to the rise in share prices.

The observed low financial leverage of highly profitable businesses gave the
premise to formulate the pecking order theory (Myers 1984; Myers and Majluf
1984). According to this theory, the company prefers the specific, based on negative
selection, order of financing sources. The management knows the exact value of the
company assets and possibilities of its development, so they readily spend generated
profit on further financing for the company. External investors have less knowledge
about the company. Thus, from their point of view, participation in equity is more
risky than borrowing money. Therefore the risk premium expected by investors is
higher in the case of the purchase of shares than granting the loan. In summary,
managers firstly choose the internal financing, then debt. The issue of shares is
chosen as the last option.

On the basis of discussions on the MMmodel, the static trade-off theory has been
formulated. It claims that the optimal capital structure results from the comparison of
the tax benefits, costs of financial distress and potential agency costs of equity and
debt. The risk of bankruptcy is adopted as a cost of debt, which counterbalances
benefits from the interest tax shield (Hirshleifer 1966). The first model based on
these assumptions has been proposed by Kraus and Litzenberger (1973). The model
enhanced by Myers (1984) stipulates that a company sets a target debt-to-value ratio,
and then gradually moves towards the target determined by balancing the benefits of
tax shield and costs of financial distress (bankruptcy).

3 Factors Affecting the Capital Structure of Enterprises

The wide analysis of the capital structure theories was conducted by Harris and
Raviv (1991). Under these theories, they indicated factors that may influence
decisions on financing. Based on Polish experience, a similar list was developed
by Cwynar et al. (2015). These factors include: the share of fixed assets in total
assets, the company size and growth rate, profitability, liquidity and non-debt tax
shield.

Fixed assets are good collateral of obligations and they are to a lesser extent than
current assets exposed to lose a value in the case of financial distress. From the static
trade-off theory point of view, high share of fixed assets in total assets may cause the
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increase in the share of debt in financing sources. Better debt collateral also reduces
the cost of its issuing. Thus, from the point of view of the agency theory the
relationship between increase in fixed assets and debt ratio is positive. This relation-
ship is negative according to the pecking order theory. The higher level of assets, the
less information asymmetry, and it decreases the cost of equity.

The static trade-off theory and the agency theory justified next factor of the capital
structure: the company size. For the first of the above theories, it is important that
large companies are more diversified and their bankruptcy risk is lower. Large
companies also operate longer than smaller companies. They are more known and
according to the second theory, debt issuance costs are lower because of their
reputation. It means that the larger the enterprise, the higher the share of debt in its
financing.

The size of the company also helps to reduce the cost of shares issuing. For a large
enterprise it is easier to issue and sell their shares than for a small company. On the
other hand, large companies have more assets in absolute terms, what means that the
phenomenon of adverse selection of purchasers of these shares is for them more
important. It means that from the point of view of the pecking order theory the
relationship between the company size and the level of debt may be important, but
the impact can be both: positive or negative.

The factor which is associated with the size is the rate of company growth. The
dynamic growth requires a corresponding increase in financing. In this case,
according to the pecking order theory, the debt is more preferred than the issue of
shares. According to the signalling theory, faster growth of a company is a positive
signal to investors and raises the share price. Higher valuation gives the company the
opportunity to take advantage of the debt at a lower price, at a relatively low risk of
bankruptcy. It means that for both above theories there is a positive relationship
between the growth of the company and debt.

In turn, the static trade-off theory and the agency theory indicate the opposite
relation. According to the first of these theories, the costs of bankruptcy are higher
for companies with rapid growth—such companies loose relatively more value. The
agency theory points out that fast-growing enterprises finance riskier projects, and
that is why the cost of debt for them is higher. Conclusion: the higher rate of the
company growth, the lower the share of debt in its financing.

One of the key determinants of the company growth is profitability. According to
the pecking order theory, the profitability should promote self-financing, and thus
limit the share of debt in the capital structure. Profitable businesses generate large
cash surpluses and it is possible to a greater extent to use internal financing sources
than in the case of companies with losses. The other discussed theories claim that the
relationship between profitability and the share of debt in financing is opposite.
According to the trade-off theory profitable businesses have lower costs associated
with the risk of bankruptcy and more appreciate the benefits of the interest tax shield.
According to the signaling theory, a profitable company sends positive signals to the
creditors, which enables a further increase in debt. The agency theory also recog-
nizes a higher level of debt to be more beneficial for profitable businesses, because it
can make the problem of free cash flow less troublesome.
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The pecking order theory shows that liquidity is the next variable affecting the
share of debt in company financing. Enterprises, which are able to generate a
significant amount of cash, use internal sources of financing to avoid the use of
debt. Thus, high liquidity causes a lower level of debt. However, according to the
static trade-off theory the relationship is positive. With the increase in liquid assets
the cost of selling them decreases. It means lower risk of bankruptcy, which allows
companies to increase debt and the use of the interest tax shield.

The trade-off theory shows another determinant of capital structure—non-debt
tax shield. It is based on the share of depreciation in the costs. The increase of that
ratio is a substitute for the interest tax shield and reduces the demand for borrowing
money. A similar relationship can be formulated for the pecking order theory. High
depreciation causes larger financial surplus which translates into increased opportu-
nities for self-financing. Contrary, positive correlation between non-debt tax shield
and debt can be derived from the agency theory. The increasing depreciation means
wider free cash flow available to managers. The natural way to reduce the unrea-
sonable use of cash by managers is to increase debt. Table 1 summarizes selected
empirical research, the results of which confirmed the above-mentioned
relationships.

There are many other variables mentioned in the literature that may affect the
capital structure of a company. These are: probability of bankruptcy, advertising
expenditures, expenditures and the quality of research and development, innovation,
etc. (Barowicz 2014). However, these factors are usually justified by one theory.
There is also not enough confirmation for them in empirical research. Based on the
literature and empirical research, the following research hypothesis can be formu-
lated: capital structure of companies in Poland depends on the share of fixed assets in
total assets, the size and growth of a company, its profitability, liquidity and size of
non-debt tax shield.

Table 1 Selected empirical studies verifying determinants of capital structure

Factor/direction of impact Positive Negative

Fixed assets Rajan and Zingales (1995)
Pandey et al. (2000)
Frank and Goyal (2003)
Buferna et al. (2005)

Chittenden et al. (1996)
Huang and Song (2006)

Size and growth of a company Chaplinsky and Niehaus (1990)
Frank and Goyal (2003)
Huang and Song (2006)

Rajan and Zingales (1995)
Barclay and Smith (1996)
Bauer (2004)

Profitability Um (2001) Rajan and Zingales (1995)
Huang and Song (2006)

Liquidity Chaplinsky and Niehaus (1990)
Nejad and Wasiuzzaman (2013)

–

Non-debt tax shield Chaplinsky and Niehaus (1990)
Campbell and Jerzemowska
(2001)

Upneja and Dalbor (2001)
Qian et al. (2007)

Source: Own elaboration
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4 Research Method

From a methodological point of view, an important issue is to define the dependent
and independent variables and to specify their measures. There are in the literature
four alternative approaches to define the capital structure (dependent variable)
(Błach 2009):

1. The equity and interest-bearing liabilities—it assumes that the use of trade credit
without interest has a technical and not financial nature.

2. The relationship of debt and ownership securities issued—it is specific for the
Anglo-Saxon system of corporate financing based mainly on the capital markets.

3. The equity and long-term liabilities—this approach assumes the dominant role of
the fixed capital in corporate financing.

4. The equity and total liabilities—it includes all financial sources of the company.

Rajan and Zingales (1995) analysed the above approaches and the usefulness of
the results from measures of the capital structure and found, that the appropriate
choice should be based on the characteristics of the studied economy. The first three
definitions do not include accounts payable in the capital structure. For the econo-
mies (including the Polish economy), where trade credit is an important source of
financing, it becomes reasonable to take into account the last definition. Measures of
capital structure based on this definition can have various forms. One of the most
relevant is the debt ratio understood as “the relationship of total liabilities to total
assets” (the sum of equity and liabilities). This ratio was applied among others by
Mazur (2007), Cortez and Susanto (2012), Abeywardana and Banda (2015), Imtiaz
et al. (2016). It is also the primary dependent variable in this study. The additional
variable is the long-term debt ratio understood as the relationship of long-term
liabilities and total assets. A similar control measurement was applied among others
such as Cekrezi (2013).

The first of the independent variables is defined in the literature clearly as a share
of fix assets in total assets (Campbell and Jerzemowska 2001; Mazur 2007; Rauh and
Sufi 2010; Cortez and Susanto 2012; Imtiaz et al. 2016). For the company size
several measures can be distinguished. The most frequently used in the empirical
studies are: sales revenue (Cortez and Susanto 2012; Nejad and Wasiuzzaman 2013)
and the value of total assets (Mazur 2007; Rauh and Sufi 2010). To eliminate the
impact of abrupt differences in the balance sheet amounts of individual companies
on the calculation, thus the use of linear scale. Some authors as a measure of the
company size use the natural logarithm of total assets (Campbell and Jerzemowska
2001; Abeywardana and Banda 2015; Imtiaz et al. 2016).

Even more varied in the literature are measures of another explanatory variable
related to the company growth. It is measured e.g. as the total value of the investment
expenditure (Huang and Ritter 2009), the relationship of these expenditures to total
assets (Campbell and Jerzemowska 2001), as well as using the dynamics of the
return on operating assets (Kędzior 2012) or the percent increase in assets
(Cortez and Susanto 2012; Imtiaz et al. 2016). The last dimension is the most
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appropriate for the application previously discussed measure of the company size:
the value of total assets. This dimension is applicable also to measure the company
profitability where the relationship of the operating profit and total assets (ROA) is
most often used (Campbell and Jerzemowska 2001; Kędzior 2012; Cortez and
Susanto 2012; Abeywardana and Banda 2015; Imtiaz et al. 2016). The other
measures of profitability e.g. the return on sales (ROS) are less frequently used in
empirical studies (Mazur 2007).

The common measures of liquidity are the static ratios. They show the coverage
of current liabilities by the respective components of asset. The most capacious static
ratio is the current ratio. It’s the relation of the total current assets and the current
liabilities. It was used in studies concerning capital structure among others by
Campbell and Jerzemowska (2001), Mazur (2007), Abeywardana and Banda
(2015). Quick liquidity ratio, being the relationship of the most liquid assets (receiv-
ables and cash) and current liabilities was used in the studies of Imtiaz et al. (2016).
Liquid assets related to the sales revenues were the measure of liquidity in the
research of Nejad and Wasiuzzaman (2013).

The last of the capital structure factor mentioned in the research hypothesis is a
non-debt tax shield. It is a substitute for the interest tax shield and it results from
fixed assets depreciation. The non-debt tax shield is most often measured by the
relationship of the annual amount of depreciation and total assets (Mazur 2007;
Cortez and Susanto 2012; Nejad and Wasiuzzaman 2013; Abeywardana and Banda
2015). As an exception to the adopted rule, the study of Campbell and Jerzemowska
(2001) can be pointed out. These authors measured the non-debt tax shield by the
share of the depreciation reduced by tax liabilities in total sales revenue.

Taking into account the above analysis, Authors decided to use in this study the
measures of the dependent and explanatory variables listed in Table 2.

The study was based on the financial statements of 335 companies listed on the
Warsaw Stock Exchange between the years of 1998–2012. The financial data was
taken from the Notoria database. In total, the study included 3134–5025 observa-
tions. The primary reason that the number of observations is less than the maximum

Table 2 Measures of variables used in study

Variable Short Measure

Capital structure (primary measure) DR total liabilities
total assets

Capital structure (additional measure) LDR long�term liabilities
total assets

Share of fixed assets in total assets TANG fixed assets
total assets

Company size SIZE ln(total assets)

Company growth GROW Δtotal assets
total assets x100%

Profitability PROF EBIT
total assets

Liquidity LIQ current assets
current liabilities

Non-debt tax shield NDTS depreciation
total assets

Source: Own elaboration
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is the fact that not all companies were listed during the whole period of the analysis.
The number of observations for variable GROW is 3134 (this variable is the index
and for calculations the data from two successive periods were needed). The number
of observations of variable LIQ is 3458. For the other remaining variables the
number of observations is 3461.

For the assessment of the correctness of the data and isolate outliers the descrip-
tive statistics of the research sample were verified (Table 3). The questionable cases
were explained or eliminated from the study.

The arithmetic mean of the debt ratio (DR) is 48%, and median 44%. For
300 companies this variable ranges from 0 to 1. Only in 35 companies, debt ratio
exceeds one, because they generate losses and negative equity value—a special case
of this value is 11.87, representing a maximum for DR. The share of long-term debt
in the financing of Polish enterprises is significantly lower. The arithmetic mean of
LDR in the research sample is 8.4% while the median is 4.1%.

The TANG variable defining the share of fixed assets in total assets has values
between zero and one. Both, the arithmetic mean and the median are 0.51. The SIZE
specifying the size of the company, measured as the natural logarithm of the total
assets range from 3.43 to 20.1. The arithmetic mean is 11.76 and does not much
differ from the median.

Variables GROW and PROF, meaning the rate of asset growth and profitability
are also negative. Due to the huge outliers for these variables the median should be
considered as a better measure than the average mean as well as for variables LIQ
and NDTS. The standard deviation also indicates great variability for these variables.
For variables GROW, PROF and LIQ it repeatedly exceeds the arithmetic mean
what indicates a much greater variation than in the case of other variables. Therefore
using the median to determine the average, it may be noted that half of the companies
in the research sample increased its assets at a rate to 8.4%, while the rest is growing
at a faster rate. Similarly, half of the studied companies achieved a profitability of
4.7%, the next half is even more profitable. The median of the liquidity ratio is up to
1.47, and of the NDTS is 0.029.

The adequacy of the model describing the dependent variable is preserved only
when the independent variables are uncorrelated or weakly correlated (independent)

Table 3 Descriptive statistics of research sample

Variable Mean Median Standard deviation Minimum Maximum

LDR 0.0864 0.0416 0.1202 0.0000 1.5836

DR 0.4818 0.4365 0.4823 0.0000 11.8650

TANG 0.5121 0.5105 0.2271 0.0000 0.9986

SIZE 11.7670 11.6440 1.7371 3.4340 20.1050

GROW 291.6600 8.3986 10.547 �100.0000 546,840

PROF 0.0338 0.0471 0.2539 �7.5676 0.7770

LIQ 3.9665 1.4680 35.6340 0.0145 1668.0000

NDTS 0.0362 0.0290 0.0348 0.0000 0.6606

Source: Own elaboration
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(Kufel 2007). The Pearson correlation coefficients were calculated in order to
determine the relationship of the variables (Table 4).

The correlation between the independent variables in most cases does not occur
(for the level of significance p ¼ 0.05 most of the correlation coefficients do not
exceed the critical value). In seven cases, the correlation exists, but its strength is
small reaching a maximum of 0.33 for the variables SIZE and TANG.

In order to identify and measure the relevance and impact of the independent vari-
ables on the dependent variables the econometric, linear panel models were applied.
They are based on:

1) regression model (Ordinary Least Squares Method):

DVit ¼ β0 þ β1TANGit þ β2SIZEit þ β3GROWit þ β4PROFit þ β5LIQit

þ β6NDTSit þ εit ð1Þ

2) model with fixed effects:

DVit ¼ β0 þ β1TANGit þ β2SIZEit þ β3GROWit þ β4PROFit þ β5LIQit

þ β6NDTSit þ μit ð2Þ

3) model with random effects:

DVit ¼ β0 þ β1TANGit þ β2SIZEit þ β3GROWit þ β4PROFit þ β5LIQit

þ β6NDTSit þ μit þ εit ð3Þ

where DVit are dependent variables, respectively DRit and LDRit.
Analogous or similar methods are used in the studies among others: Mazur

(2007), Nejad and Wasiuzzaman (2013), Cortez and Susanto (2012), Uddin
(2015), Cekrezi (2013) and Imtiaz et al. (2016). The simplest method of panel data
analysis is to treat them as cross-sectional data. Then the model of the Ordinary Least
Squares Method (OLS) can be applied for the estimation. However the use of such
an estimator very often leads to inefficient or even biased estimations, due to the
heterogeneity of the population. Therefore, if it is accepted that the individuals are
varied, it would be more appropriate to use a model with fixed effects which takes
into account the presence of unknown but constant in time differences between

Table 4 Correlation coefficients of variables studied

TANG SIZE GROW PROF LIQ NDTS

1.0000 0.3342 0.0052 �0.0635 0.0010 0.1134 TANG

1.0000 0.0025 0.0874 �0.0147 �0.2022 SIZE

1.0000 �0.0249 �0.0025 �0.0209 GROW

1.0000 �0.0028 �0.1900 PROF

1.0000 �0.0571 LIQ

1.0000 NDTS

Note: critical value ¼ 0.0277, p ¼ 0.05
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individuals. When the individual effects are not the same in subsequent periods, the
model with random effects should be used (Greene 2003).

To determine whether the model can be estimated using OLS, the hypothesis of
the existence of the individuals effects must be verified. For this purpose the
Breusch-Pagan test was used. Failure to reject the null hypothesis according to
which the variance of the individual effects is zero, meaning that these effects do
not occur, and model OLS can be used. The rejection of the above hypothesis means
that it is entitled to enter the individual effects and the OLS estimation cannot be
applied (Kufel 2007; Maddala 2006).

For selecting individual effects between fixed and random the Hausman test is
helpful. The null hypothesis of this test assumes no correlation between the inde-
pendent variables and random effects, while an alternate hypothesis claims that the
correlation exists. Failure to reject the null hypothesis indicate compliance of
both estimators. But the estimator for the random effects is more effective. The
rejection of the null hypothesis suggests a choice of model with fixed effects (Kufel
2007).

5 Findings

Table 5 contains the estimated parameters of the models adopted in the study and the
results of tests verifying their adequacy.

The results of the Breusch-Pagan test for both dependent variables (value does
not exceed the level of significance 0.05) indicate that the null hypothesis must be
rejected—it is not possible to use the OLS estimation. Similarly, the results of the
Hausman test (in both cases, the value is lower than the level of significance 0.05)
indicate rejection of the null hypothesis, which means choosing the model with fixed
effects as best describing both response variables.

Parameters of the model with fixed effects for the DR indicates that the GROW
variable is statistically insignificant. It means that the company growth measured by
the dynamics of assets does not play a statistically significant role in shaping of the
total debt in the companies studied.

The TANG, SIZE, PROF, LIQ, NDTS variables were proved significant. The first
four variables have a negative impact on total debt of the company (DR). In the case
of TANG variable the capital structure of Polish enterprises is similarly affected like
in the case of enterprises from United Kingdom and China (Chittenden et al. 1996;
Huang and Song 2006). For the SIZE and PROF variables we have found the same
dependence like Rajan and Zingales (1995), Barclay and Smith (1996) and Bauer
(2004) (USA and Czech Republic).

For the last variable (NDTS) the positive relationship was observed. It means that
when the share of fixed assets in total assets, company size, profitability and liquidity
were higher, the average total debt ratio is lower. Determinant increasing total debt
ratio is a non-debt tax shield. It confirms findings of Campbell and Jerzemowska

258 L. Czerwonka and J. Jaworski



T
ab

le
5

R
es
ul
t
of

m
od

el
s’
es
tim

at
io
ns

V
ar
ia
bl
e/
M
od

el

O
L
S

R
an
do

m
ef
fe
ct
s

F
ix
ed

ef
fe
ct
s

D
R

L
D
R

D
R

L
D
R

D
R

L
D
R

C
on

st
an
t

0.
68

67
**

*
(0
.0
58

3)
�0

.0
92

7*
**

(0
.0
15

0)
0.
87

34
**

*
(0
.0
75

6)
�0

.0
35

78
(0
.0
23

8)
1.
96

56
**

*
(0
.1
41

9)
0.
02

32
(0
.0
33

9)

T
A
N
G

�0
.5
02

7*
**

(0
.0
36

9)
0.
14

87
**

*
(0
.0
09

5)
�0

.5
01

0*
**

(0
.0
42

3)
0.
12

74
9*

**
(0
.0
11

5)
�0

.4
14

7*
**

(0
.0
56

4)
0.
11

65
**

*
(0
.0
13

4)

S
IZ
E

0.
00

27
(0
.0
05

0)
0.
00

80
**

*
(0
.0
01

3)
�0

.0
14

0*
*

(0
.0
06

5)
0.
00

46
0*

*
(0
.0
02

0)
�0

.1
08

6*
**

(0
.0
12

3)
4.
71

e-
5

(0
.0
02

9)

G
R
O
W

�1
.9
8e
-7

(7
,2
2e
-7
)

6.
26

e-
8

(1
.8
6e
-7
)

�4
.9
e-
7

(6
.8
4e
-7
)

�4
.4
9e
-8

(1
.6
2e
-7
)

�1
.1
3e
-6

(6
.9
2e
-7
)

�1
.4
2e
-7

(1
.6
4e
-7
)

P
R
O
F

�0
.8
85

9*
**

(0
.0
30

7)
0.
00

43
(0
.0
07

9)
�0

.8
26

6*
**

(0
.0
30

1)
0.
00

79
6

(0
.0
07

3)
�0

.7
84

1*
**

(0
.0
31

3)
0.
00

70
(0
.0
07

5)

L
IQ

�0
.0
01

5*
**

(0
.0
00

3)
4.
52

e-
5

(8
.7
9e
-5
)

�0
.0
01

3*
**

(0
.0
00

3)
7.
91

e-
5

(7
.8
0e
-5
)

�0
.0
01

0*
**

(0
.0
00

3)
8.
15

e-
5

(7
.9
5e
-5
)

N
D
T
S

1.
44

86
**

*
(0
.2
38

)
0.
21

22
**

*
(0
.0
61

4)
1.
66

34
**

*
(0
.2
59

7)
0.
12

39
2*

(0
.0
67

5)
1.
21

19
**

*
(0
.3
13

2)
0.
05

50
4

(0
.0
74

7)

N
o.

of
ob

s.
31

18
31

18
31

18
31

18
31

18
31

18

A
dj
.R

sq
ua
re
d

0.
26

00
0.
11

70

B
re
us
ch
-P
ag
an

te
st

L
M

¼
64

3.
61

p
¼

5.
5e
-1
42

L
M

¼
12

81
.5
5

p
¼

1.
6e
-2
80

C
hi
-s
qu

ar
ed
(1
)
¼

64
3.
61

p
¼

5.
5e
-1
42

C
hi
-s
qu

ar
ed
(1
)
¼

12
81

.5
5

p
¼

1.
2e
-2
80

H
au
sm

an
te
st

H
¼

12
3.
79

5
p
¼

2.
6e
-0
24

H
¼

21
.8
47

p
¼

0.
00

12
9

C
hi
-s
qu

ar
ed

(6
)
¼

12
3.
80

p
¼

2.
6e
-0
24

C
hi
-s
qu

ar
ed

(6
)
¼

21
.8
5

p
¼

0.
00

12
9

S
ta
nd

ar
d
er
ro
rs
ar
e
in

pa
re
nt
he
se
s

S
ou

rc
e:
O
w
n
el
ab
or
at
io
n

*
V
ar
ia
bl
e
si
gn

ifi
ca
nt

at
th
e
le
ve
l
p
¼

0.
1

*
*
V
ar
ia
bl
e
si
gn

ifi
ca
nt

at
th
e
le
ve
l
p
¼

0.
05

*
*
*
V
ar
ia
bl
e
si
gn

ifi
ca
nt

at
th
e
le
ve
l
p
¼

0.
01

Determinants of Enterprises’ Capital Structure in Poland:. . . 259



(2001) for Polish enterprises. It is the same dependence as diagnosed by Chaplinsky
and Niehaus (1990) in the USA.

There is only one statistically significant variable affecting the level of the LDR.
It’s the TANG variable with a positive sign. It means that the higher the share of
fixed assets in total assets, higher will be the long-term debt ratio.

6 Conclusions

Table 6 summarizes the research results in the background of the factors resulting
from modern capital structure theories. The comparative analysis of the data leads to
the conclusion that the formation of capital structure (measured by total debt ratio) of
companies listed on the Warsaw Stock Exchange is most adequately explained by
the pecking order theory. According to this theory increasing the share of fixed assets
in total assets, profitability and liquidity in a company causes a reduction in total
debt. And it is happened in the enterprises studied. The pecking order theory does
not indicate precisely the direction of the relationship of the company size and
capital structure. In the case of the studied companies it is negative. For the
GROW variable, which according to the pecking order theory has a positive impact
on the total debt, the dependence was not observed. The last variable (NDTS)
affected total debt ratio differently than according to the pecking order theory. The
positive relationship between NDTS and debt corresponds to the agency theory.

These results confronted with the analysis for the long-term debt ratio indicate an
important issue concerning the specifics of Polish companies. While a large number
of studies conducted in the world confirm the significance of the impact of the factors
considered in this study on both general and long-term ratios, in Polish enterprises
the dependence is noticeable only for the total debt. Long-term debt is determined
only by the share of fixed assets in total assets. The assignment on this basis adequate
capital structure theory for long-term debt ratio seems doubtful. It indicates the
importance of short-term debt for financing Polish enterprises, including, and per-
haps to a great degree, trade credit.

Table 6 Influence of selected factors on share of debt in financing sources

Factor/
share of
debt

Agency
theory

Signaling
theory

Pecking
order theory

Static trade-
off theory

Research
results DR

Research
results LDR

TANG + n/a � + � +

SIZE + n/a � + � n/a

GROW � + + � n/a n/a

PROF + + � + � n/a

LIQ n/a n/a � + � n/a

NDTS + n/a � � + n/a

+ positive dependence; � negative dependence; � unspecified dependence; n/a no grounds to
identify the dependence
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Taking into account the total debt ratio as a measure of the capital structure of
Polish enterprises, the identified dependences can confirm the research hypothesis.
The capital structure depends on the share of fixed assets in total assets, company
size, its profitability, liquidity and on the non-debt tax shield. An exception to the
rule is the company, growth for which there was no impact on the total debt.
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Branch Group Purchasing Organizations
vs. Sales Profitability of Commercial
Companies

Grzegorz Zimon

Abstract When analyzing the financial situation of an enterprise, it is worth looking
at the sales profitability ratios. When managers know their result, they receive
information whether the sales is profitable, and to what extent the realized margin
covers fixed and variable costs. The company managers looking for solutions that
will help increase sales, sales revenues, and reduce costs. One of the popular
methods to achieve such results is a joint action within a group purchasing organi-
zation. The aim of this article was to present an impact of branch group purchasing
organizations on the financial results and the profitability of sales of enterprises
operating in them. In the study the functioning of the groups, and the benefits that
units operating in them in the area of cost and revenue management gain, were
discussed.

The article analyzes the profitability of sales on the example of 31 commercial
enterprises operating in branch group purchasing organizations and 19 operating
independently in the market. The research period covered the years 2013–2015. The
selected ratios of the ratio analysis and information from the preliminary analysis
were used for the research. The analysis showed that functioning within branch
group purchasing organizations allows enterprises to obtain a positive financial
result. In the case of enterprises operating independently in the market, a large part
of them suffered losses. Sales profitability in the studied groups is affected by the
size of the enterprise, its location and the share of fixed costs. When analyzing the
results, it can be stated that enterprises operating in the groups obtained higher
results than independent entities. The best results are obtained by small units
operating in groups, whose annual turnover reaches PLN 15–20 mln (USD
3.6–4.8 mln).
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1 Introduction

The business management process is a constantly making decisions process related
to the safety of the company’s operation. Managers need to decide in which direction
to run the unit: whether to act aggressively, but to achieve high profits, or focus on
the financial security of the enterprise at the expense of reducing profits. If the
owners want the company to bring expected profits, sales should be suspended, and
the cost level should be optimized. Simply striving to reduce costs in the long run
can reduce the company’s production potential, which will bring a reduction in
revenues. Many authors believe that small and medium-sized enterprises will have
particular advantages if they organize more effective purchases (Dollinger and
Kolchin 1986). Therefore, one of the popular solutions used in small and medium-
sized enterprises that improves the efficiency of purchases, and which positively
affects the growth of labor force, is functioning in group purchasing organizations
(GPOs). Purchasing in relatively small and intensive groups is becoming increas-
ingly popular in both private and public sector (Essig 2000). Joint operation of small
and medium-sized enterprises within multi-entity organizations such as GPOs
allows to increase operational safety and profitability. This is mainly achieved by
using economies of scale. When analyzing the financial situation of an enterprise, a
very important measure the attention should be paid to is the return on sales. When
managers know the result of the sales profitability index, they can receive informa-
tion whether and to what extent the realized sales margin will cover costs and what
profit the company managers can expect. If one wants this ratio to reach a high level,
revenues should increase faster than costs. When analyzing revenues in commercial
enterprises, the greatest attention should be focused on net revenues from sales of
goods and materials. They usually have the largest share in total revenues. In the case
of cost analysis, the most important group of costs in commercial enterprises is the
value of goods and materials sold at the purchase price, i.e. the price of purchased
goods. Reducing this cost item, and then imposing a high margin, and increasing
sales revenues is the key to rise profitability, and in particular sales profitability. One
of the very popular methods to achieve such effects is the organization of trade
enterprises in the branch group purchasing organizations. It is very important for
enterprises to function in branch GPOs, as in such groups the economies of scale are
used to a greater extent. In the branch GPOs companies cooperate, mutual trust
emerges, which is the key to the success of such organizations (Schotanus et al.
2010). The article presents how companies operating in branch groups can reduce
costs, increase revenues, which has a positive impact on the profitability of sales.
Until now, research in the field of purchasing groups in the healthcare sector has
been the most common in the literature (Nollet et al. 2017). In the US, hospitals
organize about 70% of purchases through GPOs (Safaei et al. 2017). The authors in
their research focus on the main benefits of functioning in GPOs, i.e. lowering the
prices of purchased goods (Tella and Virolainen 2005), and reducing administration
costs (Nollet and Beaulieu 2005).
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The article presents the results of profitability of sales of units operating in branch
GPOs against the background of enterprises operating in multi-sector purchasing
groups. The analysis was carried out on the basis of financial data for the years
2013–2015. The units surveyed operate in the oldest and largest Polish purchasing
groups such as Instal Konsorcjum and ABG. These companies operate in the heating
and sanitation industry.

2 Group Purchasing Organizations

One of the simplest methods for companies to get the lowest prices of purchased
goods and an increase their turnover is functioning within the branch purchasing
groups. The first Group Purchasing Organizations—GPOs appeared in the US in
1950. Their maximum development was in the 80s and 90s (Weinstein 2006). In
Poland, the strong growth of purchasing groups in the retail sector can be observed in
the 90s. The main aim of their creation was to oppose the strong foreign competitors.
Also, the group should facilitate cooperation on the recipient’s supplier line (Adobor
and McMullen 2014). Thus, despite the fact that cooperative purchasing is as old as
ancient Egypt and Babylon (Wooten 2003), the terminology is broad and not yet
fully stabilized. There are several terms that define GPOs. However, to define them
properly, it is necessary to distinguish two concepts, namely group purchasing and a
purchasing group. Very often one encounters a situation when several companies are
working together and make a one-time or several-times common purchase. This type
of action should be defined as group purchasing, i.e. a common action in order to
purchase goods, products, semi-finished products, materials or services without
creating a special supervising unit and without additional restrictions imposed on
individual participants for the transaction. It is a popular activity to get lower prices.
However, a purchasing group should be understood differently. A purchasing group
should be defined as a group of companies of the same or different branch which
combine to make joint purchases (Zimon 2015). Another simple definition defines a
purchasing group as a group of cooperating companies managed by a specially
created central unit (this is a company which is defined as a group purchasing
organization). Its primary objective is the realization of tasks commissioned by the
companies making up the purchasing group, which are to ensure better financial
performance and safety for companies creating a purchasing group (Zimon 2013).

A purchasing group consists of dependent or independent organizations that share
and/or bundle together in order to achieve mutually compatible goals that they could
not achieve easily alone (Lambe et al. 2002). There are also central units of
purchasing groups that do not make purchases and only negotiate with suppliers
(Yang et al. 2017). Another expanded definition defines a purchasing group as
co-operating companies that collectively control and improve the property, infor-
mation and cash flows in the producer—central unit—company relationship. The
organizational chart of the branch purchasing group is shown in Fig. 1.
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The purpose of purchasing groups is to protect the individual companies against
strong competition and increase the bargaining power (Praksth 2009). A purchasing
group can be described as powerful buyers. They meet the important criteria
characteristic for powerful buyers (Porter 2001): they buy large quantities of prod-
ucts, products purchased in the sector are standardized, products purchased in a
given sector by a group of buyers are an important part of its costs. The group will
operate on the principles of developing databases of suppliers. It will accept a
definite attitude towards suppliers in order to force them to meet all the necessary
requirements (Leenders et al. 2006). In the literature this type of purchasing group is
referred to as third-party groups. Third-party groups mostly involve long term piggy
backing made by public or private external parties or central authorities with devoted
resources. A third party is a profit or a non-profit organization and may be owned by
the members of the group (Schotanus and Telgen 2007).

Recently, a lot of purchasing groups are organized by the Internet. One can find a
number of advertisements where the organizer (integrator) invites to cooperation.
This type of group is, e.g. a pharmacy or an automotive wholesaler. Therefore, it is
worth dividing the purchasing groups due to the integrating unit into traditional and
Internet ones (Zimon 2013). The Internet purchasing groups are appointed to
perform several operations, and then, as soon as they arise, they are resolved.
Another important division in terms of efficiency analysis of purchasing groups is
a division due to the selection of participants into the branch and multi-branch
groups. This division is important because of the intensity of the most important
features for the assumed purchasing groups, i.e. the economies of scale. Purchasing
groups, due to participants, can also be divided into national and international ones.
Figure 2 shows the details.

Central Unit 

( GPO) 

Company A 

Company D Company C 

Company B 

Fig. 1 Organization scheme of a group purchasing organization. Source: Author’s own study
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In the branch purchasing groups there are companies operating within only a
single branch. This is of positive significance to increase “power buy” economies of
scale. Companies operating in this type of group order the same type of goods. This
limits the range of suppliers to the minimum. The limitation of suppliers makes that
the scale of the order is large. The central unit negotiating conditions of the purchase
for a branch purchasing group has a strong advantage in the form of a size order.
However, there are groups that allow their members to make purchases from other
suppliers, e.g. if they want to buy products of better quality (Sandberg and Mena
2014). Company integration within the supply chain is essential to fight the compe-
tition, for joint actions, and the lack of rivalry helps avoid self-destruction (Christo-
pher 2011). A supplier (producer) must be reckoned with. In the case of multi-branch
purchasing groups this scale effect is smaller as there are many divisions due to the
choice of suppliers. The most serious drawback of functioning within the groups is a
difficulty to make a decision. Diversity of customers within one purchasing group
may prevent joint purchases from being made (Yan et al. 2017). If this situation
appears more often, the functioning of such groups will lose their significance.
Representatives of individual companies have a different vision of development
and a purchasing group needs to follow a commonly determined course of action.

Purchasing groups 

Internat ional Domestic 

Internet  Traditional Internet  Traditional

Branch

Multi-branch

BranchBranch Branch

Multi-branch Multi-branch Multi-branch

Fig. 2 Classification of purchasing groups. Source: Author’s own study
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3 An Impact of Branch Group Purchasing Organizations
on the Costs and Revenues of Enterprises

Operation in a purchasing group brings a number of advantages. They can be divided
into three groups: low price of the goods purchased, beneficial terms of trade credit,
and other benefits. The greatest benefit, which is achieved by companies operating
within purchasing groups, is a low price. This is possible thanks to economies of
scale. Often, in order to get a good price, group members must meet the appropriate
purchase limits (Doucette 1997). Purchasing power in the branch purchasing groups
is an operation in the same area—the branch. The number of suppliers is limited,
which intensifies the effect of scale, thus the benefits are large. The central unit of the
GPO negotiating conditions on behalf of all units has a great strength in negotiations.
It meets the conditions to become a powerful buyer. Thanks to this it achieves low
prices. If the manufacturer offers a discount for an early payment, companies can
benefit from an additional discount to buy goods. In addition, the central unit
negotiates a long period for the payment of liabilities. This is often a very important
weapon in the fight against competition. A long term for the payment of liabilities
enables companies to extend payment periods, which allows maintaining the
existing customers, and gives an opportunity to attract new customers. Low price
and long-term debt repayment allows to increase sales revenues. Other benefits
include, primarily low price of services, an exchange of experience, an ability of
benchmarking and financial assistance. Mutual transactions are the simplest way to
help. Enterprises within the branch purchasing groups can sell their products. The
buying unit receives a long period for repayment of the liability, it is credited by
another unit operating in the purchasing group. There may also be cash sales as
immediate cash inflow improves the financial position of the unit. Mutual trans-
actions in a situation where an enterprise has problems with financial liquidity avoid
the costs related to additional lending activity.

Unfortunately, in practice, other benefits are hard to achieve. This is due to the
fact that companies are gradually moving away from further co-operation. The only
thing they are interested in is a joint purchase. Collaboration and cooperation of
companies in many organizations do not completely eliminate the factor of compe-
tition, often this type of action is referred to as “partnership-like relationship” (Goffin
et al. 2006). In companies operating in purchasing groups there is also competition,
but it makes that the group develops and its power increases. Unfortunately, some-
times unhealthy competition may appear, as well as every company, in spite of the
joint actions, takes care of their businesses and future.
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4 Methodology and Subject of Research

The research was carried out on a group of 31 Polish small and medium-sized
commercial enterprises operating in the construction industry. The companies ana-
lyzed annually receive turnovers from PLN 10 mln to PLN 100 mln (USD 2.3–23.8
mln). These companies sell only products related to heating and sanitary technology.
The first GPOs in Poland were created in this industry. The companies analyzed
belong to the two oldest purchasing groups in Poland, namely Consortium Instal
Groups and the ABG group. The analysis was based on the financial data from 2013
to 2015. Functioning within purchasing groups has the greatest impact on the level
of costs and sales volume. Therefore, two ratios regarding the profitability of sales
were used for the research. The first stage of the analysis was the calculation of
profitability ratios, then the dynamics of sales revenues and operating costs were
compared. Then, the results were compared with those obtained by enterprises
operating independently in the market. For the comparative analysis 19 enterprises
operating independently in the market were used, these companies do not operate in
multi-entity organizations. They also operate in the industry dealing with the trade of
goods from the construction industry. The annual turnover of the analyzed units
ranges from PLN 10 mln to PLN 100 mln (USD 2.3–23.8 mln).

5 Profitability of Sales Results in the Analyzed Enterprises

The research was conducted on a group of 31 commercial companies operating in
the construction industry. The companies deal with the sales of only materials and
products related to heating and sanitary technology. In Poland, there are two of this
type of branch purchasing groups. The analysis was conducted based on the financial
data from the years 2013–2015. The analysis showed that in 27 companies in the
researched period sales revenue grew faster than operating costs. Functioning within
purchasing groups means the use of economies of scale. Low prices of the goods
purchased reduce the biggest groups of costs—the value of goods sold in the
purchase price. Attractive prices allow increasing a turnover and gaining new
customers. Additionally, the central unit organizes trainings for businesses, pur-
chases vehicles, services, e.g. legal ones, debt collection, insurance, information
technology, telecommunications, etc. All this reduces the costs in the column:
external services position. When analyzing the costs by type, remunerations account
for the largest share in this group. In this area a purchasing group has no possibility
for their reduction. External services are the second group of costs in a few
companies which constitute even higher share of remunerations. In four companies
costs increased more quickly, and in one of them it is a consequence of changes
among owners. Almost all companies in the periods surveyed recorded profits, and
in only two periods a loss was recorded. Table 1 shows the results for a general rate
profitability of net sales.
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Profitability of net sales ratio informs about the share of net profit in the value of
sales. This is the ratio of the net result to total revenues. A more detailed picture of
the profitability of sales is presented in Table 2, which uses a rate of return on sales.

Sales profitability (profitability ratio of products, goods and materials sold) is the
ratio of profit on sales to revenues from sales of products, goods and materials. It
informs about the level of profitability achieved directly from the core business.

When analyzing the results from Table 2, one can notice that the best results are
received by small companies where the turnover is of PLN 15–20 mln (USD 3.6–4.8
mln). The companies 2, 17, 19, 20, are the organizations that have only a few

Table 1 Profitability of net
sales (%) in branch GPOs

Company 2015 2014 2013 Mean

1 2.0 2.1 2.0 2.0

2 7.2 4.9 4.0 5.3

3 7.0 4.8 6.1 6.0

4 3.0 6.0 3.0 4.0

5 4.1 5.0 3.2 4.1

6 2.0 3.1 4.0 3.0

7 4.0 5.1 6.2 5.1

8 2.3 3.0 3.0 3.0

9 4.1 3.0 3.2 3.4

10 6.8 5.7 3.0 5.2

11 3.4 2.1 5.4 3.6

12 2.0 1.0 1.0 1.3

13 3.3 1.0 1.0 1.8

14 3.2 6.0 6.0 5.0

15 4.3 7.3 6.1 5.9

16 1.0 1.1 1.3 1.1

17 7.2 8.4 8.1 7.9

18 2.4 2.3 2.2 2.3

19 11.2 11.5 10.2 11.0

20 9.3 9.1 9.4 9.3

21 5.1 5.3 4.1 4.8

22 3.2 5.0 3.4 3.9

23 3.3 2.0 2.0 2.4

24 1.0 0.6 �0.1 0.5

25 1.2 1.0 1.1 1.1

26 1.1 6.5 1.3 3.0

27 2.1 �0.1 1.4 1.5

28 4.6 4.8 2.4 3.9

29 1.1 0.9 1.7 1.3

30 2.0 2.0 2.0 2.0

31 4.1 6.1 4.8 5.0

The mean 4.2 4.1 3.6 3.9

Source: Author’s own study
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subsidiaries. And when analyzing profitability, it is worth dividing the costs into
variable and fixed ones. For small businesses the fixed costs are not high. These
companies have not several dozen, but a few branches, and thanks to this the fixed
costs of maintaining these branches fall off. Not always all branches are profitable.
Some are formed in places where there is a strong competition to select only the
presence of the company. Companies where the share of fixed costs increases, are
more exposed to risk reduction in turnover compared to the companies with low
share of these costs (Higgins 2012). Companies operating in marketing and pur-
chasing groups can organize a delivery in several ways. This depends on having the

Table 2 Sales profitability
(%) in branch GPOs

Company 2015 2014 2013 Mean

1 4.7 5.1 3.2 4.3

2 8.2 7.4 5.1 6.9

3 9.2 7.3 7.1 7.9

4 3.2 7.3 3.1 4.5

5 5.2 7.1 6.2 6.1

6 4.3 4.0 3.9 4.1

7 7.2 8.1 8.1 7.8

8 4.1 4.1 4.0 4.0

9 4.9 3.1 4.0 4.0

10 8.2 5.9 2.7 5.6

11 2.9 3.8 7.0 4.6

12 3.9 4.0 1.0 3.0

13 3.1 1.0 1.0 1.7

14 4.2 7.1 6.9 6.1

15 2.0 1.0 1.0 1.3

16 3.9 4.9 1.1 3.3

17 7.5 8.2 8.2 8.0

18 5.0 5.3 4.0 5.1

19 11.5 10.3 9.8 10.5

20 9.9 9.0 8.0 8.9

21 7.1 6.1 2.9 5.4

22 3.1 5.1 4.3 4.2

23 4.3 4.2 3.1 3.9

24 2.0 0.8 0.1 0.9

25 1.8 1.9 2.2 2.0

26 7.1 7.4 6.0 6.8

27 2.1 �0.1 1.0 1.0

28 4.4 5.1 3.2 4.2

29 1.3 2.4 �0.1 1.2

30 4.4 4.2 4.1 4.2

31 4.5 6.3 7.3 6.0

The mean 5.0 5.0 4.2 4.7

Source: Author’s own study
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central warehouse that can serve as a point of separation. The supply chain expands
and companies should pay attention to it (Nollet and Beaulieu 2005). The extended
supply chain by the branch network is another increase in costs. Unfortunately, in
large companies too extensive branch network means also high cost of logistics.
They can be classified into variable costs. In companies that obtained the highest
rates of sales profitability, the low costs of external services can be seen. Transport
and delivery of goods is mostly supported by their own transportation. In biggest
companies the costs of external services for transport are very high. In large
organizations remuneration costs are also at a higher level compared to smaller
companies. Remunerations, rents, outsourcing everything decreases profitability
ratio. Companies that obtained the highest ratios, operate in cities with populations
of 30–180 thous. Residents. They are not the biggest cities and functioning within
the branch purchasing group puts them in the position of leaders of local markets.
Companies operating in major Polish cities obtain low sales profitability ratios. It is
caused by high competition that makes companies lower prices in order to acquire
contractors. The low profitability of these enterprises is influenced by high costs of
remuneration and fixed costs concerning, for example, rent, local taxes, which in
large cities are high.

In the case of 19 enterprises operating independently in the market, in 9 enter-
prises in the years analyzed there was a loss, the remaining units obtained profits. In
the case of dynamics analysis, only eight enterprises recorded a higher dynamics of
revenues over costs. The detailed results of ten enterprises, where profits were
recorded, are presented in Tables 3 and 4.

Profitability of net sales is the ratio of the net result to total revenues.
Sales profitability is the ratio of profit on sales to revenues from sales of products,

goods and materials. When analyzing Tables 1, 2, 3 and 4, it can be seen that the
higher profitability of sales is obtained by enterprises operating together in branch
purchasing groups.

Table 3 Profitability of net
sales (%) in enterprises
operating independently in the
market in 2013–2015

Enterprise 2015 2014 2013 Mean

1 2.1 1.2 2.3 1.9

2 1.3 2.3 2.1 1.9

3 1.1 1.0 1.0 1.0

4 2.0 3.1 2.8 2.6

5 4.1 5.4 4.3 4.5

6 1.1 1.1 3.1 1.8

7 1.0 1.0 1.0 1.0

8 1.0 2.8 4.7 2.8

9 2.1 2.1 4.3 2.8

10 2.0 3.0 2.7 2.6

Source: Author’s own study
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6 Conclusions

The functioning of companies together, mutual cooperation, creation of purchasing
groups is an opportunity for small and medium-sized enterprises to increase their
competitive strength.

The analysis of the results from Tables 1, 2, 3 and 4 showed that enterprises
operating in branch group purchasing organizations obtained higher profitability
rates than enterprises operating independently in the market. Joint operation allows
them to increase turnover, reduce costs and make profits. In the 27 companies
surveyed, a greater increase in sales revenue over the costs of operating activity
was reported over a 3-year period. In the case of enterprises operating independently
in the market only eight entities recorded an increase in the dynamics of revenues
over the growth rate of costs in the years 2013–2015. In addition, almost half of the
units analyzed recorded a loss. Operating independently in the market is becoming
more and more risky for small and medium-sized enterprises. They do not have a
chance to compare with enterprises operating in various types of multi-entity
organizations, unless they are powerful companies, whose turnover exceeds the
total turnover of the purchasing group. However, profitability ratios of sales in the
enterprises operating in the branch purchasing groups achieve different results.
Profitability depends largely on the level of fixed costs. The highest results were
achieved by companies with medium turnover. These companies had a few sub-
sidiaries and their headquarters were located in small towns. In the area where they
operate, there is not much competition. The largest companies with turnover of PLN
60–100 mln (USD 14.2–23.8 mln) received the weakest results. They work in the
biggest cities in Poland, where the competition is strong. Remuneration costs, fixed
costs to maintain branches, logistics costs are a serious group of costs which
significantly reduce the profitability of sales, but the scale of trading allows them
to make a profit. Comparing the results of profitability ratios in both groups of
enterprises, better results are visible in units operating in branch purchasing groups.
The average result of net sales profitability for branch groups is 3.9%, in
non-resident units it is 2.3%. The average result of the sales profitability index in

Table 4 Sales profitability
(%) in enterprises operating
independently in the market in
2013–2015

Enterprise 2015 2014 2013 Mean

1 4.3 5.2 4.1 4.5

2 2.8 2.0 4.1 3.0

3 2.1 1.9 2.9 2.3

4 4.1 4.2 5.2 4.5

5 6.2 6.8 6.6 6.5

6 1.8 2.0 3.7 2.5

7 2.1 1.9 3.0 2.3

8 2.0 4.0 5.7 3.9

9 2.9 2.9 4.7 3.5

10 2.6 4.2 3.4 3.4

Source: Author’s own study
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branch groups is 4.7%, whereas in stand-alone units it is 3.5%. However, it should be
noted that these results cover only those enterprises acting independently in the
market that have gained profits.

To sum up, in purchasing groups set up by enterprises dealing with trade in
construction products, including heating and sanitary technology, better results can
be observed in the area of sales profitability in comparison to entities operating
independently in the market. This is due to the benefits gained by entities operating
in branch purchasing groups. Joint operation and the use of economies of scale
reduce costs in enterprises, and the obtained advantageous trade credit is an excellent
tool to fight against competition. Attractive loans, low prices allow to acquire new
business partners and, what is important, keep existing ones. In this way, functioning
of purchasing groups allow to reduce significantly costs and increase revenues,
which is confirmed by the profitability results of sales of units operating in industry
purchasing groups.
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The Interdependence of Housing Market
and Banking Sector in Croatia

Tamara Slišković, Martina Nakić, and Tomislav Sekur

Abstract The two-way causality between housing market and banking sector has
been widely documented in housing economics literature. On the one hand, the
volume of housing loans, interest rates and other terms of lending are often
highlighted as significant determinants of demand for housing and therefore housing
prices. On the other hand, variations in housing prices change the value of assets in
banks’ balance sheets. This might influence their loan potential. The aim of the paper
is to investigate the mentioned bidirectional relationship in the case of Croatia. The
interdependence between housing market and banking sector is examined within
Vector Autoregressive (VAR) model. Housing market is represented by housing
prices and construction variables and banking sector by volume of housing loans and
corresponding interest rates. The empirical analysis shows that the causal relation-
ship in Croatia mainly goes from the banking sector to housing market. On the other
hand, there is a weak evidence of reverse causality which largely depends on chosen
housing price index. These results suggest that housing market in Croatia does not
follow typical patterns implied by widely accepted theoretical models.
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1 Introduction

Housing market fluctuations can have strong impact on economic activity and vice
versa. This is described both in theoretical models and empirical research. The
housing economics literature also confirms that there is a strong two-way causality
between the housing market and banking sector.

The main aim of this paper is to examine the interdependence between the
housing market and banking sector variables in the case of Croatia. The analysis
of this relationship is done within Vector Autoreggresion framework.

The analysis showed that Croatian housing market doesn’t follow typical behav-
ior implied by economic theory. Namely, we found evidence of banking sector
impact on housing market, since in both estimated VAR models housing prices and
new construction respond positively to change in housing loans in accordance to
economic theory. But, we haven’t found conclusive answer on the effects that
housing market variables have on banking sector (especially interest rate) since
they depend on index used as a measure of housing prices.

The paper is structured as follows. After introduction, in the second chapter
theoretical framework and review of previous research on the interconnectedness
between housing market and banking sector is given. Data and methodology
description and results of the empirical analysis are given in the third chapter.
Finally, the last chapter sums up the conclusions.

2 Theoretical Background and Literature Review

The interaction between housing market and overall macroeconomic activity has
been in the center of economic discussions since the beginning of this century.
Goodhart and Hofmann (2007) state that strong declines in stock prices at the
beginning of 2000s resulted in redirecting of funds from stocks to other asset
forms, such as housing real estate. This led to the creation of housing market bubble,
and housing wealth became an important component of total wealth.

Some studies such as Otrok and Terrones (2005) point out that housing real estate
is the main component of total households’ assets in industrialized countries, while
their main liabilities are mortgage loans. This emphasizes the importance of the
housing market as a specific segment of the entire real estate market, as well as the
need to observe the implications of housing prices fluctuations. Namely, strong price
changes in the housing market may have significant effects on macroeconomic
activity, primarily through changes in households’ net wealth and therefore changes
in demand on housing and credit markets.

The household market, as well as any market, can be explained in terms of supply
and demand. McQuinn and O’Reilly (2008) point out that a list of factors that have
an impact on the supply and demand in the housing market is inexhaustible and any
change in any of these factors leads to a shift in demand or supply curve which will
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affect housing prices. Housing prices (current and expected), household income,
mortgage interest rates, demographic factors and the availability of loans are among
the factors that shape housing demand. Factors affecting housing supply include the
cost of housing, the amount of available building land, zoning and planning restric-
tions and construction costs (McQuinn and O’Reilly 2008). Other studies identify
even broader list of determinants of housing supply and demand (for example,
Hlaváček and Komárek 2009).

Interest rate is the key variable in explaining the dynamics of housing prices.
There is a strong evidence in empirical literature that shows significant impact of
interest rates on the housing prices (Kalra et al. 2000; Sutton 2002; Tsatsaronis and
Zhu 2004; Abelson et al. 2005; Égert and Mihaljek 2007; Lovrinčević and Vizek
2008; McQuinn and O’Reilly 2008; Posedel and Vizek 2009; Adams and Füss 2010;
Vizek 2010; Ojetunde 2012; Nikolić 2015). Sutton (2002) explains this with the long
lifetime of residential real estate which through all that period generates services
related to its utilization. Furthermore, residential real estate implicit value is the
discounted value of the expected flows of these services. Therefore, the value of
residential real estate depends on the current but also on the expected future interest
rates used for discounting.

Housing prices are linked to the other developments in the financial and, espe-
cially banking sector. Existing empirical research confirms the existence of a strong
two-way connection between housing prices and banking sector (for example,
Collyns and Senhadji 2002; Goodhart and Hofmann 2007; Oikarinen 2009).

In practice, most of the research focuses on interrelationship between housing
prices and bank loans. A strong correlation and mutual causation between these
variables is proven both in developed and developing countries (Gerlach and Peng
2005). According to Goodhart and Hofmann (2007), housing wealth approximated
by housing prices can affect households’ demand for loans through three channels.
The effects are primarily reflected in the change of the borrowing capacity, which is
the function of the collateral net value. Furthermore, housing prices changes may
have significant effects on the households’ perception of wealth, which can affect
their spending and savings plans and finally their demand for loans. The third
channel implies the so-called balance effects, i.e., the direct and indirect effects
that the housing prices movements have on the bank’s capital position and their loan
potential.

Housing prices can affect banking system in two ways (Pirounakis 2013):
(a) directly, through the impact on the value of assets in banks’ balance sheets.
When housing prices rise, these institutions will more easily meet the capital
adequacy requirements; and (b) indirectly, affecting the solvency of private and
corporate borrowers. With rising housing prices, there is also a rise in borrowers’
solvency which consequently reduces the volume of bad loans. Thus, the banks’
capital position improves.

The reverse relationship, i.e., the impact of bank loans on housing prices, is
described by liquidity effects. Residential real estate are, on one hand, viewed as
long-term assets whose supply is fixed in short run. Greater loan availability in the
short run can increase housing demand, which, combined with a fixed supply, results

The Interdependence of Housing Market and Banking Sector in Croatia 279



in higher housing prices. On the other hand, residential real estates can also be
perceived as a form of asset whose price is equal to the present value of it’s future
returns. The increase in loan availability reduces interest rates (which are used as
discount factors), but also stimulates current and future economic activity, so the
positive effects on housing prices is achieved through both channels (Goodhart and
Hofmann 2007). The statistical significance of the bank loans as a determinant of
housing prices has been confirmed on several occasions (for example, Apergis 2003;
Tsatsaronis and Zhu 2004; Égert and Mihaljek 2007; Lovrinčević and Vizek 2008;
Hlaváček and Komárek 2009; Vizek 2010).

In empirical research, the interdependence of housing prices and bank loans has
often been proven, but when it comes to causality, more research is done investi-
gating the effects of real estate prices on loan dynamics. The results presented in
Goodhart (1995) show that real estate prices have a significant impact on bank loans
growth in the UK, but this is not the case with the USA. Zhu (2005) shows that the
rise in the housing prices leads to the expansion of the bank loans. Gerlach and Peng
(2005) demonstrate a high correlation between bank loans and the residential
property prices in Hong Kong. Their results confirm the influence of asset prices
on bank loans, while there is no evidence of reverse causality. Goodhart and
Hofmann (2007) test the relationship between real estate prices and bank loans in
16 industrialized countries and show that real estate prices are an important deter-
minant of bank loans. Precisely, the real estate price shocks in the 14 out of
16 observed countries have significant and persistent dynamic effects on bank
lending. Collyns and Senhadji (2002) find empirical evidence of reverse causality,
i.e., loan growth strongly influences housing prices inflation in the Eastern Asia
countries.

It is generally considered that negative housing prices developments are associ-
ated with the emergence of banking crises. While it is certain that high fluctuations in
housing prices in the 1970s contributed significantly to banking crises in many
industrialized and developing countries (Zhu 2005), many authors believe that
such fluctuations do not necessarily cause banking sector instability and other factors
should be taken into account.

For example, Goodhart and Hofmann (2007) emphasize that the interactive
relationship between real estate prices and bank loans in theory may lead to mutually
reinforcing cycles in housing and credit markets. Namely, the rise in the housing
prices, through greater collateral value, encourages further lending. If a portion of
additional loans goes for buying real estate, surplus of demand over fixed supply will
result in an additional increase in housing prices. The price increase then stimulates
additional lending, and so on. Such price-loan spiral may have negative effects on
the financial system, which is argued also by Borio and Lowe (2002). According to
them, neither rapid loan growth neither the strong growth in property prices (includ-
ing real estate) by themselves can undermine the stability of the financial system.
What may be dangerous, in terms of increasing likelihood of financial instability, is a
combination of continuous growth of both variables. Koetter and Poghosyan (2010)
consider that the dynamics of nominal prices on the housing market itself is not so
significant. According to them, what contributes to instability in the banking system

280 T. Slišković et al.



are the deviations of current housing prices from their fundamental values, which are
determined by fundamental macroeconomic variables.

Oikarinen (2009) provides empirical evidence of a strong two-way relationship
between real estate prices and mortgage lending in Finland, and stresses that
precisely this interdependence encourages cyclical deviations of prices from their
fundamental values, thus increasing the financial sector’s sensitivity. This interac-
tion gained significance after the financial liberalization that was carried out in
Finland in the late 1980s. Collyns and Senhadji (2002) provide evidence that market
liberalization is accompanied by cycles in economic activity, bank loans and real
estate prices in the Eastern Asia countries. Goodhart and Hofmann (2007) show that
the link between liberalization and asset prices movements is a common phenome-
non both in Western and Asian countries, as well as in developed and developing
countries, and that liberalization has strengthened the financial accelerator mecha-
nism through greater sensitivity of bank lending to fluctuations in real estate prices.

Given all the above, an indisputable fact is that housing prices have significant
implications on banking and financial sector and overall economic activity and vice
versa. Although there is a lot of research of this relationship, they do not give an
unambiguous answer of strength and direction of causality. In the case of Croatia,
there are several studies of macroeconomic implications of housing prices (Tica
2002; Dumičić et al. 2012; Égert and Mihaljek 2007; Lovrinčević and Vizek 2008;
Vizek 2010), but housing prices—banking sector relationship is poorly investigated.

3 Empirical Analysis

3.1 Data and Methodology

From the beginning of this century, the housing market in Croatia followed the same
trends as the developed countries’ market. Housing prices had been growing
strongly until the onset of the global financial crisis which was followed by a
sharp decline in housing prices. The same trend in housing market is visible when
new construction is observed. The same period is characterized by strong growth of
housing loans, which is significantly slowed down by the outbreak of the crisis.
Since the beginning of 2000 interest rates on housing loans have been continuously
falling, with exception of several short periods of strong rise including the beginning
of the financial crisis (see Fig. 1).

The analysis of interdependence between housing market and banking sector
covers the period from January 2002 to August 2014. Banking sector is represented
with two variables: loans and interest rate. Loans represent total bank housing loans
in million HRK, while interest rate is interest rate on long-term housing loans in
HRK with currency clause. Data on housing loans and interest rate are collected
from Croatian National Bank (CNB) and are published on a monthly basis.

Housing market is represented with housing prices and new construction. To
check the robustness of results, two different indices representing housing prices are
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used: (a) HICNHRK—Hedonic Real Estate Price Index which is calculated by CNB
on quarterly basis based on real estate prices in euros; the index is then translated in
HRK using average quarterly exchange rate EUR/HRK; and (b) ICSN—House Price
Index which is calculated by Croatian Bureau of Statistics (CBS) on quarterly basis
based on real estate prices in HRK. New construction is approximated with the
useful area (in m2) of the apartments for which the building permits were issued. The
data are published by the CBS on a monthly basis.

All data originally published at the quarterly level were translated into monthly
using the quadratic interpolation method in EViews. Monthly data are used for the
analysis as to provide greater number of observations. The House Price Index for the
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period 2002–2008 (since there is no official data) is approximated by corrected
movement of the Hedonic Real Estate Price Index. The justification for the above
approximation arises from the high correlation between the indices at those periods
in which data is available for both. Loans and new construction are translated in
logarithmic form.

The interdependence between housing market and banking sector is examined
within Vector Autoregressive (VAR) model. VAR(k) model with n endogenous
variables and number of lags k has the following form:

Zt ¼ μþ A1Zt�1 þ . . .þ AkZt�k þ Et ð1Þ

where Zt is the n-dimensional vector of endogenous variables, A1, . . . , Ak (nxn)
coefficient matrices, μ vector of constants and Et vector of innovations, ie error terms.

3.2 Results

In order to be included in VAR model, all variables have to be of the same order of
integration. To examine the order of integration Augmented Dickey-Fuller (ADF)
unit root tests were carried out and results are shown in Table 1.

The ADF unit root tests indicate that housing prices indices and loans are
integrated of order 1, i.e., non-stationary, while interest rate and new construction
are stationary time series, i.e., I(0). Since the VAR model includes I(0) and I(1) vari-
ables, in order to proceed with analysis, first the I(1) variables have to be differenced.

After testing order of integration, number of lags k has to be chosen. The selection
procedures used here include multivariate information criteria (Akaike, Schwartz-
Bayes, Hannan-Quinn), sequenced modified LR test (LR) and final predictive error
test (FPE). Based on these tests as well as tests of appropriateness of the model with
different number of lags (autocorrelation and heteroscedasticity tests of the whole
system and every equation in the system), k ¼ 5 (VAR with HICNHRK) and k ¼ 7

Table 1 Results of ADF unit root tests

Variable

Level First difference

DecisionConstant

Constant
and linear
trend None Constant

Constant
and linear
trend None

HICNHRK 0.2245 0.9313 0.8233 0.0000 0.0000 0.0000 I(1)

ICSN 0.0545 0.6730 0.7911 0.2442 0.1229 0.0483 I(1)a

LLOANS 0.0000 0.9996 0.9795 0.0561 0.0000 0.0399 I(1)a

INT 0.0115 0.1309 0.0700 0.0000 0.0000 0.0000 I(0)a

LSTARTSM2 0.9978 0.8901 0.0527 0.0000 0.0000 0.0000 I(0)a

Note: The values in table are MacKinnon (1996) one-sided p-values
aIn case of contradictory results the decision is made on the basis of an additional tests (Phillips-
Perron’s unit root test and/or graphical analysis of the observed time series)
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(VAR with ICSN) are selected as a compromise between improving model diag-
nostics and ensuring a sufficient number of degrees of freedom.

In order for the innovation analysis to be carried out, it is necessary to orthogo-
nalize the innovations. Cholesky factorization which requires a choice of order of
variables is chosen. Setting the interest rate in the first place is in line with Posedel
and Vizek (2009), who assume that interest rate can affect housing loans, prices and
new construction very rapid. Variable housing loans is put in the second place.
Putting loans in front of the housing prices is proposed by Zhu (2005) since bank
lending conditions may affect asset prices over the same period, while price changes
have effects on loans with a time lag. Posedel and Vizek (2009), Sutton (2002) and
Tsatsaronis and Zhu (2004) assumed that housing prices are positioned at the last
place. In contrast, housing prices here are positioned in front of new construction.
The theoretical basis for this comes from DiPasquale and Wheaton’s (1992, 1996)
model of long-run equilibrium in the aggregate real estate market according to which
the real estate price is the main determinant of the new construction. Although the
theory also foresees the effects of new construction on the real estate prices, it is
considered that these effects will not be realized in the same period.

Finally, vector of endogenous variables is defined as:

VAR1 : Zt ¼ INTt;DLLOANSt;DHICNHRKt; LSTARTSM2tð Þ ð2Þ

or

VAR2 : Zt ¼ INTt;DLLOANSt;DICSNt; LSTARTSM2tð Þ ð3Þ

The stability of both VARs is examined by analyzing the roots of AR character-
istic polynomial. Since all the parameters of characteristic polynomial per module
are smaller than 1, both VARs are stable.

According to theory, positive change in housing loans should have positive
effects on housing prices and new construction. On the other hand, rise in interest
rates should result in a decline in housing prices and, indirectly, new construction.
Regarding the opposite direction of relationship, i.e., effects of housing market on
banking sector, positive change in housing prices (and new construction) should
result in a rise of bank loans and a decline in interest rates.

Figure 2 shows impulse response functions to one standard deviation shocks in
variables of estimated VAR1 model with HICNHRK as measure of housing prices.
There is a positive and statistically significant response of change in housing prices
in the first month after the shock in change in housing loans, while the positive and
statistically significant response of new construction occurs in sixth month after the
shock. There are no statistically significant responses of housing market variables to
the shock in interest rate. Shock in new construction variable results with positive
response of change in housing loans in the fourth month and a negative response of
interest rate in the second month after the shock which is expected and in accordance
with economic theory. On the other hand, there are no statistically significant
responses of banking sector variables to the shock in change in housing prices.
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To test for robustness of results, VAR2 model is estimated with ICSN as measure
of housing prices. Figure 3 shows impulse response functions to one standard
deviation shocks in variables of estimated VAR2 model. Looking to the responses
of housing market to the shock in change in housing loans, the results are similar as
in VAR1. There is a positive and statistically significant response of change in
housing prices in the fifth month and new construction in the sixth month after the
shock. But, opposite to the VAR1, there is also statistically significant response of
change in housing prices in the fourth month after the shock in interest rate. Same as
in VAR1, shock in new construction results with a negative response of interest rate
in the second month after the shock, but opposite to the impulse response in VAR1,
there is no statistically significant response of change in housing loans. Finally,
negative and statistically significant response of interest rate occurs in sixth month
after the shock in change in housing prices which was not the case in VAR1.

Looking at the impulse response functions of both VARs, the effects which occur
in both of them and are in accordance to theory are the responses of housing market
variables to the shock in the change of housing loans. According to theory, interest
rate should be one of the key determinants of housing prices, but our results show
that the statistically significant response of change in housing prices to interest rate
shock exist only in case when ICSN is used. As it is present only in the fourth month
after the shock, it can be assessed as a weak evidence of importance of interest rate as
a determinant of housing prices in Croatia. Moreover, it can be interpreted as an
atypical behavior to the one implied by widely accepted theoretical models.
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Fig. 2 Impulse response functions in VAR1 with HICNHRK
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Regarding causality which goes from housing market towards banking sector,
there is statistically significant response of interest rate to the shock in new con-
struction in both estimated models but it occurs in very short period after the shock
and it is not persistent. Furthermore, statistical significance of responses of interest
rates and loans to the shocks in the changes of housing prices differs between two
estimated VARs.

Summing up the results, we can conclude that the causal relationship mainly goes
from banking sector to housing market in Croatia. There is no strong evidence of
reverse causality, i.e., from housing market to banking sector, as it largely depends
on chosen housing price index.

4 Conclusion

Since housing wealth has become very important part of the total wealth, housing
market fluctuations can have strong implications to overall economic activity.
Furthermore, since housing real estate are mostly financed through bank loans,
changes in housing market are strongly associated with movements in banking
sector. The main goal of the this paper was to investigate the relationship between
housing market and banking sector in Croatia.
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Fig. 3 Impulse response functions in VAR2 with ICSN
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The analysis showed positive responses in housing market variables, i.e., housing
prices and new construction, as a result of positive shock in housing loans. This
effect is common to both estimated VARs and is evidence of causal relationship
from banking sector to housing market. The reverse causality has not been proven
since estimated VARs do not give an unambiguous answer on the effects of housing
market variables on banking sector.

These results should be taken with the caution since the analysis of housing
market variables often have the problem of missing (or unavailable) long series of
data needed for quality analysis, which is also the case in this analysis. For that
reason, time series are interpolated and translated with different econometric tech-
niques that potentially result with the loss of the information contained in the original
data. Also, the results of ADF unit root test on short time series data are questionable.
Furthermore, there are certainly more macroeconomic variables which should be
included in VAR, like GDP, employment, income etc., which are not included here
in order to provide a sufficient degrees of freedom.

Regardless of all that, we can conclude that the causal relationship in Croatia
mainly goes from banking sector to housing market, while the evidence of reverse
causality is weak and dependent on housing price index included in analysis.
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Ecosystems Services Economic Valuation
Model: Case Study in Latvia

Irina Arhipova, Elina Konstantinova, Nameda Belmane, and Gatis Kristaps

Abstract The aim of the paper is to present and discuss the model for ecosystem
economic (monetary) valuation for the territory socio-economic development plan-
ning in two Latvian administrative areas: Baltic Sea coastal Saulkrasti and
Jaunkemeri pilot areas. Using ecosystem services economic valuation model three
scenarios have been modelled: current situation, planned development and
uncontrolled development, when in two pilot areas about 50% increase in con-
struction and 50% decrease of the forest area is foreseen. After analyzing the eco-
system services’ monetary values, it is concluded that the greatest monetary value in
both areas are provided by regulating services, so the maintenance and protection of
ecosystems ensuring regulating services can be considered as a priority in both
pilot areas. The second priority is cultural services, assuming, that the use of
cultural services will not generate additional anthropogenic load. The lowest priority
is given to provisioning services, taking into account the fact that the real possibil-
ities to obtain the market values are limited, because tree felling is prohibited.
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1 Introduction

Ecosystem services (ES) assessment can be implemented by applying bio-physical,
social and economic methods. Bio-physical assessment of ES characterizes ecosys-
tem structure and functions by using precise measurements, regular monitoring data
and ecosystem services modelling. Social assessment of ES evaluates significance of
ES for existing and potential recipients, different stakeholders and interest groups.
The Millennium Ecosystem Assessment presents the conceptual and methodological
approach for evaluation of ecosystems contribution to human well-being (Alcamo
et al. 2003).

Economic assessment of ES evaluates the willingness to pay for ecosy-
stem services in monetary or relative terms. Decision on the most appropriate
ecosystem services management scenario mainly depends on indicator selected
for ecosystem services assessment. There is developed a common Ecosystem Services
PartnershipVisualization Tool which is an open-access interactive platform that hosts a
catalogue of ecosystem services maps including information on indicators, data and
models useful for ES assessment (Drakou et al. 2015). There are several researches on
ES assessment in coastal areas, for instance the research study inAustralia examines the
willingness-to-pay for marine environmental improvements, based on policy-
determined scenario (Ostberg et al. 2015). The conclusion is that economic valuation
of coastal and marine ecosystem services is applied in decision-making process in
Australia, but its impact on policy is weak (Marre et al. 2015).

It should be considered that economic assessment of ES is extensive work with
considerable time and human resources consumption. ES economic assessment
mainly is implemented on basis of secondary data analysis and using TEEB (The
Economics of Ecosystems and Biodiversity) Ecosystem Service Validation Database
(ESVD) (Ploeg et al. 2010). TEEB ESVD presents the monetary values of the
ecosystems services for the main biomes/ecosystems, and it is possible to use
these monetary values for analysis of different scenario (Groot et al. 2011). In
research an overview of the value of ecosystem services of 10 main biomes
expressed in monetary units is given (Groot et al. 2012). Following the global
TEEB initiative, the TEEB Nordic carries out development of recommendations
for policy actions on ecosystem services in the Nordic countries (Kettunen et al.
2012).

The estimated monetary value is the tool for the comparing different policies,
where not absolute values are important, but the amount and direction of the
monetary values changing (Notte et al. 2012). Wolff et al. (2015) found that for
applying ecosystems services approach in planning, decision-making and manage-
ment it important to evaluate impacts on potential land use changes. There was also
discussed the necessity of the ecosystems services and landscape ecology concepts
and their integration into assessment procedures and landscape planning practice
(Pelorosso et al. 2016). Ecosystem assessments should be set within the context of
contrasting scenarios, as a function of changes between alternative options (Groot
et al. 2011). To model different economic scenarios it is necessary to integrate the
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ecosystems services monetary values into decision support systems for the scenario
development in public applications (Klein et al. 2015).

There are wide variety of methods for the ecosystems services evaluation. One of
the methods is ecosystem services assessment implemented by experts, using matrix
modeling techniques (Jacobs et al. 2015). Ecosystems Service Partnership working
groups have provided the guidance in ecosystems services mapping and assessment
practices (Willemen et al. 2015). For example, a value transfer analysis was used for
ecosystem services evaluation in the coastal zone of Catalonia, Spain (Brenner et al.
2010) and in northwest Mexico wetlands (Camacho-Valdez et al. 2013). For apply-
ing the combination of market-based and value transfer methods the authors (Sharma
et al. 2015) recommend recognizing the ecosystems services as an integral part of the
policy of local community. Benefit transfer can be a practical and cheap method to
estimate the ecosystems services values (Pascual et al. 2011). The biotope value
assessment method was development in Poland wetlands area, using Czech meth-
odology for estimating the monetary value of biotopes (Trzaski and Mana 2008).

This study is based on the data of Baltic Sea coastal pilot territories in Latvia—
Saulkrasti and Jaunkemeri. The necessary ecosystem services categories and assess-
ment indicators are indicated and assessed in the framework of European Commis-
sion LIFE project “LIFE Ecosystem Services—Assessment of ecosystems and their
services for nature biodiversity conservation and management (LIFE13 ENV/LV/
000839)”. There is carried out collection of primary data, aggregation and compar-
ative assessment of secondary data by using approbated scientific research methods
and ES assessment indicators. The obtained data is adapted to Latvian social-
economic situation by using correction factors. Depending on ES category there
were used following assessment methods (Pascual et al. 2011):

• for assessment of provisioning services—direct market pricing method;
• for assessment of regulating services—benefit transfer method and direct market

pricing method;
• for assessment of cultural services—benefit transfer method and travel cost

method.

The aim of the paper is to present and discuss the model for ecosystem economic
(monetary) valuation for the socio-economic development planning in Latvian
coastal areas.

2 ES Assessment Methodology Based on Secondary
and Primary Data Analysis

For ES and assessment indicators, it is necessary to standardize received data in in
unite spatial, time and currency units, for example EUR/ha/year. In addition, stan-
dardized data monetary values must be corrected taking into account inflation and
other factors to compare over time. ES economic impact mainly determines the value
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of ES in annual terms; it is necessary to perform seasonal corrections. ES usually are
assessed in certain place for certain services. Total economic value (TEV) and
received economical values of services can be converted to Latvian situation by
using Gross domestic product (GDP) deflator and GDP purchasing power parity
(PPP) conversion factors:

• by applying GDP deflator, the economic value of services (USD/ha/year) in fixed
year is converted in (USD/ha/year) in prices of current year;

• by applying GDP purchasing power parity (PPP) conversion factors, the eco-
nomic value of services in other currency (for example, USD) is converted
in EUR.

Purchasing parity method is theoretical price comparison, calculated on the basis
of certain basket of consumer goods price in certain currency in its basic country. It is
often significantly different from market currency exchange rate as well as in one
currency the prices can differ in different countries due to geographical situation,
differences in production and market situation. In the result there is received
economical value of services EUR/ha/year in current year prices.

ES value is relative contribution to sustainable human well-being. ES monetary
assessments is not the same to privatization and exactly value how much the service
costs in terms of money in the market, because it depends on the assumptions and
limitations of the study during of assessment of ES (Costanza et al. 2014). Although,
if we have ES monetary values, it is possible to develop and implement different
management scenarios and determine trade-off mechanisms. ES monetary assess-
ment is standardized assessment as it is necessary to transform different ES indicator
units in one monetary unit, for example EUR/ha/year. It gives possibility to compare
different ES and determine which service is valuable. The absolute value of the
ecosystem services are uncertain and for practical use, it is necessary to compare the
relative values of changes in the provision of ecosystems services (Price 2007).

ES economical assessment methodology consists of following stages:

• provisioning, regulating and cultural service monetary evaluation;
• assessment of ES in larger areas in longer time period which includes data

aggregation by geographical units and by ecosystem services and determines
ES economic impact range/area;

• ES economical assessment meta-analysis based on ES assessment model;
• ES economical model for modelling development scenarios.

Provisioning, regulating and cultural service monetary evaluation includes at the
first step the process of secondary and primary data standardization in spatial, time
and currency units, for example EUR/ha/year, and at the second step includes
secondary and primary data corrections, taking into account inflation and other
factors for comparison over the certain time period.
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2.1 Economic Impact Area of Ecosystem Services in Pilot
Territories

The two pilot areas in the coastal zone—Jaunkemeri and Saulkrasti—have been
selected to test the approach of assessment the ES for the Latvian coastal conditions.
Pilot area “Jaunkemeri” is located within the city and is part of Kemeri national park.
It includes sandy beach and biologically valuable habitat of EU importance—
wooden dunes. The area is not much transformed and relatively poorly visited
(90.85 ha). Pilot area Saulkrasti is located in Saulkrasti municipality. It includes
sandy beach and biologically valuable habitat of EU importance—wooden dunes
and remarkable cultural and nature monument—White Dune. The well-maintained
nature object is frequently visited and subjected to excessive anthropogenic pressure
and erosion (132.86 ha).

To evaluate economic impact area of ES in pilot territories, it is necessary to
identify the relation or link of pilot territories within larger area considering distance,
number of visitors and total monetary value of ecosystem services depending on
place of residence. The determination of economic impact area of ES allows to
determine average number of visitors in pilot territories per year per 1000 inhabitants
depending on place of residence, to assess the average monetary value (EUR) per
year, depending on place of residence, to calculate the proportion of ecosystem
services in pilot territory and all other area and to assess number of visitors of pilot
territory depending on distance from visiting place.

There was implemented the social survey with aim to obtain primary data for
economic assessment of following ecosystem services in pilot territories about
provisioning ecosystem services of medical plants (herbs), as well cultural and
recreational ecosystem services of bird watching, active/passive recreation, environ-
mental education and cultural heritage, landscape.

The surveys were implemented in August and September of 2016 and in total
750 respondents (375 in each pilot territory) were interviewed. Analyzing the
number of active/passive recreation visitors depending on distance travelled the
economic impact area of Jaunkemeri pilot territory was estimated at 50 km (Fig. 1).
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Fig. 1 The number of
Jaunkemeri pilot territory
active/passive recreation
visitors depending on
distance (km). Source:
Authors own study
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Analyzing the number of active/passive recreation visitors in Saulkrasti
depending on distance travelled it is possible to estimate that economic impact
area of Saulkrasti pilot territory is also 50 km (Fig. 2).

2.2 Ecosystem Services Assessment Meta-analysis

Meta-analysis of ecosystem services economic assessment is based on multiple
regression analysis (Eq. 1):

Ln Yið Þ ¼ β0 þ β1X1i þ . . .þ βkXki þ εi ð1Þ

Yi—economical (monetary) value of ecosystem and Xi are factors characterizing
geographical location, social-economic situation and other factors of selected terri-
tory. Considering the small number of total visitors, ES assessment meta-analysis
was applied for data obtained in survey only about active/passive recreation. It was
used such quantitative factors as average monthly net income, age, costs, duration of
visit, willingness-to-pay for conservation of place and qualitative factors as gender
and educational level. Correlation analysis shows that in case of active/passive
recreation there is linear relationship between economic (monetary) value of eco-
systems (EUR/ha) and quantitative factors (Table 1).

It can be concluded, that there are higher costs (EUR/person) related to active/
passive recreation in Jaunkemeri than in Saulkrasti. Analyzing costs, we can con-
clude that higher costs are in build-up areas and lower costs are in forest area in
Saulkrasti and in beach area in Jaunkemeri (Fig. 3).

There is lower duration of visit related to active/passive recreation (h) in
Jaunkemeri than in Saulkrasti. Analyzing the duration of visits depending on
recreation place it can be concluded that longer duration of visits is in build-up
areas and in river areas, conversely the shorter duration is in forest area in Saulkrasti
and in beach area in Jaunkemeri (Fig. 4).
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Fig. 2 The number of
Saulkrasti pilot territory
active/passive recreation
visitors depending on
distance (km). Source:
Authors own study
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3 Economic Model of Ecosystem Services for Modelling
Development and Land-Use Scenarios

In the framework of the study, there is developed model for determining economic
values of ecosystem services. The model is based on developed and approbated
methodology and intended to use for monetary assessment of ES in coastal areas. In

Table 1 Correlation coefficients between ecosystems monetary value and quantitative factors in
Jaunkemeri un Saulkrasti pilot territories

Quantitative factors

Correlation coefficients (r)

Jaunkemeri ecosystem
monetary value (EUR/ha)

Saulkrasti ecosystem
monetary value
(EUR/ha)

X1: average monthly net income (EUR) 0.99 0.09

X2: age (years) 0.63 �0.82

X3: costs of visiting the place
(EUR/person)

0.79 0.41

X4: duration of visit (h) 0.81 0.67

X5: willingness-to-pay once a year for
conservation of place (EUR/person)

0.68 0.17

€,0.00 

€,4.00 

€,8.00 

€,12.00 

Beach Rivers Build up
area

Forests

Jaunkemeri Saulkrasti

Fig. 3 Average costs
(EUR/person) related to
active/passive recreation in
the pilot territories
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Fig. 4 Average duration
(h) of visit related to active/
passive recreation in pilot
territories
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a case of the study the scenarios are developed against the current status of the land
use in the pilot territories. Saulkrasti and Jurmala are popular recreation and tourism
destinations, therefore the main controversial interests are nature conservation versus
tourism development.

To provide leisure opportunities including sport activities and other activities
outside the summer season, Jurmala city has designated a part of Jaunkemeri pilot
area as a resort park. Saulkrasti municipality anticipate the establishing a nature
design park in a part of the pilot area. There are data provided and analyzed for
modelling of three following scenarios for pilot territories:

• first scenario reflects the existing situation—current monetary values of eco-
system services in Saulkrasti and Jaunkemeri pilot territories;

• second scenario is related to tourism and recreation development in Jaunkemeri
and Saulkrasti pilot territories—nature territories for active/passive recreation and
sport activities, environmentally educational activities covering all seasons;

• third scenario is modelling a hypothetical situation where in both pilot territories
about 50% increases build-up area instead of forests displaying changes of
ES monetary values in a case of uncontrolled development in pilot territories.

The results of economic assessment of ES in Saulkrasti and Jaunkemeri in current
situation (EUR/ha/year) distributed by provisioning, regulating and cultural services
are shown in Fig. 5. The monetary value of ES in Jaunkemeri is higher than
ES monetary value in Saulkrasti. The second development scenario doesn’t have
large impact of ES monetary values. There are increasing of monetary value of
provisioning services in Jaunkemeri territory (about 4%) and decreasing of
monetary value of regulating services (about 4%).

The regulation services gave the largest monetary value in both pilot territories
both at the existing situation and at the implementation of second scenario. At the

€,0.00 

€10,000.00 

€20,000.00 

€30,000.00 

Provisioning
services

Regulating servicesCultural services

Jaunkemeri Saulkrasti

Fig. 5 Economic assessment of ecosystem services (EUR/ha/year) in Saulkrasti and Jaunkemeri
pilot territories in current situation
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same time, comparing changes of implementation of third scenario, there is signifi-
cant decreasing of monetary values of regulating and provisioning services. The
lower decreasing has cultural services.

The comparison of all three development scenarios in Jaunkemeri pilot territory
based on secondary data and distributed by provisioning, regulating and cultural
services are shown in Fig. 6.

The third scenario provides visible losses of ES monetary value comparing with
first and second scenario. The most significant are losses in values of regulating and
provisioning services. The regulating services have the largest monetary value in a
case of implementation of all scenarios.

The comparison of all three development scenarios in Saulkrasti pilot territory
based on secondary data and distributed by provisioning, regulating and cultural
services is shown in Fig. 7. The same as in Jaunkemeri, the implementation of third
scenario provide visible losses of ES monetary value comparing to other scenarios,
particular for regulating and provisioning services. There are no significant changes
in ES values by implementation of first and second scenario. The regulating services
have the largest monetary value in a case of implementation of all scenarios also in
Saulkrasti pilot territory.

As it was explained above, the regulating services have the largest monetary
value in both territories and it is mainly provided by forest areas. Forest areas have
the largest common rate of ES monetary value comparing to other areas—beach,
build-up, rivers. Thus, the largest monetary value of ES in Jaunkemeri territory can
be explained with larger forest covering comparing with Saulkrasti (in Jaunkemeri
forests covers 78% of all territory, in Saulkrasti—48%). By implementing third
scenario which means decrease of 50% of forest area Jaunkemeri territory still
remain more valuable than Saulkrasti territory.

There are no changes of ES monetary values in Saulkrasti by implementing
second scenario, which means that this scenario is gentle to existing ecosystems in

€,0.00 

€10,000.00 

€20,000.00 

€30,000.00 

Provisioning
services

Regulating servicesCultural services

1st scenario 2nd scenario 3rd scenario

Fig. 6 Economic assessment of ecosystem services (EUR/ha/year) in Jaunkemeri pilot territory in a
case of implementation of first, second and third scenario
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territory and don’t change the ES provision. A similar conclusion can be done also
for Jaunkemeri territory, although there is a small decrease of regulating services
about (4%) and a small increase of provisioning services (about 4%). The imple-
mentation of third scenario is not recommended for both pilot territories because it
can cause significant monetary and ecological losses of all ES categories.

4 Conclusions

It can be concluded that implementation of second scenario is a well-considered
decision—there are no losses of common ES values and no negative impact on
ecological status of ecosystems in both pilot territories. At the same time, it has a
positive impact on tourism and recreation development by implementing different
leisure and sport activities and establishing environmentally friendly visitor
infrastructure.

Implementation of third scenario is hypothetical scenario and there are limitations
to make reasonable conclusions of changes of ES values by changing only land use
of areas without detail description of planned infrastructure (resort, museum etc.)
and evaluations of its impacts environment and socio-economic situation. As the
result of ES monetary assessment, the following priorities and recommendations can
be outlined:

• the largest monetary value has regulating services provided by forest areas. The
forest areas are the most valuable areas from ES monetary assessment per-
spective. Therefore, the priority should be given to management scenarios and
measures which are toward to maintain and protect the forest ecosystem;

€,0.00 

€10,000.00 

€20,000.00 

€30,000.00 

Provisioning
services

Regulating servicesCultural services

1st scenario 2nd scenario 3rd scenario

Fig. 7 Economic assessment of ecosystem services (EUR/ha/year) in Saulkrasti pilot territory in a
case of implementation of first, second and third scenario
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• the second priority from ES monetary assessment perspective is given to cultural
services assuming that development of tourism and recreation activities would
not create additional anthropogenic load on ecosystems, but will be directed
toward nature education and decreasing of negative impacts on ecosystems;

• the lowest priority is for provisioning services considering that both territories are
located in coastal areas and there are legal and physical restrictions to obtain these
services (for example restriction of tree felling and fishing).
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Salaries to Revenue Ratio Efficiency
in Football Clubs in Europe

Igor Perechuda

Abstract Coefficient of Salary to Revenue is one of the key performance indicators
in football clubs. It contains information about money invested in the main resource
of football club, i.e. in football player. Thus, the most important element of a football
club is the football squad. The sports club could not participate in competitions
without a suitable team. Consequently, the question arises about an effective level of
salary in comparison to sports and business performances. A sports club is a specific
enterprise. A significant number of football clubs have financial difficulties. There-
fore, knowledge of the optimal allocation of financial resources is important. The
main objective of the study is to identify an optimal level of salaries in relation to
revenue coefficient so that effective sport results could be achieved. Depending on
the chosen sample in the conducted research, results show different levels of the
chosen coefficient. Yet, it is observed that clubs are characterised by some extreme
results and tendencies. The paper presents a part of a wider research study about the
key indicators of measuring sports clubs efficiency in Europe.

Keywords Corporate finance · Football clubs · Efficiency · European football ·
Salary

1 Introduction

Many professional football clubs in Europe face financial difficulties, and they are
seeking new and wide opportunities to attract money. In England, take-over by
investors of professional football clubs has increased over the last years and the
English Premier League (EPL) became the most successful football league in the
world, at least from a revenue perspective (Peeters and Szymanski 2013; Markham
2013). It is fundamental for many owners to continuously optimise their investment
decisions. A sports club is a specific enterprise. A significant number of football
clubs have financial difficulties (Szymanski 2012). Some of the mentioned clubs are
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gradually more unsuccessful on the pitch over the last years too. Therefore, knowl-
edge of the optimal allocation of financial resources is important. A gap can be
noticed in the literature concerning the efficiency level particularly in the football
sector. Therefore, a study on this subject is valuable.

The sports club could not participate in competitions without a suitable team.
Consequently, football players generate the assumptions of potential economic
benefits for the club (Oprean and Oprisor 2014). Currently, there are certain prob-
lems concerning football players. They include difficulties with valuation and
market capitalization (Demir and Danis 2011; Amir and Livne 2005; Markham
2013), accounting standards (Shareef and Davey 2005; Lozano and Gallego 2011),
human resources studies and intellectual capital (Morrow 1996, 1997; Perechuda
2016), law and tax conditions (Morris et al. 1996). Every year, football clubs make
significant investments by buying optimal football players, aiming at improving the
quality of sport competitions, which promotes the growth of investment attractive-
ness of a club as a business unit. Scales of investment into professional football
players are comparable to the amounts of direct investments in the industrial sector
(Kulikova and Goshunova 2014). The evolution of the transfer market observed for
the five major European leagues since 2009/10 reflects a strong increase in the spent
sums. The big-5 league (English, French, German, Spanish and Italian) spent 6.9
billion € to hire football players in their squad in 2009/10 (70.4 million € per club).
This amount increased to 8.6 billion € in 2014/15 (87.7 million € per club). During
these six seasons, the average “value” of a squad as a transfer expenditure increased
by 24.5% (Poli et al. 2015). It implicates the next issue. If clubs spend more on
buying new players, then they spend more on salaries of these players too (Markham
2013). Thus, the question arises about the efficiency of football players as resources.

In order to measure efficiency, a choice of way of using resources and achieving
performances are important. This paper presents a research about the chosen key
indicators to measure football club efficiency. First of all, it is important to describe
how efficiency can be understood in case of football clubs. Secondly, this paper
presents the chosen key indicators to measure football clubs efficiency. The objec-
tive of the paper is to verify if there is such a level of the chosen indicators that
allows to assume the scope of theirs values as a condition to achieve reasonably level
of efficiency by football clubs. Additionally, the research tries to verify if there is an
optimal efficiency curve in football clubs. The chosen indicator is the coefficient of
Salaries to Revenue. Thus, the main objective is to identify an optimal level of
coefficient of Salaries to Revenue in order to achieve effective sport results. This
paper presents a part of a wider research study about key indicators for measuring
sports clubs efficiency in Europe. The first stage of research concerns efficiency and
its understanding in case of football clubs. The second and the main part of the
research consist of the comparison of the coefficient of Salary to Revenue (S/R) with
the chosen key performance indicator in total sample of data. The third part of
research was carried out in order to complete the main part of the research in the
divided sample.

The research was based on the clubs from the main European leagues, i.e. mainly
from Italy and England. The research also includes football clubs listed on the stock
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exchange in Europe and the ones which are from other countries. In all cases, all
clubs were from the highest football league. This paper presents results mainly on
the basis of financial data and data of sport performance of the chosen football clubs.
The gathered data concerns the years from 2010 to 2015. It includes a 5 year-period
because the UEFA ranking is based on points granted during 5 years. The sample
included 19 football clubs without the English Premier League (EPL). The research
on the EPL was conducted only for one season, i.e. as a complementary sample in
the third part of research. Moreover, the literature review and business reports was
conducted in order to choose some suitable data and to adequately interpret the
obtained result.

2 Understanding of Efficiency

Economic efficiency indicates an economic entity in which all resources are allo-
cated to serve in the best way possible, minimising waste and inefficiency. In such
situation, any newly implemented changes would make it worse. In other words, it is
a situation understood as maximization of production using all available resources
which are limited. The concept of efficiency has to employ some measure of value.
The monetary measure used by economics proves to be both broad and useful. It
enables to take account of and compare the evaluations made in many different cases
and to respond appropriately (Heyne 2008; Samuelson and Nordhaus 2001). In this
study, the expected curve of efficiency is assumed. The curve presents effects which
depend on the chosen variable in the Fig. 1. The variable in this paper is the level of
coefficient of Salaries/Revenues.

Evaluation and measurement of efficiency in economics are fundamental prob-
lems for organization, regardless of whether it is a profit organization, a nonprofit
organization such as a foundation or a sports club. In order to deal with efficiency,
we can distinguish sports clubs which are divided into non-profit and for-profit
sports club (Cieslinski and Perechuda 2015). This paper elaborates on the problem in
professional football clubs and it focuses on the group of profit sports clubs.
Professionalization and commercialization in sport raised a questions regarding the
benefits of investment in football clubs and the method of measuring efficiency of
resources in football clubs. The importance of the issue of efficiency and financial
performance of football clubs is proven by the Financial Fair Play initiative under-
taken in 2009 by the Union of European Football Associations (UEFA).

Many studies (Wyszynski 2016; Wang et al. 2014; Wilson et al. 2013; Szymanski
and Kuypers 1999; Fort 2003) observed that in business practice, sports club
managers have a higher impact on input reduction, mainly regarding the costs of
staff (players and coaches), that is on their salaries rather than on an increase in the
output obtained, for instance the number of points awarded for winning or drawing
in a football match. Many authors pointed that the business performance of the
football clubs depends on their football players. Thus, the coefficient of Salaries to
Revenue is one of the most important Key Performance Indicator (KPI) in football
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business. It is used to compare the investment in players to the achieved results
(Barros and Garcia del Barrio 2008; Carmichael et al. 2010; Halkos and Tzeremes
2010).

Plumley et al. (2017) prepared the research of KPI for the EPL. They pointed out
that the economic aspects of sporting effectiveness are often considered in isolation
and there is little reference as to how these can be linked together with financial
performance factors to contribute to an overall measure of performance. Yet, they
still they chose the KPI divided in two groups, that is the financial one and the sports
one. As far as financial indicators are concerned, they analysed revenues, profit,
ROCE, current ratio, debt, gearing and the last but not the least Salaries/Revenue
(S/R) ratio (it was regarded as the most important). Additionally, it is worth
mentioning that due to the UEFA’s recommendation within Financial Fair Play,
clubs are advised to make sure that salaries do not exceed 70% of revenues and debt
levels do not exceed 100% (Plumley et al. 2017). Both of these factors are assigned
with the greatest weight as far as the financial performance is concerned.

The classification of sports and financial indicators is fundamental to understand
the processes and relations between financial results such as profits and sport results
such as championship. Some authors stated that indicators based on profit or net
profit approach are hard to apply in football clubs (Markham 2013; Szymanski and
Kuypers 1999). Small part of football clubs that generate profit are exception to
situation that most clubs’ outgoings continue to race ahead of revenues (Kennedy
and Kennedy 2016). Szymanski and Kuypers (1999) considered three areas of the
relationship between sport success and financial success. Firstly, higher profits might
automatically lead to better team performance and greater sports success might lead
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to greater profit, so that there would be no conflict between satisfaction of stake-
holders such as football fans and owners of sports club. Secondly, sports success
might be unrelated to profitability or even could be generating loss due to high level
of salaries which is the last area investigated by Szymanski and Kuypers (1999). The
collected data and the conducted research by these authors show that there is no
simple formula that could explain the relation between sport success and financial
success. Studies on value creation by football clubs correspond with this problem.
Studies on sports clubs valuation pay more attention to the utility approach of value
creation by football clubs than to the transactional approach (Andreff 2011; Mark-
ham 2013; Perechuda 2016). In conclusion, it is hard to evaluate effectiveness of
sports clubs only by profit orientated approach. Professional sports clubs need to
balance the requirements of producing a successful team on the pitch (utility
maximisation) with the requirements of being a commercial organisation (profit
maximisation).

3 Research Results

Review of literature showed that the coefficient of Salary to Revenue (S/R) is the
most important performance indicator in the football industry. Moreover, it reflects
level of investment in football team. Thus, this paper attempts to answer how it
correlates with direct results of sport performance such as:

– Place in national league
– UEFA ranking points (including general good sport performance in Europe)

Additionally, this paper presents elaboration on how coefficient of Salary to
Revenue (S/R) refers to the one chosen financial result: Revenue/Assets (R/A).
This indicator was chosen in order to show some effectiveness in financial perspec-
tive and to avoid profit approach which is not recommended in sports clubs, where
range of business success is measured better by changes in revenues (Kennedy and
Kennedy 2016).

The main research question in the study is: what is the optimal level of coefficient
of Salary to Revenue (S/R) in order to achieve effective sport results? In order to
answer this question, the data of sports clubs were collected. The obtained results are
presented on the scatter plot in order to compare them with assumed efficiency curve
in the Fig. 1. The quantity verification is an additional part of the research and it
includes only basic statistical means and Pearson correlation. However, the main
conclusions are drawn on the basis of the presented scatter plots (Table 1).

In order to validate the research, financial data is gathered from financial state-
ments of the chosen clubs. All chosen clubs during the period of the data collection
were in the upper divisions and some of them competed in international competi-
tions. These kinds of clubs were chosen because they are the ones that attract a great
number of investors and sponsors and as a result they are the most professional
organizations in this industry. The samples were collected mostly on the basis of the
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top 5 best football leagues in Europe. All of the clubs were limited companies. At the
initial stage of the study, only the clubs listed on the stock exchange were chosen.
The data collected at the initial stage were not sufficient to compare the relation
between the Salary and Revenue (S/R) with efficiency understood as the place in
league. As a result, in the main stage of the study 10 clubs from one league (Italian
league) were added to the sample.

The first verification concerns comparing place in the league1 with coefficient of
Salaries to Revenues. Results of this comparison is presented in the Fig. 2.

The best clubs which achieved from the first to fifth place in the league were
characterised by a wide range of coefficient of Salary to Revenue (S/R) from 40% to
above 80%. Thus, it is hard to clearly indicate the optimal level of S/R in order to
achieve good sport performance. Additionally, the Fig. 2 allows to observe a border
of S/R ratio at 40%. There are hardly any clubs whose value is lower than that. The
mean of S/R in this comparison achieved 70%. Furthermore, the scatter plot presents
the comparison of the UEFA points2 with coefficient of Salary to Revenue (S/R) in
the Fig. 3.

Table 1 Chosen football
clubs

Name Country

1. Juventus Italy

2. Roma Italy

3. Lazio Italy

4. Cagliari Italy

5. Udinese Italy

6. Fiorentina Italy

7. Genoa Italy

8. Inter Italy

9. Milan Italy

10. Napoli Italy

11. Parma Italy

12. Verona Italy

13. Torino Italy

14. Borussia Dortmund Germany

15. Sporting Lisbon Portugal

16. Benfica Lisbon Portugal

17. Porto Portugal

18. Olympique Lyonnaise France

19. Ajax Amsterdam Netherland

Source: Author own study

1The higher place in league (the lower number) the better the sports performance.
2UEFA points are based on the results of clubs competing in the five previous seasons of the UEFA
Champions League and the UEFA Europa League. The rankings determine the seeding of each club
in all UEFA competition draws. The more points the better the club performance.
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In the Fig. 3 it may be noticed that that the best clubs with regards to the sports
performance mostly have the S/R ratio between 40% and 63%. Thus, the good
performance taking into account the UEFA points are below mean of S/R in this
sample. The sample in this comparison is lower than in the Fig. 2 because not all the
clubs performed during 5 years in the UEFA competition. The third comparison
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concerns the ratio of business efficiency: Revenues/Assets3 (R/A) versus coefficient
of Salaries to Revenue (S/R).

The scatter plot in the Fig. 4 presents a relationship between these two values,
mainly when the S/R ratio increases, the R/A may become lower. It can occur in this
way particularly if the change is determined by the value of revenues. On the other
hand, if a change is determined by salaries there can be a positive relation between
higher salaries and higher value of assets because football players are treaded as
intangible assets in assets of a given club.. Finally, in this comparison, as it is
presented in the Table 2, there is a weak regression correlation between these two
ratios (R/A and S/R).

In the chosen statistics data if only sample of clubs achieving from the first to the
fifth place in the league are observed, one may see that they have the lowest level of
mean S/R and the lowest standard deviation. It implicates that the clubs with better
sport performance are characterised with more stable level of S/R and in most cases
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Fig. 4 Scatter plot of Revenues/Assets vs coefficient of S/R. Source: Author own study

Table 2 Chosen statistics data (w/o EPL)

Mean of S/R St. dev.

All football clubs (%) 70 23

Means for clubs from the first to fifth place in the league (%) 62 18

Means for clubs with the UEFA points (%) 63 21

Pearson correlation

S/R vs place in the league 0.43

S/R vs UEFA points �0.18

S/R vs R/A �0.18

Source: Author own study

3The higher the R/A ratio, the better the company performs, since higher ratios imply that the
company is generating more revenue.
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S/R is lower than S/R mean of total sample. In these three comparisons, there is not a
good Pearson correlation. The main stage of the research has not shown clearly how
the curve of optimal efficiency level of S/R should look like. As a result, the
complementary research was implemented in the last stage of the research. In
addition to comparing of S/R with sport performance, were presented a basis only
of one national league. Two samples were chosen in the additional stage: one season
(from 2014 to 2015) of the English Premiere League (EPL) and all five seasons for
clubs only of the Italian league.

In the additional sample of the EPL, the most effective clubs (5 of 6) with the best
results achieved from 50 to 60% of coefficient of Salary to Revenue (S/R) and they
were below mean which is at similar level as it is in the comparison with the UEFA
points: 63%. The comparison presented in the Fig. 5 is similar to the one presented in
the Fig. 3 (UEFA points). Clubs placed further in league are characterised by a wider
discrepancies of S/R ratio.

The data presented only for the Italian league is not quite different from the one
presented in the Fig. 1. However, there are differences between the EPL and the
Italian league so that it can be assumed that it is a good research direction to
investigate and optimal level of S/R inside the whole one league and clubs from
different leagues should not be mixed. Yet, they can be mixed if the research sample
is not based only on the clubs that participated in the UEFA competitions which is
another form of a group competition and clubs with players from different countries
but at one common level of competition.
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4 Conclusions

In the conducted research, the results are dependent on the selection of the sample.
The collected data in the total sample (w/o EPL) do not allow to confirm or reject the
initial assumption. However, it is possible to observe the trend where increase of
coefficient of Salary to Revenue (S/R) over a certain level leads to a decline of
efficiency measured by sport results or by R/A ratio. The results can be explained by
the analysis of the sample. In the total sample (the Fig. 2), there is no equal
representation of each place in the league. Moreover, the sample contains clubs
from different national leagues. Thus, at the additional stage of research the results
for clubs only in one national league (the Fig. 5 and the Fig. 6) are presented. In case
of the EPL sample, it contains an equal representation of each place in league
because it is prepared for one season with all the clubs. After having prepared a
comparison and an additional analysis of the chosen statistics data (Table 2), it is
possible to observe that clubs which achieve good sports results are characterised by
a lower value of coefficient of Salary to Revenue (S/R). Yet, there are some
limitations of S/R value when none of the teams are below that value. Moreover,
the cases of achieving worse performance results (sport performance) are
characterised by a higher standard deviation of S/R and are more varied. The
observed minimum level of S/R ration is close to 40% but it is hard to indicate the
maximum level of this ratio. On the basis of conducted research, it is possible to
prepare, preliminary shape of the curve of the optimal efficiency of S/R (the Fig. 7)
only in comparison to sports performance. The curve is limited by the minimum
level of S/R (40%) and is declining when S/R ratio is above mean (63%) as it was
observed in the conducted research.

The study is not sufficient to fully confirm the previous assumptions, yet it allows
to spot a problem that should be explored in details in a wider historically sample of
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the selected cases of clubs with an analysis of the process of relations between hiring
expensive players and obtaining specific sport results as consequences. Neverthe-
less, coefficient of Salary to Revenue (S/R) is one of the key performance indicators
in football clubs as it is presented by other authors and it is a derivate of sport
performance. In order to obtain better results, clubs are expected to achieve lower
levels of this indicator. On the other hand, at the time the club is at the top of the sport
competition, it has huge funding and is able to hire expensive players but when the
players do not achieve adequate results, there is a risk that annual revenues will fall
drastically and the club will be paying high wages to players who draws club to the
bankruptcy. Distribution of salaries between players in each club is another problem
to investigate in further research. S/R could be overestimated due to one or couple
very expensive football players in comparison to other players in the same team.
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Evaluating Realized Volatility Models
with Higher Order Cumulants: HAR-RV
Versus ARIMA-RV

Sanja Dudukovic

Abstract The objective of this paper is to introduce a new Realized Volatility
(RV) Model. The model solves the problems of capturing long memory and heavy
tales, which persist in current Heterogeneous Auto Regressive Realized Volatility
Models (HAR-RV). First, an extensive empirical analysis of the classical RV model
is provided by coupling Digital Signal Processing (DSP), Non Gaussian Time Series
Analyses (NG-TSA) and volatility forecasting concepts. All models are built and
tested on 30 min quotations of closing spot prices: USD/JPY, CHF/USD, JPY/EUR
USD/GBP and GBP/EUR for the period from May 14, 2013 to July 31, 2015, taken
from Bloomberg. The independence of the model’s innovations is tested by using the
second, third and fourth cumulants, known as Higher Order Cumulants (HOC).Two
tests are used, the Box-Ljung (B-Lj) test and Hinich test. The model is compared
with the more natural Autoregressive Moving Average model (ARMA-RV). The
empirical analysis shows that neither classic HAR-RV nor ARMA-RV models
produce independent residuals. In addition, DSP recent findings are used to build a
new HOC-ARMA-RV model. It was shown that only HOC-ARMA model fully
captures fat tails and the long memory of FX returns.

Keywords Realized volatility · HAR-RV model · HOC-ARMA model · Extended
Box-Jenkins method · Model testing · Volatility forecasting

1 Introduction

Volatility is fundamental for financial theory and investment decisions. Accurate
volatility forecasts are essential inputs for pricing derivatives as well as trading and
hedging strategies. Ever since the stylized facts of exchange rate time series were
defined, the GARCH model (Bollerslev 1986) and its many variants, came to
dominate the field of volatility forecasting. A huge amount of literature investigated
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many of the aspects of GARCH models including their ability to capture volatility
clustering, fat tails and long memory.

In the last decade, it has been demonstrated that the realised volatility, defined as
the sum of high frequency squared returns, provides a more accurate estimate of the
latent volatility than the GARCH volatility, which is non-observable volatility
proxy. It was mathematically proved that the sum of intraday squared returns
converges (as the length of sampling interval goes to zero) to the integrated volatility
of the returns making it possible to construct an error-free estimate of the actual
volatility. This non-parametric volatility estimator is known as realized volatility
(RV).

Unfortunately RV, which is constructed directly from real ultra-high frequency
returns, appears to be biased. This biasness is due to the market microstructure
frictions which deform the measurement of returns at the very high frequencies. It
was empirically found that RV is regularly measured with noise. Műller et al. (1997)
agreed on a tradeoff sampling interval of 30 min for the most highly liquid exchange
rates, leading to only 48 observations per day. Ultimately, the realised volatility,
defined as the sum of intraday, 30-min squared returns, provides a more correct
estimate of the latent volatility. That finding is used in this research.

Theoretical and empirical properties of realized volatility are well-defined for
foreign exchange market (Andersen et al. 2000). They found that the realised
volatility distribution is nearly Gaussian. However, there is an unnoticed problem
regarding the calling upon the Central Limit Theorem to justify the use of the
Gaussian distribution from intraday data. The summation involves only a finite
number of terms which does not go to infinity (Andreou et al. 2001). In addition,
it is also concluded that averaging is inappropriate because it creates a spurious
autocorrelation. Therefore, the obtained coefficient of determination of the RV
model must be taken with caution.

Corsi (2009) proposed an additive cascade model of three volatility components
each of which is generated by the actions of different types of market participants.
The resulting model incorporates daily, weekly and monthly realized volatilities and
is called the Heterogeneous Autoregressive model of Realized Volatility (HAR-RV).
It is expected that the HAR-RV model can capture the memory persistence, as well
as many of the other main stylized facts of financial data volatility. In literature, the
HAR-RV model is very positively evaluated by using the classic forecasting accu-
racy measures to include the Mean Forecast Error (MSE), Root Mean Square Error
(RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error
(MAPE). The results show that the HAR–RV model outperforms the GARCH
model both in standard and logarithmic forms.

Notwithstanding the positive HAR-RV evaluations based on the MSE, it is also
found that HAR models for realized volatility exhibit strong Non-Gaussianity and
volatility clustering (Corsi et al. 2008). It was proposed to add a GARCH component
to the classic HAR model to solve the problem of volatility clustering. For example,
Seďa (2012) showed that that the most appropriate and accurate model for prediction
of future realized volatility is the HAR-RV-GARCH model estimated in logarithmic
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form. He also found that a monthly market component is insignificant within the
HAR model structure.

The bipower variation (BV), is proposed as the volatility proxy with the aim
to capture the long memory (Barndorff-Nielsen and Shephard 2004). They
replaced the HF squared returns r2t,I by the product of two consecutive absolute
returns jrt,ij*jrt,i+1, in the formula for RV. Furthermore, in order to eliminate volatil-
ity jumps, Andersen et al. (2010) proposed the minimum and median RV bipower
variations as the volatility proxy. Recently, Cheong (2016) included the Bipower
variation (BV), minRV and medRV models as the jump-robust volatility proxies. He
tested and compared the HAR-GARCH and HAR-RV models with the new volatil-
ity proxies. The BV and min RV showed better performance in robust estimation of
jumps than the classic HAR-RV model. However, he also found that all tested
models failed to reject the Box-Ljung test for serial correlations for standardized
and squared standardized residuals.

Audrino and Knaus (2016) reviewed the structure of the HAR-RV model and
proposed a flexible AR-RV model structure. They demonstrated that the HAR model
can be expressed as a pure autoregressive model AR(22), with some constraints.
They also advocated for a flexible AR model where the AR order has to be identify
beforehand. They used an adaptive LASSO estimation method and showed that
there is no robust evidence that the lag structure (1, 5, and 22) can be accurately
recovered by flexible models. Indeed, they found almost no evidence that the
monthly component should be included.

In the meantime, in the area of Digital Signal Processing (DSP), Non Gaussian
Time Series Analysis has attracted a considerable attention. It is theoretically proved
that higher order cumulants (HOC) of the signals are blind to any kind of additive
Gaussian noise, including the measurement noise. A number of algorithms for the
ARMA parameter estimation based on HOC were made (Giannakis and Mendel
1989). Some of them are available in the HOSA toolbox (Swami et al. 1995) as an
open source set of scripts to be used within MATLAB. Paradoxically, HOC based
AR or ARMA models have not attracted attention in financial economics.

This article builds upon integration of the novice time series results and achieve-
ments in digital signal processing area to recommend the HOC-ARMA volatility
forecasting model for NG FX volatilities. Additional objective is to use HOC
statistics to challenge the hypothesis that the classic HAR-RV and ARMA RV
models produce independent innovations which are nearly Gaussian (Andersen
et al. 2000).

The paper is organised as follows. Introduction and literature review are given in
the first section. Two models, HAR-RV and ARIMA-RV, are described in the
second section. The first part of the third section contains an empirical data analysis,
model building and the parameter estimation results, which are obtained by using
second order statistics. The second part of the same section shows residual tests
based on the third and fourth cumulants, for all currencies. The fourth section
suggests the HOC-ARMA-RV model, introduces the extended Box-Jenkins model
building method and tests a new model by using Hinich’s test. The last section
contains the summary of the findings and the conclusion.
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2 Realized Volatility Models

2.1 Heterogeneous Autoregressive Model: HAR-RV

The heterogeneous market hypothesis (HMH) is introduced with the aim to interpret
long memory in realized volatility observations. It is based on the assumption that
non-homogeneous market participants/investors interpret the same information in
different ways according to their investment preferences and trading frequencies.
Corsi (2009) chose three principal components of the RV (realized volatility): daily,
weekly and monthly and created the Heterogeneous Autoregressive model (HAR
RV). His model is tested by using sample forecasting errors and found by many
authors to be good in approximating the dynamics of a long-memory. However,
there is a theoretical problem regarding “calling upon the Central Limit Theorem to
justify the use of Normal distribution from intraday data because averaging is
inappropriate and creates a spurious autocorrelation” (Andreou et al. 2001). There-
fore, the obtained coefficient of determination must be taken with caution. Incredible
as it may seem, this problem is underestimated in Andersen et al. (2000).

A daily realised volatility is calculated by using intraday spot prices pt.

RVd
t ¼

X48

1
r2t, i, where r2t, i are squared of returns rt, i

¼ log
pt, i
pt,i�1

i ¼ 1,2 . . . 48 ð1Þ

Weekly and monthly average volatilities are defined by Corsi (2009) as:

RV w
t ¼

X4

0

RV d
t�j

5
, RV m

t ¼
X21

0

RV d
t�j

22
ð2Þ

Corsi assumed that each of those volatilities can be described by the AR
(1) model:

RVd
t ¼ adRV

d
t�1 þ wd

t , RVw
t ¼ awRV

w
t�1 þ ww

t , RVm
t ¼ amRV

m
t�1 þ wm

t , ð3Þ

where wd
t and wm

t are different white noises introduced by corresponding market
agents.

After some manipulation, Corsi (2009) proved that the general HAR (1, 5, and
22) model takes the form:

RV d
t ¼ bdRV

d
t�1 þ bwRV

w
t�1 þ bmRV

m
t�1 þ vt ð4aÞ

Audrino and Knaus (2016) demonstrated that the HAR model can be expresses as
a pure autoregressive model AR (22) with some constraints:
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RVd
tþ1 ¼

X22

1
f iRV

d
t�iþ1 þ vtþ1, i ¼ 1, . . . 22 ð4bÞ

2.2 ARMA-RV Model

The rationale for introduction of the ARIMA (p, d, q) model for RV time series,
in this research, is based on the following research results:

(a) A true heterogeneous RV can be described by the very long AR (22)
(Audrino and Knaus 2016);

(b) High frequency measurement and heterogeneous market structure introduce
noise to the FX prices;

(c) Sampling/measuring of a continuous AR signal produces an ARMA (p,p)
digital signal (Pagano 1974);

(d) The time aggregation produces an ARMA process (Amemiya and Wu 1972).
More specifically, the sum of three autoregressive processes for daily, weekly
and monthly realized volatilities, generates an ARMA model (Engel 1984);

(e) If NG assumption does not hold empirically, higher order cumulants must be
used to estimate parameters and test the models, Hinich (1996);

(f) The microstructure effects make the empirical returns not independent
(Corsi et al. 2001). The heterogeneous structure of the FX spot market creates an
incoherent component in the observed price, which induces a strong negative
first-order autocorrelation of returns in tick time.

Consequently, if the HAR model is defined as a sum of three independent auto-
regressive processes, for daily, weekly and monthly realized volatilities in the
presence of additive measuring noise, it must be identified as an ARMA model.

The best known NG ARMA model building methodology is known to be the
Box-Jenkins methodology (Box and Jenkins 1970). It includes three steps: model
identification; model order determination, parameter estimation and model testing.
That methodology assumes that each stationary time series can be treated as an
output from the ARMA (p, q) filter, which has as an input uncorrelated noise {ντ}.

The general ARMA model has the following form:

yt ¼ α0 þ
Xp

1
αi yt�i þ vt þ

Xq

1
βjvt�j ð5Þ

It’s close form is:
A(Z )yt¼ B(Z )vt, where Z is a backward shift operator yt�1 ¼ Z�1yt, yt � k¼ Z�kyt

and where A(Z) and B(Z) are characteristic transfer functions of orders p and q
respectively:
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A Zð Þ ¼ 1� α1Z
�1 � α2Z

�2 � � � � αpZ�p; B Zð Þ
¼ 1� βZ�1 � βZ�2 � � � � βZ�q ð6Þ

The roots of the characteristic functions of the ARMA model must be within the
unit cycle to guarantee stationarity and invertibility of the model.

Model identification is accomplished by using autocorrelation and partial auto-
correlation functions. Model order is determined by using FPE, Akaike’s or Schwarz
Information criterion. Sufficient statistics for ARMA parameter estimation, which is
the second step of the B–J methodology, in the case of the Gaussian driving noise, is
autocovariance function. The most popular AR parameter estimation method is
based on the Yule-Walker system of equations (Box and Jenkins 1970).

Xp

1
αiC

2 k � ið Þ ¼ �C2 kð Þ i ¼ 1,2 . . . p k ¼ 1, 2, . . . p ð7Þ

C2(k), k ¼ 1, 2. . .L, is a covariance function calculated for L + 1 lags. The
covariance function is known as an estimate of the second order cumulant.

The Box-Ljung Q test shows how successfully the model performs “digital
whitening” and has the form:

Q ¼ n
XL

1
C2 kð Þ ð8Þ

Q has χ2 distribution with d.f. of L-p-q, where L is max lag.
There are many CANEF estimation methods based on second order statistics

which are used to produce ARMA parameter estimates. They are built in the
MATLAB, R, Eviews and other programs.

2.3 Model Testing Methods

The common criteria for comparing volatility models are the Mean Forecast Error
(MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean
Absolute Percentage Error (MAPE). All those criteria are based on the variance of
innovations and assume that innovations are not correlated.

Most recently, the methods which test whether the popular volatility models have
been parameterized in such a way that they can accommodate and explain the most
common FX stylized facts, such as volatility clustering, fat tail phenomena, the
leverage effect (Taylor effect) or long memory. Models for which the answer is
positive may be viewed as suitable for practical use. For example, Teräsvirta and
Zhao (2011) investigated the ability of the GARCH model to reproduce series with
high kurtosis and, at the same time, positive but low and slowly decreasing auto-
correlations (AC) of squared returns. Bai et al. (2003) also compared the GARCH and
ARSVmodels in terms of kurtosis and autocorrelation relationship in squared returns.
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Recently, Zhang et al. (2011) proved that the empirical distribution of realized daily
volatility (RV) can be approximated by using the Edgeworth expansion and devel-
oped a general device for the computation of the cumulants.

In the case of the NG-TSA, as well as in the case of the G-TSA, a good volatility
model must produce independent and identically distributed innovations (Lim et al.
2005). Consequently, in addition to the autocorrelation function, the higher order
cumulants must be used to build a model, as they provide additional information
about true signal parameters. Accordingly, NG ARMA models must be tested by
using Hihich test (Hinich 1996).

Giannakis and Swami (1992) showed that AR parameters of non-Gaussian
ARMA signals can be estimated by using the third and the fourth-order cumulant
functions of the output time series r(t). Parameters can be calculated as follows:

C2
r mð Þ ¼ 1

n

X
r tð Þr t þ mð Þ m ¼ 1,2 . . .L

C3
r m; sð Þ ¼ 1

n

X
r tð Þr t þ mð Þr t þ sð Þ m ¼ 1,2 . . .L, s ¼ 1,2 . . .L, ð9Þ

C4
r m; s;vð Þ ¼ 1

n

X
r tð Þr tþmð Þr tþ sð Þr tþ vð Þ�C2

r mð ÞC2
r s� vð Þ�

C2
r sð ÞC2

r v�mð Þ�C2
r vð ÞC2

r m� sð Þ, m¼ 1,2 . . .L, s¼ 1,2 . . .L, v¼ 1, . . .L

ð10Þ

where n is a number of observations and where the second-order cumulant C2(m) is
just the autocovariance function of the time series r(t), t ¼ 1,2. . .n.

The test statistics suggested by Hinich (1996) is aimed to discover serial depen-
dence in NG time series by using auto correlation, bicorrelations and tricorrelations.
According to Wild et al. (2010) “if the null hypothesis of pure noise is rejected by the
H3 or H4 tests, this then signifies the presence of structure in the data that cannot be
modeled by ARCH or ARMA or stochastic volatility models that assume a
pure noise input”.

Tests H3 and H4 are designed to test the existence of a higher order serial depen-
dence (Wild et al. 2010, p. 9). They are defined as following:

H3 ¼ 1
n� s

XL

s¼2

Xs�1

r¼1
C3 m; sð Þ� �2 � χ2 with L L� 1ð Þ=2 d:f:, ð11Þ

H4 ¼ 1

n� vð Þ1:5
XL

v¼2

Xv�1

s¼2

Xs�1

r¼1

�
C3 r; s; vð Þ3 � χ2

n

with d:f: of L L� 1ð Þ L� 2ð Þ=3, ð12Þ

where L is the number of lags. The number of lags L is defined as L ¼ nb, with
0 < b < .5, for H3 and 0 < b < .33 for the test based on the fourth order cumulants.
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3 Empirical Analysis

3.1 HAR and ARMA Volatility Models

The empirical analysis is based on 30-min quotations of closing exchange rates for
the period from May 14, 2013 to July 31, 2015, taken from Bloomberg. All RV time
series are tested first for unit roots by using Augmented Dickey-Fuller test statistic
with 5% level of significance and t critical is �2.866. The results are presented in
Table 1.

Table 1 shows that all realized volatilities are nonstationary. Moving ahead,
stationarity is achieved by applying the first order difference. The transformed RV
is marked with the suffix DRV. Common simple statistics, relevant for this
paper’s analysis are given in Table 2. Table 2 shows a strong departure from the
Gaussian distribution with high kurtosis.

3.1.1 HAR Model Estimation and Residuals

The model parameterization is given in Table 3. The results show a relatively high
coefficient of determination for all currencies. Surprisingly, the results show evi-
dence that the monthly RV is statistically insignificant. Going on to testing the
innovations, their autocorrelation are calculated. The common sample statistics of
HAR_RV residuals is given in Table 4. Large excess kurtosis of realized volatility is
evident across all currencies. Therefore, the Non-Gaussian TSA must come into
play.

Going on, residual autocovariances are calculated. For easiness of visual com-
parison, Fig. 1 shows autocovariance dynamics and huge autocovariances for the
first 10 lags as well as in some cases for lag 25 according to the control limits (+/�1/
√n, n ¼ 556).

Moving ahead, the Box-Ljung test, as defined by Eq. (8), was applied to all HAR
residuals. The results are presented in Table 5.

Table 5 shows that the hypothesis of independent innovations must be rejected
with 5% level of significance for all five time series. This finding creates a problem to
the reliability of the HAR model, since the consistent and efficient properties of the
OLS method assume that regressors are independent and that innovations are also
independent. In addition, the correlation between the daily and weekly realized
volatility is found to be 80%. This is the case of a spurious regression with an
artificially very high coefficient of determination.

Table 1 Unit root test results

Null hypothesis:
TS has unit root RVCHFUSD RVGBPEUR RVJPYEUR RVUSDGBP RVUSDJPY

t-Statistic �3.694 �6.376 �3.806 �4.109 �4.214

Source: Authors own study
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Table 3 HAR parameter estimates

Variable RV1 RV5 RV22 R2

D(RVCHFUSD) CHFUSD(�1) CHFUSD(�1) CHFUSD(�1)

Coefficient �1.218 1.210 0.017 0.611

Standard error 0.041 0.108 0.112

t-stat �29.456 11.218 0.152

D(RVGBPEUR) GBPEUR(�1) GBPEUR(�1) GBPEUR(�1)

Coefficient �1.281 1.305 �0.024 0.638

Standard error 0.041 0.095 0.096

t-stat �31.208 13.701 �0.251

D(RVJPYEUR) JPYEUR(�1) JPYEUR(�1) JPYEUR(�1)

Coefficient �1.112 1.133 0.568

Standard error 0.042 0.108 0.115

t-stat �26.395 10.470 �0.089

D(RVUSDGBP) USDGBP(�1) USDGBP(�1) USDGBP(�1)

Coefficient �1.092 1.123 �0.029 0.555

Standard error 0.042 0.097 0.099

t-stat �26.245 11.571 �0.289

D(RVUSDJPY) USDJPY(�1) USDJPY(�1) USDJPY(�1)

Coefficient �1.134 1.191 �0.065 0.559

Standard error 0.043 0.085 0.077

t-stat �26.411 14.063 �0.844

Source: Authors own study

Table 4 HAR-DRV residuals and their description

CHFUSD GBPEUR JPYEUR USDJPY USDGBP

Std. dev. 0.41 0.17 0.51 0.41 0.28

Skewness 4.57 2.05 2.01 1.53 1.89

Kurtosis 55.20 16.72 11.35 10.89 15.71
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Fig. 1 HAR-RV residual autocorrelations. Source: Authors own study
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3.1.2 ARMA-RV Model and Its Residuals

As opposed to the HAR-RV model, where the equation of the model is
predetermined, the ARMA model order needs to be determined first, since it cannot
be known in advance how much noise is introduced by measuring and by market
agents. The order selection is based on AIC, Schwartz or similar criterion. In this
research, preliminary parameter estimation is performed by using EViews 9.5. The
best resulting ARIMA model coefficients for the first differences of the RV variables
are given in Table 6. Using the parameter estimates, proceeding with the creation of
standard 1-day-ahead forecasts or innovations, their autocorrelation functions
(AC) (l), l ¼ 1, 2, 3. . . .30, are calculated for all currencies in Eviews. Figure 2
shows that a long memory feature of the RV is not perfectly captured by the ARIMA
model, given that autocorrelations for lags 15, 20 and above are outside control
limits (+/1/√n, n ¼ 556).

Going on, the Box-Ljung test, given in Eq. (8), was applied to all ARIMA
residuals. The results are presented in Table 8. They show that for max lag of
30, the hypothesis of independent innovations could be rejected with 5% level of
significance in three out of five cases. It means that ARIMA models capture a
slightly better correlation between innovations.

The common descriptive statistics for all ARMA-RV residuals is given in
Table 7. A huge discrepancy from the Guassian distribution is obvious.

The Box-Ljung test rejected the hypothesis of independent ARMA model inno-
vation produced for three currencies, as shown in Table 8.

To conclude, autocorrelations cannot be treated as sufficient statistics for the RV
parameter estimation and modeling. Or more generally: as long as the sufficient
statistics for the ARMA parameter estimation is considered to be the autocorrelation
function, the existing parameter estimation methods will not produce independent
innovations.

3.1.3 Model Testing with Higher Order Cumulants

The third order residual cumulants of the models HAR-RV and ARMA RV are
calculated with MATLAB, the HOSA toolbox and the MATLAB scripts, made for
this research. Since the third order cumulants are two dimensional, to make visual-
ization easier, diagonal cumulants are extracted and presented in Figs. 3, 4, 5 and 6.

Table 5 Box-Ljung test results for the HAR model

Box-Ljung test CHFUSD GBPEUR JPYEUR USDJPY USDGBP

Residuals HAR-DRV

QSTAT 167.404 142.27 236.324 230.005 200.827

χ2 critical, L ¼ 30 32.671

Significance ¼ .05 1 1 1 1 1

Source: Authors own study
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The black lines show diagonal residual HAR-ARMA-RV third cumulants while the
gray lines show third cumulants of the ARMA-RV model.

The diagonal cumulants of ARMA residuals are closer to zero than cumulants of
HAR residuals in all cases. These findings suggest that the ARMA structure captures
somewhat better FX stylized facts.

Going ahead, H3 test was calculated for both models. The results are presented in
Table 9.

Table 9 demonstrates that null hypothesis about innovations’ independence based
on third order cumulants is rejected for the HAR-model for all but two currencies
(CHFUSD and GBPEUR). The ARMA-RV innovations look independent, the test
was passed in all cases, but innovations still include higher cumulant values for lags
20 and above.

Going on, Figs. 7, 8, 9 and 10 show the fourth order diagonal cumulants both for
HAR-RV and ARMA-RV innovations. As it can be seen, the ARMA–RV model
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Fig. 2 ARIMA-DRV residual autocorrelations

Table 7 ARMA-DRV residuals and their description

CHFUSD GBPEUR JPYEUR USDJPY USDGBP

Std. dev. 0.447 0.198 0.538 0.432 0.302

Skewness 5.628 3.871 2.668 1.763 3.011

Kurtosis 63.151 30.638 14.330 11.507 18.225

Source: Authors own study

Table 8 Box-Ljung test for ARIMA-DRV models

Box-Ljung test CHFUSD GBPEUR JPYEUR USDJPY USDGBP

Residuals ARMA-DRV

QSTAT 41.662 35.725 27.42 46.425 42.879

Critical χ2, L ¼ 30 38.885

Significance ¼ .05 1 0 0 1 1

Source: Authors own study
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performs better digital whitening than the HAR-RV model in terms of the fourth
order cumulants in all cases. It is to be noted that the digital whitening capacity varies
across exchange rates and, most probably, depends on noise introduced by different
announcements which are perhaps country specific.

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

-20-17-14-11 -8 -5 -2 1 4 7 10 13 16 19

DGCUM3RESHARDRVCHFUSD

DGCUM3RESARMADRVCHFUSD

Fig. 3 Third order
cumulants for HAR-RV and
ARMA-RV residuals for
CHFUSD. Source: Authors
own study

-0.01

0

0.01

0.02

0.03

0.04

-20-17-14-11 -8 -5 -2 1 4 7 10 13 16 19

DGCUM3RESHARDRVGBPEUR

DGCUM3RESARMADRVGBPEUR

Fig. 4 Third order
cumulants for HAR-RV and
ARMA-RV residuals for
GBPEUR. Source: Authors
own study

-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

-20-17-14-11 -8 -5 -2 1 4 7 10 13 16 19

DGCUM3RESHARDRVUSDGBP

DGCUM3RESARMADRVUSDGBP

Fig. 5 Third order
cumulants for HAR-RV and
ARMA-RV residuals for
USDGBP. Source: Authors
own study

328 S. Dudukovic



Nonetheless residuals still contain information in the form of the fourth order
cumulants, which has not been captured by either model, since they both depend on
the OLS parameter estimation. OLS is based on the second order cumulants and
assumes independent innovations. It was revealed that HAR and ARMA-RV models
really do not produce independent innovations. It means that those models have not
captured all information from the FX intraday data. The idea that emerges naturally
is to extract that information from the third and fourth cumulants, i.e. HOC statistics.
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Table 9 Hinich test for HAR and ARMA-RV models

Hinich test H3 CHFUSD GBPEUR JPYEUR USDJPY USDGBP

ARMA-RV innovations 5.315 61.548 5.314 150.89 127.038

HAR-RV innovations 88.994 90.296 243.725 564.1 546.119

χ2-critical, for L ¼ 20 223.16

Significance ¼ .05
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4 Suggested HOC-ARMA-RV Model Building Method

The failure of the asymptotic normality of RV was proved theoretically. It was also
demonstrated that the distribution of Realized Volatility, as a proxy for integrated
volatility, can be approximated by Edgeworth distribution (Zhang et al. 2011), which
is expressed in terms of the central higher order cumulants (skewness, kurtosis,
fifth and sixth cumulants).

The well-known Yule-Walker system of equations for AR parameters, which is
used for Gaussian ARMA models, is extended to the case of Non Gaussian ARMA
models, in terms of higher order cumulants. A three-step parameter estimation
method, for both AR and MA coefficients, is developed by Giannakis and Mendel
(1989). In the first step, AR parameters of a mixed ARMA model are estimated by
using the expanded Yule-Walker system of equations, where second order
cumulants are replaced by third or fourth order cumulants (Giannakis and Swami
1992):

Xp

1
αiC

3 k � i; k � lð Þ ¼ �C3 k; k � ið Þ i ¼ 1,2 . . . p; k � l � qþ 1 ð13Þ

X p

1
αiC

4 k � i; k � lð Þ k � mð Þ ¼ �C4 k; k � l; k � m
�� �

i ¼ 1,2 . . . p; k

� l � m � qþ 1 ð14Þ

The expanded form of Eq. (14) is given in Eq. (15) to underline the absolute
analogy between the Yule–Walker system with the second, third and fourth order
cumulants.

C3 qþ 1� p; kð Þ C3 qþ 2� p; kð Þ � � � C3 q; kð Þ
C3 qþ 2� p; kð Þ C3 qþ 3� p; kð Þ . . . C3 qþ 1; kð Þ

⋮ ⋮ . . . ⋮
C3 q; kð Þ C3 qþ 1; kð Þ � � � C3 qþ p� 1; kð Þ

��������

��������
∗

α pð Þ
α p� 1ð Þ

⋮
α 1ð Þ

��������

��������

¼
�C3 qþ 1; kð Þ
�C3 qþ 2; kð Þ

⋮
�C3 qþ p; kð Þ

��������

��������
ð15Þ

In the second step, pure AR residuals are calculated. In the third step, they are
used to estimate pure MA model parameters (Swami and Mendel 1989). Going
ahead, the HOC ARMA residuals are calculated for all currencies. They are marked
as HOCRESARMA-FX in figures that follow. The algorithm is coded and included
in the HOSA toolbox (Swami et al. 1995). It is used in this research in addition to
many MATLAB scripts created by the author.
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The descriptive common sample statistics of all HOC-ARMA residuals is given
in Table 10. Comparing Table 7 with Table 10, one can notice, at a glance, a huge
decrease in kurtosis for all currencies, comparing with the common sample descrip-
tion in the case of original realized volatilities DRV and RESARMADRV.

A closer look requires a calculation of the forth order cumulants for all
HOC-ARMA residuals. It was necessary to check if cumulants of HOC-ARMA
residuals are reduced for all lags, not only for lag 0 (kurtosis). Due to lack of space,
fourth order residual cumulants for all lags are graphed only for two currencies:
USDGBP and USDJPY in Figs. 11 and 12. Diagonal cumulants are extracted and
presented in Figs. 13 and 14.

Figures 11 and 12 show that all HOC-ARMA-DRV residual fourth cumulants are
significantly smaller than input DRV fourth order cumulants.

Figures 13, 14, 15 and 16, show more visibly the fourth order cumulants
reduction. The black lines show diagonal residual HOC-ARMA-RV fourth
cumulants while the gray lines show fourth cumulats of the original DRV. Since
HOC-ARMA fourth residual cummulants are very close to the horizontal line around
zero, undoubtedly the HOC-ARMA-RV model produces independent residuals or
captures almost all information which is embedded in the HF FX spot prices.

Table 10 Descriptive statistics for HOC-ARMA RV residuals

USDGBP JPYEUR GBPEUR CHFUSD USDJPY

HOC ARMA residuals

Std. dev. 0.322 0.524 0.200 0.470 0.474

Skewness 1.954 2.956 3.989 6.002 0.913

Kurtosis 13.018 16.130 31.812 39.823 7.738

Source: Authors own study
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Fig. 12 USDJPY fourth order cumulants for HOC-ARMA residuals and observed daily
RV. Source: Authors own study
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5 Conclusion

This paper introduces the new HOC-ARMA Realized Volatility model, which can
capture long memory, fat tails and volatility clustering of FX volatility. Currently the
most popular HAR-RV model is extensively analyzed and tested, not only in terms
of autocovariances, but also in terms of the third and fourth order residual cumulants.
The structure of the HAR-RV model is challenged, given the fact that a sum of three
autoregressive processes, for daily, weekly and monthly realized volatilities must
generate an ARMA model. The HAR-RV and ARIMA-RV models are estimated
and tested on five intraday FX spot prices: USD/JPY, CHF/USD, JPY/EUR
USD/GBP and GBP/EUR for the period from May 14, 2013 to July 31, 2015. All
data are from Bloomberg.

First, this research reveals that the classic HAR-RV model produces spurious
regressions with the high correlation between daily and weekly components,
resulting in the artificially high values of the coefficient of determination. Second,
given the fact that RV data are not Gaussian, the hypothesis stating that the HAR-RV
model produces independent innovations, is tested by using Hinich’s tests based on
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the third and fourth order cumulants. It demonstrates empirically that neither the
HAR nor the ARMA-RV model performs digital whitening adequately, as long as
their parameters are estimated by using only the autocovariance function or daily
realised volatility. Indeed, the innovation structure violates both normality and
independence assumptions.

The paper recommends the new HOC-ARMA RV model and the extended
Box-Jenkins method for the estimation of its parameters and the model test based
on the third and fourth order cumulants. It demonstrates that the new model can
capture long memory and volatility clustering more effectively and make inno-
vations independent. At the same time, it also compels for further research to address
the problem of the HOC based ARMA parameter estimation method and its stati-
stical efficiency in the case of non-Gaussian FX market volatility.
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