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Abstract Chemical bonding in transition metal complexes is typically described
by Dewar–Chatt–Duncanson model which separates donation (ligand → metal)
and back-donation (metal → ligand) charge transfer processes—these are with no
doubt crucial factors which determine a number of properties of metal complexes.
This contribution highlights the importance of various non-covalent interactions
including untypical homopolar dihydrogen contacts C–H•••H–C inmetal complexes.
The selected systems are: (1) Zn(II) species containing NTA (nitrotriacetic acid),
NTPA (nitrotri-3-propanoic), BPy (2,2′-bipyridyl) ligands, (2) cis-NiL2–hexane
(L–thiourea-based ligand) complex, and (3) hydrogen storagematerials LiNMe2BH3

andKNMe2BH3. It is shownconsistently byvariousmethods andbondingdescriptors
including for example the charge and energy decomposition scheme ETS-NOCV,
InteractingQuantumAtoms (IQA), ReducedDensityGradient (NCI), QuantumThe-
ory of Atoms in Molecules (QTAIM) and NMR spin-spin 1J(C–H) coupling con-
stants, that London dispersion dominated C–H•••H–C interactions and other more
typical hydrogen bonds (e.g. C–H•••N, C–H•••O) driven mostly by electrostatics,
are crucial for determination of the structures and stability of the selected metal
complexes. Although London dispersion forces are the fundamental factor (~70% of
the overall stabilization) contributing to C–H•••H–C interactions, the charge delo-
calization (outflow of electrons from the σ(C–H) bonds engaged in C–H•••H–C and
the accumulation in the interatomic H•••H region) as well as electrostatic terms are
also non-negligible (~30%). Remarkably, hydride–hydride interactions B–H•••H–B
in LiNMe2BH3 are found to be repulsive due to dominant destabilizing electrostatic
contribution as opposed to stabilizing C–H•••H–C.
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1 Introduction

Chemical bonding in transition metal complexes is usually described in terms of
Dewar–Chatt–Duncanson model which accounts for donation (ligand → metal) and
back-donation (metal→ ligand) charge transfer processes [1, 2]. They are crucial for
the molecular stability as well as for the determination of various catalytic and spec-
troscopic properties [1–5]. Very recently, however, more and more attention is paid
to London dispersion forces and different types of non-covalent interactions which
can, additionally to typical donor/acceptor phenomena, influence the chemistry of
transitionmetal complexes [6, 7]. One shall emphasize that the DFTmethod together
with the recent breakthrough developments of semi-empirical dispersion corrections
by Grimme [8, 9] allows for identification and better understanding a number of very
important physical phenomena in real materials [6, 7].

Transition metal complexes often contain sterically demanding ligands which tra-
ditionally are associated with the source of repulsion—however, the recent topical
review by Schreiner and Wagner has suggested the necessity for “…reconsidering
steric effects” because inmany cases sterically demanding hydrophobic groups, often
leading to formation of untypical homopolar C–H•••H–C non-covalent interactions,
are truly London dispersion donors which can easily overcompensate Pauli repul-
sion [6]. Furthermore, Liptrot and Power nicely reviewed the importance of London
dispersion forces in organometallic and inorganic complexes [7]. One could also
reference that bulky ligands might control directly catalytic activity [10].

Despite significant progress in the identification of untypical homopolar
X–H•••H–X non-covalent interactions in various systems including transition metal
complexes, one must admit that this subject is still the matter of some discussion in
the literature particularly as far as intramolecular X–H•••H–X contacts are taken into
account. Here, one can cite the following debates on the stability of biphenyl (pla-
nar versus bent), [11–16] 2-butene isomers [17–19] or the nature of inter-molecular
homopolar B–H•••H–B (hydride-hydride) and other similar contacts in hydrogen
storage systems [20–27]. Apart from the above non-covalent interactions and well
established now polar dihydrogen X–Hδ+•••–δH–Y (X �� Y) bonds (named also as
proton–hydride contacts) [28–32], there are other non-conventional and quite unintu-
itive weak interactions, which have been discovered in recent time, such as anion•••π
interactions [33–35] or various types of σ/π-hole bonds [36–40]. All these types of
weak interactions as well as typical hydrogen bonds, π•••π stacking and others
are now crucial forces for various branches of chemistry including transition metal
complexes [41–45].
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This chapter covers selected contributions which allowed to determine how var-
ious non-covalent interactions including controversial homopolar dihydrogen con-
tacts X–H•••H–X and other types of chemical bonds affect the stability and other
properties of selected transition metal complexes. In order to shed light on the bond-
ing situations, various methods/descriptors will be applied including the quantum
theory of atoms in molecules (QTAIM) [46], interacting quantum atoms (IQA)
energy decomposition scheme [47], non-covalent Interactions (NCI) method [48],
and (ETS-NOCV) energy decomposition scheme [49].

2 Methods

2.1 ETS-NOCV Charge and Energy Decomposition Scheme

The ETS-NOCV consists of the ETS energy decomposition scheme and NOCV
method which allows for partitioning orbital charge delocalization term into chemi-
cally meaningful constituents (σ, π, δ, etc.) [49].

In ETS scheme, the total bonding energy (�Etotal) is partitioned into the following
contributions:

�Etotal � �Eint + �Edist � �Eelstat + �EPauli + �Eorb + �Edisp + �Edist

where�Eelstat covers electrostatic interactions between fragments,�EPauli is respon-
sible for the repulsion between electrons carrying the same spin, �Eorb reflects sta-
bilizing component due to electron density reorganization upon bond formation,
whereas positive �Edist describes changes in fragments geometries due to the for-
mation of a bond. Dispersion term �Edisp is accounted through the semi-empirical
Grimme’s D3 correction [8, 9].

Natural orbitals for chemical valence (NOCV) denoted as � i are eigenvectors
diagonalizing the deformation density matrix �P � P – P0 (P—molecule’s density
matrix, P0—promolecular density matrix):

�PCi � viCi ; Ψi �
N∑

j

Ci jλ j

Ci is a vector of coefficients expanding NOCVs in the basis of fragment orbitals.
Pairs (�−i, � i). NOCVs decompose the differential density (�ρ) into chemically
meaningful contributions (�ρk):

�ρ �
N/2∑

k�1

vk
[−ψ2

−k + ψ2
k

] �
N/2∑

k�1

�ρk
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Combining ETS and NOCV, it is possible to determine the energy corresponding
to each eigenvalue pair and deformation density channel:

�Eorb �
N/2∑

i�1

vi
[−FT S

−i,−i + FT S
i,i

] �
N/2∑

i�1

�Eorb
i

where FT S
i,i are Kohn–Sham matrix elements for the transition state, as formulated

by ETS methodology [49].

2.2 Non-covalent Index (NCI)

Reduced density gradient (s) plots against electronic density (ρ):

s � 1

2(3π2)1/3
|∇ρ|
ρ4/3

have been shown to be a useful tool to identify the presence of both inter- and
intramolecular non-covalent interactions. On said plots, a characteristic spike at the
low values on s and ρ indicates the existence of interaction. Sign of the eigenvalues
(λi) of the Hessian (∇2ρ � λ1 + λ2 + λ3), precisely the sign of λ2, indicates whether
the interaction is bonding (λ2 < 0) or not (λ2 > 0). Also, plots of the contour of s
colored by the sign of λ2 are very informative since they show electronic exchange
channels [48].

2.3 Quantum Theory of Atoms in Molecules (QTAIM)

In the QTAIM theory, molecular electron density ρ(r) is divided into atomic basins
based on the zero-flux surface criterion [46]. Interacting atoms, each possessing own
basin and electronic density maximum in the position of nucleus, are connected by
the atomic interaction line (AIL)—a line of local maximum density, called also as
a bond path. Due to a diagonalization of a Hessian matrix, one can obtain critical
points of ρ(r) [e.g., maximum of ρ(r)] including very often used a bond critical point
(BCP)—the presence of BCP between atoms is attributed to the existence of bonding
interactions. It allows further to create a molecular graph which shows which atoms
are bonded to each other. Furthermore, values of electron density (and its laplacian)
at BCPs are often discussed in terms of a bond strength.
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2.4 Interacting Quantum Atoms (IQA) Energy
Decomposition Scheme

IQAmethod [47] divides the total electronic energyE into atomic (E A
self) and diatomic

(EAB
int ) contributions:

E �
∑

A

E A
self +

1

2

∑

A

∑

B ��A

E AB
int

Diatomic part covers all interactions between particles of different atoms A and
B: nucleus–nucleus (VAB

nn ), nucleus–electron (V AB
ne ) electron–nucleus (VAB

en ), and
electron–electron (VAB

ee ):

EAB
int � VAB

nn + V AB
en V AB

ne VAB
ee � V AB

nn + VAB
en + V AB

ne + V AB
eeC + V AB

eeX

where VAB
eeC and V AB

eeX are Coulomb and exchange contributions of V AB
ee .

2.5 Computational Details

Zinc complexes with NTA and NTPA were optimized at the B3LYP/6-311++G(d,p)
level of theory in the Gaussian03.D01 software, with the solvent effects (water envi-
ronment) taken into account by means of the CPCMmodel with UAKS cavities [50].
Minima were confirmed by frequency calculations. Topological AIM calculations
were performed in the AIMALL package at the same level of theory (B3LYP/6-
311++G(d,p)) [50]. ETS-NOCV analyses were performed in the Amsterdam density
functional (ADF) package with BP86 functional in DZP basis set for all atoms except
metal, where TZP basis was utilized [50].

Other zinc complexes, with the bipyridyl as ligands, were optimized by means of
X3LYP/ATZP as implemented in ADF2010 package [51]. COSMOmodel was used
to model a solvent in calculations. Results were confronted with the B97-D/ATZP
and MP2/6-311++G(d,p) calculations to ensure their validity. Wavefunctions for
QTAIM, IQA (later performed in AIMALL), and NCI (NCIPLOT) analyses were
obtained with Gaussian09.B with X3LYP/6-311++G(d,p) [51].

Complexes of nickel were calculated in the geometry taken from the crystal cif
files’ data [52]. They were also reoptimized to confirm they are correct minima in
B97-D3, B3LYP-D3, and M06. ETS-NOCV calculations were performed at BLYP-
D3/TZP level of theory [52].

Main group metal complexes were also calculated in the geometry taken from the
crystal structures [23]. Theywere also reoptimized to confirm they are correctminima
in PBE-D3, BP86-D3, M06-2X, wB97XD, andMP2. ETS-NOCV calculations were
performed at BLYP-D3/TZP level of theory [23].



70 F. Sagan and M. P. Mitoraj

3 Results and Discussion

It is known experimentally that Zn(II) ion prefers binding with five-member chelate
rings (e.g., nitrotriacetic acid, NTA) rather than with six-member units (e.g., nitrotri-
3-propanoic acid, NTPA)—the experimentally determined formation constants in
water are logK � 5.3 for ZnNTPA complex and logK � 10.45 for ZnNTA, Fig. 1 [53,
54, 50]. Such difference in the stability is intuitively explained by the increased steric
crowding (due to C–H•••H–C contacts between the adjacent C–H bonds) in the case
of ZnNTPA [53, 54]. In order to shed some light on the origin of different stability
between ZnNTPA and ZnNTA, we have performed an in-depth study of bonding
situations in both complexes by the charge and energy decomposition method ETS-
NOCV as well as by the QTAIM approach [50].

At first stage, the lowest energy conformations have been found (Fig. 1) followed
by the computational determination of the formation constants—the higher stability
of ZnNTAversus ZnNTPAhas been reproduced as indicated by the computed logK �
5.3 (ZnNTA) versus 3.83 (ZnNTPA) [50]. Then, the complexes have been subjected
to in-depth bonding analyses.

According to our QTAIM-based results, non-covalent interactions are only found
in the case of ZnNTPA, Table 1. Namely, the classical intramolecular hydrogen
bonds are formed between the ligand’s C–H bonds and water species: CH35–O3H
and CH24–O3H as indicated by the presence of the corresponding bond critical
points, Table 1, Fig. 1. The most interestingly, the QTAIM revealed also bond critical
points corresponding to non-classical homopolar dihydrogen interactions of the type
CH31–H32C and CH27–H28C, Table 1, Fig. 1. It is very interesting result taking
into account that lower stability of ZnNTPA versus ZnNTA is intuitively attributed
to steric C–H•••H–C clashes [53, 54].

ZnNTA (logK=10.4) ZnNTPA (logK=5.3)

Fig. 1 Lowest energy conformers of ZnNTAandZnNTPAcomplexes fromB3LYP/6-311++G(d,p)
in solvent (CPCM/UAKS). Reprinted with permission from [50]. Copyright (2011) American
Chemical Society



Non-covalent Interactions in Selected Transition Metal Complexes 71

Table 1 QTAIM results
showing bond critical points
(between selected atoms),
their densities ρ(r), and
Laplacian ∇2(r) for the
lowest energy conformer of
the ZnNTPA

Intramolecular bonds

Atoms ρ(r)
au

∇2(r)
au

BL
Å

CH35–O3H 0.0064 0.0198 2.769

CH24–O3H 0.0046 0.0150 2.952

CH31–H32C 0.0137 0.0482 1.962

CH27–H28C 0.0132 0.0499 2.062

*For labels, see Fig. 1

We have further confirmed due to the ETS-NOCV charge and energy
decomposition-based study that there are indeed deformation density channels
corresponding to homopolar C–H•••H–C interactions (H31•••H32, H27•••H28,
H24•••H35) in ZnNTPA complex, Fig. 2. Clearly, an outflow of electron density from
the occupied σ(C–H) bonds and the accumulation in the interatomic H•••H region
is seen upon fragmentation of ZnNTPA into CH2CH2COO– arm and the rest of the
molecule, black line in Fig. 2—such fragmentation allows to extract C–H•••H–C
charge delocalizations between the adjacent carboxylic moieties within NTPA. They
correspond to the overall stabilization by ca. �Eorb � –4.13 kcal/mol, Fig. 2.

In order to extract ETS-NOCV-based information on typical dative bonds Zn–N
and Zn–O, the following fragmentation patterns are applied L| Zn(H2O)2 and H2O|
Zn(H2O)L (where L � NTA, NTPA), respectively. It is found that both the ETS-
NOCV-based and QTAIM-based results demonstrate stronger binding of NTPA
versus NTA, Table 2. Namely, the calculated interaction energies are �Eint �
–743.1 kcal/mol for ZnNTPA versus �Eint � –732.8 kcal/mol for ZnNTA. The
electron densities of Zn–N BCPs follow the same relation (0.058 a.u. vs. 0.061 a.u.)
[50]. It nicely correlateswith the calculated Zn–Nbonds, lengthswhich are longer for
ZnNTA, by ca. 0.03Å. Furthermore, the vertical water molecule (labeled in Fig. 1 as
O4H5H6 in ZnNTA and O21H23H24 in ZnNTPA) is also less efficiently bonded to
Zn(II) ion in the case of ZnNTA, by�Eint � 2.04 kcal/mol, Fig. 3. Furthermore, both
types of dative bonds Zn–N and Zn–O are clearly mostly ionic (the dominance of
the electrostatic terms �Eelstat) and the charge delocalization covalent-type channel
is significantly less important, Fig. 3 and Table 2. All these results together with the
already identified non-covalent interactions apparentlywould suggest higher stability
of ZnNTPA than ZnNTA.

However, the situation changes dramatically when considering an energy
penalty/distortion �Edist which is required to change the optimal geometries of
NTA/NTPA (�Edist-NTA/NTPA) and Zn-fragments (�Edist-Zn(H2O)2 ) to those adopted in
the complexes, Table 2. It could be added, that, although significant geometry reor-
ganization of NTPA versus NTA is quite expected (81.7 kcal/mol vs. 38.8 kcal/mol,
respectively), please note, that the energy cost required to change the geometry
of Zn-fragments is also significant [38.7 kcal/mol (ZnNTPA) vs. 23.4 kcal/mol
(ZnNTA)], Table 2. They both contribute to the summarized distortion term �Edist
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Fig. 2 Selected deformation density contributions together with the corresponding energies char-
acterizing intramolecular interactions. Black circle lines in the structure of ZnNTPA indicate the
fragmentation used in the bonding analysis. For clarity of the fragmentation, the carbon atoms
of NTPA were labeled according to numbering in Fig. 1. Reprinted with permission from [50].
Copyright (2011) American Chemical Society
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Fig. 3 ETS energy decomposition results describing the interaction of “vertical” (right) and “hori-
zontal” (left) watermoleculeswith the rest of the complex in ZnNTPAandZnNTAcomplexes (panel
a). In addition, the leading deformation densities (�ρ1) together with the corresponding energies
(�Eorb[1]) are presented based on ETS-NOCV method (panel b). Reprinted with permission from
[50]. Copyright (2011) American Chemical Society
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Table 2 ETS energy
decomposition results (in
kcal/mol) describing the
interaction between
NTA/NTPA ligands and the
Zn(H2O)2 fragment in
ZnNTA/ZnNTPA complexes.
Interaction in the gas phase
and the solvent is presented.
Reprinted with permission
from [50]. Copyright (2011)
American Chemical Society

ETS resultsa, b ZnNTA ZnNTPA

�Eorb −183.5 −210.4

�EPauli 140.9 166.8

�Eelstat −690.2 −699.5

�Eint −732.8 −743.1

�Edist-Zn(H2O)2
23.4 38.7

�Edist-NTA/NTPA 38.8 81.7

�Edist 62.2 120.4

�Etotal −670.6 −622.7

�Eint (solvent) −148.7 −172.1

�Edist-Zn(H2O)2 (solvent) 21.1 37.3

�Edist-NTA/NTPA (solvent) 20.5 31.8

�Edist (solvent) 41.6 69.1

�Etotal (solvent)c −107.1 −103.0

akcal/mol
b�Etotal � �Edist + �Eint � �Edist-Zn(H2O)2 + �Edist-NTA/NTPA +
�Eelstat + �EPauli + �Eorb
c�Etotal(solvent) � �Eint(solvent) + �Edist(solvent)

� 120.4 kcal/mol for ZnNTPA and 62.2 kcal/mol for ZnNTA, Table 2. It leads to
the overall bonding energy �Etotal in favor of ZnNTA; �Etotal � –670.6 kcal/mol
for ZnNTA versus �Etotal � –622.7 kcal/mol for ZnNTPA (gas phase), Table 2. An
inclusion of solvent effects alleviates the energy differences obtained in the gas phase,
but still the overall bonding energy is more negative by ca. 4.1 kcal/mol in favor of
ZnNTA versus ZnNTPA. These results point at crucial role of the ligand’s strain
energy as well as stronger binding of the horizontal water molecules in explaining
larger stability of ZnNTA versus ZnNTPA, despite the formation of non-covalent
interactions (C–H•••O and C–H•••H–C) in the latter case. The latter weak interac-
tions are clearly unable to overcome the large destabilization from the distortion term
and the Pauli repulsion contribution which are discovered in ZnNTPA.

2,2′-bipyridyl ligand (abbreviated as BPy) is known to form a number of chelate
complexes with transition metals—in order to do so, these ligands can adopt cis-
configuration in which very close CH•••HC contacts (~2 Å) between 3,3′-hydrogen
atoms are enforced [53–55]. The existence of purportedly repulsive CH•••HC con-
tacts in BPy is often applied to rationalize trends in stability constants [55]. The
forthcoming paragraphs provides in-depth analyses of weak non-covalent interac-
tions and dative bonds in the complexes [Zn(BPy)(H2O)4]2+, [Zn(BPy)2(H2O)2]2+

and [Zn(BPy)3]2+ (for simplicity, the abbreviations are applied ZnL, ZnL2, and ZnL3)
[51], Fig. 4 (top). For the first time, four totally different bonding descriptors will be
applied—[1] the quantum theory of atoms in molecules (QTAIM) [2, 46], the inter-
acting quantum atoms (IQA) energy decomposition scheme [3, 47], the non-covalent
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(a) (b) (c)

Fig. 4 (Top) Ball and stick representations of ZnL, ZnL2 and ZnL3 complexes. (Bottom) ZnL2
complex together with the fragmentation patterns applied in ETS-NOCV analyses: a (7)-pyr, b (2)-
bpy, and c (2)-OH2 (the numbers denote a number of fragments). Reprinted with permission from
[51]. Copyright (2014) American Chemical Society

Interactions (NCI) [48] method, and [4] (ETS-NOCV) [49] energy decomposition
scheme.

It is determined, consistently through QTAIM, IQA, NCI, and ETS-NOCV, that
the strength of dative bonds Zn–N systematically decreases from ZnL through ZnL2

to ZnL3 [51]. The same trend is valid for Zn–O connections [51]. The selected ETS-
NOCV-based data in Table 3 clearly demonstrates a drop in Zn–N stabilization from
�Eorb � –26.00 kcal/mol (for ZnL), through�Eorb � –22.46 kcal/mol (for ZnL2) up
to �Eorb � –18.70 kcal/mol (for ZnL3). Zn–O connections appeared to be weaker
than Zn–N and similarly, their strength decrease from �Eorb � –11.33 kcal/mol
(for ZnL), to �Eorb � –8.57 kcal/mol (for ZnL2), Table 3. The same trend is valid
when the overall Zn–N and Zn–O interaction energies are considered, what nicely
correlates with the computed elongation of these distances when going from ZnL
(e.g. Zn–N: 2.107Å) to ZnL3 (Zn–N:2.218Å) [51].

Apparently, taking solely dative bonds into considerationwould suggest the small-
est stability constant for the most crowded ZnL3 as compared with ZnL—the exactly
opposite relation is valid experimentally where the stability decreases in the order
ZnL3 > ZnL2 > ZnL [55, 56]. The most important and striking findings, discovered
consistently from ETS-NOCV, IQA, NCI, and QTAIM methods, are increasing a
number of typical CH•••O, CH•••N, and unintuitive CH•••HC non-covalent interac-
tions when going from ZnL to ZnL3 [51]. Namely, the example ETS-NOCV results
in Table 4 demonstrate the charge delocalization channels corresponding to effi-
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Table 3 Orbital interaction energies for all Zn–L coordination bonds in ZnII complexes with 2,2´-
bipyridyl (L). Reprinted with permission from [51]. Copyright (2014) American Chemical Society

Complex Atoms Fragmentation
scheme

NOCVs �Ek*a
orb

ZnL Zn–(N5,N6) (2)-Bpy 1,2 −26.00

Zn–O1 (2)-OH2 1 −11.78

Zn–O2 (2)-OH2 1 −10.88

Zn–O3 (2)-OH2 1 −11.78

Zn–O4 (2)-OH2 1 −10.88

Average −11.33

ZnL2 Zn–(N1,N2) (2)-Bpy 1,2 −22.42

Zn–(N3,N4) (2)-Bpy 1,2 −22.50

Average −22.46

Zn–O5 (2)-OH2 1 −8.62

Zn–O6 (2)-OH2 1 −8.53

Average −8.57

ZnL3 Zn–(N55,N56) (2)-Bpy 1,2 −18.71

Zn–(N57,N58) (2)-Bpy 1,2 −18.71

Zn–(N59,N60) (2)-Bpy 1,2 −18.69

Average −18.70

aDescribes a single Zn–L bond. In kcal/mol. For a fragmentation scheme, see Fig. 4

cient stabilization in ZnL3 from CH•••HC contacts (CH8•••12HC, CH26•••30HC,
CH44•••48HC), by ca. �Eorb � –7.36 kcal/mol, Table 4. Similar interactions are
found in ZnL and ZnL2, and they amount to �Eorb � –5.52 kcal/mol, �Eorb �
–4.27 kcal/mol, respectively, Table 4. Similar trend in valid for intramolecular
CH•••O interactions is shown in Table 4.

It is crucial to highlight that the real space-based IQA energy decomposition
scheme consistently revealed exactly the same trends and also identified various non-
covalent interactions including the stabilizing CH•••HC, Table 5. Furthermore, the
strength of a single CH•••HC bond appeared to increase from�Eint � –2.5 kcal/mol
(ZnL) up to –2.88 kcal/mol for ZnL3, Table 5. The same trend, but withmore efficient
overall stabilization which ranges from –13 kcal/mol up to –16 kcal/mol depending
on the system), is true for CH•••O and CH•••N, Table 5. It has been further deter-
mined that the quantum mechanical exchange-correlation contribution (XC) makes
the overall CH•••HC interactions negative (stabilizing), Table 5. This component
often correlates well with the orbital interaction term from the ETS-NOCV analysis
[14]. The latter allowed to observe that formation of CH•••HC contacts leads to the
outflow of electrons from the σ(C–H) bonds engaged in CH•••HC and the accumu-
lation in the interatomic H•••H region. It has been further confirmed by the calcu-
lated NMR spin–spin [1] J(C–H) coupling constants which decrease from 177.06 Hz



Non-covalent Interactions in Selected Transition Metal Complexes 77

Table 4 Averagedorbital interaction energies forCH•••OandCH•••HC intramolecular interactions
in ZnII complexes with 2,2´-bipyridyl (L). Reprinted with permission from [51]. Copyright (2014)
American Chemical Society

Complex Atoms Fragmentation
scheme

NOCVsb �Ek*a
orb

ZnL H8–O1, H24–O3 (2)-Bpy (N5,N6) 12 −0.91

14,16 −0.57

Sum −1.48

H14–H18 (7)-pyr 21,23 −4.27

ZnL2 H42–O5 (2)-Bpy (N1,N2) 15 −1.11

17,18 −0.57

Sum −1.68

H24–O6 (2)-Bpy (N3,N4) 15 −1.13

17,18 −0.55

Sum −1.68

H16–H18,
H36–H32

(7)-pyr 23,25,26,27 −5.52

ZnL3 H8–H12,
H26–H30,
H44–H48

(7)-pyr 26,27,28,29,30 −7.36

aIn kcal/mol
bA number which lists a given NOCV pair (printed in the output file)

(ZnL) to 173.87 Hz (ZnL3) in support of an increase in the local CH•••HC stabi-
lization from ZnL to ZnL3 found from QTAIM, IQA, and ETS-NOCV [51]. These
results shed novel light on factors which might determine the relative stability of
ZnLn complexes in the context of orthodox steric-based interpretation of CH•••HC
contacts—namely, it is possible that an increase in a number of non-covalent inter-
actions CH•••O, CH•••N, and CH•••HC (and their strength) together with the same
trend in π-bonding and electrostatic contributions might overcompensate a decrease
in the strength of Zn–N/Zn–O dative bonds resulting accordingly in an enhanced
stability of ZnL3 with respect to both ZnL2 and ZnL [51].

In the previous paragraphs, we have identified various intramolecular non-
covalent interactions in the Zn(II)-based complexes. In the forthcoming sections,
inter-molecular CH•••HC and other types of bonds will be discussed in the
newly synthesized quasi-tetrahedral nickel complex abbreviated as cis-NiL2–hexane
(L–thiourea-based ligand), Fig. 5 (top) [52]. It is formed by the reaction of N-
thiophosphorylated thioureas containing iso-propyl (iPr) unitswithNi(II) salt in basic
condition crystallized fromhexane solvent [52]. It has been also demonstrated that the
crystals constituted from fully planar trans-NiL2 units (without hexane molecules)
can be formed provided that other more polar solvents are applied during crystal-
lization [52]. ETS-NOCV calculations allowed to determine the stabilizing charac-
ter of CH•••HC formed between hexane and the iPr units of cis-NiL2—the over-
all CH•••HC interaction energies �Eint appeared to vary between –2 kcal/mol and
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Table 5 Decomposition of two-bodied interaction energies within the IQA framework for all rele-
vant bonds in ZnII complexes with 2,2´-bipyridyl. Reprinted with permission from [51]. Copyright
(2014) American Chemical Society

Complex Atoms d(A–B) Å VAB
ne au VAB

en au VAB
nn au VAB

XC kcal ·
mol−1

EAB
Int kcal ·

mol−1

ZnL CH•••HC 2.06 −0.2472 −0.2472 0.2569 −2.48 −2.5

CH•••O 2.6 −1.7008 −1.7008 1.6285 −2.64 −14.5

C–C 1.497 −11.4042 −11.4042 12.7218 −193.43 −97.74

Zn–N5 2.145 −56.0668 −56.0668 51.8045 −40.14 −409.79

Zn–N6 2.145 −56.0670 −56.0670 51.8046 −40.14 −409.79

Zn–Ol 2.157 −61.8194 −61.8194 58.8847 −28.04 −326.47

N5–N6 2.673 −11.8316 −11.8316 9.7005 −7.03 286.67

ZnL2 CH•••HC 2.05 −0.2488 −0.2488 0.2581 −2.51 −2.74

CH•••O 2.502 −1.7656 −1.7656 1.6917 −3.26 −15.73

CH•••N 2.879 −1.3988 −1.3988 1.2866 −1.64 −11.56

C–C 1.497 −11.4030 −11.4030 12.7264 −193.41 −97.15

Zn–Nl 2.183 −55.1408 −55.1408 50.9086 −36.73 −390.14

Zn–N2 2.182 −55.1524 −55.1524 50.9243 −36.76 −391.88

Zn–06 2.236 −59.7008 −59.7008 56.7947 −22.97 −303.48

N1–N2 2.676 −11.8153 −11.8153 9.6902 −7.15 285.1

ZnL3 CH•••HC 2.073 −0.2463 −0.2463 0.2553 −2.36 −2.88

CH•••N 2.746 −1.4669 −1.4669 0.2553 −2.26 −13.97

C–C 1.496 −11.4046 −11.4046 0.5106 −193.41 −96.62

Zn–N2 2.229 −54.0400 −54.0400 49.8607 −32.93 −371.44

Zn–N23 2.228 −54.0550 −54.0550 49.8744 −32.89 −371.68

N2–N23 2.690 −11.7953 −11.7953 9.6755 −7.24 284.11

–10 kcal/mol (depending on XC functional containing the Grimme D3 correction)
[52]. The main contributor (~73%) is the dispersion term followed by the similarly
important (~13.5%) electrostatic and charge delocalization terms, Fig. 5 [52]. As
far the latter contribution is concerned, the charge outflow from the σ(C–H) bonds
engaged in CH•••HC is clearly visible (Fig. 5b) together with the accumulation in
the interatomic H•••H region. It is necessary to point out that our conclusions herein
on relative weighs of various contributions to inter-molecular CH•••HC are in accord
with the recent topical literature findings [6, 7, 10, 25, 57–64]. For example, recent
findings by the groups of Echeverría and Shaik [57, 59] allowed to highlight that,
although London dispersion forces are crucial for CH•••HC interactions, other bond-
ing components including charge delocalization term are also important.

The comparison between the dimeric model of [6]-graphanes (six CH2 units)
bonded through CH•••HC with the larger one [65]-graphanes leads to the amplifi-
cation of dispersion from ~5 kcal/mol up to ~90 kcal/mol, and at the same time, the
two-way charge transfers σ(C–H) → σ*(C–H) cover ~15% of the overall stabiliza-
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Fig. 5 Structure of Ni(II) complex cis-NiL2 containing dihydrogen bonding CH•••HC formed
between hexane and iPr units [52]. The synthon (Mcryst-Hex) extracted from the crystal structure
[52] is depicted. Black line indicates the fragmentation applied in ETS-NOCVanalyses. The contour
value is 0.001a.u
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tionwhich can reach the regime of typical covalently bonded species [59]. Echeverria
has studied a series of homopolar dihydrogen interactions and also concluded on the
importance of dispersion forces [24, 26, 27]. Furthermore, we have confirmed the
stability of theMcryst-Hex adduct bonded throughCH•••HCby ab initioBorn–Oppen-
heimer molecular dynamics simulations (DFT/BLYP-D3/TZP)—hexane was found
to dynamically glide in the proximity of iPr ligands, and no spontaneous drifting
apart was observed [52]. Furthermore, the calculations have shown that the sterically
crowded cis-isomer exhibiting quasi-tetrahedral geometry ismore stable than the cor-
responding planar trans-conformation at both energy and free energy levels, Fig. 6a.
It is very striking result in the light of intuitively expectable steric repulsion between
closely located iPr units in the case of cis-NiL2, Fig. 6a. Substitution of bulky iPr
units by smaller Me groups leads not only to the planar conformation of cis-NiL2,
but also the trans-isomer is now thermodynamically preferred [52], Fig. 6c. There-
fore, the tetrahedral geometry of cis-NiL2 originates from the existence of numerous
cooperative intramolecular non-covalent interactions: CH•••HC, CH•••S CH•••Ni,
Fig. 6b. In turn, it is related to the bulky iPr units that are close to each other in the
cis-NiL2. It is very beautiful example showing how two quite bulky groups being
close to each other, classically considered as the source of steric repulsion, lead not
only to overall stabilization, but also to the determination of the complex geometry.
These data are perfectly in accord with recent topical findings on the importance of
CH•••HC interactions and London dispersion forces in various branches of chemistry
[6, 7, 10, 25, 52, 57–64]. It must be emphasized that dispersion contribution has been
also recently recognized as a crucial factor (in addition to well-established charge
transfer term) for agostic interactions (C–H•••metal) due to elegant and accurate
energy decomposition DLPNO-CCSD(T) implemented in the Orca program [64].

Ammonia borane, named also as borazane, is considered nowadays as one of the
most promising hydrogen storage materials predominantly due to significant hydro-
gen content (19.6%) as well as high melting point (104 °C). The latter property
is attributed in the literature to the existence of polar (proton–hydride) dihydrogen
bonds N–Hδ+•••−δH–B between AB monomers. These types of interactions are cru-
cial for hydrogen storagematerials [28, 29, 31]. Very recently,McGrady and cowork-
ers have published a series of high-quality papers which demonstrate thepreparation
of various hydrogen storage materials including LiN(CH3)2BH3 and KN(CH3)2BH3

in which untypical hydride–hydride interactions B–Hδ−•••−δH–B are observed from
theQTAIMresults [22, 66, 67]. These are very interesting suggestions since hydrogen
atoms involved in such homopolar contacts B–Hδ−•••−δH–B carry negative partial
charges, what intuitively shall lead to overall repulsion due to destabilizing electro-
static contribution. In order to shed some light on the role of B–Hδ−•••−δH–B and
other types of chemical bonds in LiN(CH3)2BH3 and KN(CH3)2BH3, we have per-
formed a comprehensive in-depth study of bonding situation based on ETS-NOCV,
IQA, NCI methods, and molecular electrostatic potentials [23].

ETS-NOCVmethod allowed to determine that the major inter-molecular bonding
in LiN(CH3)2BH3 stems fromB–H•••Li contacts—it is dominated by the electrostat-
ics which covers 55% (�Eelstat � –35.56 kcal/mol) of the total stabilization, followed
by the orbital interaction (�Eorb � –18.17 kcal/mol) and dispersion (17%, �Edisp
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Fig. 6 Relative energies (and free energies) of cis-NiL2 versus trans-NiL2 together with dihedral
angles which measure degree of planarity (part a). In part b, the QTAIM molecular graphs are
depicted demonstrating formation of various non-covalent interactions. Part c depicts the relative
energies (and free energies) of the models where the bulky OiPr units are replaced by OMe
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Fig. 7 Optimized tetrameric
cluster model of
LiN(CH3)2BH3 with
fragmentation pattern and
ETS energy decomposition
results (part a) along with
the two most important
deformation density
contributions describing
B–H•••Li interactions.
Adopted from [23]

� –11.38 kcal/mol) terms, Fig. 7. Electrostatics-based bonding is in line with the
molecular electrostatic potential of the monomer—the borane moiety is negatively
charged, while lithium cation is electrophilic, Fig. 8a. The bottom of Fig. 8 clearly
identifies the ancillary intra-molecular B–H•••Li charge transfer in the monomers
constituting the crystal.

The two NOCV channels which mostly (~85%) contribute to �Eorb describe the
outflow of electron density from σ(B–H) orbitals and inflow into the proximity of
Li+ ions, what leads additionally to the charge accumulation into the BH•••HB bay
region,�ρ2, Fig. 7. It is fully consistent with theQTAIM result ofMcGrady et al. [66]
where bond critical points corresponding to BH•••HB are discovered. However, we
have determined that removing the two monomers not engaged in B–H•••H–B inter-
actions results in the formation of a systemwith the positive overall interaction energy
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Fig. 8 Monomer of
LiN(CH3)2BH3 with its
Molecular Electrostatic
Potential in a.u. units (part
a) and two most important
deformation density channels
depicting B–N bond and
BH3•••Li interacion (part b).
Adopted from [23]

�Etotal � +4.9 kcal/mol, Fig. 9. Although some stabilization from the orbital over-
lapping exists (�Eorb � –1.86 kcal/mol), as well as from dispersion effects (�Edisp �
–2.30 kcal/mol), in line with the QTAIM data [66], significant electrostatic and Pauli
repulsion (�Eelstat �+4.90 kcal/mol,�EPauli �+4.16 kcal/mol), overcompensate the
stabilizing effect leading to positive (destabilizing) �Etotal � +4.9 kcal/mol, Fig. 9.
The same conclusion is reached by us when considering the point charges (which
mimic the Li ions) [23]. Moreover, no stabile minimum featuring solely B–H•••H–B
interactions have been found upon geometry optimization. To this end, these ETS-
NOCV-based data points at rather destabilizing nature of B–H•••H–B interactions in
this system, contrary to the analogous C–H•••H–C contacts which are found to be
significantly stabilizing in LiN(CH3)2BH3 andKN(CH3)2BH3, Figs. 10, 11 [23]. It is
determined herein that the overall C–H•••H–C interaction energy in LiN(CH3)2BH3

is�Eint � –4.34 kcal/mol and�Eint � –17.45 kcal/mol for KN(CH3)2BH3 (Figs. 10,
11), which is quite comparable to typical hydrogen bonds [e.g.,�Eint for water dimer
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Fig. 9 Dimer of
LiN(CH3)2BH3 (part
b) from the optimized
tetramer as indicated in part
a. ETS energy
decomposition is presented
in part b. Adopted from [23]

is ~ –5 kcal/mol, for adenine–thymine base pair is ~ –12 kcal/mol, and for FH•••HLi
is ~ –13 kcal/mol] [44].

Further studies of the tetrameric model by means of IQA method were carried
out in order to further characterize Li•••HB CH•••HC and BH•••HB interactions,
Table 6.Expectedly, the strongest bond appeared to beLi•••HBwithEint(Li•••H–B)�
–98.8 kcal/mol. In line with the ETS-NOCV results, homopolar CH•••HC is weakly
stabilizing, whereas the similar B–H•••H–B interactions are indeed destabilizing as
indicated by the large positive value of Eint(BH•••HB) �+49.4 kcal/mol, Table 6. It
is due to electrostatic electron–electron repulsion term, Table 6, which is in line with
the ETS-NOCV-based results (Fig. 9). These outcomes [23] pointing at destabilizing
nature of B–H•••H–B in LiNMe2BH3 are in accord with the numerous experimental
papers [20, 21, 68, 69, 65]. The excellent review by McGrady et al. [22] on possible
role of stabilizing hydride–hydride interactions in hydrogen storage materials has
been recently published. Therefore, definitely more works (from both theoretical
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Fig. 10 Cluster model containing eight monomers of LiN(CH3)2BH3 along with energy decom-
position results describing CH•••HC interactions between the two selected fragments (marked by
black line), part a. In part b, the overall deformation density �orb is depicted together with the
corresponding stabilization �Eorb. Adopted from [23]. The contour value is 0.001a.u

Fig. 11 Cluster model containing eight monomers of KN(CH3)2BH3 along with energy decom-
position results describing CH•••HC interactions between the two selected fragments (marked by
black line), part a. In part b, the overall deformation density �orb is depicted together with the
corresponding stabilization �Eorb. Adopted from [23]. The contour value is 0.001a.u
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Table 6 IQA energy decomposition results (in kcal/mol) describing the two atomic interactions in
LiNMe2BH3. Adopted from [23]

IQA(X•••Y) VAB
ne VAB

en VAB
nn VAB

ee VAB
eeC VAB

eeX EAB
int

Li•••H–B −805.9 −338.4 480.1 565.4 568.2 −2.8 −98.8

CH•••HC −140.6 −138.2 130.8 147.2 148.6 −1.4 −0.80

BH•••HB −198.9 −198.6 119.7 327.2 330.0 −2.7 +49.4

and experimental laboratories) are needed to identify and fully unveil the nature of
different types of X–H•••H–X contacts in various systems.

4 Conclusions

It has been demonstrated in this chapter that non-covalent interactions including
untypical homopolar C–H•••H–C, despite being relatively weak (as compared to
typical dative or covalent bonds), might play very important role in transition metal
systems. Zn(II) complexes with various ligands NTA, NTPA, and BPy have been sta-
bilized not only by typical electrostatically dominated dative–covalent bonds (e.g.
Zn–N, Zn–O), but additionally through a number of typical hydrogen bonds CH•••O,
CH•••N and predominantly unintuitive CH•••HC interactions—the latter have been
shown to be stabilizing as opposed to traditional steric repulsion-based interpreta-
tion [23, 50, 51, 52]. We have determined that dispersion dominated CH•••HC can
be as strong as typical hydrogen bonds [23, 50, 51, 52]. Although London disper-
sion forces are the prevailing factor, the charge delocalization contribution (outflow
of electrons from the σ(C–H) bonds engaged in CH•••HC and the accumulation in
the interatomic H•••H region) and electrostatic term are also non-negligible [23, 50,
51, 52]. Interestingly, similar to CH•••HC, hydride–hydride interactions BH•••HB
in LiNMe2BH3 are found to be repulsive [23]. We have further proven that the two
bulky alkyl groups being close to each other in Ni(II) complex, classically consid-
ered as the source of steric repulsion, lead not only to overall stabilization (due to the
formation of multitude non-covalent interactions including CH•••HC), but also to
determination of the complex geometry [52]. These results perfectly fit very recent
topical findings which highlight the crucial role of non-covalent interactions includ-
ing London dispersion forces in various branches of chemistry including transition
metal complexes [6, 7]. Although significant progress has been made recently in
terms of identification of non-covalent interactions in real materials [6, 7], there are
still many known systems where the importance of London dispersion forces has not
been yet recognized as nicely emphasized by Liptrot and Power [7].
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