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General Co-chairs and Editors’ Message
for OnTheMove 2018

The OnTheMove 2018 event held during October 22–26 in Valletta, Malta, further
consolidated the importance of the series of annual conferences that was started in 2002
in Irvine, California. It then moved to Catania, Sicily, in 2003, to Cyprus in 2004 and
2005, Montpellier in 2006, Vilamoura in 2007 and 2009, in 2008 to Monterrey,
Mexico, to Heraklion, Crete, in 2010 and 2011, Rome 2012, Graz in 2013, Amantea,
Italy, in 2014, and lastly in Rhodes in 2015, 2016, and 2017 as well.

This prime event continues to attract a diverse and relevant selection of today’s
research worldwide on the scientific concepts underlying new computing paradigms,
which of necessity must be distributed, heterogeneous and supporting an environment
of resources that are autonomous yet must meaningfully cooperate. Indeed, as such
large, complex, and networked intelligent information systems become the focus and
norm for computing, there continues to be an acute and even increasing need to address
the software, system, and enterprise issues that are involved and discuss them face to
face in an integrated forum that covers methodological, semantic, theoretical, and
application issues too. As we all realize, e-mail, the Internet, and even video confer-
ences are not by themselves optimal nor even sufficient for effective and efficient
scientific exchange.

The OnTheMove (OTM) International Federated Conference series has been created
precisely to cover the scientific exchange needs of the communities that work in the broad
yet closely connected fundamental technological spectrum of Web-based distributed
computing. The OTM program every year covers data and Web semantics, distributed
objects, Web services, databases, information systems, enterprise workflow and col-
laboration, ubiquity, interoperability, mobility, grid, and high-performance computing.

OnTheMove is proud to give meaning to the “federated” aspect in its full title: it
aspires to be a primary scientific meeting place where all aspects of research and
development of Internet- and intranet-based systems in organizations and for e-business
are discussed in a scientifically motivated way, in a forum of interconnected workshops
and conferences. This year’s 15th edition of the OTM Federated Conferences event
therefore once more provided an opportunity for researchers and practitioners to
understand, discuss, and publish these developments within the broader context of
distributed, ubiquitous computing. To further promote synergy and coherence, the main
conferences of OTM 2018 were conceived against a background of their three inter-
locking global themes:

– Trusted Cloud Computing Infrastructures Emphasizing Security and Privacy
– Technology and Methodology for Data and Knowledge Resources on the

(Semantic) Web
– Deployment of Collaborative and Social Computing for and in an Enterprise

Context



Originally the federative structure of OTM was formed by the co-location of three
related, complementary, and successful main conference series: DOA (Distributed
Objects and Applications, held since 1999), covering the relevant
infrastructure-enabling technologies, ODBASE (Ontologies, DataBases and Applica-
tions of SEmantics, since 2002) covering Web semantics, XML databases and
ontologies, and of course CoopIS (Cooperative Information Systems, held since 1993),
which studies the application of these technologies in an enterprise context through,
e.g., workflow systems and knowledge management. In the 2011 edition security
issues, originally started as topics of the IS workshop in OTM 2006, became the focus
of DOA as secure virtual infrastructures, further broadened to cover aspects of trust and
privacy in so-called cloud-based systems. As this latter aspect came to dominate
agendas in this and overlapping research communities, we decided in 2014 to rename
the event as the Cloud and Trusted Computing (C&TC) Conference, and was originally
launched in a workshop format.

These three main conferences specifically seek high-quality contributions of a more
mature nature and encourage researchers to treat their respective topics within a
framework that simultaneously incorporates (a) theory, (b) conceptual design and
development, (c) methodology and pragmatics, and (d) application in particular case
studies and industrial solutions.

As in previous years, we again solicited and selected additional quality workshop
proposals to complement the more mature and “archival” nature of the main confer-
ences. Our workshops are intended to serve as “incubators” for emergent research
results in selected areas related, or becoming related, to the general domain of
Web-based distributed computing. We were very glad to see that our earlier successful
workshops (EI2N, META4eS, FBM) re-appeared in 2018. The Fact-Based Modeling
(FBM) <workshop in 2015 succeeded and expanded the scope of the successful earlier
ORM <workshop. The Industry Case Studies Program, started in 2011, under the
leadership of Hervé Panetto, Wided Guédria, and Gash Bhullar, further gained
momentum and visibility in its seventh edition this year.

The OTM registration format (“one workshop or conference buys all workshops and
conferences”) actively intends to promote synergy between related areas in the field of
distributed computing and to stimulate workshop audiences to productively mingle
with each other and, optionally, with those of the main conferences. In particular, EI2N
continues to create and exploit a visible cross-pollination with CoopIS.

We were very happy to see that in 2018 the number of quality submissions for the
OnTheMove Academy (OTMA) noticeably increased. OTMA implements our unique,
actively coached and therefore very time- and effort-intensive formula to bring PhD
students together, and aims to carry our “vision for the future” in research in the areas
covered by OTM. Its 2018 edition was organized and managed by a dedicated team of
collaborators and faculty, Peter Spyns, Maria-Esther Vidal, inspired as always by the
OTMA Dean, Erich Neuhold.

In the OTM Academy, PhD research proposals are submitted by students for peer
review; selected submissions and their approaches are to be presented by the students in
front of a wider audience at the conference, and are independently and extensively
analyzed and discussed in front of this audience by a panel of senior professors. One
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may readily appreciate the time, effort, and funds invested in this by OnTheMove and
especially by the OTMA faculty.

As the three main conferences and the associated workshops all share the distributed
aspects of modern computing systems, they experience the application pull created by
the Internet and by the so-called Semantic Web, in particular developments of big data,
increased importance of security issues, and the globalization of mobile-based
technologies.

The three conferences seek exclusively original submissions that cover scientific
aspects of fundamental theories, methodologies, architectures, and emergent tech-
nologies, as well as their adoption and application in enterprises and their impact on
societally relevant IT issues.

– CoopIS 2018, Cooperative Information Systems, our flagship event in its 26th
edition since its inception in 1993, invites fundamental contributions on principles
and applications of distributed and collaborative computing in the broadest scien-
tific sense in workflows of networked organizations, enterprises, governments, or
just communities.

– C&TC 2018 (Cloud and Trusted Computing 2018), is the successor of DOA
(Distributed Object Applications) and focuses on critical aspects of virtual infras-
tructure for cloud computing, specifically spanning issues of trust, reputation, and
security.

– ODBASE 2018, Ontologies, Databases, and Applications of Semantics covers the
fundamental study of structured and semi-structured data, including linked (open)
data and big data, and the meaning of such data as is needed for today’s databases;
as well as the role of data and semantics in design methodologies and new appli-
cations of databases.

As with the earlier OnTheMove editions, the organizers wanted to stimulate this
cross-pollination by a program of engaging keynote speakers from academia and
industry and shared by all OTM component events. We are quite proud to list for this
year:

– Martin Hepp, Universität der Bundeswehr Munich/Hepp Research GmbH
– Pieter De Leenheer, Collibra
– Richard Mark Soley, Object Management Group, Inc. (OMG)
– Tom Raftery, SAP/Instituto Internacional San Telmo

The general downturn in submissions observed in recent years for almost all con-
ferences in computer science and IT has also affected OnTheMove, but this year the
harvest again stabilized at a total of 173 submissions for the three main conferences and
over 50 submissions in total for the workshops. Not only may we indeed again claim
success in attracting a representative volume of scientific papers, many from the USA
and Asia, but these numbers of course allowed the respective Program Committees to
again compose a high-quality cross-section of current research in the areas covered by
OTM. Acceptance rates vary but the aim was to stay consistently at about one accepted
full paper for three submitted, yet as always these rates are subordinated to professional
peer assessment of proper scientific quality.
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As usual, we separated the proceedings into two volumes with their own titles, one
for the main conferences and one for the workshops and posters. But in a different
approach to previous years, we decided the latter should appear after the event and so
allow workshop authors to eventually improve their peer-reviewed papers based on
critiques by the Program Committees and on live interaction at OTM. The resulting
additional complexity and effort of editing the proceedings was professionally shoul-
dered by our leading editor Christophe Debruyne - with the general chairs for the
conference volume, and with Hervé Panetto for the workshop volume. We are again
most grateful to the Springer LNCS team in Heidelberg for their professional support,
suggestions, and meticulous collaboration in producing the files and indexes ready for
downloading on the USB sticks. It is a pleasure to work with staff that so deeply
understands the scientific context at large, and the specific logistics of conference
proceedings publication.

The reviewing process by the respective OTM Program Committees was performed
to professional quality standards: Each paper review in the main conferences was
assigned to at least three referees, with arbitrated e-mail discussions in the case of
strongly diverging evaluations. It may be worthwhile to emphasize once more that it is
an explicit OnTheMove policy that all conference Program Committees and chairs
make their selections in a completely sovereign manner, autonomous, and independent
from any OTM organizational considerations. As in recent years, proceedings in paper
form are now only available to be ordered separately.

The general chairs are once more especially grateful to the many people directly or
indirectly involved in the setup of these federated conferences. Not everyone realizes
the large number of qualified persons that need to be involved, and the huge amount of
work, commitment, and the financial risk in the uncertain economic and funding cli-
mate of 2018, that is entailed by the organization of an event like OTM. Apart from the
persons in their roles aforementioned, we therefore wish to thank in particular explicitly
our main conference Program Committee chairs:

– CoopIS 2018: Henderik A. Proper, Markus Stumptner and Samir Tata
– ODBASE 2018: Dumitru Roman, Elena Simperl, Ahmet Soylu, and Marko

Grobelnik
– C&TC 2018: Claudio A. Ardagna, Adrian Belmonte, and Mauro Conti

And similarly we thank the Program Committee (co-)chairs of the 2018 ICSP,
OTMA, and Workshops (in their order of appearance on the website): Wided Guédria,
Hervé Panetto, Markus Stumptner, Georg Weichhart, Peter Bollen, Stijn
Hoppenbrouwers, Robert Meersman, Maurice Nijssen, Gash Bhullar, Ioana Ciuciu,
Anna Fensel, Peter Spyns, and Maria-Esther Vidal.

Together with their many Program Committee members, they performed a superb
and professional job in managing the difficult yet essential process of peer review and
selection of the best papers from the harvest of submissions. We all also owe a serious
debt of gratitude to our supremely competent and experienced conference secretariat
and technical admin staff in Guadalajara and Dublin, respectively, Daniel Meersman
and Christophe Debruyne.

The general conference and workshop co-chairs also thankfully acknowledge the
academic freedom, logistic support, and facilities they enjoy from their respective
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institutions—Technical University of Graz, Austria; Université de Lorraine, Nancy,
France; Latrobe University, Melbourne, Australia – and without which such a project
quite simply would not be feasible. Reader, we do hope that the results of this federated
scientific enterprise contribute to your research and your place in the scientific network,
and we hope to welcome you at next year’s event!

September 2018 Robert Meersman
Tharam Dillon
Hervé Panetto

Ernesto Damiani
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Web Ontologies: Lessons Learned
from Conceptual Modeling at Scale

Martin Hepp

Universität der Bundeswehr Munich/Hepp Research GmbH, Germany

Short Bio

Martin Hepp is a professor of E-business and General Management at the Universität
der Bundeswehr Munich and the CEO and Chief Scientist of Hepp Research GmbH.
He holds a master’s degree in business management and business information systems
and a PhD in business information systems from the University of Würzburg (Ger-
many). His key research interests are shared data structures at Web scale, for example
Web ontology engineering, both at the technical, social, and economical levels, con-
ceptual modeling in general, and data quality management. As part of his research, he
developed the GoodRelations vocabulary, an OWL DL ontology for data interoper-
ability for e-commerce at Web Scale. Since 11/2012, GoodRelations is the e-commerce
core of schema.org, the official data markup standard of major search engines, namely
Google, Yahoo, Bing, and Yandex. Martin authored more than 80 academic publica-
tions and was the organizer of more than fifteen workshops and conference tracks on
conceptual modeling, Semantic Web topics, and information systems, and a member of
more than sixty conference and workshop program committees, including ECIS,
EKAW, ESWC, IEEE CEC/EEE, ISWC, and WWW.

Talk

Ever since the introduction of the term “ontology” to Computer Science, the challenges
for information exchange, processing, and intelligent behavior on the World Wide
Web, with its vast body of content, huge user base, linguistic and representational
heterogeneity, and so forth, have been taken as a justification for ontology-related
research. However, despite two decades of work on ontologies in this context, very few
ontologies have emerged that are used at Web scale in a way compliant with the
original proposals by a diverse, open audience.

In this talk, I will analyze the differences between the original idea of ontologies in
computer science, and Web ontologies, and analyze the specific economic, social, and
technical challenges of building, maintaining, and using socially agreed, global data
structures that are suited for the Web at large, also with respect to the skills, expec-
tations, and particular needs of owners of Web sites and potential consumers of
Web data.



Data Governance: The New Imperative
to Democratize Data Science

Pieter De Leenheer

Collibra, USA

Short Bio

Pieter De Leenheer is a cofounder of Collibra and leads the company’s Research &
Education group, including the Collibra University, which offers a range of self-paced
learning and certification courses to help data governance professionals and data citi-
zens gain new skills and expertise. Prior to co-founding the company, Pieter was a
professor at VU University of Amsterdam. Today he still serves as adjunct professor at
Columbia University in the City of New York and as visiting scholar at several
universities across the globe including UC San Diego and Stanford.

Talk

We live in the age of abundant data. Through technology, more data is available, and
the processing of that data easier and cheaper than ever before. Data science emerged
from an unparalleled fascination to empirically understand and predict societies busi-
nesses and markets. Yet there is an understated risk inherent to democratizing data
science such as data spills, cost of data exploration, and blind trust in unregulated,
incontestable and oblique models. In their journey to unlock competitive advantage and
maximize value from the application of big data, it is vital that data leaders find the
right balance between value creation and risk exposure. To realize the true value of this
wealth of data, data leaders must not act impulsively, but rethink assumptions, pro-
cesses, and approaches to managing, governing, and stewarding that data. And to
succeed, they must deliver credible, coherent, and trustworthy data and data access
clearing mechanisms for everyone who can use it. As data becomes the most valuable
resource, data governance delivers a imperative certification for any business to trust
one another, but also increasingly sets a precondition for any citizen to engage in a
trustworthy and endurable relationship with a company or government.



Learning to Implement the Industrial Internet

Richard Mark Soley

Object Management Group, Inc. (OMG), USA

Short Bio

Dr. Richard Mark Soley is Chairman and CEO of the Object Management Group (r),
also leading the Cloud Standards Customer Council (tm) the Industrial Internet Con-
sortium (r). Previously cofounder and former Chairman/CEO of A. I. Architects, he
worked for technology companies and venture firms like TI, Gold Hill, Honeywell &
IBM. Dr. Soley has SB, SM and PhD degrees in Computer Science and Engineering
from MIT.

A longer bio is available here: http://www.omg.org/soley/.

Talk

– The Industrial Internet Consortium and its members develop testbeds to learn more
about Industrial Internet implementation: hiring, ecosystem development, standards
requirements

– The Object Management Group takes real-world standards requirements and
develops standards to maximize interoperability and portability

– The first insights into implementation and the first requirements for standards are
underway

– Dr. Soley will give an overview of both processes and talk about the first insights
from the projects

http://www.omg.org/soley/


The Future of Digital: What the Next 10 Years
Have in Store

Tom Raftery

SAP/Instituto Internacional San Telmo, Spain

Short Bio

Tom Raftery is a Global Vice President for multinational software corporation SAP, an
adjunct professor at the Instituto Internacional San Telmo, and a board advisor for a
number of start-ups.

Before joining SAP Tom worked as an independent industry analyst focusing on
the Internet of Things, Energy and CleanTech and as a Futurist for Gerd Leonhard’s
Futures Agency.

Tom has a very strong background in technology and social media having worked
in the industry since 1991. He is the co-founder of an Irish software development
company, a social media consultancy, and is co-founder and director of hyper
energy-efficient data center Cork Internet eXchange – the data centre with the lowest
latency connection between Europe and North America.

Tom also worked as an Analyst for industry analyst firm RedMonk, leading their
GreenMonk practice for over 7 years. Tom serves on the Advisory Boards of Smart-
Cities World and RetailEverywhere.com.

Talk

Digital Transformation, the Internet of Things and associated technologies
(block-chain, machine learning, edge computing, etc.) are the latest buzz words in
technology. Organisations are scrambling to get up to speed on them before their
competitors, or some young start-up gets there first and completely disrupts them.

Right now, these digital innovation systems are, roughly speaking at the same level
of maturity as the web was in 1995. So where are these new digital technologies taking
us? What is coming down the line, and how will these changes affect my organisation,
my wallet, and the planet?

Join Tom Raftery for our OnTheMove keynote as he unpacks what the Future of
Digitisation is going to bring us.
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International Workshop on Enterprise
Integration, Interoperability and

Networking (EI2N) 2018



OTM/IFAC/IFIP EI2N’2018 PC Co-chairs’
Message

In 2018 the 13th edition of the Enterprise Integration, Interoperability and Networking
workshop (EI2N’2018) has been organised as part of the On The Move Federated
Conferences (OTM’2018). This year’s workshop took place in Valetta, Malta. The
workshop has established itself as a major interactive event for researchers exchanging
ideas in the context of organisations and information technologies. This is shown by
the long list of groups and committees that support this event since years.

This year, the workshop was co-sponsored by IFAC and supported by IFIP. The
main IFAC Technical Committee responsible for this workshop was TC 5.3 “Enter-
prise Integration and Networking”. The workshop also received support from IFAC TC
3.1 (Computers for Control), and IFIP Work Groups TC 5 WG 5.12 on Architectures
for Enterprise Integration and TC 5 WG 5.8 on Enterprise Interoperability. Addition-
ally, the SIG INTEROP Grande-Région on “Enterprise Systems Interoperability”, the
French CNRS National Research Group GDR MACS, and the industrial internet
consortium have shown their continuing interest in and support for EI2N.

Today’s enterprises have to become S3 Enterprises: Smart, Sensing and Sustainable
Enterprises. These system-of-systems have to adapt in order to be sustainable not only
along the environmental but also along economic dimensions. Systems must be able to
sense their environment using heterogeneous technologies. The sensed information has
to be transferred into knowledge to support smart decisions of systems to adapt. In this
context, enterprise integration, interoperability and networking are major disciplines
that study how enterprise system-of-systems collaborate, communicate, and coordinate
in the most effective way. Enterprise Integration aims at improving synergy within the
enterprise so that sustainability is achieved in a more productive and efficient way.
Enterprise Interoperability and Networking aims at more adaptability within and across
multiple collaborating enterprises. Smartness is required to meet the resulting
complexity.

Enterprise modelling, architecture, knowledge management and semantic knowl-
edge formalisation methods (like ontologies) are pillars supporting the S3 Enterprise.

For EI2N’2018 19 papers have been received. After a rigorous review process, 7
papers have been accepted. EI2N continuous to show high quality by having an
acceptance rate of less than 37%! Accepted papers have been made available in pre-
proceedings. After the OTM workshops, authors have revised their papers and included
feedback from the interactive sessions. This improved the quality of the scientific work,
and places emphasis on importance of the interaction in scientific workshops.

With respect to interactivity, EI2N has hosted a highly interactive session called
“Workshop Café”. This special session has been an integral part of EI2N since many
years. The outcomes of these discussions have been reported during a plenary session,
jointly organized with the CoopIS and the OTM Industry Case Studies Program. EI2N



shared topics and issues for future research with a larger group of experts and scientists.
Results have been made available at the IFAC TC 5.3 webpage: http://tc.ifac-control.
org/5/3.

The Co-chairs would like to thank the authors, international program committee,
sponsors, supporters and our colleagues from the OTM organising team who have
together contributed to the continuing success of this workshop.

The EI2N’2018 Workshop Co-chairs Wided Guédria
Hervé Panetto

Markus Stumptner
Georg Weichhart
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Abstract. With the development of information & communication technology
(ICT), industrial technology and management technology, manufacturing
operation pattern and technology are improving quickly. Two historical pro-
cesses, informatization and industrialization, are promoted mutually. In order to
realize economic transformation and get their national competitiveness, Amer-
ican government proposed Re-industrialization and Industrial Internet, German
government announced Industry 4.0, and Chinese government published Made
in China 2025 national strategy. Architectures and reference models are systems
engineering tools to understand, design, develop, implement and integrate
complex systems. In the paper, the new development of ICT and industrial
technology are reviewed firstly. Then, architectures and reference models of
smart manufacturing, Industry 4.0, intelligent manufacturing, industrial Internet,
and Industrial Value Chain are analysed and compared. At the end of the paper,
the Architecture of Integration of Industrialization and Informatization is
developed.

Keywords: Architecture, smart manufacturing � Framework � Reference model

1 Introduction

With the development of information & communication technology (ICT), industrial
technology and management technology, manufacturing pattern and technology are
improving quickly. As shown in Fig. 1, two historical processes, informatization and
industrialization, are promoted mutually currently.

In the context of integration of informatization and industrialization (iI&I), some
developed and developing countries announced their national manufacturing strategies
to support their economic transformation and national competitiveness obtaining.

• The United States published A Framework for Revitalizing American Manufac-
turing in December 2009 and National Network for Manufacturing Innovation: A
Preliminary Design in January 2013.

• Germany published Recommendation for Implementing the Strategic Initia-
tive INDUSTRIE 4.0 in April 2013.
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• Chinese government announced Special Action Plan for Deep Integration of
Informatization and Industrialization (2013–2018) in Aug. 2013 and Made in
China 2025 in May 2015.

• Japan announced the Industrial Value Chain in June 2015.
• The Government Office for Science and Department for Business, Innovation &

Skills of UK sponsored the Foresight project and published The Future of Manu-
facturing serial reports in October 2013.

Above mentioned strategies include different terms: Industry 4.0, smart manufac-
turing, industrial Internet, intelligent manufacturing, and so forth. Based on compar-
ative studies, all of these terms share the same connotation and can be concluded into
one key topic: integration of informatization and industrialization (iI&I).

In order to realize the significance of iI&I, the paper firstly reviews the development
of information technology, industrial technology and management technology. Then,
architectures and reference models of smart manufacturing, Industry 4.0, intelligent
manufacturing, industrial Internet, and Industrial Value Chain are analysed and com-
pared. At the end of the paper, the architecture of iI&I is developed [1].

2 Development of Information, Industrial, and Management
Technologies

As shown in Fig. 2, In the past 40 years, ICT develops very quickly and it is integrated
with manufacturing activities deeply. There are several dimensions to help us to
understand manufacturing technology improvement as well as ICT.

• Computing centre is transferring from machine oriented, to application oriented,
and then to enterprise-oriented computing.
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• Integration scope is extended from single computer usage, to department applica-
tion and integration with LAN, to enterprise application and integration with WAN,
to inter enterprises application and integration with the Internet, and then to
enterprise network collaboration and supply chain network integration.

• Enterprise infrastructure is changing from mainframe, to client/server (C/S), to
browser/server (B/S), to SOA (service-oriented architecture) and then cloud
computing.

• The capability of enterprise information system, which evolves from office
automation system (OA), to management information system (MIS), to material
requirement planning (MRP), to manufacturing resource planning (MRPII), to
enterprise resource planning (ERP), and then to collaboration manufacturing/
business and supply chain management, is increasing.

• Computing aided designing tools have emerged to CAD (computer aided design),
CAE (computer aided engineering), CAM (computer aided manufacturing), CAPP
(computer aided progress planning), PDM (product data management), PLM
(product lifecycle management), collaboration simulation, virtual reality (VR) and
so forth.
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• Service Oriented Architecture (SOA), cloud computing, wireless sensor network
and smart technology, mobile network, IoT, semantic web, big data, 3D printing
technology, CPS, artificial intelligence and so forth, these new emerged technolo-
gies are integrated with manufacturing more and more deeply and quickly.

• Manufacturing patterns transform from craft manufacturing, mass production,
computer integrated manufacturing (CIM), lean production, agile manufacturing,
next generation manufacturing (NGM), to smart manufacturing, Industry 4.0 and
industrial Internet. Including total quality management (TQM), business process
reengineering (BPR), management technologies are also developing quickly.

• Industrial technology is also developing quickly. New equipment, new material,
new production process and new energy technology make many breakthroughs. For
instance, 3D printing (additive manufacturing) technique is a new manufacturing
method, which is the convergence of new equipment technology, material tech-
nology and ICT.

iI&I converges information technology, industrial technology, management tech-
nology and human/organization to push a rapid revolution in the development and
application of manufacturing intelligence. It will fundamentally change features of
manufacturing.

• It will change products inventing, manufacturing, shipping and selling methods.
• It will improve worker safety and protect the environment.
• It will keep manufacturers competitive in the global marketplace.

iI&I stands on the junction point of industrialization and informatization, it
embodies of integration of information technology revolution, industrial technology
revolution, and management technology revolution. The iI&I will take new capabilities
and core competences to manufacturing enterprises and their countries. Therefore, iI&I
needs systematic solutions and methodologies.

3 iI&I Architecture

Architecture is a description (model) of the basic arrangement and connectivity of parts
of a system (either a physical or a conceptual object or entity). Architectures are widely
used to describe top structures and internal relationships of complex systems. There are
several iI&I related architectures developed by different industrial organizations.

• Smart Manufacturing Ecosystem (SME) [2], developed by NIST;
• Reference Architecture Model Industrie 4.0 (RAMI4.0) [3], developed by Industrie

4.0;
• Intelligent Manufacturing System Architecture (IMSA) [4], developed by Ministry

of Industry and Information technology of China (MIIT) and Standardization
Administration of China (SAC);

• Industrial Value Chain Reference Architecture (IVRA) [5], developed by IVI;
• Industrial Internet Reference Architecture (IIRA) [6], developed by industrial

internet consortium (IIC);

8 Q. Li et al.



• Framework for Cyber-Physical Systems (F-CPS) [7], developed by Cyber-Physical
Systems Public Working Group, Smart Grid and Cyber-Physical Systems Program
Office, and Engineering Laboratory, published by NIST;

• Internet of Things Architectural Reference Model (IoT-ARM) [8], developed by
IoT-A project.

NIST describes the SME that encompasses manufacturing pyramid with three
dimensions – product, production, and business.

• Product. The product lifecycle is from design, process planning, production engi-
neering, manufacturing, use & service, to EOL & recycling.

• Production. The production system lifecycle is from design, build, commission,
operation & maintenance, to decommission & recycling.

• Business. The supply chain cycle is from plan, source, make, deliver to return,
which mainly addresses the functions of interactions between supplier and
customer.

• Manufacturing pyramid. This dimension is based on the IEC/ISO 62264 model -
enterprise level, manufacturing operations management (MOM) level, supervisory
control and data acquisition (SCADA) level, device level and cross levels, which is
the vertical integration of machines, plants and enterprise systems.

RAMI4.0 includes three dimensions to define the domains of industry 4.0.

• Layers: from asset, integration, communication, information, functional, to busi-
ness. It includes asset layer representing the real, physical world and also a virtual
map of the physical installation of a system.

• Life cycle & value stream: from development to maintenance/usage which is
defined by IEC 62890.

• Hierarchy levels: from product, field device, control device, station, work centres,
enterprise, to connected world defined by ISO/IEC 62264 and IEC 61512.

IMSA includes 3 dimensions - Life Cycle, System Level, and Smart Functioning.
For instance, the scope of industrial robot within the model is presented in the building
block formed by resource factors, equipment, and manufacture, indicating that indus-
trial robot technology affects production process within the product lifecycle dimen-
sion, belongs to device and control level within the system level dimension, and can be
seen as a resource for performing smart function.

IVRA observes manufacturing units from 3 views:

• Asset view. The view shows assets valuable to manufacturing enterprises. Four
classes of assets (personnel, process, product and plant) are distinguished.

• Activity view. The activity view is composed of the cycle of “Plan”, “Do”, “Check”
and “Action”, which is the core methodology of total quality management and
business process continuous improvement.

• Management view. The management view shows targets of management. Quality,
cost, delivery accuracy, and environment are included.

IIRA includes 3 dimensions: Viewpoints, Lifecycle Process and Industrial Sectors.
Management fields are the core consideration of IIRA.

Architecture of Integration of Industrialization and Informatization 9



Above mentioned architectures have aroused worldwide attention, and there are
several papers compare and research these architectures. Takahashi, Ogata and Nonaka
use 4 aspects to compare these architectures: logical, physical, lifecycle and compre-
hensive [9], whose goal is to develop a Unified Reference Model for smart manu-
facturing, which follows the framework of UML and SysML. Papazoglou and Heuvel
propose an architecture and knowledge-based structures for smart manufacturing net-
works [10]. The structure focuses on smart manufacturing system components and their
relationships, which is a technical realization scheme. Mohsen, et al. investigate the
IIRA and RAMI4.0’s commonalities, limitations and architectures in order to identify
the existing technological gaps and make some recommendations for next-generation
enterprises [11].

Based on comparative analysis we can conclude that the construction of all these
architectures are based on following principles:

• Decomposition. All architectures are described as multi dimensions diagrams.
• Focalization. Not all elements and concepts of advanced manufacturing are inclu-

ded in these architectures. All architectures focus on their own core concepts. For
instance, SME only includes layers of ISA 95/IEC/ISO 62264, and life cycles of
business, production and product. IVRA emphasizes the important role of P (Plan),
D (Do), C (Check), A (Action) cycle, which comes from total quality management.

• Strategic consistency. These architectures embody related national manufacturing
strategies. SME embodies application areas of smart manufacturing. IMSA
emphasizes new technical areas, such as PLC, industrial robot, which need further
research and development investment. The lack of core technologies has always
been a short board for the development of Chinese manufacturing.

As discussed above, current advanced manufacturing technology and system
development is the convergence of information technology, industrial technology and
management technology, and aims to take new capabilities and core competences to
manufacturing enterprises. Although above analysed architectures share some common
ideas and similar concepts/elements, it is necessary to develop a general architecture
and reference model of iI&I with related smart manufacturing, Industry 4.0, intelligent
manufacturing, industrial value chain, industrial Internet, and so forth, to realize
interoperation among these architectures and models.

Summary above discussed architectures, as well as framework of IoT, CPS and so
forth, we can get the result as shown in Table 1.

Currently, we are facing three technological revolutions: industrial technological
revolution, information technological revolution and management technological
revolution.

• Information technology is developing in different layers and directions. Information
systems are coupled tightly with design process. From this viewpoint, CAD, CAE,
CAM, CAPP, PDM/PLM are integrated into digital mockup. Infrastructure trans-
forms from C/S, B/S, SOA to cloud computing. Database technology improves
from local database, distributed database, cloud data storage, to big data cloud
storage. Network technology develops from LAN, WAN, Internet, mobile Internet,
to IoT. These directions are all important for iI&I.

10 Q. Li et al.



• Industrial technology is also developing quickly. Currently, new equipment, new
manufacturing process techniques, new energy and new material get great
achievements. For instance, 3D-print involves new print device, new materials and
new information applications.

• Management technology is also developing quickly. SME, RAMI4.0, and so forth
all consider management processes from different viewpoints. Product lifecycle,
production lifecycle, and supply chain are described in these architectures. Man-
agement layers are also included in these architectures. New manufacturing patterns
are also springing up.

Table 1. Dimensions and sub-dimensions of iI&I related architectures and reference models

Dimension Sub-dimensions SME RAMI4.0 IMSA IVRA IIRA F-
CPS

IoT-
ARM

Business/management
(domains, technology
revolution)

System hierarchy x x x x x
Product lifecycle x x x x x x x
Business (supply
chain) lifecycle

x x x x x x x

Production lifecycle x x x x x x x

Manufacturing mode
development

x

Industrial technology
revolution

New equipment x x x
New manufacturing
process techniques

x x x x

New energy x
New materials x

Information technology
revolution

Function layers x x x x x

Communication
technology
development

x x x x x x

Network technique
development

x x x x x

Data storage
technology
development

x x

Database technology
development

x x x

IT infrastructure
development

x x x x x

CAX/simulation
technology
development

x x

Human/organization
promotion

Organization
management scope

x x

Human resource talent
levels

x

Capability/performance x x

Architecture of Integration of Industrialization and Informatization 11



• The target of iI&I is to achieve new capabilities and core competences. IVRA
emphasizes personnel improvement and enterprise culture development. Time,
quality, cost, and environment is defined as core management performance indi-
cators by IVRA. In SME, the key smart manufacturing enabling capabilities are
classified into productivity, agility, quality and sustainability.

As shown in Fig. 3, core viewpoints of iI&I are defined based on above analysis.
iI&I covers fields of industrial fields, information technology fields and management
fields. At the same time, iI&I tries to improve performances of enterprises. Therefore
Fig. 3 has 4 dimensions: industry, information, management and human/organization.
The 4 dimensions also show technology development and revolution directions.

As mentioned above, in the context of iI&I, every dimension can be decomposed
into several sub-dimensions. All of these sub-dimensions present detailed technology
development directions. Sub-dimensions shown in Fig. 3 can be extended as necessary.

Industrial Technologies
(Revolution)

WoodMetalSemi-
conductor CompositeNano 

Materials
Smart

Material

Mechanical 
Engineering

ELectro-
processing

Machining
Center

Numerical
ControlRobots3D-Print

Instance: New Materials

Instance: New Techniques

E

H
um

an
/O

rg
an

iz
at

io
n

(P
ro

m
ot

io
n)

Hydraulic
powerCoalElectricity

oil and 
gas

Nuclear
Energy

Clean
Energy

Instance New Energy

HandcraftMachine
Tool

Machining
Center

Numerical
ControlRobotsSmart

Factory

Instance New Equipment

Inform
ation T

echnology
(R

evolution)

C
om

m
unication T

echnology

N
etw

ork T
echnique

Telegram
Phone

 O
ptical 

Fiber
W

ireless
M

obile

LA
N

W
A

N
Internet

M
obile 

Internet
IoT

Storage Technology
Print

M
icro

M
agnetic

M
edium

Laser
Sem

i -
conductor

C
A

X
/Sim

ulation
CA

D
CA

E
CA

M
CA

PP
D

igital 
M

ock- U
p

D
atabase T echnology

Local
D

istriputed
O

nline
Cloud

Big -D
ata

IT
Infrastructure

Library
Term

inal
C/S

B/S
SO

A
Cloud-

Com
puting

Function L
ayers(*1)

Physical
System

Sense &
Control

N
etw

ork
Service

Platform
A

pplication

Note
*1 refers to Reference Architecture Model Industrie 4.0 
*2 refers to ISO62264
*3 refers to Smart Manufacturing ecosystem, by NIST
*4: refers to IVRA 

Pr
od

uc
tiv

ity
   

   
   

   
   

  a
gi

lit
y

qu
al

ity
su

st
ai

na
bi

lit
y

Q
ua

lit
y

co
st

   
   

   
   

   
   

  d
el

iv
er

y 
   

   
   

   
en

vi
ro

nm
en

t

Fig. 3. Core viewpoints of iI&I

12 Q. Li et al.



Different from SME, RAMI4.0, IVRA and IIRA, Fig. 3 embodies the situation of
most developing countries. Because their manufacturing enterprises locate in Industry
1.5 to Industry 3.0, these countries are integrating the two progresses, industrialization
and informatization.

iI&I is currently standing on the junction point of ICT revolution, industrial
technology revolution and management technology revolution. Because iI&I is a long
developing progress, with the development of information technology, industrial
technology and management technology, enterprise performance will improve con-
tinuously, and iI&I will spiral up.

Based on Figs. 3 and 4 shows the architecture of iI&I. In Fig. 4, the four spirals
come from the four dimensions in Fig. 3 which embody the interaction of ICT
development, industrial technology development, management technology develop-
ment and enterprise performances improvement. The interaction is also the driving
force for smart manufacturing, industrial internet, intelligent manufacturing, Industry
4.0 and so forth.

4 Summary and Conclusion

iI&I is a systematic solution for manufacturing industries updating, which relates to
ICT, industrial technology and management technology. NIST, DIN, MIIT&SAC and
so forth published architectures and reference models for iI&I related smart manu-
facturing ecosystem, Industry 4.0, industrial Internet, industrial value chain and so
forth. Based on comparing and analysis of these architectures and reference models, the
iI&I architecture is developed in the paper.
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iI&I architecture includes four dimensions: information technology, industrial
technology, management technology and human/organization. The four dimensions
can further be decomposed into some sub-dimensions and sub-domains, which present
detailed technology development routines.

Based on iI&I architecture, manufacturing enterprises have a guidance in recog-
nizing, organizing and implementing related technology and standards. At the same
time, technology and standard researchers shall focus on integration of information
technology, industrial technology and management technology.
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Abstract. The emergence of big data provides opportunities for both academic
and industrial area and changes the way people solve complex problems and
evaluate the value of data. However, there is a lack of studies on architecture
frameworks and modelling methods in the context of big data, which is the key
to support the analysis, design, implementation and evaluation phases of big
data applications. The paper proposes a Big Data Architecture (BDA) to support
the top-level design of enterprise information integration applications in big data
environments. Moreover, reference models of performance, business, applica-
tion, data, infrastructure and security views are discussed.

Keywords: Big data � Enterprise architecture � Enterprise modelling

1 Introduction

Data sources such as the Internet, the mobile Internet, the Internet of things, the Internet
of cars, security monitoring systems, and telecommunication infrastructures are pro-
ducing data at all times. The emergence of massive data promotes the development of a
new generation of information technology and business innovation, changing people’s
understanding of data value and the thinking mode of human scientific research [1].
The “big data era” is coming [2].

In order to solve a series of business, data, application, technology, security and
efficiency problems faced by big data analysis and commercial application, the research
of big data technology needs more and more support from model-based systems
engineering technology which is based on architecture, methodology and system
modelling. At present, many standardization organizations are carrying out the research
on big data systems, as shown in Table 1. The latest edition of the big data interop-
erability framework has been released in 2017 by the NIST. A reference architecture
for big data interoperability is proposed in the document [3]. This model divides a big
data system into system coordinator, data provider, data application provider, data
framework provider, and data consumer from the perspective of system role division.
Security, privacy and management run through the five components. The Chinese
academy of electronic technology standardization has released a white paper on big
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data standardization in 2018 [4] and proposed a big data standardization architecture,
identified existing standards related to big data, also provided a standard classification
method.

Based on the review and analysis of current big data architecture (BDA), some
problems can be concluded:

• At present, researches of BDA are still at initial stage, which lack complete
achievements of BDA;

Table 1. Standardization organizations’ researches on the BDA

Organizations Standard State

ISO ISO/IEC AWI TR 20547-1 Information
technology - big data reference architecture -
part 1 framework and application process

Under study

ISO/IEC TR 20547-2:2018 Information
technology - big data reference architecture -
part 2 use cases and derivative requirements

Released in
January 2018

ISO/IEC DIS 20547-3 Information
technology - big data reference architecture -
part 3 reference architecture

Under study

ISO/IEC AWI 20547-4 Information
technology - big data reference architecture -
part 4 security and privacy

Under study

ISO/IEC TR 20547-5:2018 Information
technology - big data reference architecture -
part 4 standardization roadmap

Released in
February
2018

NIST NIST big data interoperability framework:
volume 2 data classification tables

Released in
September
2015

NIST big data interoperability framework:
volume 3 use cases and general requirements

Released in
September
2015

NIST big data interoperability framework:
volume 4 security and privacy

Released in
September
2015

NIST big data interoperability framework:
volume 6 reference architecture

Released in
September
2015

NIST big data interoperability framework:
volume 7 standardization roadmap

Released in
September
2015

China institute for
electronic technology
standardization

White paper on big data standardization (data
standardization architecture)

Released in
March 2018
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• Most researches on BDA have strong dependence on relevant application fields,
lack of universality, and are difficult to generalize and popularize;

• Most of BDA researches focus on data processing processes and technical systems,
ignore elements on business level, data level and safety level, and lack integrity.

Based on principles of enterprise architecture (EA), this paper proposes the
framework of BDA which focuses on key issues of data processing technology, data
quality, data infrastructure, data security and privacy in big data environments, and
builds reference models for different views of the BDA.

2 Big Data Architecture

In big data environments, enterprises need to face a series of problems including data
security and privacy, infrastructure, data quality, big data analysis, big data application
utility evaluation, etc. [5–10], as shown in Table 2. It is necessary to modify the
existing enterprise system framework specifically and establish the system framework
applicable to big data environments to meet the processing needs of new concerns of
the big data system.

Table 2. The focus of enterprise information integration in big data environments

Classification of concerns The main focuses

Data security and privacy (1) Legitimacy of data acquisition and use
(2) Security of data storage technology
(3) Security of data transfer technology
(4) Laws and regulations on data privacy
(5) Data security related standards

Infrastructure (1) Distributed data storage and computing architecture
(2) Big data related database technology
(3) The use of cloud services
(4) Multi-source heterogeneous data integration
technology
(5) Storage and computing resource scalability

Data quality (1) The credibility of the data source
(2) Data and business relevance
(3) Availability of data
(4) Data integrity
(5) Data accuracy
(6) Data acquisition cost

Big data analysis (1) The logic of data analysis
(2) Data analysis process
(3) Data driven system design method
(4) Data analysis algorithm

Big data application utility
evaluation

(1) Evaluation method of big data application
(2) Evaluation index of big data application

Big Data Architecture and Reference Models 17



With the rapid development of information technology and system complexity,
people need a set of structured and systematic methods to understand, analyze and
design complex systems [11]. The Model Based Systems Engineering (MBSE), is the
key methodology for analysing and designing sophisticated systems. MBSE uses
standardized modelling languages to support requirements definition, design, analysis,
and validation activities of systems’ full life cycles [12]. EA is the core component of
MBSE, providing modelling tools and structural approach for system design, analysis
and implementation [13, 14].

This paper constructs the architecture of big data analysis, which has adopted the
construction logic and basic framework of FEAF (Federal Enterprise Architecture
Framework). Based on that framework, the BDA framework is divided into perfor-
mance view, business view, application view, data view, infrastructure view and
security view. Each view is supported by corresponding reference models, as shown in
Fig. 1. The architecture framework also provides detailed modelling methods for
business requirements definition, data modelling and application design processes in
big data environments.

• Performance reference model mainly focus on big data analysis targets, evaluation
indicators and evaluation methods;

• Business reference model focuses on big data analysis in aspects of business
requirements, business logic and business models;

• Application reference model focuses on big data analytics involved in the appli-
cation domain classification, data processing technology, and related algorithms;
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• Data reference model focuses on the degree of data structure, data processing, real-
time requirements, data standard and big data related data evaluation;

• Infrastructure reference model mainly focuses on that acquisition of operational
resource and storage resources, distributed storage and computing architecture, and
data security technology;

• Security reference model focuses on the information security requirements at
multiple levels, the corresponding data security and data privacy standards.

3 Big Data Analysis Reference Models

From the perspective of performance, business, application, data, infrastructure and
security, the big data architecture describes the key problems and processing methods
of big data systems. We need to build the corresponding reference model from these
perspectives, providing an important guiding method for the development of big data
analysis processes.

The big data performance reference model describes targets and evaluation methods
of big data analysis from a performance perspective, as shown in Fig. 2. Due to the
implementation of big data in business, enterprises focus on costs and benefits. Eval-
uating targets is about economic performance, customer conversion performance,
business performance, retail performance, and so on. It’s based on the performance of
people, things, organizations and processes that are involved in the big data analysis.
Such as customer performance analysis, evaluation indicators include the customer full
life cycle value and average acquisition cost. By constructing indicator and acquiring
data, the performance evaluation during the implementation of big data can be
calculated.
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The big data business reference model focuses on business requirements, business
logic and business models of big data analysis at the business level, as shown in Fig. 3.
Business requirements drive the implementation of business processes. The real pro-
cess of enterprise big data business implementation is described mainly through the
corresponding enterprise process modelling method. The functional requirements and
functions of enterprise big data business are described mainly through functional
modelling method. Through such a complete process, we can describe business pro-
cesses from the perspective of business requirements, implementation processes and
business logic of enterprises.

The reference model of big data application is shown in Fig. 4, which is mainly
based on the idea of classification, and describes the application field of big data,
application process of big data, application technology of big data and algorithm, so as
to guide the application of big data and facilitate implementation.

• Application field: As the application business is supported by data analysis appli-
cation, especially complex application scenarios often require the support of mul-
tiple data analysis applications. Then the corresponding analysis process is designed
in the practical application process. Typical applications of big data analysis include
social network computing, biological information, finance, astronomy, public ser-
vices, etc. [15];

• Big data processing technology: such as natural language processing, image
recognition, voice recognition, etc. [16], among which there are a large number of
mature processing theories and algorithm models, such as classification, clustering,
regression, association rule mining, and data feature extraction, which provide
important reference for data analysis applications;

• Data analysis process: driven by the demands and supported by technology and
algorithms, the standard data analysis process generally includes data collection,
data cleaning, feature extraction, data analysis and data visualization. This process
can help us sort out the application logic and guide the application.
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Fig. 3. BDA business reference model
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The data reference model of big data is shown in Fig. 5, which is mainly used to
describe data processing requirements and data standards, in order to realize data
evaluation.

• Data processing requirements: processing demand is mainly used for real-time
assessment data processing and storage requirements, both reflect data analysis
application in the structural characteristics of the data and processing requirements
of events. So the data can be divided into structured, semi-structured, and
unstructured data, and the real-time processing requirements are divided into batch
and real-time processing;

• Data standards: based on the previous focus on big data applications and the
evaluation standards, this paper analyse data from eight dimensions including data
availability, data relevance, data timeliness, data authorization scope, data clarity,
data accuracy, data integrity and data consistency. We can use them to measure and
evaluate the quality, value, usage range, etc. of the data of multi-source heteroge-
neous, different scene and field.
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The reference model of big data infrastructure is shown in Fig. 6, which mainly
focuses on the acquisition of computing resources and storage resources, distributed
storage and computing architecture, and data security technology. Divided into cloud
services layer, distributed storage technology, distributed computing, data mining and
distributed resource management layer.

• Cloud service layer: Due to the advantages of easy expansion, on-demand use of
resources and low maintenance costs [17], cloud services include public cloud and
private cloud, respectively providing software as service, platform as service and
infrastructure as service,

• Distributed storage technology layer: distributed storage technology layer includes
distributed file storage system technology and database technology. The distributed
file storage system provides the basic file storage support, while the distributed
database technology provides users with fine-grained data operation and manage-
ment services to improve the data processing efficiency;

• Distributed computing technology layer: distributed computing technology layer is
able to realize distributed computing and solve large-scale computing tasks. It can
realize distributed processing logic such as task disassembly, calculation task
assignment and calculation task result synthesis, which can also be divided into three
computing frameworks: batch processing, flow processing and mixed processing;

• Data mining technology layer: a collection of data mining techniques used to meet
different data analysis requirements, including machine learning technology, sta-
tistical analysis, natural language processing technology, data visualization tech-
nology, etc.;

• Distributed resource management layer: running through the cloud service layer,
distributed storage technology layer and distributed computing technology layer,
the distributed resource management layer is a bridge for the collaborative work of
technology at three levels, responsible for providing resource management and task
scheduling services for big data system.
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Big data information security reference model is shown in Fig. 7, which is from the
performance level, business level and application level, the data level and infrastructure
level. The model is put forward to ensure data security and privacy requirements,
through the corresponding information security standard and laws and regulations.
A data collection strategy phase requires a consideration of the legality of the data
source, and the need to implement the necessary data removal process for the raw data,
and to prevent the analysts from leaking privacy-sensitive data, to strengthen data
access control and supervision. We should ensure that data storage and data trans-
mission technologies meet the requirements of network security and data cloud storage
security when refer to big data issues.

4 Summary and Conclusion

Based on a series of problems refer to big data analysis and commercial application,which
are shown at business, data, application, technology, safety, efficiency levels, the paper
usesmodel driven systems engineeringmethod to propose a big data analysis architecture.

Starting from performance view, business view, application view, data view,
infrastructure view and security view, this paper constructs a complete big data analysis
architecture and solves the top-level design problems in big data analysis field. Each
view is also supported by a corresponding reference model. This paper presents a
specific reference model of performance, business, application, data, infrastructure and
security in the framework of the system, which is of great significance to the analysis,
application, integration and evaluation of big data.
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Abstract. In this paper we introduce the notion of personalisation
in Cyber-Physical-Social Systems (CPSS). A CPSS is an extension of
Cyber-Physical systems involving cyberspace and physical space, in
which humans, machines and objects interact adding to the complex-
ity of the system, especially due to the dynamics of human behaviour
that is not yet fully understood. We propose Personalisation to address
this complexity. Since the development of CPSS is still at its infancy, we
first cover a brief overview on the existing conceptualizations of CPSS
and present the perspective we take for our work. Then we discuss the
benefits of introducing Personalisation in CPSS and formalize the notion.
The discussion further illustrates research challenges for Personalisation
in CPSS with examples on possible use cases, taken from preceding works
as well as future ones.

Keywords: Personalisation · Recommender system ·
Cyber-Physical Social-Systems · Cobotics

1 Introduction

From a general perspective, CPSS is a system comprising three intertwining sub-
systems: the Cyber, the Physical and the Social systems. The European Commis-
sion contributed a major part for the emergence of the Internet of Things (IoT)
paradigm from a computer science perspective, which played an indispensable
role for the orchestration of the physical and cyber systems with the goal of mak-
ing tools and services intelligent by connecting tools and electronic equipments to
the Internet so as to develop a network of computers and objects that are capable
of self configuration [19]. On the other hand the US National Science Founda-
tion (NSF) initially supported the notion of CPS derived from an engineering
perspective, with the objective of controlling and monitoring physical environ-
ments and phenomena via the integration of sensing, computing, and actuating
devices [20]. Despite their initial philosophical difference, IoT and CPS share
many similarities hence they have been used interchangeably without a clearly
c© IFIP International Federation for Information Processing 2019
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defined demarcation. There is however a fundamental difference that should be
highlighted: the fact that a CPS refers to a particular system explicitly, while IoT
refers at the same time to the concept, the system formed by all the connected
devices and a particular system of interconnected objects. As a system, a CPS
typically collects and controls information about phenomena from the physi-
cal world through networks of interconnected devices, in order to achieve its
objective. Originally, humans are assumed as external entities interacting with
the system. Over the years the increasing use of smart phones and the tight
link with their users has lead CPS systems to exploit the large number of such
users as a multifaceted source of information, i.e. human sensors. Subsequent
research studies have then recognized the importance and perspectives open by
a new, Human-in-the-Loop (HitL) CPS paradigm [2], where humans are intrin-
sic actors of the system. Different techniques have then been used to introduce
human actors in CPS, paving the way for the foundation of Cyber-Physical-
Social Systems(CPSS). The development of CPSS, where social refers to the
human aspects, is still in its infancy, especially because it often faces inevitable
system instabilities, mainly due to the fact that human’s actions and behaviour
are the result of individual preferences, cognition, motivation and other natural
or/and environmental factors. Moreover, each person is unique and might not
follow system’s rules that are not aligned with his way of thinking, convictions,
etc. Indeed, the human behaviour is driven by complex phenomena that we do
not fully understand and are still difficult to predict and manage compared to
machines and softwares which are made by humans and usually prone to errors.
To ensure a good functioning of CPSS, means are needed, to some extent, to
have more control on the human system, while keeping individuals’ freedom to
operate. We think that the personalisation might be a solution; personalisation
of IT services and devices, or more generally of Human-Machine Interaction. Our
postulate is that personalisation provides a way to have more control over CPSS
in such a way human behaviour does not interfere with the system’s functioning,
that is optimized for individual’s satisfaction by adapting to individual’s char-
acteristics, needs, capabilities and preferences. There are several opportunities
where the CPSS would benefit from, both for a better functioning of the system
(the CPSS) and the user experience. The purpose of this paper is to make a first
step in introducing the notion of personalisation in Cyber-Physical-Social Sys-
tems by discussing its added values, capabilities, applications, and by examining
the associated issues and scientific challenges. The rest of this paper is organized
as follows. Section 2 covers a brief literature review on CPSS, highlighting the
common views and the widely accepted current conceptualizations of a CPSS.
Section 3 presents the concept of personalisation in CPSS, and the problems
and opportunities that personalisation brings when applied to CPSS. Section 4
presents illustrative Use-cases, their associated issues and scientific challenges
for personalisation in CPSS. Section 5 proposes a concluding discussion.
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2 Cyber-Physical-Social Systems

CPSS encompass Cyber, Physical and Social systems. Recent foundational
works [6,7] presented it as an evolution of the preexisting notion of Cyber-
Physical system (CPS) where Socio-technical aspects are added. In the following
section we present a brief overview of the main conceptualizations of CPSS that
appear in the literature.

2.1 State-of-the-Art

In this section we present a brief literature review on CPSS, organized in two
main categories. In the first category we introduce the different ways researchers
define CPSS, whereas in the second we present the two main views conceptual-
izing the social aspect in CPSS.

A common understanding, shared by most of the works in the literature or
constituting at least a common ground, is that CPSS is a system comprising
three intertwining subsystems (i) The human-based system which refers to the
social system containing human actors and their interconnected devices/agents
and/or social platforms providing human-based services, (ii) The software-based
system that refers to the cyber world providing software-based services including
the underlying infrastructures and platforms, either on-premise or in the Cloud
and (iii) The thing-based systems referring to the physical world that includes
sensors, actuators, gateways and the underlying infrastructures [1,3,5,7,9–12].

Different definitions have also been proposed. Particularly, in [4] CPSS
has been defined as the integration of CPS and CSS (Cyber-Social System)
to enable smart interaction between cyber, physical and social spaces, where
CPS includes communicators, multimedia entertainment and business process-
ing devices, etc. and CSS refers to social networks such as Facebook, Twitter,
Youtube, etc. In [4] CPSS has also been described as the extension of IoT/CPS
in the presence of humans interacting with CPS and other users.

In [8] and [18], the following definition is used: “CPSS is a system that
captures a synergetic interaction between computing and human experience
while providing holistic computational solutions encompassing the PCS (Physi-
cal, Cyber and Social) dimensions.” Some works have tried to analyze the social
aspect further by subdividing it further into Social space and thinking space. [10]
introduces the acronym CPST (Cyber-Physical-Social-Thinking hyperspace), a
system established through the emergence of the new dimension of thinking
space in the CPS space. The thinking space is related to high-level thoughts or
ideas raised during intellectual activities.

The way of defining CPSS is clearly use-case dependent and not homoge-
neous. However, despite the existence of various definitions, all agree on the
presence of humans as an integral part of the system. Depending on the mean-
ing they associate to the social aspect of CPSS, most works adopt one of the
two views discussed below.

1. Human as a sensor : [5–7,12] conceptualize the social aspect by considering
humans as information sources, i.e. sensors. This view of conceptualization



28 B. A. Yilma et al.

primarily focuses on fusing various information originating from the social
space (humans and their observations) with cyber-systems and physical-
systems in order to accommodate various application needs.

2. Human as a system part : [1–3,8,11] On the other hand most of the recent
works intend to conceptualize the social aspect of CPSS not only by consid-
ering humans as social sensors but also as co-creators being an integral part
of the system. It is also known as the human-centric way of conceptualizing
CPSS [8]. This way of conceptualization considers humans as full members of
the CPSS, involving observations, experiences, background knowledge, soci-
ety, culture and perceptions (i.e. human intelligence and social organizations
(e.g. Communities)) in order to co-create products and services together with
the CPS. Here, humans play the role of resources in that they provide infor-
mation, knowledge, services, etc., which at the same time they consume, thus
becoming users of the CPSS. Hence, the human aspect is at the center of the
system design, to provide user centered services.

2.2 Definitions

Following the state of the art analysis, we propose to adopt a definition and con-
ceptualization for CPSS that is grounded on the generic framework provided by
the theory of systems. From this systemic perspective, a CPSS can be understood
as an environment, or system, where humans and machines evolve in both the
physical and the virtual world, interacting all together. As illustrated by Fig. 1,
the elements of a CPSS are its three interconnected systems, the Cyber, the
Physical and the Social, which we represent as CPS and Social System, which
interact in an environment composed by the physical and the virtual spaces.
In an effort to a generic and uniform understanding of CPSS, we propose the
following three definitions.

Definition 1: CPSS. A system strictly composed of a CPS, a Social System,
a virtual space and a physical space, in which the systems components interact,
where CPS and Social System are defined respectively as follows.

Definition 2: CPS. A system encompassing all the systems and subsystems of
Cyber and Physical Systems, their components and the interaction between them,
as well as integrations of computation with physical processes [2,4,6,10].

Definition 3: Social System. A system that comprises interacting individu-
als, having each their own cognition, preferences, motivation and behaviour.

In the following subsection we briefly cover Crowd systems which to a certain
extent can be considered as a CPSS.

2.3 CPSS and Crowd Systems

Crowd systems are systems where a large group of people interact with an infor-
mation system either in virtual or physical spaces towards the fulfillment of
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Fig. 1. Elements of a Cyber-Physical and Social System

the system’s objective [15]. As it is the case in CPSS, the complexity of crowd
systems arises from the existence of a human factor which can never be fully
controlled. As a result, certain inconsistencies and systemic instabilities always
remain in crowd systems. Examples of such systems are crowd-sourcing plat-
forms, but also Wikis, or museums equipped with smart guidance systems. As a
CPSS some crowd systems also involve CPS and Human systems interacting in
Virtual and physical spaces, therefore to a certain extent, crowd systems can be
considered as CPSS. However due to the fact that the interaction do not always
involve physical spaces, not all crowd systems can be considered as a CPSS. Nev-
ertheless, personalisation has been recently proposed in [15] as a tool to mitigate
the inconsistencies arising from the human involvement in crowd systems, so as
to improve system performance and provide better services. We build on this
proposal to extend this idea to the domain of CPSS, since similar challenges are
shared, but in a broader context involving physical spaces.

3 Personalisation in CPSS

Personalisation, broadly known as customization, refers to tailoring a service or a
product in a way that it fits to specific individuals’ preferences, cognition, needs
or capabilities under a given context. In some cases, it also targets a group of
people sharing a common context. Strategies of personalisation primarily depend
on the a-priori knowledge and understanding of the target individual or group so
as to build a user model and latter apply the related customization. We strongly
believe that it can be used in CPSS to mitigate challenges imposed by the human
behaviour, cognition and preferences. In the following, we provide a high-level
formalization of personalisation in CPSS, defined as an optimization problem.

3.1 Problem Formalization

In general inconsistencies imposed by user’s behaviour and preferences, together
with constraining factors and other co-existing possibly divergent systemic objec-
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tives make the CPSS rather complex. Therefore, efficient means are needed to
keep the CPSS equilibrium by fulfilling objectives respecting its constraints while
at the same time fulfilling the objectives and interests of humans inside. Person-
alisation in CPSS needs to take into account all the constraints from the envi-
ronment but the main objectives are those of the user (e.g. matching interests or
preferences) and of the application (i.e. personalisation provider). This particu-
lar scenario can be formalized as a constrained multi-objective optimiza-
tion problem. Providing that a personalized service generally implies making
the best possible trade-offs between user interests and the general objectives. A
classical personalisation problem can be formalized [21] as a function of a user
u, the IT application a which implements the specific personalisation objective
pursued and a context c (a set external elements) related to u or a which can
have an influence on the personalisation objective (e.g. rules regarding the kinds
of users, regulations, etc.), written as P

(classic)
u = f(u, a, c). In a CPSS, there

exist multiple coexisting objectives, influencing each other and constrained by
different factors from the external environment and adding to the complexity
of the personalisation problem. The user evolves in a physical space, with other
persons. His behaviour is constrained by the first, while influencing and being
influenced by the later. Additionally, the physical space has itself a given pur-
pose, calling for expected specific behaviours of people inside. This particular
context leads to formulate the personalisation problem differently, as a function
of the user u, the physical space s, the crowd of other persons in the physical
space cr , the IT application implementing personalized services a and the global
context c, the latter being feed typically by sensors’ observations written as:

P (CPSS)
u = f(u, s, cr, a, c) (1)

To illustrate this function, we can take the case of Personalized recommen-
dations, which is a particular case of personalisation. In CPSS, with Eq. (1)
rewritten as PR

(CPSS)
u = f(u, I, s, cr, a, c), it can be defined as the problem of

finding the subset Irecu ⊂ I that an application a can suggest to a user u, under
the set of constraints CO = COu ∪ COs ∪ COcr ∪ COc induced by u, the space
s in which he evolves, the crowd cr to which he belongs and the influencing
context c, and fulfilling at best the set of objectives O = Ou ∪Os ∪Oa linked to
u, s and a.

4 Illustrative Use-Cases

In the following sections we illustrate the notion of personalisation in CPSS
through different use cases with the goal of opening a new perspective for build-
ing personalized IT services in future physical spaces designed as CPSS.

4.1 Personalized Guidance in Exhibition Areas

Exhibition areas are normally composed of a large number of items to be visited
commonly refereed as points of interest (POI). They exist in the physical space,
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containing visitors having different visiting style and preferences and carrying
their sensor-enabled smart devices, all together in one environment: a CPSS . In
such sites visitors usually miscalculate their available time and spend wondering
around exhibition sites, sometimes following different recommendations biased
by many sources without visiting items that would have been interesting to them.
Introducing personalized services in such environments guiding visitors to their
presumed POIs delivers a great deal of benefits to both the exhibition center and
the visitors. However doing so is far from trivial not only because of the incon-
sistencies imposed by humans behaviour and preferences but also the existence
of the IT services and the visitors together in a physical environment by itself
brings additional constraints such as congestion around popular exhibits, the size
of the museum and the number of items to be visited which is normally subject
to available time of visitors. Apart from exhibition center’s general objective of
reducing congestion and increasing visitor satisfaction there might also be an
objective of making less popular items to be visible. Another important scenario
in exhibition areas is the case of personalized recommendation for a group visit,
where each group comprises individuals having their own interests, but behaving
as a single entity, the group. This is the typical scenario of the Social Choice
problem, that a group of people arrive at a saddle point where a group-wise rec-
ommendation has to be provided that satisfies some notion of consensus among
the group. Incorporating all these aspects in making a personalized guidance is
a complex problem which has not yet been fully addressed. Some experimental
results from preceding works indicated that personalized path recommendations
increased the perceived visitor satisfaction and reduced congestion [13–15] in
exhibition areas like Museums. Nevertheless personalisation in physical spaces is
rare due to the existence of multiple objectives and numerous constraining fac-
tors. We believe the formulation of the problem as a constrained multi-objective
optimization could open a new perspective and bring us a step forward in intro-
ducing personalisation to the domain of exhibition areas for providing a better
visitor experience.

4.2 Personalisation in Cobotics

Industry 4.0, often refereed to as the 4th industrial revolution is a terminology
for the emerging advent in manufacturing and automation technologies which
includes CPS and humans interacting in a physical environment which could be
seen as a typical CPSS. Our interest in this particular domain is the increasing
trend of using Cobots in such manufacturing and automation facilities. The term
cobotics is formed by joining the terms collaborative and robotics to imply the
direct interaction between humans and robots [16]. A Cobot is defined as a robot
that has been designed and built to collaborate with humans in various applica-
tion domains such as industrial, domestic, medical, military, etc. for perform-
ing specific tasks such as, moving and carrying objects, transporting, assembling,
surface processing, welding, cutting engraving, etc. [17]. Even though the Cobots
are designed to perform a desired task, their duty in collaborating with humans
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might not be a satisfying experience to the human users. Despite the collaborat-
ing humans are assumed to possess similar set of skills and qualification towards
the desired goal, their individual preference, cognition, motivation and other nat-
ural factors could result in an unenjoyable collaboration experience. This could
lead to reduced system performance and worst case scenario failure to achieve
the desired objective. In this particular scenario the main source of systemic
instability comes from the complexity imposed by human nature. In addition
the various industrial objectives and their constraining factors add up to this
complexity. We believe introducing personalisation in this domain could greatly
benefit the overall system performance and also user experience by customizing
the system according to one’s preference, cognition and behaviours.

4.3 Issues and Challenges of Personalisation in CPSS

Personalisation in CPSS is subject to a number of challenges arising from the
four components of CPSS in addition to the classical issues like, e.g. cold start,
user profiling and situation identification. Since it is a broad subject which covers
and tries to bring together concepts from different research areas mainly person-
alisation, Social systems, Cognitive science, Recommender systems, CPSS and
CPS, it is vulnerable to different issues and challenges originating from these
fields. The orchestration of various concepts from different fields by itself con-
stitute a challenge adding to the complexity of the problem. In the following,
we highlight some of these issues and challenges specific to Personalisation in
CPSS.

Interoperability Challenges: As the personalisation in CPSS is a broad
notion encompassing various systems, subsystems, their components and differ-
ent devices, efficient interoperability is an indispensable requirement for satisfy-
ing the overall Personalisation objectives. Indeed, different challenges arise with
the orchestration of these components. For instance communication related chal-
lenges, tool selection challenges and data related challenges are among the main
ones. Personalized recommendations mainly relies on data gathering about the
users of personalized services, which is collected through different sensing sources
(devices). Furthermore the question of which tools or sensing sources to employ,
which data features to use and which techniques (algorithms) to adopt in differ-
ent use cases is left for the personalisation engineer to decide. This as clearly an
impact on the personalisation quality. Hence at the heart of Personalisation in
CPSS, smart and context-aware interoperability is a prerequisite.

Privacy and Compliance Challenges: Providing personalized services in
CPSS essentially requires the acquisition of Personal data of users. However
it is compulsory to follow privacy rules by being completely transparent. There
are a number of regulatory restrictions on tracking user’s behaviour and access-
ing personal data of users. In this regards different countries have different rules.
Users of personalized services expect service providers to know their preferences
and needs. Therefore introducing personalisation in CPSS also faces a challenge



Introduction to Personalisation in Cyber-Physical-Social Systems 33

to find a proper balance between the satisfaction of users with personalized
offerings and organizational objectives, while keeping data secure. The data pro-
tection regulations are an important component of the context in a personalisa-
tion problem (the generic context c in Eq. (1)), which generate constraints and
objectives that need to be taken into account.

Human Complexity Challenges: Human behaviour is a complex piece of
the puzzle that is not yet fully understood. Providing personalized offerings to
individuals, as such, impacts the CPSS where the individuals evolve. This in
turn drives or limits their actions. Additionally human’s actions and behaviour
are demonstrations induced by individual preferences, cognition, motivation and
other natural or/and environmental factors. On top of this, social choice scenar-
ios like the personalized group tour recommendation, where a group comprises
individuals having their own interests, but behaving as a single entity requires
making group-wise decision that satisfies some notion of consensus among the
group through deep and complex analysis of different preferences. Personalisa-
tion requires the modelling of human behaviour, accounting for the multiple
kinds of interactions people have with the components of a CPSS. This is the
main prerequisite to be able to use personalisation as a tool for building more
efficient, more stable or more smart CPSS.

5 Conclusion

In this introductory paper we proposed an approach to introduce the notion
of personalisation in CPSS which opens an interesting perspectives for the evo-
lution and improvement of CPSS. Our approach primarily intends to provide
a way for controlling the complexities caused by human behaviour in CPSS.
We formalized the notion as solving a constrained multi objective optimization
problem for the future to work on modeling and experimentally analyzing use
cases involving physical spaces designed as CPSS. The perspective contributes
both to the fields of CPSS, and personalisation/User Modelling/Recommender
Systems where application to the physical world have gained momentum. This
also brings opportunities to contribute to new Crowd Management approaches,
matching the objectives of both the environment and the individual users.
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Abstract. Organizations are struggling to survive in today’s competitive
market. They are mostly obliged to meet customers’ expectations and demand
for sustainable products from one side and comply with governmental rules and
regulations regarding energy, resources, materials, etc. on the other side.
Therefore, measuring their sustainability performance and trying to keep up with
the competitors is essential for their future development. Consequently, orga-
nizations’ perception of operational sustainability can reveal their strategies on
how to be sustainable, endeavouring the three pillars of economic, environ-
mental and social. The present work investigates the role of indicators’ choice
and their meaning for sustainability assessment of manufacturing organizations.
To this point, an analysis is conducted on the sustainability assessment of 100
manufacturing organizations using GRI indicators for assessing their sustain-
ability state. A Formal Concept Analysis was run to look over the indicators and
their interpretations to reach a given degree of sustainability of the organization.

Keywords: Sustainability assessment � Sustainable organization �
Indicator-based sustainability assessment � Formal Concept Analysis

1 Introduction

Companies across the world are facing with elevated expectations of customers on one
hand and increasing prices for materials, energy and compliance on the other. There-
fore, the sustainability target seems to become a vital opportunity and has changed face
from a show-off achievement to a competitive imperative and a must-have in today’s
market. However, the pressure made the manufacturing organizations think about
ways, tools and methodologies to assess the level of sustainability in the whole
manufacturing system. Therefore, it is safe to say that Sustainable Assessment of
manufacturing operations is one of the essentials of sustainable development in an
organization. The concept of sustainability assessment is introduced to offer new
perspectives to impact assessment geared toward planning and decision making on
sustainable development [1].
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Sustainability assessment is defined as a methodology that can help decision-
makers and policy-makers decide what actions they should take and should not take in
an attempt to make society more sustainable [2]. Sustainability Assessment (SA) is
known to be a complex task and conducted for supporting decision making and policy
in a broad environmental, economic and social context [3]. Various methods of
assessment have been accomplished through the literature so far, trying to find a way
for companies to assess their sustainability state, help the companies choose between
sustainable solutions, define and solve problems on the way to sustainability and
identify potential solutions. Among all methods, assessment through adopting indi-
cators are increasingly recognized and it is known to be a tool for policymakers to
convey performance information in environmental, economic, social and development
field [4]. Sustainable development indicators, in general, can serve to assess and
evaluate the performance, provide trends on improvements plus warnings in case the
corporate is facing a drop off in features of sustainability and provide information to
decision makers [5, 6]. Therefore, the choice of indicators inside organizations can
represent the priorities of the organization and to define strategic and political goals as
well as its objectives [7]. Accordingly, the aim of this study is to get deep into the
definition of the indicators applied for sustainability assessment to pave the path to the
comparison of organizations on their strategies toward assessing their sustainability
status. To serve this purpose, an analysis has been conducted on the sustainability
reports of 100 manufacturing organizations and a Formal Concept analysis (FCA) was
run on the results to get deep into the definition and choice of indicators by the
organizations. The rest of the paper will discuss the analysis procedure and its sample.
Furthermore, the FCA results will be discussed. Finally, the conclusion and the future
work is presented.

2 Analysis

The abundance of the sustainability indicators created a huge confusion for manu-
facturers when it comes to indicators selection and sustainability assessment [8]. In
order to increase the reliability and effectiveness of the indicators, several standard sets,
guidelines and frameworks have been introduced by international initiatives. To serve
the purpose of the study, an analysis on sustainability reports of organizations which
use a defined and standard set of indicators needs to be run. A study of the existing sets
of indicators is here performed to clarify the differences between the sets and raising the
awareness on the applicability and adjustability of the indicators. The study, as rep-
resented in the following, will be led to choosing a standardized set of indicators.

2.1 Review of the Standard Sets of Indicators

In the literature, standard sets of indicators are presented. For the present work, the sets
were studied and analysed according to the fulfilment of the following criteria: (1)
Level of Application: As the aim of the study clearly stated, the assessment needs to
be done throughout the whole organization. Therefore, the tools which are not appli-
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cable or adaptable for the factory levels were excluded from the study. (2) Cross-
Industry Comparison: The chosen set of indicators needs to have generic applica-
bility to enable the decision makers to make a comparison between various organi-
zation without limitation. Thus, the product/process- specific sets limit the general use
of the proposed study. (3) Holistic View over Sustainability: as mentioned before, the
assessment of progress toward sustainable development should consider the well-being
of social, ecological, and economic sub-systems, the tools which are specified on just
one feature, i.e. environmentally focused ones, might limit the assessment in the
proposed study and will not be considered.

Table 1. Indicators’ set review
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GRI Global Reporting Initiatives [14] Organization 
Level Y Y Y ●

DJSI Dow Jones Sustainability Index [15] Organization 
Level N N Y ▲

ISO 
14031

[16] Organization 
Level Y Y Y ○

IChemE The institution of Chemical 
Engineering 

[17] factory Level Y Y Y ○

LCSP The Lowell Centre for Sustain-
able Production 

[18] Organization 
level Y Y Y ●

UNCSD UN Commission on Sustaina-
ble Development

[19] Country Level Y Y Y ●

FPSI Ford of Europe's Product Sus-
tainability Index

[20] Product Level Y Y Y ○

GM
MSM

General Motors Metrics for 
Sustainable Manufacturing

[21] Product Level Y Y Y ▲

NIST

National Institute of Standard 
and Technology Sustainable 
Manufacturing Indicator Re-
pository

[22] Organiza-
tion/Process/P
roduct Level

Y Y Y ●

OECD 

Organization for Economic Co-
Operation and Development 
(OECD) Sustainable Manufac-
turing Toolkit

[23]
organization 
level N Y N ●

Note: Y=YES; N=NO; ● = Covered; ▲= Covered with the limitation ; ○ = Not Covered
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As shown in Table 1, tools like GRI, NIST and LCSP appear to meet all our needs.
However, NIST is not an open source set of Indicator anymore and LCSP considers a
limited and generalized assessment. Therefore, GRI seemed to be an effective selection
of standard indicators based on the needs of the study. Indicators of GRI which are
related to the three dimensions of sustainability are available through the website
(https://www.globalreporting.org/standards/gri-standards-download-center/).

2.2 The Sample of 100 Organizations

Among the verified sustainability assessment reports available on the website (https://
www.globalreporting.org/reportregistration/verifiedreports#), the first 100 manufactur-
ing ones related to the years 2016 and 2017 were chosen regardless of the size, country
and the field of activity. The reports were all inspected for GRI indicators they encompass
in three traditional sustainability dimensions: economic, environmental and social.

2.3 FCA on GRI Indicators

As previously indicated, the organization’s reports were studied and the GRI indicators
related to the three traditional sustainability dimensions were scrutinized. Then, each
dimension was analysed separately with the help of Formal Concept Analysis (FCA).
Formal Concept Analysis (FCA) as a clustering technique was chosen to assist the
interpretation of the indicators used for sustainability assessment within the organi-
zations. FCA is a branch of lattice theory [9] and it is best used for knowledge
representation, data analysis and information management. It detects conceptual
structures in data and consequently extraction of dependencies within the data by
forming a collection of objects and their properties [10, 11]. FCA is able to visualize
and represent knowledge by exploring the relationship between objects and is known to
be effective for data analysis and association rule extraction [12, 13].

Based on the set of data given by FCA, GRI indicators were categorized in a formal
context in which the regularity of the indicators’ choice by the organizations was
shown. Having Access to these kinds of result, made it possible to analyses the ten-
dency of the organizations toward the definition of sustainability knowing what indi-
cators have been adopted the most and with what frequency in each dimension.
Consequently, the most practiced combinations of the indicators were shown. How-
ever, for only one dimension like environmental, more than 15000 combinations were
exposed. The wide range in the formal context and the limitation of the space, restricted
the present study only upon results of the application of the indicators alone and in two-
indicator combinations that are shown in Figs. 1, 2 and 3.

In each figure, solo indicators are shown as circles whose size varies based on the
number of the organizations that have applied them in the analysis. Therefore, the
bigger the circles are, the more frequent the indicators appeared in the analysis. The
scale of the size of the circles is fixed, therefore all indicators in all three dimensions are
comparable. On the other hand, if the indicator was applied in the sustainability report
of the organization in company with another indicator, the two were connected with a
line. The thickness of the line shows the frequency of the application of the two
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Fig. 1. Economic GRI indicators

Fig. 2. Environmental GRI indicators
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indicators in comparison with the rest of the two-combination indicators in the same
dimension. In better words, the thicker the connection line is, the more the two con-
nected indicators were used in the assessment process of the organizations. The
position of the circles and the length of the connection lines speak for no meaning and
are fully accidental.

2.4 Results and Discussion

Looking through the economic dimension (Fig. 1), the indicator “direct economic
value generated and distributed” (201-1), was ranked as the first with a significant
difference from the second one. However, the vast meaning of the indicator can be a
justification of its highly ranked application since it contains all three aspects of direct
economic value generated (revenues), economic value distributed (operating costs,
employee wages and etc.) and economic value retained. On the other hand, the rest of
the economic indicators are practiced with smaller differences in frequency of the
application which can be the representative of the tendency toward interpreting eco-
nomic sustainability as costs and profit. In addition, the second-most-used indicator
was surprisingly “Communication and training about anti-corruption policies and
procedures” (205-2) which is known as both a social and economic value in sustain-
ability definition and it was employed more than “Significant indirect economic
impacts” (203-2). The other two anti-corruption indicators, (205-3, 205-1) come next
and before “other indirect economic impacts” or “procurement practices” that can be a
sign of propensity of organizations toward the concept of anti-corruption. Nonetheless,

Fig. 3. Social GRI indicator

Sustainability Assessment of Manufacturing Organizations 41



indicators related to “market presence” which seemed to be an interesting topic were
positioned at the end of the ranking list. As concerns the combinations, it is clear that
the combinations with the indicators related to “direct economic value” and “anti-
corruption” (all its three indicators) be the ones with the highest position among all.
However, the two-indicator combination of (201-1 and 205-2) stood first with an
evident difference from the second one which is the combination thought to be the first:
direct and indirect economic value (201-1, 203-2). The observation reconfirms the
importance of anti-corruption when it comes to economic sustainability in an
organization.

Considering the environmental dimension of sustainability (Fig. 2), “Energy
Consumption within the organization” which is represented by the indicator (302-1)
stood out while the “GHG emission” with two indicators of (305-2) and (305-1) came
closely after. However, the difference between the third place (305-1) and the fourth
(307-1) and forward is clearly notable. On the other hand, it is observed that most of the
indicators at the top of the ranking are the ones related to topics of “energy” (energy
consumption, energy intensity, reduction of energy consumption, etc.) and “GHG
emissions” (Direct and Indirect GHG emission, GHG intensity, Reduction of GHG
emission, etc.) which displays the most representative concepts of environmental
sustainability in the organizations. Indicators covering “waste management” like (306-
2), (306-1) and the ones for the “water” like (303-1) were among the highest ranked
ones which put an emphasis on the importance of this categories on the concept of
environmental sustainability in an organization. However, indicators like (301-2), (304-
1), (304-3) relating to the categories of “material” and “biodiversity” were placed at the
bottom of the list but it does not imply a lack of importance or their ineffectiveness
toward sustainability since the shortage can be related to the field of the organizations
participated in the analysis. The combination of direct and indirect GHG emissions and
their combination with energy consumption within the organization were the most used
ones as it was expected. However, although waste management was not the at the top
of the list of solo indicators, its combination with GHG emission came rather high in
the ranking.

Inspecting the social dimension (Fig. 3), the most noticeable fact is the closeness of
the frequency of the indicators and also how repetitive the thickness of the lines is
which itself can express that how selective the social dimension is, and the choice can
thoroughly differ based on the objective of an organization. However, it is seen that
three indicators which deal with “employees”, “diversity and equal opportunities” and
“injuries” were the ones with the most concentration on with negligible differences.
Nevertheless, the indicator (401-1) which stood at the top of the list, covers the new
employees and their turnover, gender, age and region, so it is relatively vast in terms of
what it covers regarding the characteristics of employees. The same goes for the next
indicator, (403-2), which examines the “occupational health and safety” inside the
organization and it encompasses types of injury, injury rate (IR), occupational disease
rate (ODR), lost day rate (LDR), absentee rate (AR), and work-related fatalities, for all
employees, with a breakdown by gender and region. On the other hand, the next topic
with a bit of difference in frequency is “training and education”. Yet, these prominent
topics reveal the importance of the employees, their safety and health and non-
discrimination in terms of employment in reaching sustainability from a social point of
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view. In addition to these topics, indicators representing social screening of suppliers
(414-1), incidents of non-compliance with laws and regulation (419-1), and operations
with local community engagement (413-1) also attracted a good deal of attention to
themselves. Subsequently, looking through the combination of the indicators, it can be
detected that employees and their related issues are the ones that are the most depictive
of social sustainability in an organization.

As seen above, the economic and environmental indicators, seem to be more
straightforward than the social ones. In other words, unlike economic and environ-
mental, no indicator can be strictly called as the representative of the social dimension.
all indicators have been chosen to reach sustainability in the manufacturing organi-
zation while the difference in the frequency of the choice is almost negligible. The
approach the organizations took toward social sustainability, can speak for the irreg-
ularity in defining sustainability from the social point of view while the other two
dimensions are mostly approached the same.

3 Conclusion and Future Work

The paper focuses on indicator-based sustainability assessment in manufacturing
organizations and tries to scrutinize the meaning of the choice of indicators by the
organizations. The study starts with a survey on available indicators set provided for
sustainability assessment to choose the most responsive one according to the defined
criteria. Among all sets, GRI was elected as the indicator source of the assessment
throughout the organizations. Furthermore, 100 organizations were inspected on their
choice of GRI indicators for assessing their sustainability status. The result of the
analysis was then interpreted by Formal Concept Analysis (FCA) to investigate the
strategies of the organizations toward sustainability and help decision makers define a
more sustainable strategy for the organization considering the trends. Nevertheless, the
future work of the present study can focus on comparing the painted picture of sus-
tainability by the manufacturers to the assumed concept of sustainability delineated in
the literature.
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Abstract. In this initial research work we show the industrial need
to analyze production systems with respect to their resilience. In the
LOISI project enterprise models will be developed to support the anal-
ysis and management of resilient production processes for half-finished
steel products. We describe the software models currently developed and
the conceptual integration. We briefly reflect on challenges to be met in
a demanding industrial setting.

Keywords: Production process · Discrete-time simulation ·
Operations research · Logistics · Industry case

1 Introduction

In this paper we report on initial considerations of the research project LOISI
(Logistics Optimization In Steel Industry). LOISI has started in October
2016 and runs for 3 years. The overall goal of the project is to support the
modelling, analysis and design of resilient production logistics processes.

In the project multiple and intertwined models are developed as no single
model can capture all aspects, which are of relevance [13]. The developed mod-
els are focusing on the logistics sub-system of a steel production system, to
support the analysis of the system’s behaviour in various settings with respect
to resilience.

Resilience can be generally defined as the ability of a system to (proactively)
resist disruptive events, returning to its equilibrium state. In production and
logistics contexts, typical disruptions refer to a breakdown of a machine, a mate-
rial handling device respectively. Consequently and since “the question on ’how
to assess the supply chain resilience’ still has no answer” [2, p. 19] the project
aims to formalize requirements for resilient operations for the given logistics sys-
tem and to provide tools that support the analysis of the system’s behaviour
with respect to to-be-defined key performance indicators (KPIs).
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This in turn requires to build and interconnect information systems that sup-
port adaptation and minimization of the reaction time for meeting exceptional
situations despite the growing complexity of production processes, due to the
increasing flexibility and product variety.

The paper is structured as follows. First, the industrial application domain
and its challenges are briefly described. Then the solution approach and the
developed models are discussed in detail. Finally, we conclude the current devel-
opments of this initial research work.

2 LOISI Industrial Challenges

In this section we introduce the motivating industry case, its challenges, and
describe the relevance of resilience, as well as its potential, in industrial applica-
tion fields.

To retain the production of semi-finished steel products in high-wage regions
steel companies specialize in production of a wide variety of high quality prod-
ucts. The considered system starts at the continuous caster and ends when prod-
ucts are leaving the facility. The metallurgical details are out of scope, we focus
on information systems for production processes, including intra-logistics, stor-
age and cooling.

Every product type may be produced using one of multiple alternative
processes and process routes. Alternatives include additional work-steps for
rework, re-classifications of products (downgrading products with properties out
of quality-parameter limits). The term process route is used to emphasize that
besides having different process steps, which are required to meet or change
desired quality parameters, different process routes also result in different phys-
ical flows.

2.1 Industry Case

Higher quality steel production results in more stringent process requirements
for processing, transport and storage of (semi-finished) products. Process control
ensures to keep the production for each product type within well defined param-
eter boundaries (e.g. weight percentage of alloy). Additionally, the wide variety
of product types results in a high variety of process routes. These two factors
lead to disproportionately high volatility and dynamic process changes. Ad-hoc
changes of process routes are required, if products do not meet the quality-
parameter limits. Steel quality is measured along a multi-dimensional chemical
analysis with steel type and product-quality level dependent sets of limits for the
chemical composition/parameters. The quality is further influenced by surface
conditions and the micro-structure of the material.

Typical, frequent changes include additional surface treatments and inspec-
tions. Of importance to the work here are controlled storage and cooling proce-
dures. The time of cooling and the temperature of the surrounding environment
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in hot-storage places influences the quality, and can be used to improve the
parameters of the products.

The execution of alternative process routes may not only be triggered by
steel quality issues, but by a high number of disruptions such as failing machines,
overfull storage areas, broken transport means or shifting demands of customers.

2.2 Resilience of Production Systems

From a logistics point of view, dynamic change of process routes constitute a
disruption since additional machines’ or material handling devices’ capacities
are used. Processes of warehouse and intra-logistics not only interconnect the
continuous production with customer demands. Moreover, the internal logistics
in this context has to support resilient behaviour and becomes the crucial factor
of competitiveness for a resilient production.

The impact of disruptive events on the performance of the enterprise is
depicted in Fig. 1 below. This figure shows the throughput over time as it expe-
riences some form of spontaneous disruption. In the graph, the event becomes
visible as a sudden drop of the key performance indicator (KPI) throughput.
Over time, due to recovering activities, it returns to the value that the system
had attained before the disruption event. In this figure a single performance
indicator (throughput) is used. However, the principle holds true for the overall
Performance Measurement Systems (PMS) with multiple dimensions of KPIs,
developed in LOISI.

disrup on recovery starts ini al state

throughput

me

Fig. 1. Impact on throughput of a production system after disruption [6]

Figure 2 gives an impression of small events impacting multiple performance
indicators used along a production process. Different performance indicators will
react differently to the same event. Additionally the same event will show up in
multiple places of the PMS along the process.

Due to the magnitude of the performance indicator change, the triggering
event is easily detectable and the performance measurement system needs to be
analyzed only for a short timer-period to learn about the event.
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This figure implicitly highlights, that short-time extreme events are easier to
detect than long-time trends. That has implications for resilience related activi-
ties that aim at retaining or sustaining normal performance. If the performance
measurement system allows identifying the event’s source, the underlying reason
in the performance change can be addressed immediately.

For long-term trends a long period of time, likely being cluttered by a number
of extreme and not extreme events, needs to be analyzed. In addition to being
hard to detect, there is often not a single cause for long term trends. Selecting
the right strategy for resilience is much harder. A strategy, or a set of strategies,
need to be applied for no obvious reason and their suitability/success and also
negative consequences are much harder to estimate as consequences get not
visible immediately.

Fig. 2. Time dependent performance of multiple indicators, exemplifying contradicting
reactions to events.

However, due to the system’s complexity and not fully transparent inter-
dependencies, some events may have severe impact on entirely different and
unexpected processes or resources. There are effects, which result in a slow devi-
ation of the measured performance from the normal level, that cannot easily be
detected. This implies, that focused activities to establish “normal” performance
levels cannot simply be started if the reason for the performance change is not
clear.

On abstract level, resilience may be reached through robust (e.g. by using
buffer), and flexible (e.g. more means for transport, alternative paths), adaptive
processes (e.g. transport route optimization, based on the current situation).

2.3 Modelling Resilience

Multiple approaches exist to model resilience of production systems. Analytic
models of the system are using either discrete-time or continuous-time Markov
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Chains (see [5]). Other approaches use system dynamics models [9]. That app-
roach incorporates a general formulation of resilience (i.e. for all kind of systems)
and includes three measurements of resilient systems [4]:

– amount of change the system can undergo and still remain in the same con-
figuration (same system state)

– degree to which the system is capable of self-organization
– degree to which the system can build the capacity to learn and adapt.

With respect to the development of a performance measurement system for
resilience, there are two key questions: what system state is being considered
(resilience of what) and what disturbances are of interest (resilience to what) [4].
Especially the former is of high interest for any enterprise as long as the system
is in a favorable configuration. Configuration refers to a diversity of system states
that are possible under a particular regime of actors, processes and functions.
As a result resilience often requires the need to change configurations.

3 LOISI for Resilient Production

In this section we discuss in more detail, how we analyze and model resilient
production processes in the steel industry.

3.1 Resilience in LOISI

In the project reported here, we develop a performance measurement system
(PMS) that allows us to capture the steady-state, the mentioned disturbances
and the resulting exceptional performance along multiple dimensions.

In LOISI we have decided to use simulation, not only to evaluate different
strategies for improving resilience (dispatching rules for logistics decision - see
below), we also use it to determine performance measurement values describing
the steady-state within a statistical range of indicator values.

We have defined a system configuration describing the usual amount of space
available for storage, the usual manipulation rates of handling devices, transport
duration and number of vehicles available, customer order mix (steel in different
qualities) and demand (amount).

Having defined a set of performance indicators (around five indicators per
dimension and five dimensions) we observe the overall system and “normal”
variations in performance indicators for some time. We divide these indicators
into the following five dimensions:

– of a warehouse
– of a machine
– of means of transport
– of a handling device
– or related to customer satisfaction.



50 E. Steiner et al.

3.2 Simulation of Resilient Production Processes

To have an integrated model of the relevant part of the enterprise system, we
use discrete event simulation. This type of simulation environment allows to
follow discrete parts along their individual production and logistics processes.
Environments also allow to introduce some statistical distribution of e.g. failure
or some variations in the order mix/order sequence. The model for analyzing the
production system’s behaviour with respect to resilience is implemented using
Tecnomatix Plant Simulation Software.

The simulation environment enables us to use this configuration as a baseline
by running the scenario without any extreme events and without any trends that
bring the system into a unstable state. This establishes what is “normal” in terms
of performance indicators.

The values of the performance measures are also examined over certain period
of time after a disruptive events and also global trends. The simulation allows
us to determine the delta of the performance and hence makes it easier to spot
long-term deviations from normal performance.

The LOISI team has analyzed a real-world steel production system to produce
a list of analyzed sub-systems that are relevant for modelling. For each of these
(sub-)systems we have described their normal function, duration for applying the
function, amount of steel to which this function can be provided, etc. For each
of these, we have also described possible failure events, and some distribution of
failure impact and failure probability.

By introducing defined sets of (failure) events, it is possible to understand
causal relationships between the events and values of performance indicators.
The reproducibility of simulation runs, allows analyzing short-term (extreme)
events and long-term trends which are discussed in more details in the following.

3.3 Resilience to Short-Term Events

As indicated above, a common and important event in the “extreme, short-term”
category is the breaking of a sub-system (e.g. transport vehicles). The simulation
will use a statistical distribution of how long such a break down will take and
when it occurs.

Another common event is, that the product quality parameters of the steel are
not met. Again, using a statistical distribution, the severity will be determined.

Dependent on the type of event a number of measures to increase the
resilience of production have been created. For sub-system break downs, where
the casting process is stopped, special procedures are in place. This concerns the
sub-systems close to the caster. Any breakdown here will impact procedures of
the basic oxygen steel-making. Here a LD-Converter will blow oxygen through
molten pig iron to convert a charge of iron (several dozen tons) into steel in less
than 40 min. For these melted tons of steel care has to be taken (e.g. alternative
production route and/or different processing in secondary metallurgy), if further
processing is stopped.
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The simulation environment allows to elaborate and quantify the effects of
different alternative procedures to increase resilience. This is particularly impor-
tant in situations, as described above, where failure tolerance is not low.

At the other end of the spectrum of severity level, are events where repair
takes only few hours and no particular measurement is required.

For the events in between, the project team has elaborated resilience pro-
cedures. These include alternative process routes, modification of production
sequences and increasing production capacity by introduction of additional
shifts.

The identified procedures and measurements do not take inter-dependencies
in the complex system into account, nor is it possible to provide a performance
quantification of effects in alternative scenarios/configurations. The simulation
will allow to elaborate different procedures and will indicate the changes of per-
formance using the identified performance measurement system. It allows deter-
mining different procedures in different system configurations and with different
events.

3.4 Resilience to Long-Term Trends

The situation is different with long term trends. The first difference is that, due to
the missing event character, these are only visible by taking a look at long-term
developments of the performance measurement system values. Known trends
include an increase in customer orders with higher steel quality (as mentioned
above). That implies an increase in “high quality” procedures which have longer
and more controlled cooling phases.

Currently, only a rough bottleneck analysis can be made for the future pro-
duction system with changed order mix. By using the controlled simulation envi-
ronment it is possible to elaborate on alternative scenarios for the developments
of customer orders.

Of importance to long-term resilience are alternative process-routes. As men-
tioned above the term process-route is used to indicate that any production pro-
cess has an important physical component, where the steel half-finished goods
have to be routed differently through the shop floor.

The usage of alternative routes for certain product types results in a different
system load when still meeting the desired quality standards and fulfilling oper-
ational constraints (such as landing at the correct loading point). An alternation
of a production sequence is likewise resulting in changed usage of resources which
may affect customer satisfaction. The enhancement of the system capacity can
be obtained by enlargement of storage area. However, this is facing the disad-
vantage of increase of handling effort and being limited by spacial constraints.

To conquer the challenge of these developments, an optimization tool called
HeuristicLab [11,12] is used to optimize the process routes. This optimization
supports users by choosing the best route dependent on the product’s state and
the overall state of the production system.

Another way to enhance resilience (in particular for long term trends), is
that the overall production system configuration is altered. Typically production
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system functionality is improved by applying changes and re-executing the model
and analyzing the disturbance effect again. Mathematical optimization of certain
input parameters (production plan etc.) or policies appears to be a promising
tool for remaining in favorable domain or changing the domain if any disruption
occurs.

By using simulation models and automatized decision-making in operational
planning through mathematical optimization we expect a better utilization of
the logistical system as well as more stability of the system with respect to
disruptive events, and long term trends. This is realized (also) by providing
simulation models and optimization models [1,3].

Needless to say, short-time events and long-term trends will be analyzed
together and effects of bottle-neck sub-system breakdowns will be explored.

3.5 Modelling Considerations

Enterprise Modelling (in general) is used for integration and knowledge transfer
[13]. In this project, simulation is used to provide a behaviour oriented enterprise
model. The simulation model, build in LOISI, allows to gain better understand-
ing of (future) scenarios, with particular systems configurations like number of
transport vehicles, amount of steel that can be stored and the overall conception
of interconnected material flows.

For users of the developed models, the knowledge gain lies in the results of the
analysis of impacts of events and trends on the performance of the enterprise
system and its subsystems. Besides this, the developed performance measure-
ment system will have to prove its usability in the scenarios and will then be
integrated in the running information systems.

In order to develop the models, we have defined objective functions and
identified appropriate degrees of abstraction that help to reach our targets while
allowing to model as simple as possible. The selection of proper abstraction level
is a general question for the analyses of any behavioural aspect of a system (cf.
[10]). There is no general answer as it is depending on the goal.

In any case we face the challenge that the degree of abstraction is neither par-
ticularly obvious nor a static factor, but changing and adapting throughout the
project. Some initial research on business process modelling focuses on support
for the process and less on the results [7].

However, this support for the process, with respect to resilience, has not
been researched in full detail. In one approach the authors additionally carried
out a study to evaluate the concept of resilience in general, and they proposed
a resilience analysis method [9]. The effect of varying abstraction levels on the
validity of the resulting quantification of resilience of any state has not been
addressed in the steel production processes. A driving fact for a higher degree of
abstraction might always be the generality of a model for applying it to difference
scenarios or even in different domains. On the contrary a very detailed model
might serve better for observing detailed performance indicators in the specific
manufacturing system.
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4 Conclusion

In LOISI we are building multiple models (simulation, performance measurement
system, optimization) to support analysis and decision making with respect to
resilient production and intra-logistic processes.

The engineered models will consequently be used in corporate information
systems as well as in business intelligence tools to provide decision-support in
real world systems. The development of the models supports users in gaining a
common understanding [8]. The understanding is needed so that the independent
models (conceptually) fit together.

This common understanding is also of importance for being able to articu-
late future trends that need to be handled in the production system. It includes
the derivation of knowledge about the characterization of the systems state by
quantification of its behaviour, the formulation and the evaluation of alterna-
tive utilization concepts to sustain in a favorable configuration that is efficient
and robust to disruptions. Furthermore, we expect insights how to translate
the trends adequately into probable scenarios which requirements in some form
exceed the production systems capacities.

Challenges we will address in the (near) future, include the interfaces to real
world information systems. The challenge lies in making the different models
inter-operable with the existing systems to properly process information or data
as well as redistribute it accordingly.

This challenge is already addressed partially. On conceptual level all models
take the same point of view. On technical level, the provider of the real world
information system is part of the project team. Part of the PMS is already
implemented in the software.
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Abstract. The present paper proposes a design of a collaborative platform for
urban transport exploitation. The platform is built based on the combined use of
web services and statistical analysis to have an integration of maintenance
activities within the fleet operation. The solution is developed taking into con-
sideration the available resources and infrastructure of a bus fleet operating in
Praia city in Cape Verde. The target is the development of an e-platform for
cooperative information of buses based transport system to improve the
exploitation efficiency. The development of the paper, demonstrate the potential
of the use of smart devices to aggregate the data, and interact with other physical
objects/devices by the use of the telematics technology and internet of things, to
support the improvement of bus fleet exploitation process.

Keywords: Fleet exploitation platform � Transport engineering � Maintenance

1 Introduction

In this paper exploitation process of the urban transport is defined as the operation and
maintenance performance to support the needs. Transport exploitation process is
associated with the mechanical structure, routine, control, and bureaucracy [1].

The intensity of business competition has significantly increased, and the knowl-
edge is the primary organizational resource able to generate competitive advantage
through innovation [2, 3]. Maintenance management is changing its potential thanks to
the Information Communication Technology (ICT) development [4]. Maintenance, is
not merely preventive, although this aspect is an essential ingredient. It has long been
recognized as extremely important in the reduction of maintenance cost and
improvement of equipment reliability [5]. Maintenance has been transformed,
regarding its mission, from a prevalently operational activity of repair to a sophisticated
management system, oriented more than anything else towards the prevention of
failures, this is not an easy passage, as it implies a considerable cultural change in
management in general and maintenance in particular [6]. Advanced support today is
related to data processing and communications technologies. Currently, progress in the
field of Information Technology (IT) allows acquisition of data in real time and
analysis of the information. The technological development, currently achieved,
enables an empowered distribution of control and monitoring of activities in production
plants and machinery [4].
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In this paper is proposed a platform for cooperative information on buses for the
development of an e-platform to improve the exploitation efficiency of buses operating
in Praia city in Cape Verde. In the city, in the past 40 years three bus fleet has been
working, nowadays only one bus fleet still operate after an extended period of decay
[7]. The poor management together with poor maintenance support destroyed the
others buses fleet operating in the city. To decrease maintenance and operation costs
simultaneously, companies have to perform maintenance at least cost without loss of
system reliability [8]. In bus transportation companies, buses are regularly maintained
in a fixed time or mileage intervals [9]. The paper presents an ongoing work with
purpose to solve a persistent problem in the urban bus transportation in Praia city due to
lack of sufficient and efficient fleet exploitation approach. The proposed enterprise
platform uses the internet of things (IoT) architectures. Elements of the platform are
equipped with optical, machine-readable, representation of data, and computing devi-
ces so they can communicate with each other. The existing solution is developed
without any systematic approach, enterprise integration, interoperability and net-
working, and is based only on available human and technological resources.

2 Problem Definition

The present paper has as a case study a bus fleet operating in Praia city in Cape Verde.
The country is defined as a small island developing states (SIDS), that are a distinct
group of developing countries facing specific social, economic and environmental
vulnerabilities [10]. The bus fleet under study has been growing in recent years. There
is a substantial investment in improving the fleet management and support for users.
The bus fleet has a total of 73 buses, and 69 is in operation, they support a total of 12
different lines in the city with different routes [11]. All buses of the fleet are equipped
with telematics units and applications for the users and to support the fleet manage-
ment. There are many persistent and urgent problems related to maintenance and
conservation of buses, and this has brought many negative consequences to the fleet
operation. For the case study, the following has been noticed: The bus fleet operates
with busses from two different brands which is available some instructions for the
preventive replacements; The fleet has no maintenance management strategy or actions
defined; The maintenance is view as a simple act of correction when a malfunction
occurs (Fig. 1 shows the example of the existing maintenance sheet which is filed in
handwriting); The today available staff is composed of professionals that work
according to the experience gained with the time “learning by doing”; The busses of the
fleet operate from 6 am to 22 pm with some breaks (not fixed); There is a lack of
maintenance professionals and tools to perform the required actions. Currently, the fleet
has some buses in which is out of operation due to lack of proper maintenance action,
and some buses are degrading due to inadequate and insufficient maintenance actions.

It is clear that the bus fleet faces an urgent need to solve the existing problems and
enhance the existing exploitation process strategy. The improvement of the fleet
exploitation process efficiency will improve the availability of buses that can improve
the economic capabilities of the fleet. The solution for the defined problems above must
be designed according to the available resources and business needs.
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3 Bus Fleet Exploitation Platform

In this chapter is presented the proposal for the bus fleet exploitation platform including
the required functions and architecture of the system. The platform will have moni-
toring and control capabilities: it will allow the communication between IT-Based
systems to support the integration of maintenance activities within the fleet operation to
improve the fleet exploitation process activities.

Before defining the type of web services is necessary to identify the kind of
information’s essential to gather to evaluate the existing practice, and organize de data
for further analyses and manipulations. The data necessary is divided into three main
sections as shown in Fig. 2 [12]. The “Bus Data” contains all basic technical infor-
mation’s related to each device of the fleet (buses). “Bus Maintenance” gather infor-
mation’s related to maintenance procedure, including the occurrence of failure and
others related. “Bus Operation” gather information related to the operation of the
device, this includes the operating line, the conservations state of the devices, as well as
information regarding the driver. The defined structure is designed to analyze existing
practice to develop a solution able to adapt to the business needs.

To collect and organize the necessary data shown in Fig. 2, a platform has been
developed through the use of PostgreSQL database and phpPgAdmin software,
working in operating system Linux. With this work is intended through the analyses of
the data to identify what, how and where to improve the services and manage the
transport devices exploitation. The results of the studies are used as fundament to
design the transport devices exploitation solution.

For the data collection, and to allow the real-time monitoring of data, is used
PostgreSQL database and application for a website and mobile devices interface, this
solution is used for evaluation of the existing practice and proposal of a new solution.
The platform is used as support to enhance maintenance services provision within

Fig. 1. Bus fleet existing malfunction sheet
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transport devices operation. As mentioned before the case study has available 69 buses
distributes in 12 different lines across the city with different destinations (Table 1).

The data related to operation and maintenance of buses are introduced in the
platform through the use of smartphone or tablet with an Android operating system, for
this, a bar code is generated for every element of the system under analysis (buses). The
computer is used to host the platform and to communicate with other devices. For the
communication between devices an application is developed for a website and mobile
devices interface that is connected to the dedicated database, this has the task to read
write and analyze data as demanded. Is also necessary a dedicated web server to store
all applications, access to data and keep all applications online, this is in a particular
place, is a virtual machine that has a power supply from many sources, support for
battery, many internet connections, as a precaution the data are continuously stored.
Figure 3 represents the hardware architecture of the system.

4 Algorithm for Fleet Exploitation Evaluation

To develop a solution for the assessment of the bus fleet exploitation, the model
presented by Faccio et al. [13] has been used. The bus fleet is considered as a system
composed of n = 12 subsystems (bus lines) working in parallel; each subsystem has N
elements working in series (buses operating in each line). Let us consider a series-
parallel system, where each element is evaluated for the mission m. In this case, we can
define the subsystem elements Bij, where:

Bus Fleet

Bus Data Bus 
Maintenance

Bus 
Opera on

Fig. 2. The bus fleet data block scheme [12]

Table 1. Distribution of busses in different lines

Fleet, bus distribution Total

Line 2 3 4 5 6 7 8 9 10 11 12 13 12
N. buses 4 6 6 5 7 3 6 4 12 5 5 5 69
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i ¼ 1; 2; 3; . . .12f g and j ¼ 1; . . .Nif g ð1Þ

Xij mð Þ ¼ 1; if Bij is functioning at the end f the mission m
0; otherwise

�
ð2Þ

Xij mþ 1ð Þ ¼ 1; if Bij is functioning at the end f the mission mþ 1
0; otherwise

�
ð3Þ

The system evaluation focus on the calculation of the effectiveness of the bus
system, this depends on the availability, reliability and maintainability analyses. Taking
as reference the model presented by Szpytko and Kocerba [14] and adapted to the case
study. Figure 4 represents the diagram for the system exploitation evaluation approach
(the system is continuously monitored).

The effectiveness of the system is measured through the formulas (4, 5), where: Ess
is the indicator of the effectiveness of the system and is represented in percentage. Es is
the coefficient of the effectiveness of the operating system, TMT is the total time of the
system maintenance, and A is the availability, R the reliability, and M the maintain-
ability of the system under analysis.

Ess ¼ Es=TMT ð4Þ

Es ¼ A � R �M ð5Þ

The Availability is measured as the probability that the system is operating without
failure when it is required for use. Reliability is the probability of the system to perform
the necessary function for the desired period without failure, accounts the time that will
take to fail, does not consider for the repair action. Maintainability deals with the
duration of maintenance outage. The parameters A, R, M, are calculated as the fol-
lowing formulas [14–16].

Fig. 3. The hardware architecture of the system
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A ¼ MTBF
MTBFþMTTR

ð6Þ

R ¼ Exp � t
MTBF

� �
ð7Þ

M ¼ 1� Exp � t
MTTR

� �
ð8Þ

MTBF represents the mean time between failure, and it measures the mean
exposure time between consecutive failure of an element. Is defined as the total
operating time divided by the total number of failure. MTTR is the mean time to repair,
is the total time of the maintenance. T is the operating time and the length of repair.

The calculation of the effectiveness will give a better picture of how effectively the
system is running, and it makes easy to track improvements over time. The effec-
tiveness calculation is helpful for understanding benchmarks, past, present, and future
status of the system. After the acquisition of information and data as presented in the
previous chapter, analyses are performed, the bus conditional exploitation system is
defined. After the evaluation of the bus operating system is identified what where and
how to improve the system, and after the implementation of the required actions, the
same analyses are performed with newly collected data. To improve the bus
exploitation system is possible to adjust the maintenance strategies and relocation of
system components in different subsystems to improve the availability.

Fig. 4. Fleet exploitation evaluation approach
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5 Illustrative Example

In this chapter is demonstrated an example of the use of web services and statistical
analyses based on real data of an operating system to evaluate the exploitation effi-
ciency of a bus fleet. The illustrative example has been prepared only as demonstrative,
some functionalities of the platform are still under development. Figure 5 demonstrates
the data acquisition process and the data manipulation of the developed solution. For
the illustrative example will be used data of one operating day where one operating line
has been selected. When a bus goes under maintenance, all data related to the main-
tenance performance is collected. All buses are connected with a barcode, with the use
of a tablet and mobile phone with an Android operating system and interface to access
to the platform, the data is introduced in the project database.

Table 2 demonstrates the effectiveness evaluation for one operating line using
collected data of one working day. In the selected line, two buses have been registered
in the maintenance workshop. The ‘time in’ indicates the time the bus entered the
maintenance workshop for necessary repair, and the ‘time exit’ indicates the time after
the conclusion of the maintenance actions.

Fig. 5. Data procession and information flow

Table 2. Effectiveness evaluation of one operating line, in one operating day

Bij Time in Time exit A R M TMT (min) Ess

B2,12 10:00 11:30 0,77 0,14 0,99 90 0,08
B2,17 15:10 16:00 50
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Using the equations presented in the previous chapter (Eqs. 4, 5, 6, 7 and 8) and
considering: Operating time 960 min, TMT 140 min, MTBF = 480 min, MTTR =
140 min. Table 2 represents the value of the calculation of the parameters A, R, M, and
Ess.

From the data presented in Table 2, is possible to observe in one day, in one
operating line, that has four buses operating, two of them has been in maintenance,
which mean that in that day the line was unable to fulfill the need. The proposed
evaluation will be made through the use of the platform for each bus and each operating
line to identify the existing problem and design a solution that better fit to the case.

To improve the efficiency of the fleet exploitation, it is essential to have an efficient
and sufficient plan of maintenance. The application of a precise method to ensure the
safety of employees and passengers also can contribute to achieving the bus fleet
objectives, and the work of the company is developed at its full capacity.

To improve the today exploitation solution, practice an efficient application of
a planned preventive maintenance is suggested, starting to transform the today practice
of maintenance for corrective maintenance and scheduled preventive maintenance
(with the aim of reducing the probability of occurrence of failures). Also is proposed
the control of the stock to support an efficient maintenance performance and avoid the
non-use of vehicles due to lack of components. The prosed structure is based on the
evaluation of the existing exploitation solution of the bus fleet, is presented in Fig. 6.

To apply the proposed new strategy, the buses will be divided by brands, and
systems, creating maintenance teams capable of preparing the planned maintenance of
transport devices (preventive maintenance). The maintenance will be planned
according to the operation time so as not to affect the operation of the fleet. The
solution will be developed and implemented as a cooperation between the research
team and the bus fleet maintenance team.

Bus Fleet

Bus Data Bus 
Maintenance

Preven ve 
Maintenance

Correc ve 
Maintenance

Bus 
Opera on Stock

Fig. 6. Bus fleet, the proposal for improvement
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6 Conclusion

The presented enterprise platform is used as the primary tool to evaluate the existing
exploitation solution to support the proposal for improvements of the maintenance
performance that will enhance the bus fleet efficiency. The platform will support the
identifications of what, how and where to improve the services and manage the
transport devices exploitation. The business requirements drive the selection of func-
tions supported by the platform, the selection of the technologies to support the
interoperability and local remote operations take in consideration the available tech-
nologies in the country and IT devices already in use in the bus fleet.

With the elaboration of this work, will be possible to improve the business effi-
ciency and people satisfaction, also will be possible to create a more sustainable
transportations system. This work uses the smart devices with the capability to
aggregate the data and interact with other physical objects/devices by the use of the
internet.

The presented solution will allow the bus enterprise to be more smart, efficient and
also to be more sustainable, improving the exploitation efficiency by reduction of
maintenance cost and improvement of buses reliability. The work proposes an enter-
prise platform that uses the Internet of things architectures. The solution will help the
business to share and access to information. It creates networking with the ability to
exchange and make use of information flow to improve business strategy. A solution
that will allow the enterprise to communicate and coordinate more efficiently, and to
adapt to today technology needs.
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FBM 2018 PC Co-chairs’ Message

The FBM 2018 workshop gives insight into the professional application of Fact Based
Modeling in government and business practice. Our main theme for this workshop is
Conceptual Thinking and Information Modelling at the Core of the Information
Economy. For FBM 2018, 11 high quality papers were selected for presentation. We
congratulate the authors of these contributions.

FBM 2018 will once again be centered around the presentation of practice reports
and theoretical papers on Fact Based Modeling. The focus of this year’s workshop will
be on conceptual thinking at the core of the information economy in a broad range of
domains, i.e. financial and insurances services, engineering, governmental agencies and
business transactions.

The first session of the workshop will start with an invited talk on a concerns based
analysis of the Fact based modeling approach. The first paper in the first session will
illustrate how the power of the crowd interacts with information modeling.

The second session of the first day of the workshop will be entirely devoted to
permissioned block-chain technology and how conceptual thinking in tandem with the
power of examples has facilitated the creation of documentation on this new subject
that is accessible to a broad audience.

The first day of the workshop will be concluded by two papers on FBM and Agile.
The first presentation session of the 2nd day of the workshop will be on FBM in a

wider context.
In the second paper session of the second day, four papers on FBM applications

will be presented.
The 2nd day of the workshop will be concluded by an open discussion on the future

of Conceptual Modeling chaired by Maurice Nijssen.

November 2018 Peter Bollen
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Abstract. The Dutch Tax Office processes millions of tax assessments con-
taining assertions from tax payers. These assertions are compared with asser-
tions from data registers and third parties like employers, banks, etc. The tax
office has to combine all these assertions into a consistent set of facts about the
tax payer on which necessary calculations are performed. These facts often
change in time as well. Currently different approaches and systems are imple-
mented to deal with these challenges.
In the “Proof of Concept Gegevens” a pattern is developed for handling these

challenges in a generic and repeatable manner. This includes the development of
a meta model for defining conceptual data models. This meta model uses parts
of the FBM meta model [1], but also extends the FBM meta model with con-
cepts for time granularity and multi-reality.
The defined data model is automatically transformed into an administration

handling assertions and time travelling facts.

Keywords: Fact Based Modeling (FBM) � Assertions � Time travelling �
Multi-reality

1 Introduction

Each year more than 8 million tax assessments are processed by the Dutch Tax Office.
A tax assessment for the income tax can lead to more than 100 assertions for fact types
about a tax payer. Furthermore data is retrieved from data registers and third party
organisations like employers, banks and pension funds. The total set of assertions about
a tax payer can be huge.

In the process of, for example, deriving the tax return for the income tax of a tax
payer, these assertions are processed into facts. But to process these assertions, one
must take into account all different assertions about a tax payer, but also already
existing facts. This complex process is handled at the tax office in multiple different
implementations, all with their own way of handling the challenges that come with
such a complex set of assertions and facts.

The complexity increases even more, if the changes of the facts in time are taken
into account as well. At any time, the tax office must be able to determine what facts are
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valid at a certain point in time, but also at what time these facts came available and
from where they originate. A fact can originate from an assertion, but also from a
derivation. At any time, the tax office needs to be able to derive what basis is used for a
certain derivation.

Since a few years the Tax Office is developing a new way of working [7], which
will help them to become more agile and flexible in carrying out their tasks. In the
developed ways to handle multi-reality and time travelling, often only a part of the
generic problems of multi-reality or time travelling is tackles. The Dutch Tax Office has
started a proof of concept, the “PoC Gegevens” in which the goal is to develop a
generic and reusable pattern of handling these kind of administrations. In this PoC, the
Tax Office hopes to develop a generic approach for these kind of issues. Another goal
of the PoC Gegevens is to develop a tool kit which will be able to generate a lot of the
necessary code and scripts for supporting an administration which has to deal with
multi-reality and time traveling.

The starting point of such an administration is a conceptual data model. For
defining this data model, a subset of the FBM meta model is selected. In the PoC
Gegevens the concept of multi-reality is of importance. Multi reality is the possibility to
have multiple statements about a particular fact type which might be inconsistent.
Furthermore the PoC Gegevens has to support three time axis. Therefore the used
subset is extended with some concepts to define additional metadata for the fact types.

After defining the conceptual data model, the logical and physical data models are
generated. The logical data model is an application view on the conceptual model,
extended with entities for all necessary metadata about the assertions and derivations.
The physical data model is a DB2-datamodel in the flavour Linux or Z/OS [2]. Where
system time and business time are implemented in the physical data model [3].

In Sect. 2, the concepts assertions, facts, multi-reality and time travelling will be
explained in more detail. Section 3 describes the developed meta model. The actual
creation of the assertion administration is described in Sect. 4.

2 Assertions Versus Facts

An assertion is a statement claimed by a certain party. Such an assertion is not nec-
essarily true and therefore not necessarily a fact. A fact on the other hand is a
proposition taken to be true. The parties that can do assertions are the tax payer himself,
but also public data registers, like the “Gemeentelijke Basis Administratie” (Dutch
register of all municipalities containing a.o. the data about who lives where) or third
parties like banks, employers, pension funds, etc. Because one or more different parties
can do assertions on the same fact type for the same tax payer in the same time period,
with the support of assertions automatically multi-reality is supported. Based on certain
rules or manual judgement an assertions can be approved. This action will change the
status of an assertion, but also will create a fact. For traceability of these actions, it is
necessary to store these assignments as well as the input used to do the manual
judgement (and, if present the rules applied).

Typically for the administrations like the Tax Office, the created facts are input for
further processing, mainly in derivation rules to calculate for example the amount of tax
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to be paid. The output of such a derivation also creates facts and also for these facts it is
necessary to have a trace to the derivation performed and the input of this derivation.

Possibly facts about the tax payer already exist in the fact base and thus new
assertions which are assigned as true, can influence the period these facts are valid. As
example we take an assertion of a tax payer himself in which he states that he was in
the military from February 1st 2017 till June 1st 2017. If this assertion is approved, a
fact representing the same proposition will be inserted in the fact base (Fig. 1).

In this example, the period the assertion is valid, is represented by the “Valid from”
and “Valid to” fields, the fields “System from” and “System to” point out the period in
which the assertion is registered in and deleted from the administration. When a fact is
deleted, it will remain in the administrations history tables, so that all data which ever
was present, can be assessed.

Then a new assertion is made by the Ministry of Defense, in which is stated that the
tax payer was not in the military from April 1st 2017 till September 1st 2017. A tax
officer will evaluate this new assertion, taken the fact base and other assertions into
account. If he approves this new assertion as well (without withdrawing the old fact),
both facts will exist in the fact base, but the newer assertion will overwrite a part of the
period in which the first fact is valid. This results in a “time dependent fact” which has
different values in different timeframes (without overlap) (Fig. 2).

If the tax payer asserted an assertion before the Ministry did and this is registered
and approved after the approval of the fact of the Ministry, this new assertion would
create a fact, but will not affect the fact created from the assertion of the Ministry
(Fig. 3).

In the example above, the three used time axis are used. One is for the business
time, when is which fact valid. The second time axis is for system time, when did we
register a fact or assertion. At any time a tax officer must be able to travel back in time
to a certain time in the past (or sometimes even in the future), to see what data was
available (known) at that time. This is necessary because changes can be asserted

Fig. 1. Situation 1

Proof of Concept on Time Travelling and Assertions Generating 69



which are retroactive. For example, if a derivation was done before the assertion of the
Military department was registered, it must be possible to determine why a derivation
done at that time results in a different amount than a derivation done after that the
assertion of the military department was registered (and approved). The third time axis
is used to determine in which order the assertions are done. Often assertions are sent to
the Tax Office digitally (online forms, web services, etc.), but also a lot of assertions are
still sent using paper forms in the post mail. Because of this, the possibility arises that a
assertion done by mail is registered later than an assertion done in an online applica-
tion, but the date on which the paper form was sent is before the date on which the
online form was sent. Only looking at registration times would then give a wrong view
on the actual order of assertions.

Fig. 2. Situation 2

Fig. 3. Situation 3
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3 The Developed Meta Model

The base of the developed meta model is the meta model of the FBM Meta model,
working draft 08 [1]. Because of the current purpose and scope, not all concepts of the
meta model are necessary. For example, most constraints are left out of scope. These
will be subject of future development. For now, the check on these constraints must be
done manually or rules which are defined outside the scope of the PoC.

The meta model is in this paragraph displayed in conceptual structures, as described
in [4]. Because of the size of the meta model, not every part of the meta model is
displayed, but is limited to the differences only.

The first section displayed is about fact types (Fig. 4).

Additional to the meta model of FBM, of a fact type can be registered whether the
fact type can contain multi-reality assertions. Only fact types that contain multi-reality
will be used to generate the part of the administration that contains the assertions. All
fact types are subject of generation in the part of the administration that contains the
actual facts. For example, facts which are always derived will not be in the assertions
administration but will be in the administration of the actual facts. Fact types used to
define the identification of entity types will often also not be subject of assertions in
most administrations, these facts will be available from other systems, which are only
for this identification purposes.

Another addition in the PoC Gegevens is the time granularity of a fact type. This
time granularity will define what periods of business time are valid for a certain fact
type. In the current way of working at the Dutch Tax Office, facts are often declared for
a period of a whole year or a quarter. In some approaches, daily changing facts are also
present. Some facts are supposed to be valid forever and therefore only totally over-
writing these facts is possible.

Not different as in the FBM meta model, a fact type can be expressed in roles and in
variables and sentence patterns are used to express the fact type.

Because the most of the focus of the PoC Gegevens is in defining the data struc-
tures of the conceptual data model, currently no difference in sentence patterns for facts

Fact type

contains multi-reality

has
Time granularity

Sentence pattern
+is expressed in

Role
+has

{day, month, 
quarter, year, 

always}

Variable
+has

has
Fact type name

Fig. 4. Fact type
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of roles are made. The sentence pattern of expressing the actual facts in the fact base is
(for now) generated from the sentence patterns based on the roles of the fact type and
the sentence pattern of the fact type from which the entity type is a objectification.

Another difference in the meta model of the PoC in comparison with the FBM meta
model is with respect to the entity types (Fig. 5).

For simplification of the implementation of the current meta model in a domain
specific language, it is chosen not to express a data type as an object type, therefore the
concept of domain object type is not needed between object type and entity and value
type. Furthermore, it is decided to limit the idea of subtyping to only entity types.
Within the Dutch Tax Office, subtyping is often referred to as subject of programming.
Therefore is chosen to talk about specialization instead of subtyping.

Another difference with the FBM meta model is the addition of selection. Within
the Tax Office, identification is used to identify the subjects of assertions, for example a
Social Security Number for a tax payer. But such a tax payer can also be selected from
the set of tax payers with the use of first name, last name, address and birth date. If this
is not unique within the total set of tax payers, an employee of the tax office must point
out which tax payer in the administration, is the tax payer of the assertion based on this
information. To indicate the roles of the fact types which can be used to select an
instance of a certain entity type, in the meta model the concept of selection is created.
For the current (first) implementation this selection is always identical to the identifi-
cation (Fig. 6).

As explained earlier, the other difference is, that only a part of the FBM meta model
is used. Only the uniqueness constraints are used. All other constraints will be subject
of further development outside the scope of the current PoC.

Object type

Entity type

is specialisa on of

Value type
+

Entity type     

is objectification of 
Fact type            

is verbalized in
Sentence pattern    

Selection

+is indicated by

+
Object type

Fig. 5. Entity type
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4 Creating an Assertion Administration

When creating a new assertion administration, at first the conceptual data model must
be defined. This is done in natural language in MPS [5, 6] with the use of a developed
domain specific language in line with the described meta model. For a small example,
this looks like (Fig. 7):

Then, after defining the conceptual model, this automatically is transformed into a
logical model. This logical model is composed of three different parts:

Object type

Entity type

Value type
+

is indicated by  

+
Entity type

Selection

has

contains
Rol    

ID

+
Object type

Fig. 6. Selection

Fig. 7. Example conceptual data model
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1. A part generated from the fact types to store the values for a fact type for possible
assertions

2. A part generated from the fact types to store the values for a fact type for the time
dependent facts

3. A part which is added for storing the metadata of the assertions, additional infor-
mation about the assignation of assertions as assigned and additional information
about performed derivations.

In the logical data model, all fact types are grouped into a poly entity, which could be
seen as a super type with all its subtypes contained within the super type and not the
subtypes as separated elements.This is done for assertions and for facts. Possibly some fact
types have no multi-reality and therefore will only be present in the poly entity for facts.

The physical data model, generated from the logical data model transforms the poly
entity into separate tables. Also history tables are created for all tables which store the
actual facts. Assertions do not have history tables, assertions cannot change in time.
Only the status of an assertion can change. Therefore for the assertions only the
assertion status table has a history table (Fig. 8).

The physical data model is used to generate a database, currently a DB2 database
within the project. Besides the database also services to access the database are gen-
erated. To be able to process assertions to facts, a stored procedure is generated that
ensures that the facts are correctly created with respect to the time travelling aspect as

AssertionID (PK, FK)
Social security number
Active military
Date from
Date to
Periode (Date from, Date to) 
BUSINESS TIME

Assertion_ActiveMilitary

AssertionMetadata

ID (PK)
Party (FK)
Datetime asserted
MessageID

Party

ID (PK)
NAme
Party type

Assertion_NettResultOtherActivities

AssertionID (PK, FK)
Social security number
Nett result other activities
Date from
Date to
Period (Date from, Date to) 
BUSINESS TIME

Status_BAD + hist

ID (PK)
AssertionID (FK)
BAD_status (enum)
System from
System to
Period (System from, System to) 
SYSTEM TIME

Assertion
ID (PK)
AssertionMetadataID (FK)
Fact type (enum)

Assignation

ID (PK)  
Datetime performed

Assignation_Inpu
t_Assertion

ID (PK)
AssignationID (FK) 
AssertionID (FK)

Assignation_Inp
ut_Fact

ID (PK)
AssignationID (FK) 
FactID (FK)

Fact

Fig. 8. Example physical data model (Assertions)
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explained in Sect. 2. The physical data model would, for the example presented above,
be as displayed below. To keep the example readable, it is represented in two figures
which relate to each other (Fig. 9).

5 Future Development

The upcoming year some functional and technical issues have to be tackled. Perfor-
mance is an important issue. First tests are hopeful, but extensive tests on the infras-
tructure of the Tax Office should prove the performance of the chosen technology. Also
the evolution of a conceptual model must be handled. A conceptual model will in time
evolve, for example fact types will be added, changed or deleted. The generated
administration must be able to handle this without any loss of data etc.

Other future development is analyzing and implementing issues coming from the
General Data Protection Regulation, the Tax Office internal security documents and the
Dutch law about archiving processed data.

Furthermore, actual projects for departments of the Tax Office must prove this
approach as useful.

TaxPayer

ID (PK)
Social security number

Belastingplichtige_ActiefMilitair +  hist

FacID (PK, FK)
TaxPayerID (FK)
Nett result other activities
AssertionID (FK)
AssignationID (FK)
DerivationID (FK)
VSO
Date from
Date to
System from
SystemTo
Period (Date from, Date to)
BUSINESS TIME
Period (System from, System to)
SYSTEM TIME

TaxPayer_ActiveMilitary + hist

FacID (PK, FK)
TaxPayerID (FK)
Active military
AssertionID (FK)
AssignationID (FK)
DerivationID (FK)
VSO
Date from
Date to
System from
SystemTo
Period (Date from, Date to)
BUSINESS TIME
Period (System from, System to)
SYSTEM TIME

Fact

ID (PK)
Fact type (enum)

Derivation_Fact
ID (PK)
Calculation service  
Datetime executed

Derivation_Fact_Input
ID (PK)
DerivationID (FK) 
FactID (FK)

Assignation

Assignation

Assertion_NettResultOtherActivities

Assertion_ActiveMilitary

Fig. 9. Example physical data model
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6 Summary

In the PoC Gegevens, the Tax Office develops a generic approach for administrations
dealing with the complexity of multi-reality and time traveling. The meta model of PoC
Gegevens is a subset of the current meta model of FBM, but it also extends this meta
model with a few concepts. Because fact types need to support time travelling, a time
granularity is added to the fact type. This time granularity defines what kind of periods
can be used to define the validity of a fact of the fact type (for example a lot of data of
the Dutch Tax Office currently has a time granularity of a year). Another added concept
is whether a fact type can have assertions as population or only facts.

The created conceptual data model is, with some additional data structures trans-
formed into a logical and from there on into a physical data model. The physical data
model is expressed in database scripts for a DB2 bi temporal database. Also Java code
is generated for the necessary services on this DB2-database.

Performance, evaluation of the conceptual data model and additional concepts for
European and Dutch regulation and internal security documents are subject of further
development in the upcoming year. Of course, using the result of the PoC Gegevens in
actual projects at the Dutch Tax Office will really prove whether this approach has
reached it goals.
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Abstract. In this paper, we present ten principles that, in our view, underlie and
define the practice and science of ‘Fact Based Thinking’. In itself, Fact Based
Thinking underpins Fact Based Modelling (FBM) in all its forms. FBM has been
around for decades, and has brought forth a number of meta-models and for-
malizations. The principles as discussed in this paper focus on Fact Based
Thinking rather than on matters of representation and precise semantics, which
have been elaborately discussed elsewhere. The principles presented are delib-
erately worded for broad use and inspirational purposes, rather than worked out
in detail. As such, this paper suggests the initialization of further work rather
than presenting a final result. The sketch of the principles presented aims to
express the basics of Fact Based Thinking in a way that most members of the
FBM community can feel at home with.

Keywords: Fact Based Modelling � Fact Based Thinking �
Conceptual modelling � Knowledge engineering � Information systems

1 Introduction

Fact Based Modelling (FBM) has been around since the nineteen seventies, and though
it has never become mainstream, it has been influential in education and research (in
particular in Europe and Australia) and has both directly and indirectly helped in
shaping current thinking about data, information, and knowledge as well as, of course,
information and knowledge systems. One of the major achievements has also been a
structural impact on the creation of the SBVR [13] standard for business rules.

In the history of FBM, a key role has been played by the ORM (Object Role
Modelling) workshops, which in 2015 were renamed FBM workshops. Though a
whole range of FBM related topics was addressed in these workshops (and in other,
related ones, such as the EMMSAD workshops), there has been a strong emphasis on
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the meta model, representations, formalisations, verbalisations etc., of the various FBM
flavours; the broadly known ones including NIAM [1], ORM [2], FCO-IM [3],
DOGMA [27] and cogNIAM (which integrates process and rules aspects fully on an
FBM grounding).

While this work is invaluable for the FBM practice and community, the various
specific representations and techniques have all been modestly successful in terms of
practical adoption in “mainstream industry”. This set aside, most FBM enthusiasts,
when asked, will tell us that they like and use the way of thinking of FBM even if in
their professional practice they do not use (or are not facilitated to use) one of its actual
techniques (and/or one of the tools supporting them, like cogNIAM Analyser,
NORMA, or CaseTalk). In particular through the thousands of information and IT
experts that have gotten to know FBM and FBM thinking in their academic or pro-
fessional higher education, the perspective and ideas of FBM seem to be very much
alive, even if they are relatively covert and “internalised”.

In line with the latter, the current paper takes the ‘Fact Based Thinking’ perspective
and sums up what we believe to be the chief principles that make up the Fact Based
Thinking core of FBM. They are put forward here as suggestions, to start further
discussion. The general idea is that, at least to a reasonable extent, all FBM supporters,
adepts, teachers and users will recognize the principles as key features of Fact Based
Thinking underlying FBM in all its rich variety. After all, the thinking may underlie the
modelling, but the models are the chief and vital, tangible end product of the appli-
cation of FBM.

Why advocate these principles? Because they are key to the whole FBM effort and
its ideas, and have been underemphasized in comparison with the details and pros and
cons of meta-models and representations of separate FBM techniques/methods. Even
more, when modellers are required to use, for example, the UML class diagram or ER
notation, they can still follow Fact Based Thinking when developing the model [3, 4].

The principles underlying Fact Based Thinking are generally known within the
FBM community, but have not been very clearly communicated as such in a com-
prehensive, manifesto-like way – which we believe is an interesting and useful thing to
do. Arguably, the principles (possibly in a more mature form than the one presented in
the current paper) are the most important part of what FBM is, and constitute its main
impact on the world of conceptual modelling, information systems, and knowledge
engineering. As such, this paper is also the result of a fundamental discussion on the
future of FBM, as started during the OnTheMove conference FBM workshop in 2017.

The status of the principles put forward in this paper, is that they have been
proposed by, and discussed among, a small group of ‘first generation’ FBM experts,
while some comments on them have been received from a wider circle of FBM experts.
We emphasise that the current set does not yet reflect a widely shared, explicit
agreement among the FBM community at large. Instead, we hope this initial proposal
may eventually lead to such established, explicitly phrased common ground. We aim to
obtain further feedback on the current version of the principles and discuss them during
this year’s FBM workshop, expecting to further develop and finalize this set of prin-
ciples. The goal is to develop these into a proper Fact Based Thinking manifesto, which
should then not only identify the key principles, but also provide evidence for the
added value of using Fact Based Thinking in real world situations.
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In the remainder of this paper, we will first present the current set of principles. We
will then continue with a brief reflection on the consequences of these principles on the
modelling method and associated tooling.

2 Principles of Fact Based Thinking

2.1 P1: Facts Are First Citizens

Facts are central to Fact Based Thinking and FBM. As a consequence, actual/example
instances are “first citizens” in Fact Based Thinking. Facts, or “instance level state-
ments”, are an integral and crucial part of dealing with and describing the structures of
the domain (in terms of [6]: the universe of discourse) being modelled. This principle is
directly related to a basic and rather universal approach to abstraction: taking concrete
examples from a domain (typically, verbalized expressions or statements) and creating
a set of categories (type level concepts; not unlike a ‘signature’ as used in mathematical
logic) and constraints (comparable to axioms) structuring the domain and providing
coherence and cross-conceptual, type-level meaning for the domain. It is not only
related to basic abstraction in logic, but also to notions of abstraction in cognition and
language. Note that whether some concept is seen as instance level (‘concrete’) or type
level (‘abstract’) is essentially a context-specific choice [7, p. 291-2].

2.2 P2: Models Should Be Evidence Based

In line with treating facts as first citizens, Fact Based Thinking is “evidence based” in
the sense that it requires underlying evidence in terms of facts that express (f)actual
observations about the domain to be modelled. Note that this is irrespective of the
question whether this pertains to an existing domain, or an “imagined” (future) one.
This works in a bi-directional fashion in that it is allowed for modellers to conceptu-
alise in two directions, either: (1) from example facts to fact types (deriving/abstracting
fact types from facts), or (2) from fact types to example facts (validating fact types
through facts). In Fact Based Thinking, a good model is, once finished, always
grounded in examples from the domain. This is important for both the conceptuali-
sation process (a basis for well founded, manageable abstracting, and cognitive
grounding in instances) as for meaningfulness and quality of results (models,
descriptions). It provides not just “descriptive meaning” (intensional definition) but
also an example set substantiating the description; “example meaning” (extensional
definition1).

2.3 P3: Models Should Reflect the Communication About a Domain

In Fact Based Thinking, a model should reflect the communication about the domain
being modelled. In other words, it “abstracts away” from communication medium
specific considerations, such as technological platforms, etc., used for communication.

1 See https://en.wikipedia.org/wiki/Extensional_and_intensional_definitions.
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It also considers information and meaning to be present in communication between
humans (or possibly other sentient beings), and not an objective representation of
“reality” (whatever that may be). In line with Ogden and Richards [5], meaning
involves referents; i.e. interpreting beings.

2.4 P4: Models Should Embed and Use the Language Used by Domain
Experts

Fact Based Thinking not only reflects the communication about a domain, it more
specifically reflects the language used (naturally) by the domain experts (knowledge-
able members of the domain community). Both fact structures and terms used in fact
types need to reflect the languages used to communicate about the domain. As a result,
fact based models are sometimes referred to as “information grammars”, capturing the
communication structures by domain experts in communicating about the domain. For
a model to be an information grammar specifically does not mean that the model would
be a model of the communication about the domain. The model will still have to be a
model of the actual domain.

The use of the domain expert’s language is very explicitly reflected in the sys-
tematic and precise use of verbalizations in expressing FBMs (both at instance and type
level), in particular in order to make validation of models possible without exposing
domain experts to specialist diagrams. This principle can be effectively used even of
non-FBM representations are used, like ER2.

2.5 P5: The Use of Elementary Facts Is Strongly Favoured

An important part of the way Fact Based Thinking deals with linguistic statements
(sentences and phrases) concerns the urgent preference for focusing on and working
with Elementary Facts. Traditionally [1], the difference between a ‘fact’ and an ‘ele-
mentary fact’ is that an elementary fact cannot be simplified without loss of meaning.
This should always be based on evidence (sample facts) from the domain. However, in
line with principle P4, it remains up to the domain experts if they want to split a fact
type or not. Nevertheless, this should always be a deliberate and conscious decision.

2.6 P6: Domain Knowledge Representation Is the Primary Use

The primary use for Fact Based Thinking is to produce knowledge representations;
knowledge about the domain being modelled. Other uses, like database design, are also
important but can be seen secondary to and derived from the independent, rational (i.e.
logical) representation of information structures. Knowledge representation, usually
classified as a branch of artificial intelligence, is the art and science that underlies all
forms of (conceptual) modelling, and is heavily embedded in disciplines like data
engineering, software engineering, knowledge engineering and, indeed, artificial
intelligence. It can also be used, in various levels of formality, in information

2 See https://datavaultusergroup.de/wp-content/uploads/Hannover2017jpzwart.pdf.
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management and knowledge management. Knowledge representation combines well
established insights from fields like logic, mathematics, cognition, linguistics, and
philosophy.

2.7 P7: No A-Priori Conceptualisation of Attributes

Fact Based Thinking does not include a-priori attribution of concepts (i.e. it does not
use attributes as sub-items of entities, like for example UML and ER do). It considers
such entity-attribute distinction to be arbitrary and driven by representation choices,
and therefore not part of “pure” conceptual modelling. Instead Fact Based Thinking
focuses on expressing all items in terms of facts, and the objects playing a role in these
facts.

2.8 P8: Modelling Language and Procedure Are Two Sides of the Same
Coin

In Fact Based Thinking, modelling language and modelling procedure are considered
as two sides of the same coin. Fact Based Thinking integrates a structure (language,
notation, metamodel) with a procedure: a stepwise process for creating a structure. The
procedure serves as a set of guidelines for modellers and can be used for instruction and
training. However, in its stricter form and use it is a protocol that safeguards the quality
of the resulting model and the repeatability of the procedure (rendering the same
results).

2.9 P9: Term Definitions Are an Integral Part of Models

Definition of terms, i.e. of the names of concepts/relations, are an integral part of a fact
based models. In line with principle P3 and P4, Fact Based Thinking implies the use of
terms from natural (domain) language, while combining such elements into fact
statements. The meanings of the (individual) terms, as used in domain context, are
essential building blocks for the meanings of composed models/structures. Therefore,
description of those terms (in natural language, in the context of the domain) is a
crucial and inherent part of Fact Based Thinking.

2.10 P10: Variation Between Specific Situations of Use

Fact Based Thinking is used in many different contexts, with differing goals. Every
situation requires a situation-specific use. In other words, no “one-size-fits-all” nota-
tion, process, etc., but rather options and variations that balance effectiveness and
efficiency for each specific situation of use, tuning the precise concepts, representa-
tions, procedures and tools used to specific goals and contexts of use.
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3 Consequences for Fact Based Modelling Methods

Given the above suggested principles of Fact Based Thinking, we now reflect on their
consequences towards FBM methods and tools. Of course, in formulating the candidate
principles, we made sure that the existing FBM variations largely meet the stated
principles. Nevertheless, it is still relevant to reflect on these consequences for at least
two key reasons. Firstly, when using FBM in practice, one may be “forced” to use
modelling languages and tools that were not created from a Fact Based Thinking
perspective [4]. In such cases, it will be beneficial to know the (minimum) requirements
needed for Fact Based Thinking, to best utilise the means at hand. Secondly, it will also
allow us to clarify and motivate why an “ideal” FBM modelling language and pro-
cedure, has to provide the ability to be precise and specific in modelling. In discussing
the consequences, we have clustered the principles in terms of related consequences.

3.1 Situational Variety and Methodological Integrity

As principle 10 states, Fact Based Thinking requires the ability to vary between specific
situations of use. This means that a specific FBM flavour can still be dedicated to a
specific class of situations, e.g. ontology engineering [8], or conceptual database design
[2]. It does, of course, require these variations to be explicit about their intended
purpose/scope, as well as offering options for situational adoptions, in the vein of
situational method engineering [9].

Principle 8 refers explicitly to the need to have an integrated perspective on the
modelling language used, and the modelling procedure. This “methodological integ-
rity” between language and procedure, would suggest all FBM variations to at least
provide a core description of a suitable modelling process as well as an associated
modelling language. In cases where one is “forced” to combine Fact Based Thinking
with the use of other modelling languages, an existing FBM procedure will have to be
used, while elements such as example facts may have to be “stored” separate from the
model and associated tool. The latter would also suggest that the development of a
generic Fact Based Thinking modelling process and associated modelling concepts (i.e.
a core common meta-model) could be beneficial as well.

3.2 Fact Based Evidence

Principles 1, 2 and 5 clearly point towards the need to be able to express example facts,
and keep these as an integral part of a FBM model. As far as we know, most FBM
variations indeed support this. However, when indeed using other notations (e.g. UML
class diagrams), one may be forced to store such information separately. This is, of
course highly undesirable. At the same time, there is an increasing awareness that the
motivation of a model (in terms of e.g. purpose, intended audience, etc.), as well as the
way it has been created, should be an integral part of a model (as a purposely created
artefact) [10, 11] as well. As such, adding evidence and domain knowledge to a model
in terms of concrete example facts may also be beneficial in other than FBM contexts.
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3.3 Rich Verbalisations and Definitions in the Language of the Domain
Experts

Principles 3 and 4, result in the need to be able to use rich verbalisations, expressed in
the language of the domain experts, in FBM models. Again, as far as we know, all
FBM variations support this, while languages such as ER and UML class diagrams
provide no real obstacles in this regard and can be enhanced to fit this purpose.
Example mappings from ORM to UML and cogNIAM to UML class diagrams also
support this [2].

Principle 9 leads to the need to be able to include definitions of key terms, as a kind
of a dictionary, in FBM models. This is not generally supported by all FBM variations.
Most tools, however, do allow the addition of at least some extra explanation for fact
types and/or object types. In future, however, it would be recommendable to make this
into an explicit structure in modelling language(s) used for FBM.

An open question with regard to the use of verbalisations in the language of domain
experts, is the level at which insights from the modelling process should actually lead
to changes in the language used by the domain experts. For example, insights into the
question whether a fact is elementary or not, knowledge about the existence of
homonyms and/or synonyms within the group of domain experts, but also more fun-
damental ontological insights that may be concluded when using guidance from e.g. a
foundational ontology [12]. However, in line with principles 3 and 4, such a choice has
to remain in the hand of the domain experts, using evidence in terms of facts observed
in the modelled domain (principles 1 and 2). At the same time, in the context of
database design, there may be good arguments to more normatively manage elemen-
tarity of facts, as well as synonyms and homonyms [2].

3.4 Attribution and Decomposition

As stated in principle 7, Fact Based Thinking does not require an a-priori conceptu-
alisation of attributes. There is no a-priori attribution of object types; no identifying one
object type as being conceptually subordinate to another object type. Fact Based
Thinking considers attribution to be arbitrary and driven by representation choices, and
therefore not part of “pure” conceptual modelling. When having to combine Fact Based
Thinking with a modelling language that traditionally uses attribution, one can simply
refrain from using this.

A possible advantage of attribution is of course that the resulting models look, at
first glance, simpler than FBM models traditionally do. After all, attribution enables the
use of graphical abbreviations for the identified attributes. This is, indeed, a repre-
sentational consideration.

As has been studied in the FBM community, attribution as provided by e.g.
(standard) ER and UML does not scale well, in the sense that it does not enable a
recursive, i.e. stepwise, decomposition of a complex domain into more detailed parts.
This would require a recursive use of attribution [14, 17] to develop (purpose specific)
recursively decomposed views on top of flat conceptual models.

In the context of e.g. enterprise architecture modelling [15], a clear distinction is
made between views and (core) models, where views are tuned to the
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communicative/representational needs in specific situation [16]. This distinction would
also enable FBM to make a clear distinction between the (flat) conceptual model, and
(purpose/audience specific) derived views with attributions.

Where principle 7 clearly states that attribution is considered to be non conceptual
and in general arbitrary and driven by representation choices, there is a need to further
underpin/nuance this. For example, work on foundational ontologies [12] may provide
guidance to identify “natural” attributions. The work reported in [14] also aimed to
provide objective heuristics to use constraint patterns to identify natural attributions.

3.5 Expressiveness for Knowledge Representation

Principle 6 states that the primary use for Fact Based Thinking is knowledge repre-
sentation. This implies that the modelling languages used for FBM should be
expressive enough to express, for a given domain, all conceptually relevant knowledge.
For FBM, this has resulted in logic based [18] as well as set-theory based [19], and
even category-theory based [20] formalisations of the semantics of FBM models,
including associated query and constraint language(s) [21, 22]. Principles 3 and 4, also
have implications for the non-graphical query and constraint languages. In the context
of FBM, this has resulted in a number of alternatives [21–23], essentially leading up to
the SBVR standard [13]. These languages, embodying principles 3 and 4, are in a stark
contrast to e.g. UML’s OCL [24], which remains a sugared version of set theory at best.

The need for FBM to be expressive, in particular also in terms of graphical con-
straints, also leads to models that have a (apparent) high level of graphical complexity.
Simply put, “people” (and sometimes even reviewers) argue against FBM by stating
that UML and ER diagrams look much simpler. Here, it would be advisable for FBM to
explicitly embrace the use of simpler views (diagrams) depicting the core fact structure,
with fewer graphical constraints. In addition, it would also need to be clarified that
when one wants to add more knowledge about a domain, the diagrams will (have to)
become more complex. The latter is supported by Moody’s work [25], stating that a
graphical model needs to reflect the complexities of the domain being modelled, which
he motivates in terms of Shannon and Weaver’s information theory [26], in the sense
that a model will need to reflect all information one wants to capture from a domain
(given a modelling purpose).

4 Conclusion and Next Steps

In this paper, we presented ten candidate principles that collectively aim to define the
essence of the practice and science of ‘Fact Based Thinking’, in order to underpin FBM
in all its forms. We also discussed possible consequences on methods and tool
development for FBM, based on these principles. Of course, the existing FBM flavours
largely meet these requirements. However, especially when a dedicated FBM mod-
elling language and/or tooling, cannot be used, these requirements can provide guid-
ance in using available languages and tools.

The presented principles have deliberately only been sketched, as their elaboration
and adoption should be part of a broader discussion in the FBM community. We hope
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this initial proposal will eventually lead to such established, explicitly phrased common
ground.

The current list of principles has been formulated based on initial input from (next
to the authors): John Bulles, Inge Lemmens, and Sjir Nijssen. We would like to thank
these contributors.

As mentioned in the introduction, we aim to obtain further feedback on the current
version of the principles during this year’s FBM workshop, with the goal to further
develop these principles in a kind of Fact Based Thinking manifesto. Beyond this, we
also hope to, together with the FBM community at large, gather compelling evidence
(in terms of documented real-world cases) of why Fact Based Thinking has a clear
added value (in real world business terms) over other approaches.
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Abstract. To improve the quality of health care in the Netherlands, medical
guidelines are developed. These guidelines describe recommendations for
medical specialists based on scientific research, complemented with expertise
and experience of medical specialists. Such guidelines are described in texts of
sometimes more than 100 pages. A hospital develops its own guidelines based
on this national guideline.
In a project at an academic hospital in the Netherlands, such a guideline was

analyzed. The analysis covered a conceptual data model, a decision model and
process model and all integration between these different models using FBM,
DMN and BPMN, methodically orchestrated by cogNIAM.
From this analysis, the local guideline was made more understandable by

removing redundant information, replacing ambiguous definitions with unam-
biguous ones and resolving detected flaws and inconsistencies. The result of the
analysis was also used to develop a software prototype that helps medical
specialists in following the guidelines and improving them based on user data.

Keywords: Fact Based Modeling (FBM) � Medical guidelines �
Decision Model and Notation (DMN) �
Business Process Model and Notation (BPMN) � cogNIAM � Cognitatie

1 Introduction

In the medical health care in the Netherlands, guidelines for medical professionals are
developed. Such a guideline is based on scientific research, complemented with the
expertise of medical specialists. Such a guideline is not a purpose on its own, it is
meant to help in determining which actions should be performed in what order. The
goal of this in general is to improve the health care. The guidelines are not compulsory
regulations, but they contain explicit evidence-based recommendations.

The guidelines are described for the “average” patient; therefore, actual practice is
often more complex. For this reason, it is permitted to deviate from such a guideline.
Reasons to deviate should then be described in the health care file of the specific patient.

The guidelines involved often contain a large volume of text. Furthermore, many
hospitals use the guideline as a basis to develop their own in-house guidelines.
Guidelines sometimes prove to be ineffective as a tool to improve healthcare. They can
be difficult to understand because of redundancy of information in the guideline, the
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use of ambiguous definitions and coverage of possible situations. And of course,
because they are currently all text, it is often not possible to easily determine the course
of action for a particular situation without reading and understanding a large part of the
guideline.

In a project in cooperation with an academic hospital in the Netherlands, such a
hospitals guideline was analyzed using Fact Based Modelling (FBM) [6], Business
Process Model and Notation (BPMN) [1] and Decision Model and Notation [5]. FBM,
BPMN and DMN focus on different aspects of the guidelines. In accordance with the
way of thinking of the cogNIAM methodology [3], these different aspects are modelled
in coherence and integrated into a singular knowledge model for a specific guideline.
The result of the analysis is used to make the hospital’s guideline more understandable.
As a model will not contain redundant information, it was possible to remove this
information from the guideline. For example, multiple conditions were provided to
determine which action should be performed, but the result was only dependent on a
subset of these conditions (the other conditions did not affect the result of the decision).
Also the definitions of terms were improved by removing ambiguities in these
definitions.

Another result harvested from the models, is a logical base for a software prototype,
which in the future could be used to assist medical specialists in following the
guidelines with more predictability and with less time/effort. Further improvements
could result from using the prototype (or its production equivalent) and the resulting
patient outcomes, as user data from the prototype will be available easily.

The way of working for this project is described in more detail in Sect. 2. Section 3
will explain this way of working further by using an example. The guideline selected
for this example is not the local guideline, as this was not allowed due to confidentiality
stipulations. Therefore the example is described using the national guideline, which can
publically by downloaded at the “Richtlijnendatabase” [8]. Section 4 describes how the
analysis was used to generate and use the prototype.

2 Way of Working for Medical Guidelines

The way of working is divided in several steps. Of course, starting point is the medical
guideline. Additionally, interviews with medical specialists were performed to chal-
lenge and verify the guidelines. So the first step consist of gathering information from
documents and interviews. All documents are added to Cognitatie [4], a document
based analysis platform, in which annotations are used to collect parts of texts of one or
more documents. These specific pieces of text are linked together as a collection of
available texts for a specific purpose and can also be classified using a self-defined
classification scheme. Relevant concepts are extracted from the text and, where nec-
essary, are related to each other. In this way, all relevant parts of the guideline for a
specific purpose are collected, but also a first analysis of the necessary concepts and the
definitions in the guideline and other documents is performed.

This result is then analyzed in more detail and formalized into models. The
resulting models describe different aspects of the knowledge in the guideline. Proce-
dural information will be used to specify a process model. Definitions are captured in
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the semantics of an FBM model. The decisions rules which describe on basis of what
conditions a specific result or action is given, are specified using DMN. But these rules
need input, this input must also be described in the FBM model. And of course the data
that is input of the DMN and BPMN model is a coherent set of facts, therefore
described in fact types with all necessary constraints to have a consistent set of facts.

So the different models used (FBM, DMN BPMN) describe exactly the kind of
information they were tailored for, but also complete integration between these models
is part of the knowledge model and overall repository. In cogNIAM this aspect is
visualized using the cogNIAM knowledge molecule (Fig. 1).

When analyzing the document and specifying the different models and their inte-
gration, a lot of questions arise for the analyst. It is often necessary to involve domain
experts (various medical staff) to answers these questions. The type of questions will
vary from handling ambiguity in used terms, to undocumented (or unknown) results for
a combination of conditions in a decision table, which can either lead to a new rule in
the model or provide an “exit point” from the model signifying that a scenario is not
expressible in formal rules and should be judged by human expertise. To be able to
trace every element of the knowledge specification back to its source, all knowledge
elements in the different models are linked to the pieces of text on which they are
based. Furthermore additional information provided by domain experts is also stored.
This will, in the end, provide traceability and verification back to the original document
or domain experts. Cognitatie allows for changes in the versions of the documents to be
analyzed automatically and the impact on the model is calculated.

Once a version of the knowledge model is logically sufficiently complete, a soft-
ware prototype is generated from the result. The prototype takes the process model as a
starting point and leads the user through the modelled process. If data is involved, this
will directly be linked to the data model and semantics. If a process element is a
business rule task, this will point to a decision model, which will be executed auto-
matically. The result of such a decision model itself will again be part of the data model
as well.

Fig. 1. CogNIAM molecule
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By providing a prototype as soon as possible, fully based on the specifications,
domain experts can easily test the knowledge model. Flaws in the prototype will point
out flaws in the different models. Such a flaw can be the result of a (human) error when
modelling the guideline, or it can point to a flaw in the guideline. This knowledge can
thus be used to improve the model and also the guideline.

Summarizing, the way of working consists of three steps, each broken down into
smaller steps. The first step is the analysis of the documents, the second step is
developing the specifications using different types of models, but fully integrated. The
last step is a transformation of the formal model into something that the end user can
use (in this case a software prototype and pointers to improve the guideline). Of course,
this is an iterative process. Using the prototype will point out improvements for the
guidelines and/or models which, since the prototype reads directly from the models,
will in turn improve the prototype so it can be directly used to acquire further user
feedback. These three steps are displayed in Fig. 2.

3 Analysing the Medical Guideline for “Perioperative Policy
in Treatment with Vitamin K Antagonists”

A guideline which was subject of the project was the antithrombotic policy [9]. One
part of this guideline concerns “Perioperative policy in treatment with vitamin K
antagonists”. In this chapter, the analysis of a small part of this policy is explained for
all steps in the way of working.

3.1 Annotating the Texts

The guideline is imported into Cognitatie and annotated to find the different decisions,
variables, process steps, etc. The annotation, depending on the chosen classification
scheme, can be done by domain experts themselves, by the analysts or combined.

In the guideline, essential parts of the text are annotated. The classification scheme
of these annotations is configurable within Cognitatie. In this case, a classification
scheme is chosen which holds some (not all) elements of BPMN, DMN and FBM. The
text and tables of the guideline must be taken into account as a whole. Because of the
textual representation, this is not trivial. Furthermore, in the text references are made to

Fig. 2. Three main steps of analyzing the medical guideline
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other documents (for example the table for ‘thromboembolic risk’ refers to another
document for the CHA2DS2VASc-score), which makes understanding the guideline
even more complex. To resolve this, a composite context is defined in Cognitatie,
grouping and linking all text across all documents concerning a particular decision.
This not only helps during the analysis to ensure that every necessary piece of text is
analysed, it also helps with further analysis and impact analysis in the future (Fig. 3).

After searching and combining the necessary pieces of text, more detailed analysis
is performed on the text. Annotating the decision, its rules, activities, (output and input)
variables, etc. points out where in the text what part of the further analysis is defined.
Coherence (for example which variables are input or output of a particular decision) is
added. Also the entity types to which these variables belong are annotated are con-
nected to the variables. If present in the text, relations between the entity types are
defined as well (Fig. 4).

3.2 Formalising the Annotations into Formal Models

After annotating the essential pieces of text, the annotations must be formalised into
BPMN, DMN and FBM models. This work is performed by the business analyst. The
analyst will take the process elements as starting point of his work. All texts, anno-
tations and explanatory notes are taken into account as the analyst defines the process
to follow the guideline. Decisions which are not subject to a specialist’s opinion are

Fig. 3. Composite context

Fig. 4. Annotated text in Cognitatie
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formalised in the process as a business rule task with a gateway; others as a user task
with a gateway. A business rule task calls a decision modelled in DMN or a calculation
rule (defined in a formal, more mathematical language). In the case of the guidelines,
the business rule tasks call a decision. Trying to draw the process in BPMN leads to
questions for the domain experts, because the guideline rarely covers all necessary
knowledge to draw the process. Also, all activities use and provide data. This data is
described in a FBM model, linking each activity to the actual variables of the fact types
used in the activity (read or write).

Furthermore, every used term is defined in the semantic model covering definitions,
plurals, abbreviations, synonyms, etc. Again the knowledge of the domain experts is
needed and secured in the models. Eventually, the formal model is defined.

Subsequently, the in the business rule task called business rule must be modelled.
DMN has two levels for describing the decision; the decision requirements diagram
(DRD) and the decision logic. On the level of the decision requirements diagram, it is
possible to describe what decisions are involved and what their input is (data and/or
other decisions). We define all mentioned input data in the FBM model and it is linked
as input data. Additionally, reusability and reducing complexity of decision tables will
lead to sub-decisions, which will be input to the decision which the analyst wants to
define. For the example of the antithrombotic risk analysis, this will lead to the decision
requirements diagram, shown below. In this DRD, only a part of the data input ele-
ments is displayed (only for 2 of the decisions) (Fig. 5).

The decisions in the DRD must be described in detail on the level of the decision
logic, using a formal language or a decision table. In this example the decision logic is
described in decision tables. A lot of the rules necessary for the decision tables are
already annotated in Cognitatie. Figure 6 shows the decision table of the decision
“Determine thromboembolism risk because of atrial fibrillation history”.

Determine trombo-embolism 
risk when stopping VKA

Determine trombo-embolism 
risk becasue of heart valve 

prosthesis

Determine trombo-embolism 
risk because of atrial 

fibrillation history 

Determine trombo-embolism 
risk because of cerebral 

infarction history 

Determine trombo-embolism 
risk because of TIA history 

Determine trombo-embolism 
risk because of venous 

trombo-embolism history 

Determine CHA2DS2VASc-
score

Has
 heart valve 
prosthesis 

Medical history in 
Congestive 

heart failure

Medical history in 
Hypertension 

Medical history in 
Diabetis Mellitus

Medical history 
in TIA, CVA or 

systematic 
embolism

Medical history in 
vascular disease

Age

Sex

Number of months 
since last TIA

Number of months 
since last cerebral 

infarction

Medical history in 
atrial fibrillation

Fig. 5. DRD thromboembolism risk
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As the Business Rule Manifesto [2] states:

“Rules build on facts, and facts build on concepts as expressed by terms.”

Therefore all input and output of the decision must be expressed in concepts. In
cogNIAM this is handled by having a conceptual data model (FBM-model). Not only
are the concepts defined, also all relationships between these concepts are defined as
fact types. Furthermore, all data going in and coming out of the process is described in
the conceptual data model. This conceptual data model also covers all semantics, such
as concept definitions. A part of the conceptual data model for the decision of Fig. 6 is
shown in Fig. 7. The FBM model is presented like described in [7].

Determine thromboembolism risk because of atrial fibrillation history
F History

Atrial
Fibrillation

CHA2DS2

VASc
score

Heart
valve
prosthesis

Months
since
last TIA

Months since
last cerebral
infarction

Thrombo- 
embolism risk
because of AF

1 True >= 8 - - - High
3 True - True - - High
4 True - - <6 - High
5 True - - - <6 High
6 True < 8 - - - Low
7 False - - - - Low
8 - - - - - Undefined

Fig. 6. Decision table thromboembolism risk because of AF history

has

Patient

Cerebral infarction

occured on
Date

has
Patient ID

has

Transient Ischemic Attack 

occured on
Date

has*
CHA2DS2VASc score

has a heart valve prosthesis

f Calculate CHA2DS2VASc score

has a history in artrial fibrillation

Fig. 7. Part of conceptual data model
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Between the conceptual data model and the decision table, boxed expressions
define what data input is linked to what element in the data model. These boxed
expressions can also contain calculation rules, for example calculating the number of
months since the last TIA from the dates in the conceptual data model.

4 Prototyping

After finishing the first version of all the different models (including the integration
between them) a prototype is generated. This prototype is used to ‘live through’ the
defined process, using the BPMN-process, DMN-decision and FBM-data model as a
logical blueprint. For the decision above this will lead to the following screens in the
prototype (Figs. 8 and 9).

Fig. 8. Example of prototype input screen
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This will then again lead to new information as the domain expert will see the
impact of the models and can test the defined process and rules. Since the prototype
utilizes the integrated data model directly, a new version based on a model enhanced
according to feedback from the domain experts is easily generated.

5 Summary

Together with medical experts of an academic hospital in the Netherlands, medical
guidelines, expressed in documents, are analyzed and defined in process, data and rule
models in the standards of BPMN, DMN and FBM.

The guidelines are analyzed in three main steps. First the guideline documents are
analyzed. Essential pieces of text are annotated and grouped. Within such a text part, all
elements which are needed in one (or more) of the models are annotated and classified.
The result of this step is taken as input for defining the conceptual models. A process is
modeled in BPMN. All decisions within these processes, which are made on basis of
actual facts are described in DMN. And all data structures of the facts used in the
process or rule models, including all semantics, are modeled using FBM. Furthermore
the integration between these models is defined as well, using the cogNIAM
methodology. This leads to a knowledge model, covering all aspects and their inte-
gration. The result is a coherent model, without ambiguity in used terms. Also when
creating the models, uncovered situations or inconsistency between different parts of a
guideline are discovered. In this way, the guideline can be improved.

Finally, a prototype is generated from the created knowledge models, which gives
the medical experts more insight in the models created. This helps to iteratively
improve the models and from there on the guideline.

The analysis in Cognitatie has another advantage. Changes of the guidelines will be
visible in the versions of the documents, pointing out directly where models should be
changed. This leads to an efficient and flexible way of handling changes in these
documents.

This project proved that using FBM, DMN and BPMN in health care is also a good
way of further improving the work done. Of course, the expertise had to come from the
domain expert. But the models not only helped to improve the guidelines, it also helped
these medical experts in understanding the guidelines better. A more mature piece of
model-based software (which in contrast to the prototype meets a pre-defined set of non-
functional requirements in addition to the functional requirements) could in the future
assist the medical experts in their decisions where and how to follow these guidelines.

Fig. 9. Example of prototype output screen
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Abstract. The Design and Engineering Method for Organisations
(DEMO) is the principal methodology in Enterprise Engineering (EE).
The Design and Engineering Method for Organisations Specification Lan-
guage (DEMOSL) states the rules, legends, and metamodel of DEMO.
Therefore, any DEMO model must comply with this specification. More-
over, to enable automation of the DEMO model validation, we need a
metamodel that can accurately represent DEMO models. In our research
we are expanding the DEMOSL to be able to express all DEMO models
and rules. This paper reports on the attempt to build this metamodel
for four elements of the Construction Model (CM) using mathematical
and semantic notation. The findings on the validation done on DEMOSL
have been added to the build metamodel. We found the notations to be
sufficient to describe and validate the DEMO (CM) models.

1 Introduction

The Design and Engineering Method for Organisations (DEMO) [1] is the princi-
pal methodology in Enterprise Engineering [2]. This so-called essential model of
an organisation is the integrated whole of four aspect models: the Construction
Model (CM), the Action Model (AM), the Process Model (PM) and the Fact
Model (FM). Each model is expressed in one or more diagrams and one or more
cross-model tables.

The CM is the first and the most comprehensive model to produce when mod-
elling an organisation in DEMO, applying the Organisational Essence Revealing
(OER) method. A CM is a model of the construction of an organisation (or
rather, of a Scope of Interest), by which is understood the identified transaction
kinds and the actor roles that are either executor or initiator of these transaction
kinds. The resulting ‘network’ of transaction kinds and actor roles is always a set
of tree structures, which arise from the inherent property that every transaction
kind has exactly one elementary actor role as its executor (and vice versa), and
that every actor role may be initiator of one or more transaction kinds, or none.

A CM is expressed in an Organisation Construction Diagram (OCD), a
Transaction Product Table (TPT) and a Bank Contents Table (BCT). An OCD
is a graphical representation of the identified transaction kinds and actor roles,
and the links between them. Apart from initiator and executor links, actor roles
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may also be connected to transaction kinds through information links. They
express that the actor role has (reading) access to the history of all transactions
of the transaction kind with which it is connected. Therefore, the shape of the
transaction kind may also be interpreted as a transaction bank. This paper lim-
its itself to four elements of a CM: Elementary Actor Role (EAR), Composite
Actor Role (CAR), Transaction Kind (TK) and Aggregate Transaction Kind
(ATK). In the remainder of this paper, we will discuss the DEMO metamodel
by first defining the notion of Meta Model. We will subsequently report on our
findings on the metamodel for the CM aspect model. We end with conclusions
and suggestions for future research.

2 Research Design

This research was conducted using a focus group of professional users of the
metamodel. The usage of the DEMO models as well as the requirements for the
metamodel were discussed and adapted to the insights collected.

3 Extending DEMOSL

We will use the following definition of a metamodel [3]: “meta-models define sets
of valid models, facilitating their transformation, serialization, and exchange.”
The base of the metamodel is the Design and Engineering Method for Organisa-
tions Specification Language (DEMOSL) [4]. This metamodel has been validated
[3] and this validation has been taken into account in the metamodel presented
in this paper. From this validation paper we know that we have to include eight
issues in the metamodel: (a) the Scope of Interest (SoI); (b) interstriction ATK-
CAR/SoI; (c) mandatory TK for ATK; (d) interstriction EAR to ATK; (e) CAR
to TK relation; (f) TK in CAR relation; (g) CAR hierarchy; (h) mandatory EAR
for CAR.

3.1 Extending the Verification Rules

The rules that control the correctness of the model within the meta model can
be formulated in mathematical terms of collections. Every entity type in the
meta model represents a collection, written bold in the formulas. An instance of
an entity type is written in italic. Per entity type we will formulate all relations
of the meta model as collections. The base formulas are listed here:

constructionmodel = elementary transactionkind

∪ elementary actor role

∪ composite actor role

∪ aggregate transactionkind

(1)

actor role = elementary actor role

∪ composite actor role
(2)
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elementary actor role ∩ composite actor role = ∅ (3)

aggregate transactionkind ∩ elementary transactionkind = ∅ (4)

∀x : elementarytransactionkind(x) ⇐⇒ x ∈ elementary transactionkind
(5)

∀x : aggregatetransactionkind(x) ⇐⇒ x ∈ aggregate transactionkind
(6)

∀x : elementaryactorrole(x) ⇐⇒ x ∈ elementary actor role (7)

∀x : compositeactorrole(x) ⇐⇒ x ∈ composite actor role (8)

∀x : actorrole(x) =⇒ elementaryactorrole(x) ∨ compositeactorrole(x) (9)

∀x : transactionkind(x) =⇒ elementarytransactionkind(x)∨
aggregatetransactionkind(x)

(10)

3.2 DEMO Exchange Model

The proposal of a DEMO Exchange model of [5], which is based on DEMO 2 is
a good start for the exchange model. It proposes an exchange model for the FM
and the CM. The XSD for CM proposes the storage of the id, name, initiator(s),
executor, and information link and result type. This information is based on
older DEMO specifications and, therefore, lacks important information from the
current version.

We will build this XSD structure for every element type in the DEMOSL
structure. The whole DEMO model has a name and every component has an
internal ID. We will model this name and ID (but we will not mention this in
the element explanation).

Guid
The identification of all types and kinds within the exchange model are identified
with a Global Unique IDentfier (GUID). A GUID is a 128-bit number used to
identify information in computer systems.

Name Conventions
The naming of the elements used in a CM is restricted by rules. One of the rules
we will mention in this paper is the transaction kind name. The specification
in DEMOSL [4] states that the name is built up of lower case words. This rule
can be written in XSD. Note that giving no name is allowed for practical use
purposes.

<xs:simpleType name="TransactionKindName">

<xs:annotation>

<xs:documentation>The transaction_kind_name are lower case words.

</xs:documentation>

</xs:annotation>

<xs:restriction base="xs:string">

<xs:pattern value="[a-z]*([�][a-z]+)*"/>

</xs:restriction>

</xs:simpleType>
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4 Extending DEMOSL for the CM

Different modelling techniques allow for the representation of different proper-
ties of the object that is being modelled. Only a combination of those models
will come close to the representation of the whole object. Therefore, for every
component of the meta models we will define

1. Mathematical rules on the collections
(a) XSD specification for the set
(b) XSD specification for the item
(c) XSD specification(s) for the types
(d) XSD specification for the diagram element

2. Data Model for the item and relations
3. OWL representation.

With this list of models, we think that the representation of the DEMO model is
sufficiently complete to validate the model and exchange information to recreate
the model. We remodelled the meta model according to the findings in [3].

4.1 Transaction Kind

For TK the relation with the CAR was missing in DEMOSL [4]. This relation
has been added in formula 12 containedinCAR.

Data Model
The data model in Fig. 1 shows the TransactionSort attribute and the descrip-
tion. The last attribute was added by the focus group to be able to exchange
meta information about the TK.

Fig. 1. TK data model
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Mathematical Model
The data model relations can be shown in a mathematical way. The relations in
the data model denote that a TK can be contained in both an ATK and a CAR.
Based on formulas 5, 6, and 8, we can conclude 11 and 12. This last formula
solves issue f [3].

∀x, y : TKcontainedinATK(x, y) =⇒ elementarytransactionkind(x)∧
aggregatetransactionkind(y)

(11)

∀x, y : TKcontainedinCAR(x, y) =⇒ elementarytransactionkind(x)∧
compositeactorrole(y)

(12)

When a TK is part of a CAR, the initiator (formula 16) and executor (for-
mula 17) of that TK must also be part of the CAR as in formulas 13 and 14.
Only then can we assure that initiation and execution of other transactions are
well defined.

∀x, y, p :TKcontainedinCAR(x, y) ∧ initiator(p, x)∧
elementaryactorrole(p) =⇒ EARcontainedinCAR(p, y)

(13)

∀x, y, p :TKcontainedinCAR(x, y) ∧ executor(x, p)∧
elementaryactorrole(p) =⇒ EARcontainedinCAR(p, y)

(14)

The example in Fig. 2 shows that CA4, where T2 and T3 are part of CA4,
does not comply with formulas 13 and 14 because it is missing the involvement
of A1 and A3.

Fig. 2. TK containedinCAR example

Exchange Model
A transaction had the properties of a name, transaction sort, and an identifica-
tion. We discussed in the focus group to implement the ID of the exchange data
as an attribute.



102 M. A. T. Mulder

<xs:complexType name="TransactionKind">

<xs:sequence>

<xs:element name="Identification" type="TransactionKindId"></

xs:element>

<xs:element name="Name" type="TransactionKindName"></xs:element>

<xs:element name="TransactionSort" type="TransactionSort" default

="unknown"></xs:element>

</xs:sequence>

<xs:attribute name="Id" type="TransactionKindGuid" use="required"/>

</xs:complexType>

This exchange rule set described in XSD can sufficiently restrict field content for
each TK.

OWL/Turtle Representation
The OWL/Turtle representation [6] allows for defining classes representing the
mathematical information. We are building this representation for all entity
types, attributes, relations and rules of the data model.

:ElementaryTransactionKind a rdfs:Class.

:EtkIdentification a owl:DatatypeProperty;

rdfs:subClassOf :ElementaryTransactionKind.

:EtkName a owl:DatatypeProperty;

rdfs:subClassOf :ElementaryTransactionKind.

4.2 Aggregate Transaction Kind

The restrictions on the existence of ATK is contained in the TK. ATKs may
exist with or without contained TKs.

Data Model
The ATK has the same attributes as the TK, except for the TransactionSort
(Fig. 3).

Fig. 3. DEMOSL ATK metamodel

Mathematical
As can be seen in Fig. 3, no relations are coming from the ATK. Therefore, no
collection formulas have been formulated for the ATK.
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Exchange Model
In the exchange model the ATK is modelled explicitly. Apart from the Transac-
tionSort element, that is left out, this exchange model is equivalent to the TK
exchange model.

4.3 Elementary Actor Role

Data Model
The EAR data-metamodel has five relations to other elements (Fig. 4).

Fig. 4. DEMOSL EAR metamodel

Mathematical

∀x, y :EARcontainedinCAR(x, y) =⇒
elementaryactorrole(x) ∧ compositeactorrole(y)

(15)

∀x, y : initiator(x, y) =⇒ actorrole(x) ∧ elementarytransactionkind(y)
(16)

∀x, y : executor(x, y) =⇒ elementarytransactionkind(x) ∧ actorrole(y)
(17)

∀x, y, z :executor(x, y) ∧ executor(x, z)∧
elementaryactorrole(y) ∧ elementaryactorrole(z) =⇒ y = z

(18)

∀x, y : information(x, y) =⇒ actorrole(x) ∧ transactionkind(y) (19)

Formula 18 makes sure a TK can only be executed by a single EAR.
Formula 19 solves the issues c and d from [3] and the combination of this

formula with the inheritance from EAR solves issue b. The inheritance itself
solves issue e and h.
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The executor of an transaction kind should be an actor role. This can be an
elementary actor role or a CAR. When the executor of a TK is an EAR, and
this EAR is part of a CAR, the CAR is also an executor of the TK. We use
the formulation of CAR and EAR relations, i.e. formula 21. As seen from the
execution viewpoint of the transaction kind we get formula 20.

∀x, y, z :executor(x, y) ∧ executor(x, z)∧
elementarytransactionkind(x) ∧ elementaryactorrole(y)∧
compositeactorrole(z) =⇒ EARcontainedinCAR(z, y)

(20)

Exchange Model

<xs:complexType name="ElementaryActorRole">

<xs:sequence>

<xs:element name="Identification" type="ActorRoleId"></xs:element

>

<xs:element name="Name" type="ActorRoleName"></xs:element>

</xs:sequence>

<xs:attribute name="Id" type="ElementaryActorRoleGuid" use="

required"/>

</xs:complexType>

OWL Representation

:executor a [a owl:Restriction ;

owl:onProperty :executor ;

owl:onClass :ElementaryTransactionKind ;

owl:maxQualifiedCardinality "1"^^xsd:int],

[a owl:Restriction ;

owl:onProperty :executor ;

owl:onClass :ElementaryActorRole ;

owl:maxQualifiedCardinality "1"^^xsd:int],

owl:ObjectProperty.

4.4 Composite Actor Role

Data Model
In the CM, the CAR and the EAR are modelled as separate entity types. By
modelling the CAR (Fig. 5) as a specialisation of EAR, the relations of the
elementary actor role are also available for the composite actor role. This change
allows us to model the composite actor role ‘customer’ in the pizza case where
the customer is the initiator and executor of a TK without any elementary actor
roles present.
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Fig. 5. DEMOSL CAR metamodel

Absent from in the DEMOSL meta model [4], is the SoI itself. We argue
that the SoI is equivalent to the CAR When starting a model, the first actor is
a composite actor until one is able to retrieve the information to redesign the
actor roles into a white box model. The CAR does not vanish. The CAR becomes
equal to the SoI as can be seen in Figs. 6 and 7. Therefore the only difference
between a SoI and a CAR is its appearance in the diagram.

Fig. 6. CM modelling step 1 Fig. 7. CM modelling step 2

Mathematical
The CARispartofCAR relation describes that the CAR contains another level of
CAR. This means that if a CAR is described in more detail, it is connected to
the CAR it belongs to.

∀x, y : CARispartofCAR(x, y) =⇒ compositeactorrole(x)∧
compositeactorrole(y)

�x, y : CARispartofCAR(x, y) =⇒ CARispartofCAR(y, x)
(21)

∀x, y, z :executor(x, y) ∧ executor(x, z)∧
elementarytransactionkind(x) ∧ compositeactorrole(y)∧
compositeactorrole(z) =⇒ EARcontainedinCAR(z, y)

(22)

Exchange Model
The exchange model of the CAR is equivalent to the EAR. The type references
have been renamed to match the composite intention.
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5 Conclusions and Future Research

Creating a metamodel for DEMO (the CM in particular) is possible from the base
DEMOSL created. The omissions found in [3] have been solved using the new
data model and mathematical model. The research on OWL is still in progress.
We expect it will help us finding the execution rules for automating the mathe-
matical model.

Even though this paper does not explicitly use Fact Based Modelling (FBM)
notation, the next topic in DEMO that is going to be meta modelled is the
FM. Originally the notation of Object Role Modeling (ORM) has been used in
DEMO 2 to express the facts in a graphical way, including the instantiation of
the model with examples. The metamodel of the CM is, in fact, modelled using
ORM, and simplified using the DEMO 3 notation.

In practice, modelling the CM is done using the same method as the one used
for modelling the data. Therefore, part of the research is evaluating the amount
of benefit by using FBM methods.

We will further expand this metamodel to cover the whole of DEMO and to
be able to exchange all information currently used in DEMO models around the
world.
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Abstract. The paper describes the happy and the less happy flows of a user
transaction through a Hyperledger Fabric Blockchain Network. The full cycle of
a user transaction originates from the Client Application (an actor outside the
Hyperledger Ledger Network but inside an organization that is part of a set that
runs the Hyperledger Fabric Blockchain Network). In the process of making the
Hyperledger Fabric Blockchain network knowledge explicit, essential parts of
FBM were applied in cooperation with the developers of the Fabric Blockchain
platform. The approach was given the name Visual Vocabulary by the Docu-
mentation Working Group of Hyperledger Fabric, a visual vocabulary to rep-
resent instances of facts.

1 Introduction

In this paper a high level conceptual overview of the life cycle of an end user trans-
action is described, from its birth in a client application that is part of an organization
that is part of a Hyperledger Fabric Blockchain business network to its eternal “life” in
the immutable blockchain.

A step by step description of the development from birth of a business transaction,
via various intermediate transitions and states will be described, while providing no
single point of failure in the Fabric Blockchain business network; no undetected
tempering with recorded knowledge, or immutability of the data and secure commu-
nication over the internet. Fabric works only with principals (humans and software
agents) that are identified, i.e. have been given a digital Identity by a trusted Certificate
Authority. Decision making in a distributed network based on agreed rules (called
policies in Fabric) and highly scalable to its final immutable state, the eternal “life” in
the blockchain. Hence one could say that for the concept of business transaction,
software mankind has found the road towards “immutable immortality”. In this article
we will explain the first two stages of this transaction life cycle: Proposing and
Endorsing. The conceptual architecture of Fabric is described in [1–4]. Some
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blockchain basics are described in [5] and [6]. The unique functionalities of Fabric are
described in [7]. The official documentation of the most recent release of Fabric (v1.2,
June 2018) is described in [8].

2 Specialization of Nodes in a HyperLedger Fabric Network

The main difference between the permissioned Hyperledger Fabric (HFL) blockchain
technology (the largest open source project of the Linux Foundation in history so far) and
the extensively publicized technologies underlying crypto-currencies such as Bitcoin, is
that Hyperledger Fabric can be used in hospitals, teaching institutions, interactive reg-
ulation based government services as the actors are digitally identified by a trusted
Certificate Authority, in general in a business environment, and is highly scalable.

It is good for scalability and performance to have the workhorses in Hyperledger
Fabric, the nodes, specialized by task. There are three kinds of workshorses, jointly
called nodes. A unique characteristic of the HLF architecture is the specialization of the
nodes into three related subclasses: Endorsers, Committers and Orderers.

2.1 The Endorsing Peers

The endorsers, a selectable subset of the committing peers, have as task to analyze the
transaction proposed by the Client Application, check the signatures and apply if
required (hence with an update transaction) by the Client Application, the services of a
smart contract. This means a simulation of the transaction on the current World State,
without modifying the World State. However the endorsers take a copy of all the
relevant key-value pairs in the World State and generate the insert and delete statements
to be used by the committing peers later in the transaction cycle, assuming the trans-
action is declared valid. The endorsers can obtain rules, called policies in Fabric, about
the domain of the business transaction.

2.2 The Ordering Nodes

Ordering nodes (orderers), sometimes referred to as ordering system, are business
domain agnostic. Their job is to guarantee that in a distributed network with many
transactions coming in asynchronously and concurrently, from different client appli-
cations in different organizations and in different channels, the sequence of transactions
submitted is correctly ordered in a block of the HLF blockchain in a specific application
channel. In a Fabric network there is exactly one system channel and one or more
application channel(s), each having their own blockchain. Hence such a block is pri-
marily composed by the orderers. The orderers are nodes that have no task in common
with the endorsing nor committing peers. Therefore no orderer peer can be a committing
peer, and thus also no endorsing peer. This is a major design requirement for scalability.

2.3 The Committing Peers

The committing peers receive a proposed block of transactions from the orderer nodes.
Each (committing) peer checks that each transaction of the block proposed by the orderers
satisfies the endorsement policy, and that no concurrency problem has occurred.
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3 The Life Cycle of a User Transaction

In this chapter we will discuss the first steps that together form the first phase of the
‘happy path’ of a user transaction through a Hyperledger Fabric Network. In the HLF
documentation this entire process is divided into 3 phases, the (proposing and)
endorsing phase, the ordering phase and the validation-committing phase. These three
phases are referred to as Proposal, Packaging and Validation in the Peer topic in the
documentation [8], section Chapter Key Concepts, subsection Peers. We will illustrate
each state of the user transaction and each subsequent sub transition between principals
in the context of the transaction execution time architecture, also known as the con-
ceptual transaction flow, as presented in Fig. 1. Please note how the chain aspect is
realized in the blockchain as each block holds a copy of the hash of the payload of the
previous block. In this article we will focus on the endorsing phase in the Fabric
network(inclusive the proposing sub-phase in the Client application outside the Fabric
network but connected via an application channel to the Fabric network).

The set Endorsers usually consists of several nodes per organization to neutralize
the single point of failure syndrome. The set Committers is a superset of the Endorsers.

3.1 Further Discussion of the Preparation of the Proposed Transaction

The first action (see the finger pointing to 1 in the architecture diagram in Fig. 1) is the
preparation by the Client application of a proposed transaction. The client application
will very probably have a business user with a digital identity filling in a screen.

The Client application may first ask a committing peer to consult the World State
(this consultation is not explicitly presented in the architecture above) and provide

Fig. 1. Conceptual transaction flow architecture
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those facts to the Client Application such that it can check that the data integrity rules
are satisfied, if the proposed transaction would be added to the current World State.

The client application formulates the business transaction and sends the proposed
transaction to a selected group of peers, called endorsers. In the latest Fabric version
(1.2; June 2018) [8] the client application can use the so called discovery service to find
out “dynamically at run time” which are the current endorsers in this application
channel, usually operated by more than one organization.

3.2 The Initial Actions by the Client Application Inside Itself

The initial actions by the Client Application is to prepare a proposed transaction of any
of the relevant types, before the proposed transaction is submitted to Endorsers of the
HLF Network, in a specific application channel. This is a sub activity of the work of the
Client application, hence an intra-principal activity, and this sub activity is given the
code 1 (see principal Client Application Fig. 1). In this sub activity it is assumed that
the Client application will ask a committing peer to provide the Client application with
a specified subset of the World state; this request and its associated answer is not
represented in the above architecture.

The Client application must perform the following sub actions before it can submit
the proposed transaction: the Client Application must prepare a PROPOSE message
with the following format <PROPOSE, tx, [anchor]>, where tx is mandatory and
anchor optional. Tx is abbreviation for transaction. Tx is further described as <clientID,
chaincodeID, txPayload, timestamp, clientSig>.

clientID is the digital entity of the Client Application.
chaincodeID is the identification of the chaincode to be used by the Endorsers.
txPayload is the payload containing the submitted transaction itself (this is what the

business user is interested in).
timestamp is a monotonically increasing (for every transaction instance) integer

maintained by the Client Application.
clientSig is the signature of a Client Application on all other fields of tx.
The proposed transaction can, for communication services with the business rep-

resentatives, be represented as in the table below:
Transaction type 1: Actual or Intended Owners of cars in fabcarv2

DiID DateAdmitted FirstName NotValidBeforeDate NotValidAfterDate Txn-nr

30 2018-01-05 Tomoko 2017-11-30 2022-11-30 1

Fact pattern 1:
The actual or intended car owner with digital id <DiID>, also known as <FirstName>
was admitted to the Fabric network on <StartDate>.
The fact instance is then for part of transaction 1:
The actual or intended car owner with digital id 30, also known as Tomoko, was
admitted to the network on 2018-01-05.
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Fact pattern 2:
The certificate of the actual or intended car owner with digital id <DiID> is not valid
before <NotValidBeforedate> and not valid after <NotValidAfterDate>.
The fact instance is then for the remaining part of transaction 1:
The certificate of the actual or intended car owner with digital id 30 is not valid before
2017-11-30 and not valid after 2022-11-30.

These fact representations of transactions are introduced to have as many non-
developer experts as needed in the multidisciplinary decision making about the
implementation of a Hyperledger Fabric supported business system. It is assumed that
we are at the beginning of populating the ledger, hence the Blockchain on the specific
application channel (not the System Channel) is empty as well as the World State.

The Client application will now use its private key to sign the proposed transaction
and the Client will encrypt the contents of the proposed transaction (called the pay-
load), to avoid that the contents of the transmission to the endorsers can be seen to non-
intended parties. The Client Applications asks an endorsing peer to provide it with the
list of endorsing peers that need to be consulted for a given transaction type in a
channel, including the associated smart contract. It is recommended that the submitting
Client Application addresses a few more than all the endorsers that need to endorse the
proposed transaction in order to satisfy the relevant endorsement policy, to avoid the
single point of failure syndrome.

The first inter-principal element in the user transaction execution workflow is the
transmission of a proposed transaction by the Client Application to the Endorsing peers
(see Fig. 2). The Application submits the proposed transaction to every relevant
endorser. In a multi-organizational HLF network this in most cases means the agree-
ment of at least one endorser of each organization in the application channel.

Fig. 2. Conceptual transaction flow architecture
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The Client Application is required to indicate to the Endorsers which Smart
Contract need to be used. The smart contract is made known by the Client Application
to the endorsers by the variable chaincodeID in the message, or proposed transaction.
Remember that smart contract is a synonym for application chain code. The Client
Application from this moment on in the transaction cycle can only wait for the
responses of the Endorsing peers. Of course the Client Application can prepare the next
transaction of this type, or the next transaction of another type as this communication is
asynchronously. In this case (fabcar, used in the Fabric documentation) an example of a
transaction of another type would be the introduction of a new car in the system, or the
transfer of ownership of a car, or the change of color of an existing car.

3.3 The Actions by the Endorsers

In this sub section the intra-endorser actions are discussed as a response to a transaction
proposed by the Client Application (see Fig. 3). For reasons to avoid single points of
failures there are several endorsing nodes, also called endorsing peers. They are col-
lectively called Endorsers in the diagram in Fig. 3. Each endorsing peer independently
simulates the transaction proposal using a smart contract to generate an individual
transaction response, independent of the other endorsing peers. In the Fabric jargon the
two terms readset and writeset are used. The readset is the set of key-value pairs that is
consulted by the smart contract in the world state and the write set is the set of delete
and insert pairs that need to be applied to the world state later by the committing peers.

In the Hyperledger Fabric documentation this type of transaction is described as a
message of type PROPOSE.

Each endorser peer checks that the proposed transaction is properly signed by an
authorized client application by comparing the clientSig attribute of the tx (this specific

Fig. 3. Conceptual transaction flow architecture
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transaction instance) with the knowledge the Client application obtains from the MSP
(Membership Service Provider) files.

If the proposed transaction is not properly signed, an Endorser may (!) give in the
answer to the Client Application the decision that for this transaction proposal this
endorsing peer has given the no-endorsement. The endorser will check that the pro-
posed transaction has not been submitted in the past. This is called replay-attack
protection. The endorser checks the required authorization

The endorser checks if this Client application is authorized to perform this type of
transaction on this application channel. Hence each endorsing peer ensures that the
submitting Client application satisfies the Writers policy of the application channel with
respect to this transaction. The endorser uses information flow 23 in the architecture
diagram (see Fig. 3). An Endorser will use a Smart contract via information flow 20 to
check data integrity rules that are local to an instance of this transaction type (see
Fig. 3).

3.3.1 The Endorser Simulates the Transaction
Each addressed Endorser simulates the transaction, without performing any actual
change to the World State. However the endorser lists the data read from the World
State, namely key, attribute, value and version, referred to as readset. This data is later
used by the committers in the distributed concurrency control, to check that at com-
mitment time the World State is still the same as it was at simulation time by the
endorser. The endorser also produces (in case of an update transaction) a list of inserts
and deletes to be applied (later) by the committers to the World State, the writeset.

3.3.2 Prepare the Read Part of the Read-Write Set
An Endorsers records the data from the World State they have used for the simulation
and include these data in the read part of the so-called Read-Write set. These data are
later in the transaction flow used by the Committing peers for the management of
distributed concurrency.

The check to be performed later by the Committers is to find out whether or not the
World state has been changed and this can be done by comparing the hash of the
involved part of the World State provided by the Endorser and the hash obtained by the
Committer of the latest version of the involved part of the World State.

3.3.3 Prepare the Write Part of the Read-Write Set
The Endorser records the data that would have to be added to, and/or deleted from the
World State in the Write part of the Read Write set.

We know from the carfabv.2 that color of a car is modifiable. In such a case the
key-value pairs look as follows:

Carkey Color Version DateTime

CAR0 Blue 0 2018-01-26-13:00
CAR0 Yellow 1 2018-01-31-15:00
CAR0 Blue 2 2018-02-01-13:00
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In fact form:
The car identified by Carkey CARO has the color blue as version 0 since 2018-01-26-
13:00.
The car identified by Carkey CARO has the color yellow as version 1 since 2018-01-
31-15:00.
The car identified by Carkey CARO has the color blue as version 2 since 2018-02-01-
13:00.

These facts are called versioned key-value pairs in Hyperledger Fabric. In the key-
value pair, the value part may consist of a set of attribute-value pairs.

3.3.4 The Endorsers Pack the Payload, Encrypt It and Sign It
The last task of each Endorser is to attach the Read Write set to the proposed trans-
action, encrypt it and sign it with its private key. The endorsers first read the World
State and the answer in this test scenario is: the World State is empty. If endorsing logic
decides to endorse a transaction, it sends

<TRANSACTION-ENDORSED, tid, tran-proposal,epSig>

message to the submitting client(tx.clientID ), where:

tran-proposal := (epID,tid,chaincodeID,txContentBlob,readset,writeset) ,

where

txContentBlob is chaincode/transaction specific information. The intention is to

have txContentBlob used as some representation of tx (e.g.,

tx.txPayloadtxContentBlob= ).

epSig is the endorsing peer’s signature on tran-proposal
Else, in case the endorsing logic refuses to endorse the transaction, an endorser may

send a message (TRANSACTION-INVALID, tid, REJECTED) to the submitting
client. Notice that an endorser does not change its World state in this step, the updates
produced by transaction simulation in the context of endorsement do not affect the
World state!

3.3.5 Each Endorsing Peer Sends the Answer to the Proposed
Transaction to the Application Client
Each Endorsing peer sends his reaction independent of the other endorsing peers to the
proposed transaction, to the submitting Client Application. His reaction contains the
original proposed transaction and the Read Write set (in case of an update transaction)
and as well the fact that the Endorser has decided to endorse the proposed transaction.
(See Fig. 4). When the Client application receives the responses of the endorsers, it
collects them until it has obtained sufficient endorsements according to the Endorsing
policy (hence knowledge must be obtainable by the Client application from a peer) (see
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Fig. 4). The submitting client waits until it receives “enough” messages and signatures
on (TRANSACTION-ENDORSED, tid, *, *) statements to conclude that the
transaction proposal is endorsed. The exact number of “enough” depend on the
endorsement policy. If the endorsement policy is satisfied, the transaction has been
endorsed; note that it is not yet committed. The collection of signed

TRANSACTION-ENDORSED messages from endorsing peers which establish that

a transaction is endorsed is called an endorsement and denoted by endorsement . If the
submitting client does not manage to collect an endorsement for a transaction proposal,
it abandons this transaction with an option to retry later.

4 Conclusion

In this paper we have analyzed the endorsing stage in the hyperledger fabric user
transaction cycle using essential parts of FBM, namely using concrete examples
expressed as facts. We have illustrated each step in the endorsement phase of the
transaction life cycle with a concrete example of transaction based on the car owner
case.
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Abstract. Processes describe consecutive activities that must be performed by
different parties in order to provide products or services. These processes use a
common data model from which facts can be requested, inserted to, changed in
or deleted from. This in order to realise the requested services or products. The
organizational unit DPGB of the Dutch SVB is partly responsible for the exe-
cution of the processes that provide the services regarding personal care budgets,
i.e. the PGB-domain. The complete PGB-domain is being described, from the
data model including all applicable rules and concept definitions, to the pro-
cesses and the services. These descriptions are done implementation indepen-
dent, among others by detaching processes from any means of communication
(internet, phone, paper) and by detaching from implementation locations within
the PGB-domain. A global conceptual model is developed for the complete
PGB-domain and divided into local conceptual models depending on the chosen
implementation locations, which also provides insight in the communication
structure between the chosen implementation locations.

Keywords: Fact-based modelling � Process modelling �
Global and local conceptual data models

1 Introduction

The organizational unit DPGB of the Dutch SVB is, together with other parties,
responsible for the execution and maintenance of the process of the so-called PGB-
domain, in order to perform the requested services in a correct and timely manner to the
involved stakeholders. One of the challenges faced by the DPGB is that the services
regarding the personal care budget are delivered by a large number of processes by
different stakeholders that not all have the exact same or common understanding of
these processes and the elements they consist of. I.e. the different stakeholders don’t
have a common understanding of the concepts, fact types, rules and data the processes
are based or build upon. The DPGB therefore decided to start using fact-based mod-
elling and more specific the cogNIAM methodology in order to fully describe the
complete PGB-domain and by doing so achieve a common understanding between the
different stakeholders. The first goal or ambition is to achieve this common under-
standing within the DPGB itself.

The cogNIAM methodology describes a domain in a complete, consistent and fully
integrated way, as is depicted in the so-called “Knowledge molecule” of Fig. 1.
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The knowledge molecule of Fig. 1 indicates that by using the cogNIAM
methodology processes, data and rules are described in a fully integrated way with the
applicable semantics, i.e. the common understanding placed at the center of all this.

In the following chapter we first introduce fact base modelling as is provided by
cogNIAM. In Sect. 3 is discussed how cogNIAM and the use of global and local
modelling can help keeping process clearer, i.e. less implementation dependent.

2 Fact-Based Modelling (FBM) – cogNIAM

Fact-based modelling or cogNIAM is a modelling methodology for modelling infor-
mation at a conceptual level. Conceptual is to be understood as completely independent
of any software implementation technology; that is, the concepts used and means of
expression do not refer in any way to a possible implementation strategy like e.g.
relational, object-oriented or hierarchical. The methodology applies formal modeling
based on logic and controlled natural language. The resulting conceptual model cap-
tures the semantics of the relevant domain of interest by means of fact types (kind of
facts), together with the associated concept definitions – the terms and definitions, the
communication patterns as well as the rules applying to these fact types – the system
requirements related to the information model.

One of the distinguishing factors of fact-based modeling (compared to other
modeling notations) is the fact that validation and testing is integrated in every step of
the conceptual modeling process associated to the system requirements production.
That is, all intermediate results are validated with the stakeholders before any imple-
mentation activity starts. This validation is performed by the use of concrete examples
of fact type populations and associated verbalizations in a notation and language a
stakeholder is familiar with.

Fig. 1. Knowledge molecule.
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2.1 The Knowledge Triangle

The knowledge triangle is a three-level knowledge framework that over the years has
proven to be very productive for developing fact-based conceptual models. It can be
considered as an additional stratification of knowledge categories in which logical
reasoning is applied. The knowledge triangle is also a visual aid in the development of
fact-based conceptual modelling. The knowledge triangle is depicted in Fig. 2.

Level I: The Ground Facts or Assertions
The assumption of fact-based modelling methodologies is that the most concrete level
in any structured knowledge description or business communication consists of ground
facts. It is observed that these comprise the vast majority in business, engineering or
technical communication.

A ground fact is defined as “a proposition taken to be true by a relevant commu-
nity” and is expressed as an assertion that either simply predicates over individual
objects or simply asserts the existence of an individual object. Examples are: “The
healthcare agreement between budget keeper ABC and healthcare specialist 123 started
on the 12th of March 2018”, “Declaration D212 of budget keeper ABC represents a
total value of 234,87 euro” and “Provider Utrecht is a municipality”.

Ground facts, expressed by means of sentences, describe factual, planned or
imagined situations, in the past, current time or future; they do not prescribe any
grammar aspect.

Level II: The Semantic Grammar of the Domain
Level II of the knowledge triangle consists of the domain specific conceptual model. It
consists of knowledge categories to which the ground facts of level I must adhere as
well as concept definitions to understand the ground facts; it could be said it provides
interpretation semantics. In other words, level II specifies the rules that govern the
ground facts at level I and defines the concept definitions of the terms used in the facts,
so there can be no doubt they could be misunderstood. Moreover, the usage of ground
facts is also described at this level. Level II is expressed by means of a series of
knowledge categories, namely:

Fig. 2. Knowledge triangle.
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1. Concept definitions, which have as function to describe the meaning of every term
or group of terms in the ground facts for which it is assumed that the meaning is not
fully known to the intended audience and common understanding of the meaning is
required. In case the meaning of a term is assumed to be known it is good practice to
state this explicitly in order to avoid any confusion.

2. Fact types, which provide the functionality to define which kinds of ground facts
are considered to be within scope of the system, subject or domain of interest. A fact
type is a populatable construct, generalizing level I ground facts on the basis of
common properties. The boundary (scope) of the system, subject or domain is
determined by its set of fact types.

3. Fact type forms i.e. communication patterns, whereby there is a distinction
between:
a. Fact communication patterns: their function is to act as a communication

mechanism to be used as a template to communicate ground facts in a language
and using terms the subject matter expert is familiar with. A fact communication
pattern is a template whereby the placeholders (denoted by angle brackets can be
instantiated by ground level fact values. A fact communication pattern associ-
ated with one of the example above would be: “Declaration <Declaration
Id> of budget keeper <Budget keeper Id> represents a total value of <Total
value>”.

b. Rule communication patterns, whose function is to act as communication
mechanism for communicating the rules, listed in point 4 below, of the con-
ceptual model. The rule communication pattern associated with the example is:
“[Declaration] of [Budget keeper] represents [Total value]”. Instantiation
might result in the following rule: “Each [Declaration] of a [Budget keeper]
represents exactly one [Total value]”.

Both types of communication patterns use community-specific terminology.

4. Constraints, also known as “integrity rules” or “validation rules”, have as function
to restrict the set of ground facts and the transitions between the permitted sets of
ground facts to those that are considered useful. In other words, integrity rules have
the function to restrict populations as well as transitions between populations to
useful ones.

5. Derivation rules¸ which are used to derive or calculate new information i.e. ground
facts on the basis of existing information. That is, derivation rules describe how to
derive new ground facts on the basis of existing ground facts.

6. Behavioral (business) rules, which have as function to move ground facts from the
domain under consideration into the administration of that domain and vice versa,
or to remove ground facts from the administration. In other words, they specify how
ground facts are added and/or removed from the system such that the system stays
in sync with the communication about the outside world.

7. Events i.e. event rules, which specify when to update the set of ground facts by a
derivation rule or behavioral rule. That is, an event specifies under which circum-
stances the set of facts at level I of the knowledge triangle is updated.
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The combination of derivation rules, behavioral rules and event rules constitute the
process descriptions within the domain specific conceptual model. I.e. they specify
when which operations have to be performed by whom, in order to deliver the
requested services or products to the relevant stakeholders.

Level III: The Generic Component of the Knowledge Triangle
The third level of the knowledge triangle, the generic component, independent of any
specific domain, consists of the knowledge categories to which each conceptual model
at level II must adhere. In other words, Level III of the knowledge triangle consists of
the generic conceptual model, expressed in the same knowledge categories as any
domain-specific conceptual model. Each element in the generic component of the
knowledge triangle or the generic conceptual model is independent of any specific part
of the domain or system. Interestingly enough, the generic conceptual model is a
population of itself.

3 Conceptual Data Model as a Common Basis for Processes

As mentioned in the previous chapter the cogNIAM methodology provides a
methodology for modelling at conceptual level, i.e. implementation independent
modelling. The cogNIAM methodology furthermore distinguishes between a structural

Fig. 3. Conceptual data model as a basis for processes.
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and a structuring part in conceptual modelling. The structural part of the methodology
specifies all the concepts definitions, fact types, fact type forms and constraints that are
of interest to a domain, also called the data (model) perspective. The structuring part of
the methodology specifies how and when the different concepts of a domain are used
and/or created and by whom, i.e. the derivation rules, behavioral rules and event rules.
This is also called the process perspective and is used to specify the processes within a
domain. Figure 3 indicates that a (global) conceptual model of domain, for instance the
PGB-domain, consist of one common (global) conceptual data model that is the basis
for all processes that deliver the different services in that domain. This because all these
processes insert, read, update and delete facts described by the common conceptual
data model in order to deliver their services.

In data modelling it is common to distinguish the following levels of modelling:
conceptual, logical and physical as illustrated by Fig. 4.

In general these three levels of data modelling describe the following:

1. The conceptual data model describes the semantics of the data relevant to the
domain, independently of any possible means of implementation.

2. The logical data model anticipates the implementation of the data model on a
specific computing system. That is, the content of the logical data model is adjusted
to achieve certain practical efficiencies in comparison with the conceptual data
model.

3. The physical data model, which represents the domain taking into account the
facilities and restrictions that are part of a given (storage) system.

In process modelling a similar distinction is not common but would have great
benefit because the initial focus of process modelling could be on what should be done
in order to deliver the required service and not on how this should be performed. Two
main issues are of interest in order to establish such similar distinction, being:

Fig. 4. Levels of modelling.
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1. make use of one common conceptual data model on which the processes are
described.

2. detach processes from means of communication.

3.1 Use of One Common Conceptual Data Model

In Fig. 3 it is shown that the PGB-domain makes use of one common conceptual data
model i.e. one global conceptual data model, while within the PGB-domain at least the
following sub or local domains could be distinguished that could have their own local
conceptual data model:

1. The provider domain, where providers provide personal care budgets to people in
need of health care, that want to arrange their own health care.

2. The so-called Z-domain, i.e. the health care (‘Zorg’) domain. This domain describes
all arrangements needed in order to support people with a personal care budget that
arrange their own health care.

3. The so-called F-domain, i.e. the financial domain. This domain describes all the
financial consequences of what is performed in the Z-domain.

Figure 5 shows that the global conceptual data model for the PGB-domain also
contains the provider, Z and F domain, i.e. also consists of the concept definitions, fact
types, communication patterns and constraints of the conceptual data models for these
(local) domains. Figure 5 also indicates that some elements of the global conceptual
data model are part of more than one local domain, i.e. these domains overlap.

Making use of one common or global data model of which the different local
conceptual data models are part, provides the possibility to develop and describe the
different processes on top of this (one) global conceptual and therefore not being
concerned about the eventually needed communication at first. This makes the initial
development and description of processes less complex and clearer.

Fig. 5. Global and local conceptual data models.
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Figure 6 illustrates the consequences of abstracting the local conceptual data
models from the global conceptual for implementing the local domain in different i.e.
separate locations.

Figure 6 illustrates that by abstracting the local domain from the global conceptual
data model each local domain gets its own local conceptual data model, that should
remain linked to the global conceptual data model since the global conceptual data
model is the central description of the complete domain. I.e. changes are only to be
committed to the global conceptual data model and from there persevered to the
relevant local conceptual data model and their underlying logical data model, physical
data model and implementation.

Figure 6 furthermore illustrates that not only local domains get their own (local)
conceptual data model but overlapping parts of the local domains within the global
conceptual data model also get their own local or exchange conceptual data model.
This because these overlapping parts contain or describe (in a conceptual way) the
information that needs to be exchanged between the different domains. I.e. these
overlapping parts determine the structure, meaning and rules of messages to be
exchanged between the different local or sub domains.

The abstraction of local domains also results in a delta to process descriptions on
top of the global conceptual data model, for instance for indicating when messages are
to be send and when should be reacted to incoming messages.

Fig. 6. Abstraction of local domains.
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3.2 Detaching Processes from Means of Communication

Within the PGB-domain a budget keeper declares the costs of his health care in order to
deduct these costs from his health care budget, which is managed by the DPGB, in
order to pay his health care professional. The budget keeper has the possibility to
submit these declarations on paper or via portal on the internet. In case the healthcare
budget of the budget keeper is not sufficient to pay his declaration, he has the
opportunity to submit a deposit to his health care budget so that his healthcare pro-
fessional can be payed despite of his insufficient healthcare budget. The budget keeper
can make this deposit directly via the internet (Ideal) or via a separate transition via his
bank. I.e. the budget keeper has can choose how he submits his declaration and how he
makes a deposit in case he has an insufficient budget, while what he actually does
(submitting a declaration or making a deposit) is exactly the same.

Detaching from means of communication or how actions are performed provides
means for modelling processes at conceptual level similar to modelling data at con-
ceptual level. This since choosing a means of communication can be considered as an
implementation issue and conceptual modelling is considered to be implementation
independent. Developing a logical process model and consequently a physical process
model would therefore mean adjusting or adding elements to the conceptual process
model to provide means for the chosen means of communication.

4 Conclusions

In this paper it is stated that the initial focus of process modelling should be on what is
to be done in order to provide a certain service to stakeholder, instead on how it is to be
done. I.e. process modelling should be done at conceptual level first without focus on
the implementation of the process. This can be realized by making use of one common
conceptual data model on which the processes are described and by detaching pro-
cesses from means of communication. The first makes it possible to abstract from
communications between sub or local domains and there implementations, while the
second makes it possible to abstract from the implementation of the processes. All this
makes it possible to focus on what has to performed in order to realize a service.
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Abstract. Although many organisations switch to agile methods for achieving
desired changes, reality is that in spite of all efforts certain areas are not orga-
nized for agile. In particular changes in organisation and processes are by
structure more fit for a waterfall approach. Unless of course this structure is also
improved. By default, an organisation maintains an organisation diagram, a
process diagram, a data model, and sometimes rules and definitions, without
integration. A user story would focus on changing one of these elements. The
idea of agile however is that a user story leads to an MVP (Minimal Viable
Product), delivered in just 1 sprint of a few weeks. An MVP must be a product
that is ready for use, i.e. by software developers and in this case consists of an
integrated set of organisational, process, and data models, with the rules and
definitions, that precisely match the user story.

Keywords: Fact-based modelling � Agile � Scrum � MVP � User story �
Integration � Modelling

1 Introduction

Agile project management [1] emerged in the field of information systems development
in the nineties of last century and became a popular method of project management. To
date over 30 project management methods are considered to be agile. One of the most
used agile methods is agile scrum [2]. In this paper we will concentrate on agile scrum.

Agile scrum comes with a number of artefacts: Organizational (like Program, Tribe,
Scrum team, Product Owner, Scrum Master, Team member), Meetings (like Daily
stand up, Sprint planning, Retrospective, Demo, Refinement, Brown paper sessions,
Storytelling), Goalsetting (like Saga, Epic, Feature, User story, Task) and periods
(Program duration, Quarter, Sprint). Not all artefacts are always in use. A program will
only be set up for large and complex products to be delivered. In this paper we will
concentrate on the artefacts that play a role in every agile scrum approach.

Developing and implementing software is more than just coding new functionali-
ties. It often comes with changes to the user organization, it may affect customers and
suppliers, it requires helpdesk to update its knowledge and documentation, and much
more. In old school development large documents were written trying to fulfill all the
needs for the whole system in sequential runs, like “requirements”, “global design”,
“detailed design”, “input and output descriptions”, “process model” and “data model”.
And after the long period of writing these documents were given to the developers for
coding. Leading to problems like: “Requirements are not valid any more”,
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“Inconsistence between the documents” or “The authors of the documents have left the
organization”. Months or years after the project start date the first tangible products are
being created and tested.

In agile scrum the approach is to start delivering usable products as soon as pos-
sible. So soon as there is a requirement, specific enough, a scrum team can start
delivering tangible products that soon can be validated, tested and accepted. However,
in the end an organization wants its products to be used in the appropriate way and
supported by the helpdesk. To manage that the use of Fact-based modelling is required.

The organizational unit DPGB of the Dutch SVB is, together with other parties,
responsible for the execution and maintenance of the process of the so-called PGB-
domain in order to perform the requested services in a correct and timely manner to the
involved stakeholder. One of the challenges faced by the DPGB is that the services
regarding the personal care budget are delivered by a large number of processes by
different stakeholders that not all have the exact same or common understanding of
these processes and the elements they consist of. I.e. the different stakeholders don’t
have a real common understanding of the concepts, fact types, rules and data the
processes are based or build upon.

The Dutch SVB (Social Security Bank) adopted agile scrum as the sole project
management approach. The DPGB therefore decided to start using fact-based mod-
elling and more specific the cogNIAM methodology in order to fully describe the
complete PGB-domain and by doing so achieve a common understanding between the
different stakeholders.

The cogNIAM methodology describes a domain in a complete, consistent and fully
integrated way, as is depicted in the so-called “Knowledge molecule” of Fig. 1.

The knowledge molecule of Fig. 1 indicates by using the cogNIAM methodology
processes, data and rules are described in a fully integrated way with the applicable
semantics, i.e. the common understanding placed at the center of all this.

Fig. 1. Knowledge molecule.

Agile Needs FBM 127



In the following chapter we first introduce the core of agile scrum project man-
agement. In Sect. 3 we introduce fact base modelling as in cogNIAM is provided. In
Sect. 4 is discussed how cogNIAM improves the results of agile scrum projects in the
PGB domain.

2 Agile Scrum

There are many possible implementations of agile scrum, depending on the scale of the
project, complexity of the desired products, deadlines, and so on. However, the core of
agile scrum is always present. This core consists of user stories, that deliver minimal
viable products, executed by the members of a scrum team, led by a scrum master.
Finally, it is the product owner (PO) that decides which user stories are accepted to be
executed, and who prioritizes the user stories.

For agile scrum to be a success, full understanding of user stories is mandatory.
User stories can emerge from many sources. From incidents, problems, requests and
changes, to user stories that are part of a larger goal like a feature, epic or even saga.
User stories are put on a backlog (to do list), were the PO decides whether a user story
is accepted. Rejected user stories will be removed from the backlog. Accepted user
stories need to be refined, which means that the requirement in the user story, as well as
the acceptance criteria are so clear that a scrum team can start working on it without
losing time trying to figure out what should be delivered. Additional information like
who the domain experts are or were underlying documents can be found is also
required. A well refined user story is called “ready for sprint” and can be prioritized by
the PO.

A sprint is a period of time between 1 to 4 weeks. Depending on the type of the user
stories a scrum team usually processes, the team chooses the sprint duration. A user
story must fit into 1 sprint. If a scrum team pulls a user story into a certain sprint, the
team accepts the responsibility to fully deliver the desired product of the user story and
meet the acceptance criteria in that sprint.

The desired product of a user story is described in the requirement or description of
the user story. It contains the target audience (who will use the product), the description
of the product itself in the simplest yet usable form (minimal viable product (MVP))
and what the benefit of the MVP is. Typical a user story requirement will be stated as
follows: “As a [budget keeper of a PGB (target audience)] I want to [use 2 phase
authentication (MVP)] so that I [am sure that nobody else can use my budget (benefit)].
Further elaboration on the MVP or sources of information may be necessary before the
user story is ready for sprint.

The acceptance criteria are a list of checks that must be successfully performed. As
each user story requires delivery of a ready to use MVP, it must be validated, tested and
finally accepted by the party that inserted the user story.
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3 Fact-Based Modelling (FBM) - CogNIAM

Fact-based modelling or cogNIAM is a modelling methodology for modelling infor-
mation at a conceptual level. Conceptual is to be understood as completely independent
of any software implementation technology; that is, the concepts used and means of
expression do not refer in any way to a possible implementation strategy like e.g.
relational, object-oriented or hierarchical. The methodology applies formal modeling
based on logic and controlled natural language. The resulting conceptual model cap-
tures the semantics of the relevant domain of interest by means of fact types (kind of
facts), together with the associated concept definitions – the terms and definitions, the
communication patterns as well as the rules applying to these fact types – the system
requirements related to the information model.

One of the distinguishing factors of fact-based modeling (compared to other
modeling methodologies) is the fact that validation and testing is integrated in every
step of the conceptual modeling process associated to the system requirements pro-
duction. That is, all intermediate results are validated with the stakeholders before any
implementation activity starts. This validation is performed by the use of concrete
examples of fact type populations and associated verbalizations in a notation and
language the stakeholder is familiar with.

3.1 The Knowledge Triangle

The knowledge triangle is a three-level knowledge framework that over the years has
proven to be very productive for developing fact-based conceptual models. It can be
considered as an additional stratification of knowledge categories in which logical
reasoning is applied. The knowledge triangle is also a visual aid in the development of
fact-based conceptual modelling. The knowledge triangle is depicted in Fig. 2.

Level I: The Ground Facts or Assertions
The assumption of fact-based modelling methodologies is that the most concrete level
in any structured knowledge description or business communication consists of ground
facts. It is observed that these comprise the vast majority in business, engineering or
technical communication.

Fig. 2. Knowledge triangle.
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A ground fact is defined as “a proposition taken to be true by a relevant commu-
nity” and is expressed as an assertion that either simply predicates over individual
objects or simply asserts the existence of an individual object. Examples are: “The
healthcare agreement between budget keeper ABC and healthcare specialist 123 started
on the 12th of March 2018”, “Declaration D212 of budget keeper ABC represents a
total value of 234,87 euro” and “Provider Utrecht is a municipality”.

Ground facts, expressed by means of sentences, describe factual, planned or
imagined situations, in the past, current time or future; they do not prescribe any
grammar aspect.

Level II: The Semantic Grammar of the Domain
Level II of the knowledge triangle consists of the domain specific conceptual model. It
consists of knowledge categories to which the ground facts of level I must adhere as
well as concept definitions to understand the ground facts; it could be said it provides
interpretation semantics. In other words, level II specifies the rules that govern the
ground facts at level I and defines the concept definitions of the terms used in the facts,
so there can be no doubt they could be misunderstood. Moreover, the usage of ground
facts is also described at this level. Level II is expressed by means of a series of
knowledge categories, namely:

1. Concept definitions, which have as function to describe the meaning of every term
or group of terms in the ground facts for which it is assumed that the meaning is not
fully known to the intended audience and common understanding of the meaning is
required. In case the meaning of a term is assumed to be known it is good practice to
state this explicitly in order to avoid any confusion.

2. Fact types, which provide the functionality to define which kinds of ground facts
are considered to be within scope of the system, subject or domain of interest. A fact
type is a populatable construct, generalizing level I ground facts on the basis of
common properties. The boundary (scope) of the system, subject or domain is
determined by its set of fact types.

3. Fact type forms i.e. communication patterns, whereby there is a distinction
between:
(a) Fact communication patterns: their function is to act as a communication

mechanism to be used as a template to communicate ground facts in a language
and using terms the subject matter expert is familiar with. A fact communi-
cation pattern is a template whereby the placeholders (denoted by angle
brackets can be instantiated by ground level fact values. A fact communication
pattern associated with one of the examples above would be: “Declara-
tion <Declaration Id> of budget keeper <Budget keeper Id> represents a total
value of <Total value>”.

(b) Rule communication patterns, whose function is to act as communication
mechanism for communicating the rules, listed in point 4 below, of the con-
ceptual model. The rule communication pattern associated with the example is:
“[Declaration] of [Budget keeper] represents [Total value]”. Instantiation
might result in the following rule: “Each [Declaration] of a [Budget keeper]
represents exactly one [Total value]”.

Both types of communication patterns use community-specific terminology.
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4. Constraints, also known as “integrity rules” or “validation rules”, have as function
to restrict the set of ground facts and the transitions between the permitted sets of
ground facts to those that are considered useful. In other words, integrity rules have
the function to restrict populations as well as transitions between populations to
useful ones.

5. Derivation rules¸ which are used to derive or calculate new information i.e. ground
facts on the basis of existing information. That is, derivation rules describe how to
derive new ground facts on the basis of existing ground facts.

6. Behavioral (business) rules, which have as function to move ground facts from the
domain under consideration into the administration of that domain and vice versa,
or to remove ground facts from the administration. In other words, they specify how
ground facts are added and/or removed from the system such that the system stays
in sync with the communication about the outside world.

7. Events i.e. event rules, which specify when to update the set of ground facts by a
derivation rule or behavioral rule. That is, an event specifies under which circum-
stances the set of facts at level I of the knowledge triangle is updated.

The combination of derivation rules, behavioral rules and event rules constitute the
process descriptions within the domain specific conceptual model. I.e. they specify
when which operations to have to be performed by whom in order to deliver the
requested services or products to the relevant stakeholders.

Level III: The Generic Component of the Knowledge Triangle
The third level of the knowledge triangle, the generic component, independent of any
specific domain, consists of the knowledge categories to which each conceptual model
of level II must adhere. In other words, Level III of the knowledge triangle consists of
the generic conceptual model, expressed in the same knowledge categories as any
domain-specific conceptual model. Each element in the generic component of the
knowledge triangle or the generic conceptual model is independent of any specific part
of the domain or system. Interestingly enough, the generic conceptual model is a
population of itself.

The cogNIAM methodology furthermore distinguishes between a structural and a
structuring part in conceptual modelling. The structural part of the methodology
specifies all the concepts definitions, fact types, fact type forms and constraints that are
of interest to a domain method, also called the data (model) perspective. The struc-
turing part of the methodology specifies how and when the different concepts of a
domain are used and/or created and by whom, i.e. the derivation rules, behavioral rules
and event rules. This is also called the process perspective and is used to specify the
processes with a domain.

In data modelling it is common to distinguish the following levels of modelling:
conceptual, logical and physical as illustrated by Fig. 3.

These three levels of data modelling describe the following:

1. The conceptual data model describes the semantics of the data relevant to the
domain, independently of any possible means of implementation.

2. The logical data model anticipates the implementation of the data model on a
specific computing system. That is, the content of the logical data model is adjusted
to achieve certain practical efficiencies in comparison with the conceptual data
model.
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3. The physical data model, which represents the domain taking into account the
facilities and restrictions that are part of a given storage system.

In process modelling a similar distinction is not common but would have great
benefit because the initial focus of process modelling could be on what should be done
in order to deliver the required service and not on how this should be performed.

4 How FBM Supports Agile Scrum in the PGB Domain

PGB is a structure by which people who need certain health care can hire health care
specialists and have them paid out of their personal health care budget (PGB). Key
players are the budget keepers (those who were granted the budget for care they need),
health care professionals, the budget suppliers (health insurance companies, health
agencies and municipalities) and the SVB, responsible for paying health care profes-
sionals out of the personal budgets, financial management and fraud prevention.

The PGB structure is complex, with 4 underlying national health laws, and laws
concerning working hours, minimum wages and contracting. The SVB has grown to be
the knowledge center for whole PGB domain. There are over 40 software developing
companies maintaining systems for budget suppliers and organizations of health care
professionals who depend on the SVB for information on changes in laws and regu-
lations, which come frequently.

Fig. 3. Levels of modeling.
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The SVB has set up one global conceptual data model, integrated with the process
model, semantics and rules for the whole PGB-domain. It consists of the complete set
of knowledge modules (Fig. 1) through which can be navigated from task to data item,
from fact type to rule, from concept definition to source. From each element is recorded
why it is recorded (like the Juvenile Care Act) and for which sub domain it is valid. The
following sub domains are recognized:

1. The provider domain, where providers provide personal care budgets to people in
need of health care that want to arrange their own health care.

2. The so-called Z-domain, i.e. the health care (‘Zorg’) domain. This domain describes
all arrangements needed to support people with a personal care budget that arrange
their own health care.

3. The so-called F-domain, i.e. the financial domain. This domain describes all the
financial consequences of what is performed in the Z-domain.

Figure 4 shows that the global conceptual data model for the PGB-domain also
contains the provider, Z and F domain, i.e. also consists of the concept definitions, fact
types, communication patterns and constraints of the conceptual data models for these
domains. Figure 4 also indicates that some elements of the global conceptual data
model are part of more than one local domain, i.e. these domains overlap.

Making use of one common or global data model of which the different local
conceptual data models are part, provides the possibility to develop, describe and
integrate the different processes on top of this global conceptual model and therefore
not being concerned about the eventually needed communication at first. This makes
the initial development and description of processes less complex and clearer.

Fig. 4. Global and local conceptual data models.
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Each software developer is active in 1 sub domain, although that is a coincidence.
They need information concerning their sub domain as well of the interfaces with other
sub domains. The interfaces are standardized messages that every system has to sup-
port. For these messages the appropriate knowledge molecules are also available.

The SVB delivers the models on a conceptual level (independent of the imple-
mentation strategy) as well as the guidelines to convert the data models to the most
popular logical levels, being relational and object-oriented.

The software suppliers are responsible for translating the conceptual or logical
models into physical models and source code, so that their systems work as required.

The conceptual integrated model is also available for helpdesks from budget pro-
viders, health care organizations and the SVB itself to help budget keepers and health
care professionals with problems or questions concerning the PGB or using one of
portals.

Other parties using the conceptual models are the regulators and communication
experts.

5 Conclusions

In this paper we showed that organizations that wish to use agile project management
methods for major changes in services, production and or organizational structure, can
benefit from fact-based modelling. User stories no longer need to deliver slices of
waterfall results like a functional or global design but can be set up to deliver one or
more knowledge molecules, ready for use by developers or other professionals.
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Abstract. The agile way of working is often abbreviated to the principle:
“working software over comprehensive documentation”, which is interpreted as
“not need for documentation at all”. Looking carefully at the Agile manifesto,
one also discovers the principle “continuous attention to technical excellence
and good design enhances agility”. In this paper, we will cover the Agile
principles and values mentioned in this manifesto and demonstrate how well
fact-based modelling fits these principles and values.

Keywords: Fact-based model � Agile � Agile manifesto

1 Introduction

Agile represents a group of software engineering methodologies which aim to deliver
increased productivity, quality and project success rate in software development project
when compared to more traditional methodologies. Methodologies that belong to the
group are, amongst others, SCRUM [1], XP [2] and Crystal [3].

In [4] the following is stated: “What is new about agile methods is not the practices
they use, but their recognition of people as the primary drivers of project success,
coupled with an intense focus on effectiveness and manoeuvrability”. That is, agile
methods are highly people-oriented with focus to adaptivity.

Adaptability is also a key difference between the more traditional methodologies
like waterfall and agile methodologies: in an agile methodology, if any major change is
required, the work is not “frozen”. Instead, the team determines how to handle the
changes that occur throughout the project. This in contrast to more traditional
methodologies where product requirements are frozen and a predictive approach is
taken in terms of planning and deliverables. Traditional methodologies are therefore
often referred to as “heavyweight methodologies” as they do not facilitate for change.

1.1 Agile Methods Are People-Oriented

All agile methodologies place emphasis on the social aspects of software development.
The people (customers, developers, stakeholders, end users) are considered to be the
most important factor for success. In [5] it is stated that the most important implication
for managers working in the agile manner is that emphasize is to be given on people
factors in a project: amicability, talent, skill and communication.
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Close collaboration, with customer feedback on a regular and frequent basis is
considered essential. As stated in [6]: “Agile teams cannot exist with occasional
communication. They need continuous access to business expertise”.

1.2 Agile Methods Are Adaptive

Agile teams are not afraid of change: changes are allowed all stages of the project and
are considered to be a good thing since changes in requirements means that the team
has learned more about what it is required.

The agile methods are thereby more adaptive than predictive, whereby the chal-
lenge is not to stop the change but to handle the change in a cost-effectively manner [4].
This has also an effect on the planning strategy used, namely: only detailed plans for
the next few weeks, very rough plans for the next few months and extremely crude
plans beyond that [7].

According to Fowler [6], being adaptive and people-oriented is the essence of any
agile methodology. Adaptive entails not that no plans are made: agile plans a baseline
that is used to control change. People-oriented does not mean that there are no pro-
cesses in place, but means that processes and tools are only needed to enhance the
team’s effectiveness.

1.3 Fact-Based Modeling

Fact-based modeling is a methodology for modelling the semantics of a subject area. It
is a semantically-rich conceptual approach based on logic and controlled natural lan-
guage. The result of applying the methodology is a fact-based conceptual data model
that captures the semantics of the domain by means of fact types, which are attribute-
free structures.

Fact-based modelling relies heavily on interaction with the domain experts as the
guiding principles of fact-based modelling are the use of concrete examples, as pro-
vided by the domain expert, to determine the fact types. Moreover, fact-based mod-
elling relies heavily on communication as the results are expressed in controlled natural
language.

A fact-based conceptual model specifies the semantics of the information relevant
to the domain: it defines the data of significance to the end-users, including its char-
acteristics, the relationships between the data, the meaning of the data and the rules that
apply. It is described implementation-independent and can be the basis for deriving
logical and physical data models [8].

Fact-based modeling is a conceptual modelling methodology, meaning that the
resulting model is free of any implementation-bias. As described in [9], for correctness,
clarity and adaptability, information systems are best specified first at the conceptual
level using concepts and language that people can readily understood.

In the remainder of this paper, we will focus on the values and principles of the
agile movement and relate these to the fact-based modeling methodology as to
demonstrate that fact-based modeling and the Agile movement are a match made in
heaven.
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2 The Manifesto for Agile Software Development: Its Values

The Agile Manifesto was written in 2001 by 17 independent developers with different
backgrounds. Although these developers disagreed on much, they were able to come to
an agreement on four values and twelve principles which form the foundation of the
Agile movement.

The manifesto for Agile Software Development states the following: “We are
uncovering better ways of developing software by doing it and helping others do it.
Through this work we have come to value:

Individuals and interactions over processes and tools
Working software over comprehensive documentation
Customer collaboration over contract negotiation
Responding to change over following a plan
That is, while there is value in the items on the right, we value the items on the left

more” [10].

2.1 The Value: Individual and Interaction over Processes and Tools

The first value entails the recognition of people as the primary drivers for project
success. Emphasis is to be placed on teamwork and communication. That is, com-
munication is a prerequisite for successful application of an agile method. Hereby,
communication is not limited to communication between the developers, but also the
communication between the end-users and developers.

Communication is also the central principle for fact-based modeling. In particular,
the fact-based modeling methodology adheres to the Helsinki principle [12]: “Any
meaningful exchange of utterances depends upon the prior existence of an agreed set
of semantic and syntactic rules. The recipients of the utterances must use only these
rules to interpret the received utterances, it is to mean the same as that which was
meant by the utterer”.

In other words, the fact-based modelling methodology relies heavily on commu-
nication to achieve its goal.

2.2 The Value: Working Software over Comprehensive Documentation

The second value is based on the idea that agile teams always take the simplest path
that is consistent with their goals. The reason for simplicity is so that it is easy to
change the design and application on a later date. That is, the developers are urged to
keep the code simple and straightforward such that there is no need for extensive
documentation. As described in [11]: “the larger the amount of documentation
becomes, the more effort is needed to find the required information, and the more effort
is needed to keep the information up to date”.

Fact-based modeling is a model-driven approach to system development. Model-
Based Systems Engineering is defined as: “the formalized application of modelling to
support system requirements, design, analysis, verification and validation activities,
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beginning in the conceptual design phase and continuing throughout development and
later lifecycle phases.” [13]. In [8], it is explained how a conceptual model developed
using fact-based model can form the basis for logical and physical models, and illus-
trated with a concrete example in [15]. In [14], a concrete example of the model-driven
approach is given. As demonstrated in that paper, the conceptual model, its underlying
structure and the rules associated are the basis for both development of the application
repository as well as the definition of the user interface.

A fact-based model is not only the application, it is also at the same time the
documentation of the application, since a fact-based model complies to the ISO-100%
principle which reads [12]: “All relevant general static and dynamic aspects, i.e. all
rules, laws, etc., of the universe of discourse should be described in the conceptual
schema. The information system cannot be held responsible for not meeting those
described elsewhere, including in particular those in application programs”. As such,
fact-based modeling aids in taking away the extensive documentation burden.

2.3 The Third Value: Customer Collaboration over Contract Negotiation

Customer collaboration is valued over extensive contract negotiations, meaning that
more value is attached to the continuous collaboration of the customer throughout the
complete development of the software.

One of the most significant barriers to implementing an agile methodology, how-
ever, lies in the inability to establish and maintain close and effective customer col-
laboration [16]. Even when the relationship begins with the best intentions and the
highest expectations on both sides, maintaining the relationship throughout time
becomes a challenge. And this challenge becomes even greater if little to no attention is
placed on documentation (the second value). Little to no documentation implies relying
on memory, which becomes hard as time goes by and things change.

Fact-based modelling aids in establishing and maintaining the customer relation-
ship over time as customer involvement is a prerequisite for the success of the mod-
elling methodology. As depicted in Fig. 1, the fact-based modelling protocol is a step-
wise procedure that requires involvement of the customer in most of its steps.

In particular, the customer is involved in step 2 in determining and/or constructing
together with the modeler the examples that clarify the knowledge identified in the
previous step. In step 3, the examples are validated and complemented by the customer
to come to a complete and formally approved set of concrete examples that can be used
as a formal starting point for the further development of the model. In step 4, the
concrete examples are generalized to the formal fact-based model. This step consists of
several smaller tasks, most of which require involvement of the customer.

In conclusion, since the fact-based modeling protocol relies heavily on the
involvement of the customer, and the customer’s input is required in each step and
documented in the model, close collaboration with the customer is achieved easily and
does not rely on in-memory knowledge only.
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2.4 The Fourth Value: Responding to Change over Following a Plan

As described in the introduction, adaptivity is one of the core elements of the agile
methodology. As work progresses, the understanding of the problem domain and what
is being built changes, and these changes need to be well catered for. As stated in the
introduction: responding to change does not mean that no plans are made. Instead, agile
plans are constructed as a baseline that is used to control change.

Being able to handle change easily is one of the key feature of fact-based modeling.
That is, fact-based modeling is a linear modeling methodology, which means that
whether you create the first element of the model of the 100th element, the way of doing
is always the same. Moreover, fact-based models are semantically stable, with no
design choices that need to be made upfront. With fact types as the building block,
there is no need during the process to take into account upfront the possible effect of
changes that can take place. This in contrast to other analysis/design methods like e.g.
UML, and ERD, where one has to consider upfront whether something must be rep-
resented as an attribute or potentially a class (entity) with a relationship.

The other aspect of fact-based modeling that tailors for change, is that fact-based
modeling gives true focus as facts that do not belong to the subject area do not hamper
the model, as stated through the 100% principle.

3 Conclusions

In this paper, we have demonstrated how fact-based modeling fits the values of the
agile methodology. We could have done the same for each one of the 12 principles of
the Agile methodology. For example, we could have argued that the early validation
principle of fact-based modeling, which consists of validating whether the model is
representative and validating whether the model is correct, is part of the protocol step 3
(see Fig. 1.), is an easy and consistent manner to fulfil principle 1 of the agile manifesto

Fig. 1. The fact-based modelling protocol.
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which reads “our highest priority is to satisfy the customer through early and con-
tinuous delivery of valuable software”. Or, for example, that the fact that fact-based
modeling focusses on atomic fact types in combination with continuous focus is input
for achieving the principle “deliver working software frequently from a couple of
weeks to a couple of months, with a preference to the shorter timescale”.

Fact-based modeling and the agile methodology have in common that they are both
people-oriented and can handle change. We believe that fact-based modeling shows
that documenting does not need to be a burden in software development as the model is
the application and the documentation. Therefore, we consider fact-based modeling as
the fulfilment of principle 9 of the Agile Manifesto: “Continuous attention to technical
excellence and good design enhances agility”.
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Abstract. Increasing expectations of customers, the need for operational effi-
ciency and an increasing amount of regulations to fulfill forces organizations to
create true value out of their data. Creating this true value can only be achieved
if the data is of the correct quality. Ensuring correct quality requires not only
insights in the rules that apply to the data, but also entails ensuring that the
correct meaning is associated with the data. In this paper we demonstrate how a
fact-based model serves as the basis for implementing a data quality program at
Loyalis.

Keywords: Fact-based model � Data quality � DMBok � cogNIAM

1 Introduction

More and more organizations establish data science programs with the aim to create
new insights which might result in new products and competitive advances. At the
same time, organizations start to realize that, in order to create true value out of data,
the data must be of the correct quality since poor data can damage an organization’s
reputation, and have a negative impact on customer satisfaction [1].

The need for data of high quality is also underwritten by regulators. In their
“Guidance Solvency II data quality management by insurers” [2], the DNB (DeNed-
erlandscheBank), explains its expectations with respect to data quality and provides
guidelines to achieve the required level of data quality.

High quality of data is also important to provide the correct service to customers, in
a professional and progressive manner. Moreover, high quality of data is important to
fulfil the customers’ increasing demands about the correctness, availability and privacy
of their data.

High quality of data also aids in achieving a higher performance, in ensuring better,
data driven decision making and aids in faster development of IT systems.

In other words, external as well as internal drivers require organizations to create
value out of their data which in turn requires their data to be of high quality.
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1.1 The Essence of Data Quality

But what does it mean exactly, data quality? As described in [1] the term data quality
has a dual usage as it refers both to the process used to measure or improve the quality
of data as well as to the characteristics associated with high quality of data, whereby
data is of high quality is defined as “the degree in which the data meets the expecta-
tions and needs of data consumers” [1]. Data quality then is an indication that specifies
how well the data fits its intended use.

Knowing whether data meets the expectations and needs of data consumers implies
understanding these expectations and needs. In this paper, we will explain the approach
taking by Loyalis on implementing a data quality program within the organization. In
this approach, the Semantic Loyalis Information Model (SLIM) is the cornerstone for
implementing the program.

1.2 Loyalis’ Motivation for Data Management

Loyalis is an insurance company which offers income insurance solutions for
employers and employees. With approximately 450,000 insured employees working at
approximately 10,000 employers, Loyalis has a stable group of customers. As an
insurance organization, Loyalis has to comply to, amongst others, the Solvency II
regulation. The Solvency II regulation includes data requirements which focus on
ensuring that data used in the calculations for the reporting of Solvency II are of the
correct quality.

Increasing customer satisfaction, fulfilling regulatory requirements as well as the
strategy to become a data-driven organization, are the reasons for Loyalis to activate
the data management program.

1.3 Structure of the Paper

In this paper, we will first introduce Loyalis’ ambition level with respect to data quality.
To achieve this ambition, 4 components of data quality and the associated dimensions
that are of relevance for Loyalis are introduced.

Identifying the components and dimensions is one thing, to identify the rules and
requirements that need to be fulfilled is the second part. This is achieved through the
development of the SLIM, which will be explained in Sect. 3. Section 4 then describes
the process that is put in place to enhance data quality. Conclusions and way forward
for Loyalis are described in Sect. 5.

2 Components of Data Quality and Their Dimensions

Data quality programs typically focus on data quality dimensions that apply to data
values (the concrete data that is stored and maintained in systems). Typically, data
quality dimensions like accuracy, usability, timeliness, … are associated with these
data values, [1, 3, 4]. In [5], it is recognized that data quality not only entail the quality
of the concrete data values, but also the quality of the data model and the associated
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representation. At Loyalis, we followed this approach and considered data quality to be
a function consisting of 4 components, namely:

1. the data values: the data as it is stored and maintained in the system,
2. the data representation: the representation of the data in documents, interfaces,

websites,…,
3. the data architecture: the coordination of the data and associated activities

throughout the organization,
4. the data model: the conceptual and logical representation of the data, which is

required for effective communication between data suppliers and data consumers.

For each of these components, several dimensions can be identified.

2.1 The Data Quality Dimensions of Concrete Data Values

As explained in the previous section, data quality is most of the time associated with
the quality of the data values, as stored and maintained within the systems. Typically,
the approach of the DAMA is followed, which defines a list of data quality dimensions
about which there is a general agreement [1].

At Loyalis, we consider the following 6 data quality dimensions for the data values:

1. Accuracy: the extent to which the data is a correct representation of reality.
2. Validity: the extent to which the data falls within the expected range.
3. Completeness: the extent to which the required data is available.
4. Consistency: the extent to which several representation of the same are alike, and no

contradictions appear in the data.
5. Coherency: the extent to which the data is not only consistent but also a coherent

whole.
6. Usability: the extent to which the data fits its definition, is relevant and can be used

in the required situation (Fig. 1).

Fig. 1. Data quality dimensions for data values.
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2.2 The Data Quality Dimensions of Data Representation

When data values are correct but are represented incorrectly to the consumers (and
customers in particular), the quality of the data suffers. Therefore, the following data
quality dimensions are taken into considerations for data representation:

1. Completeness: the extent to which the represented data is a complete picture.
2. Clarity: the extent to which the data can be understood by the stakeholders and

corresponds to its definition.
3. Unambiguity: the extent to which the data is defined such that only one interpre-

tation is possible.
4. Relevancy: the extent to which the data is relevant for the situation at hand.

2.3 The Data Quality Dimensions Related to Data Architecture

Data architecture is responsible for providing an overview of the data needed within the
organization, its availability and the systems in which the data is stored and maintained.
Moreover, data architecture is also about the data flows within the organization.

For data architecture, the following data quality dimensions are identified:

1. Availability: the extent to which the data is available to the user when he needs the
data.

2. Traceability: the extent to which the data can be followed throughout the organi-
zation (the extent to which the data flows are described).

3. Compliancy: the extent to which the data is consistent with the norms and
standards.

4. Up-to-date: the extent to which the data is a representation of the current state
(without lag/delay).

5. Integrated: the extent to which the data from different sources can be integrated to
one whole.

Note that, data architecture is also responsible for the identification of the golden
sources. Identification of these is of relevance to data quality as golden source aid in
containing possible sources of data quality problems.

2.4 The Data Quality Dimensions Related to Data Model

A data model prescribes the structure of the data and, depending on which represen-
tation is used, the rules to which the data must apply. Data models themselves also have
to comply to certain data quality dimensions, namely:

1. Completeness: the extent to which the required data can be captured in the structure
of the model.

2. Conceptually correct: the extent to which the model structures and regulates the
required data.

3. Syntactically correct: the extent to which the model is developed according to the
modelling paradigm used.

4. Coherent: the extent to which the model represents a whole.
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5. Clear: the extent to which the model is understandable for all stakeholders
involved.

To achieve data quality, the different components have to be investigated to ensure
that the quality of the data, and by derivation the quality of the products and services of
the organization are is correct.

3 A Consumer-Driven Approach to Determine DQ Rules

The concept “fit for use” is introduced in [8] to define the quality of a services and
products. and is widely applied in data quality literature as a measure for data quality
[6, 9, 10].

As explained in Sect. 1.1, the quality of data is the degree in which the data meets
the expectations and needs of data consumers [6, 7]. This means that, in order to
measure the quality of data, one needs to ensure that the needs and expectations of the
data consumers are well understood. In [11], it is argued that most studies identify
multiple dimensions of data quality, but none of them empirically collect data quality
attributes from data consumers. In other words, none of them take the viewpoint of the
data consumer (the business user) to determine the rules the data must conform to.

3.1 The Semantic Loyalis Information Model

To get the required insight in the needs and expectations of data consumers, Loyalis
has chosen to create a semantic information model, called SLIM. SLIM aims to be the
trusted source of information for the business concepts, the associated terms and
definitions as well as the relationships between the concepts and the rules that apply to
these business concepts and relations.

The SLIM is a fully integrated model, developed using the cogNIAM methodology,
covering the process, information and rules perspective on the data. That is, the SLIM
consists of the following knowledge categories:

1. Concept definitions, which have as function to describe the meaning of every
business concept or group of business concept in such a manner that no confusion
can exist about the meaning of the business concept.

2. Fact types, which have as function to define the relationships between the business
concepts, and provide the functionality to define which data is in scope for Loyalis.
Fact types are expressed using natural language sentences.

3. Rules, where we distinguish between:
a. Constraints, which are the rules to which the data must comply, and
b. Derivation rules, which are used to derive or calculate new data on the basis of

existing data.
4. Process descriptions, which specify which activities are performed by the different

actors and which data is needed to perform the activities.
5. Work instructions, which specify how the activities are to be executed.
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3.2 Development of the SLIM

The SLIM is developed using the cogNIAM protocol. This means that a stepwise
procedure is used to develop the SLIM. Concretely, we start by collecting all the
relevant documentation. Through using the cogNIAM protocol, we create a first ver-
sion of the SLIM, which is validated by the business user. In most cases, the first
validation is done with the business users responsible for the definition of the data
under consideration. Based on this validation, the model is updated and refined, after
which a second validation takes place. The second validation is not only done with the
business user responsible for the definition of the data, but focusses on validation by
the business users that consume the data. Only after all parties have agreed, the model
is published (Fig. 2).

4 The Data Quality Process

As we consider data quality to be determined largely by the end users (the consumers
of the data), the data quality process relies heavily on the SLIM. In the following figure,
the overall process is depicted (Fig. 3).

Fig. 2. The model cycle.

Fig. 3. The overall process.
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The process starts with a data user to stipulate its data requirements. These data
requirements can be the need for new data, or can take the form of a “finding” in case
the data at hand does not fulfil the requirements.

In both cases, the data modellers start with gathering and analysing the available
documentation to identify the business terms, relations and rules. This documentation
can be product specifications, the website, manuals,…

In case there are inconsistencies between the documentation, ambiguity might arise
or the documentation is not clear or usable in the situation at hand (e.g. out-of-date),
they will register their findings. These findings are presented to the data owners (the
persons responsible for the data) or the data governance board, who will determine
whether actions to improve the quality of the data representation have to be taken.

Once the documentation is filtered, the modeller starts developing the model,
together with the business user (as described in Sect. 3.2). This results in an update or
extension of the SLIM, which is validated by the different stakeholders. Moreover, the
link with the process descriptions and the work instructions are updated and validated
by operations to ensure that they reflect the current way of working.

Once the model is completed updated and validated, the rules identified in the
SLIM are given to the data stewards, who are responsible for executing the rules on the
data to check the compliance of the data to the user requirement. In order to be able to
do so, the mapping of the SLIM concepts and relations to the IT systems has to be take
place. That is, for the data stewards to be able to check the data against the identified
rules, they have to identify in the used systems which column(s) of which table(s)
correspond to the concepts and relations of the SLIM.

The rules are then translated into SQL queries that are to be applied. These SQL
queries are validated by the system owners, after which the data is uploaded and
checked against the rules.

Once the rules are executed on the data, the result is analysed. If the data is not of
the required quality (i.e., the number of erroneous records is high), a root cause analysis
is performed, whereby the data flows are inspected on data manipulation. Where
possible, data improvement actions are identified and transferred to the DevOps teams
that are responsible for the system enhancements.

The results of the process are reported towards the Data Governance Board, and the
DQ dashboard is updated to reflect the changes.

4.1 Matching the Data Quality Dimensions in the Data Quality Process

One of the most important functions of the SLIM is that it regulates the communication
between the stakeholders by clearly defining the concepts and ensuring that an
unambiguous interpretation can be achieved. By achieving this, the data quality
dimensions accuracy and usability of the data values, clarity, unambiguity and rele-
vancy of esc.

The SLIM serves as a spider in the web. It is the single source of definition for the
business concepts, their relationships and rules. The concepts of the SLIM are mapped
to the logical models of the different applications, whereby the mapping is maintained
within the model, ensuring for the dimensions of traceability of data architecture.
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In some cases, the SLIM is the source for development of logical and physical data
models. That is, the logical and physical data models are derived from the conceptual
model, as described in [12]. As the SLIM is developed and validated using the cog-
NIAM methodology, the completeness, conceptual correctness, syntactical correct-
ness, coherence and clarity of the data model can be guaranteed.

Since the SLIM also contains the process descriptions and associated work
instructions, for each concept it is clear what it is used for, where it is presented and
how it is presented. That is, the dimension usability of data values, relevancy of data
representation and availability of data architecture can be checked against these
descriptions.

Compliancy, up-to-date of data architecture, coherence and completeness of both
the data as well as the model, are checked during the data quality process, when doing
the analysis of the documentation as well as during the root cause analysis.

5 Conclusions and Future Work

The term “fit for use” is in data quality literature used to refer to the quality of data.
That is, data is of high quality if it is fit for use, i.e. if it fulfils the needs and
requirements for data consumers. We stated that, for data to be of high quality (fit for
use), it is not sufficient to look only at the data values, but it is necessary to take into
account the representation of data, the data model to which the data complies, as well
as the data architecture component. For each of these components, Loyalis identified
several data quality dimensions that are the focus for the first two years.

To identify the stakeholders needs and requirements, Loyalis has chosen for a
business user-oriented approach by developing the Semantic Loyalis Information
Model (SLIM). The SLIM is developed using the cogNIAM methodology and as well
the development of the SLIM as the SLIM itself is used to verify the data against the
dimensions identified.

Future development involve amongst others further development of the SLIM, the
development of a data warehouse on the basis of the SLIM, and improvement activities
both on the data as well as on the representation of the data. The latter entails amongst
others rationalization of the terminology used on the website, in product specification
and contracts with the customer.
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Abstract. The paper describes the second part of the happy path of a user
transaction through a Hyperledger Fabric Blockchain Network. The full cycle of
a user transaction originates from the Client Application (an actor outside the
Hyperledger Ledger Network but inside an organization that is part of a set of
organizations that jointly run the Hyperledger Fabric Blockchain Network). In
the process of making the Hyperledger Fabric Blockchain network knowledge
explicit, essential parts of FBM were applied in cooperation with the developers
of the Fabric Blockchain platform.

1 Introduction

In this paper the second part of a high level conceptual overview of the life cycle of an
end user transaction is described, from its birth in a client application that is part of an
organization that is part of a Hyperledger Fabric Blockchain business network to its
eternal “life” in the immutable blockchain. In [1] the first stage in the transaction life
cycle was explained: proposing and endorsing.

In this article we will explain the second and third stage of this transaction life
cycle: Ordering and Validating. In [1] the endorsing stage was discussed. The
endorsing strategy (a part of the channel strategies) is important for the final outcome of
the endorsing stage and hence the transition to the next stage in the transaction life
cycle. In a distributed decision making process like Fabric an endorsement policy
prescribes how many and which kind of actors need to endorse a transaction proposal.

The architecture of Fabric and design decisions are described in [2–5]. Reference
[6] has some general information about permissioned blockchains, while [7] has the
focus on the unique aspects of Fabric.

How useful the endorsement policies are will depend on the application, on the
desired resilience of the solution against failures or misbehavior of endorsers, and on
various other properties. Examples of these endorsing policies are given in Appendix A.
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In Sects. 2 and 3 we will address the ordering and validating stages respectively. In
Sect. 4 we will finally conclude that the transaction process will lead to an updated
Ledger that consists of a new world state (in case of a valid transaction) and the
updated blockchain (irrespective of transaction is classified as valid or not valid).

2 The Life Cycle of a User Transaction Part 2: The Ordering
Phase

In this chapter we will discuss the next steps that together complete the ‘happy path’ of
a user transaction through a Hyperledger Fabric (HLF) Network. In the HLF docu-
mentation this entire process is divided into 3 phases, the (proposing and) endorsing
phase, the ordering phase and the validation-committing phase. In this section we will
illustrate the 2nd main phase in the happy path of a Fabric user transaction life cycle by
continuing from the 1st main stage: endorsing and the possible results of this stage to
the description of the 2nd stage in the transaction life cycle: ordering.

2.1 The Possible Outcomes of the Endorsing Transaction Stage

In this section we will show what happens when the outcome of the endorsing stage is
either sufficient, not sufficient or inconsistent.

2.1.1 With Sufficient Endorsements
As soon as the Client application has decided it has obtained a sufficient number of
endorsements from the endorsing peers for a given submitted transaction instance, it
sends the transaction message (= proposed transaction by client application, the Read-
write sets and the signatures of the Endorsing peers) to the Orderers, of course properly
signed and encrypted.

2.1.2 Not Sufficient Endorsements After a Set Time
When the Client application comes to the conclusion that there are not a sufficient
number of endorsements, the Client application will decide to stop this proposed
transaction as it will anyway be later rejected by the Committers, would it be sent to the
orderers and from there packaged into a block to the Committers.

2.1.3 Client Application Detects That There Are Inconsistent
Transaction Responses
If the client application detects that not all endorsed responses are consistent, it may
decide to stop the transaction workflow early. Should the client application in such a
situation nevertheless decide to forward the inconsistent set of responses to the ordering
service, the transaction will be declared invalid during the committing process.
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2.2 The Client Application Sends the Responses of the Endorsers
to the Orderers

The next step in the business transaction flow is to have the Client Application send the
answers by the Endorsing peers to the ordering service (see Fig. 1).

2.3 The Orderers Prepare a Block to Be Included in the Block Chain

The next step in the transaction flow is to have the orderers prepare a package of
transactions, called proposed block (see Fig. 2).

Fig. 1. Conceptual transaction flow architecture

Fig. 2. Conceptual transaction flow architecture
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The ordering peers receive transactions from all channels and from potentially
different Client Applications. The ordering service brings the transactions in a strict
order. Please recall that each channel in the Hyperledger Fabric business network has
its own blockchain and its own World State, for privacy reasons. Different channels
may use different ordering strategies.

When the new block that was in the process of being formed by the orderers, has
reached the desired block size, or the endorsing process of the new block has reached
the time limit, (and those two parameters can be different in different channels), the
orderers have to submit the newly formed block to the Committers (see Fig. 3).

3 The Life Cycle of a User Transaction Part 3:
The Validating Phase

In this section we will illustrate the 3rd main stage in the happy path of the Fabric user
transaction life cycle by continuing from the 2nd stage: ordering to the description of
the 3rd stage in the transaction life cycle: validating and committing.

The committing peers receive the proposed block from the orderers (see Fig. 4).
Each committer checks that each transaction in a proposed block satisfies the associated
endorsement policy, using information flow 31. If not, the transaction will be marked as
invalid, yet will be left in the block, but it has no effect on the World State.

Each committer uses the Read set of a proposed transaction to check that that Read
set used by the endorsing peers in the simulation (during the endorsing phase) is still the
same as now is available in the World set. If not the same, the transaction will be marked
as invalid by the committer as invalid in the block, and has no effect on the World State.

The committers append the proposed block to the blockchain and update the World
State for all the valid transactions in the block.

Fig. 3. Conceptual transaction flow architecture
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3.1 The Committing Peers Inform Each Client Application for Each
Transaction Instance Submitted

When the committing peers have added a new block to the blockchain and have
updated the World State (in case there is at least one valid transaction in the block),
they inform the Client application that the proposed transaction is included in a new
block, either as valid, or invalid, and in case of invalid, the reason why a proposed
transaction is invalid (see Fig. 5).

Hence the Client application can receive one of the following two messages.

Fig. 4. Conceptual transaction flow architecture

Fig. 5. Conceptual transaction flow architecture
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3.1.1 Transaction Is Accepted as Valid and Is Now Part of the Immutable
Blockchain, with Effect on the World State
The committers inform each Client application that has submitted a transaction to the
Fabric Network that the transaction is now part of the blockchain, that it is a valid
transaction and that the World State has been updated accordingly, in case the trans-
action satisfies all rules.

3.1.2 Transaction Is Not Accepted, Hence Declared Invalid, But Part
of the Immutable Blockchain, Without Effect on the World State
The second option is that the committers inform the submitting Client application that the
transaction has been declared invalid, nevertheless included with the label invalid in the
Block Chain and that this proposed transaction has had no influence on the World State.

The final step in the workflow of a business transaction is the processing by the
Client application of the response of the Committers (see Fig. 6).

4 Transactions and the Ledger

In this paper we have analyzed the ordering and validation-committing stage in the
Hyperledger Fabric user transaction cycle using essential parts of FBM, namely con-
sistently using concrete examples expressed as facts. We have illustrated each step in
the endorsement phase of the transaction life cycle with a concrete example of a
transaction based on the car owner case (called Fabcar with Fabric documentation). In
this paper and [1] we have explained the separate stage and sub-stages in the HLF
transaction life cycle leading ultimately to an update of the channel block chain and the
world state (the last update only when there is at least one valid transaction in the block,
see Fig. 7).

Fig. 6. Conceptual transaction flow architecture

The Lifecycle of a User Transaction 155



Fig. 7. Example transactions

Fig. 8. Ledger = World State + Blockchain
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5 Conclusion

By going through all stages of the Fabric user transaction cycle we have developed a
deeper understanding of the main elements in HyperLedger Fabric and one of the main
take-aways of this article and [1] lies in the observation that we can define a Ledger in
this context now as the union of the World State and the immutable block-chain (see
Fig. 8).

Appendix A

Example endorsement policies (Source: Fabric Docs 1.2, Architecture Reference, Sub
Section Endorsement Policies, Sub Section Example Endorsement Policies) [8].

Suppose the endorsement policy specifies the endorser set E = {Alice, Bob,
Charlie, Dave, Eve, Frank, George}. Some example policies:

• A valid signature on the same tran-proposal from all members of E. [Please
remember that tran-proposal means endorsement; hence is common language: all
endorsers from set E have to endorse.]

• A valid signature from any single member of E[on a tran-proposal].
• Valid signatures on the same tran-proposal from endorsing peers according to the

condition (Alice OR Bob) AND (any two of: Charlie, Dave, Eve, Frank, George).
• Valid signatures on the same tran-proposal by any 5 out of the 7 endorsers. (More

generally, for chaincode with n > 3f endorsers, id signatures by any 2f + 1 out of
the n endorsers, or by any group of more than (n + f)/2 endorsers.)

• Suppose there is an assignment of “stake” or “weights” to the endorsers, like
• like {Alice = 49, Bob = 15, Charlie = 15, Dave = 10, Eve = 7, Frank = 3,

George = 1}, where the total stake is 100: The policy requires valid signatures
from a set that has a majority of the stake (i.e., a group with combined stake
strictly more than 50), such as {Alice, X} with any X different from George, or
{everyone together except Alice}. And so on.

• The assignment of stake in the previous example condition could be static (fixed
in the metadata of the chaincode) or dynamic (e.g., dependent on the state of the
chaincode and be modified during the execution).

• Valid signatures from (Alice OR Bob) on tran-proposal1 and valid signatures
from (any two of: Charlie, Dave, Eve, Frank, George) on tran-proposal2, where
tran-proposal1 and tran-proposal2 differ only in their endorsing peers and state
updates.
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Abstract. Data is increasingly important for companies to get insights,
allowing to better serve their customers and to generate new business oppor-
tunities. The increase of data with all its hidden potential is so large, that to keep
up in understanding that data, we need to scale up by involving the power of the
(business) crowd. This starts with knowing what the data is and how it relates to
other data. Renowned methods like Fact Based Modeling (FBM) require the
participation of specialists, and take time before business people can benefit
from this data knowledge. A new approach allows the business to do self-service
modeling to quickly capture and share relevant knowledge about the data. This
approach uses a checklist with questions, guiding the development of an in-
formal model. Self-service modeling enables a crowd of people to describe their
knowledge about data, scaling up the use of data and its hidden potential.

Keywords: Data semantics � Data/information modeling � Informal models �
Business vocabularies � Self-service modeling � Crowd sourcing

1 Introduction

As we all know, data is in the spotlights of many organizations. Data gives unprece-
dented insights in customer behavior, optimization of processes, cancer research, and
drives many new innovations like Blockchain and Artificial Intelligence (AI).

Some analysts predict an enormous rise in business benefit and state that companies
that are successful in innovation with data are the ones that have enabled their staff to
work with it [1]. The immense volume of data seems only manageable by an immense
crowd of humans, potentially with assistance from AI technologies.

Looking at organizations like banks, data often resides in the realms of IT. For
years business people worked with data. Even in the old days when bankers registered
transactions with quill pens, they were managing and using data. However with the
introduction of IT, data became something of IT, with the business following the
implementation. With the focus on applications and processes, data was merely a
byproduct of these. Not anymore. The value of data is nowadays widely recognized.
And business people begin to feel ownership again. An essential aspect of this own-
ership is knowing what the data is all about. This encompasses both defining data
where it is stored, and defining the ‘data need’. Surprisingly many data sources do not
provide clear meaning and structure understandable for a wide audience.
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How can we enable business people (anyone who wants to get value from data) to
get grip on the data again? How can we get grip on the ever growing amount of data?
How can we scale up the efforts to describe data, while there is a limited number of
Fact Based Modeling (FBM) or other information modeling specialists around the
world? Can we engage business people to help describing the data themselves, and
letting information modeling specialists focus on the complex aspects of data for which
only they have the knowledge and experience?

2 Information Modeling Is Key

What is a ‘customer’, what is a ‘product’? What do we mean by ‘name’ of the
customer: the family name (e.g. Van Gogh), the full name (e.g. Vincent Van Gogh), or
the official name as it is on a passport (e.g. Vincent Willem Van Gogh)? And what is
the ‘name’ when the customer is an organization: the name as it is officially registered
by (e.g. Anonymous Beer Company Ltd.) or the everyday name as people will use it
(e.g. ABC)? This is for the business to determine.

Data modeling in all its varieties is since long an important tool to design and
describe knowledge about data. Often as starting point for development of an appli-
cation intended to capture and manage data. However, these data models are typically
targeted at IT engineers, and used as technical drawings guiding them to develop and
implement the application. And all too often these models are too complex to be
comprehended by normal business people who have not been trained in the technical
syntax of such engineering models. A data model is intended to communicate meaning
and structure for people with and without specific modeling skills [2].

In my work, I recognize the necessity for business people to understand the
structure and meaning, and moreover that they determine both. Often, the business
recognizes the importance of meaning, as in many reports, documents, policies, and
websites they include business glossaries: terms and definitions.

While a glossary is useful, it lacks a key aspect: structure of how the terms relate to
each other. Moreover, the glossaries are often scattered around organizations and not
easily to find. As such they are not widely used by business people themselves and also
not by IT as starting point for application development.

In the world of Fact Based Modeling it is not a surprise that the structure is just as
important as the meaning. Therefore, we need to guide the business somehow, so that
their efforts on creating glossaries can be directed towards developing coherent,
semantically relevant information models.

Can the business use Fact Based Modeling methods like CogNIAM, ORM 2, FCO-
IM [3]? Yes and no. Yes, these are very relevant for them and have better focus on the
meaning of the terms than logical data modeling methods like Entity-Relationship
modeling or UML, which specifically focus on application development. No, as these
methods still require specific syntax for specialists and engineers rather than making it
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simple for non-IT people. These methods are often just as complex as UML and other
standards like OWL1 for the semantic web [2].

3 Informal Model and Formal Model

In many situations it is of tremendous help when the business defines their own terms
to describe data, the context of these terms (structure) and its definitions (meaning).
The formal modeling methods guide that, and add specifications relevant for rules and
for ‘model-based systems engineering’ [4].

While that remains important, in my opinion the formal specifications extend the
first step to just know what the business means by the terms they use and how it relates
to other terms to understand the context. It all starts with the meaning and structure of
the terms used by the business, before we can go into the specific details of the rules.

Therefore, we make distinction2 between informal models and formal models.
A formal model is a (semantic) information model that is developed using a method
such as FBM, to design structure, meaning and specifications for rules using a strict
syntax. An informal model is a (semantic) information model that consists of terms,
relations, and definitions for a certain scope, allowing a business domain expert the
freedom to express his/her knowledge in its own natural language.

As mentioned in the introduction of this paper, the immense growth in data and our
wish to engage business people to describe their data and their ‘data need’, implies that
these people should be able to make (semantic) information models themselves. Formal
models require expertise and precision, while informal models provide a lower
threshold for business people to step in and work with that. And if they succeed, the
development of formal models can benefit from a kick start, as the foundation is
provided by the informal model.

3.1 Modeling for the Crowd

There is more data than people. And there are more people than modeling specialists.
Consequently, it would speed up the capturing of knowledge about all this data when
people, without the modeling skills, are able to make informal models. However, even
for informal models, we have experienced that some basic skills are needed, next to
domain expertise. Without basic modeling skills, people may choose the short way of
making definitions for terms, without thinking in a coherent structure of relations
between terms. Informal models can then end up as traditional glossaries or as models

1 UML: Unified Modeling Language. OWL: Web Ontology Language.
2 Please note that the distinction between formal and informal models may be subjective as some may
argue that FBM is not as formal as some other methods. In this paper, I consider FBM a formal
modeling method.
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whereby relations lack consistency or whereby the most relevant relations have been
overlooked.

Modeling specialists typically ask business domain experts questions challenging
them to reveal the hidden knowledge and capture that in the model. Without those
specialists, the domain expert lacks guidance on how to model. But what if we can
provide that guidance so that the crowd is engaged to apply self-service modeling
resulting in a proper and relevant informal model that facilitates understanding and
communicating about data? (Fig. 1).

In our earlier work [6], we introduced an approach to make a model:

1. Identify the term.
2. Classify (determine the hierarchy of) the term.
3. Relate the term to other terms.
4. Define the term.

The new crowd modeling approach extends phase 2 and 3 with questions that
people can use as checklist and guidance to understand and capture the relevant context
in their informal model.

Fig. 1. The four phases in development of a semantic information model.

162 J. M. Pleijsant



3.2 Informal Modeling Methods

The self-service modeling method does not include a specific modeling language and
syntax, as formal models require. The informal model offers a low threshold for people,
so they can focus on the meaning, context and understand-ability of their model.
Informal models can be created by using the likes of Concept Mapping [2, 5] or simply
by drawing a model on a piece of paper or whiteboard: whiteboard modeling. These
methods offer a wide range of possibilities and freedom. It is easy to make something
useful, and just as easy to make something less useful. Experiences with Concept
Mapping in education of children, however, show some great results in helping chil-
dren to understand the subject they were modeling [5].

We introduced a similar approach in our organization, to describe the data and data
need for various business domains in the company. This has led to an increase of
shared data knowledge in a relatively short time.

4 A Guide to Information Modeling for the Crowd

In the literature, many references are made to some standard relations [7–9]. The
following Table 1 lists some of the most recognized standard relations.

For each of these relations, you can ask a specific question. But information
modeling is more than just this limited set of standard relations. In fact, we follow the
FBM principle of using relations in natural language, to capture the true meaning in the
model. Therefore, the method allows many different verbalizations.

Table 1. Some of the most recognized standard relations.

Relation Example Relation type

Is a (is a kind of/is a subtype of) A chair is a piece of furniture Hierarchical relation
Is a part of A seat is a part of a chair Part-whole relation
Consists of A chair consists of a seat Part-whole relation
Contains a A bottle contains wine Part-whole relation
Is in Wine is in a bottle Part-whole relation
Has a A chair has a seating height Attributive relation
Is same as Customer is same as Client Synonym relation
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4.1 Terms: Entity Types and Value Types

For application development it is common use to develop a conceptual data model, a
logical data model, and a physical data model [10]. Although conceptual data models
are intended to facilitate communication at business level, in many cases these models
are bypassed to go directly to application specific logical data models. The conceptual
data model is implementation independent, and describes the concrete and abstract
objects in the world that are relevant for the scope: entities, such as ‘person’, ‘cus-
tomer’, ‘loan’. The technology independent logical data model targets at a specific
application, adding field lengths and primary keys, and adds details that describe the
entity: attributes, the placeholders for data values, the numbers and letters themselves.
For example, the entity ‘person’ may have the attributes ‘name’, ‘date of birth’, ‘ad-
dress’, and so on. The physical data model further specifies the logical data model for a
given technical implementation.

Sometimes, discussions arise about whether a term represents an entity or an
attribute. For example the term ‘address’ is ambiguous. You can argue that it is an
attribute, the placeholder for a text like ‘First Street 10, 1234AB Amsterdam, the
Netherlands’. However, you may also argue that an ‘address’ is a place, a location and
therefore an entity, with attributes like ‘street name’, ‘postal code’, etc. To avoid these
discussions, the informal model should be attribute agnostic as much as possible,
meaning that we essentially don’t make distinction between entities and attributes, and
just talk about terms.

The informal model intends to facilitate discussion and common understanding.
This implies that the informal model contains terms for both entities and attributes (or
in FBM terminology entity types and value types), as both are equally important and
relevant to business people. And by just having terms in the model, users can con-
centrate on the meaning instead of on entity versus attribute. That distinction becomes
only relevant in the logical data model or other formal model.

4.2 Self-service Modeling

The idea of information modeling for the crowd comes with a set of questions you can
apply to any term, both entity type and value type. These questions are grouped along
four dimensions:

• Hierarchical dimension (generalization in super-type and specialization in subtypes,
typically covering the ‘is a’ relations)

• Whole-part dimension (typically covering the ‘is part of’ relations)
• Attributive dimension (object and its characteristics, typically covering the ‘has a’

relations)
• Associative dimension (other semantic relations).
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The resulting template with per dimension questions and associated relations is
shown in Fig. 2 above.

The template does not attempt to be collectively exhaustive. When, as next step,
Fact Based Modeling is applied to develop a formal model, more tailor made questions
can be asked to reveal all important detailed specifications. But when you consider
these standard questions as self-service guidance, in most cases, with willing and
knowledgeable people, they can help to make and use own relevant informal models to
make knowledge about data explicit and available.

When applying the template with questions to your case, please use examples to
validate your answers. And use contra-examples to invalidate and fine-tune your model
where needed. Apply these questions to all terms in your model, and for each question
ask yourself whether to include the term, that resulted from the answer, in the model or
not. Remember that each term should be relevant for the given universe of discourse
(the scope). The following Table 2 contains questions to test your informal model.

Fig. 2. Self-service modeling template.
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4.3 Example

When you want to create an informal model, consisting of terms, relations and defi-
nitions, the first step is to identify a ‘thing’ and a term to name that thing. As example,
let’s think of a concrete object like a ‘chair’. Then we can try to answer the following
questions, and see what it brings. The following Table 3 contains the proposed stan-
dard questions, and Fig. 3 shows the resulting informal model.

Table 2. Questions for testing your informal model.

Question Explanation

Are the relations unique for each term or
do they also apply to other terms?

Can you rightfully move the relations up in the
hierarchy to the term’s super-type?

If a term has subtypes, do all its relations
apply to the subtypes as well?

If not, then consider moving those relations to the
relevant subtypes. Remember that subtypes
inherent all relations from its super-type

Test your model with some examples.
Do they pass?

When these examples pass your test with a
positive result, then your model seems sound

Test your model with some contra-
examples. Do they fail?

When these contra-examples pass your test, then
your model seems too generous, lacking
precision. Use the contra-examples to fine-tune
the model until you are satisfied with your model.
Note that you don’t need to test against every
possible example and contra-example. When your
model can be used for clear communication and
common understanding with your stakeholders,
you can stop

Table 3. Questions for developing an informal model

Question Explanation Example

Hierarchical dimension
What is a it? Is there a broader, more generic

term that represents it? This
question is the first important
step in understanding what it
actually is. It is the ‘kick-off
word’ [11]

Chair is a piece of furniture

Can you distinct
variations so that you
can make subtypes?

Are there more specific
variations with narrow meaning
that are relevant to consider?

Office chair is a chair
Lounge chair is a chair

Is a characteristic so
important that you
can make it a
subtype?

You may consider to promote a
characteristic to a subtype

Swivel chair is a chair

(continued)
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Table 3. (continued)

Question Explanation Example

Whole-part dimension
Is it composed of
something? What?

This question helps to think of
it, and to discover if it is
relevant to know what it
consists of

Chair consists of a seat
Chair consists of a back
Chair consists of a stand

Does it contain
something? What?

Is there something that you can
put into it that is relevant for
your informal model?

For a chair this question may
not be relevant, but for a
container, it may be relevant
that it can contain a package, or
freight

Does it belong to a
larger group? Of
what?

This question helps you to think
about the larger picture. It could
be that the group of which it is a
member, has its own
characteristics and relations

Chair is part of a set
Chair is a member of a set

Attributive dimension
Is there a moment in
the lifecycle that is
relevant?

You can think of a start date,
end date, maturity date,
settlement date, birthdate, event
date

Chair was made at production
date

How can it be
identified?

This question helps to make it
concrete

Chair is identified by serial
number

What characteristics
are relevant?

How would you describe it to
someone on the phone?

Chair has a height
Chair has a color
Chair has a style
Chair has a price

Associative dimension
What does it do?
What function or role
does it fulfil?

This is often the main reason for
including the term in your
model

Person can sit on a chair

Who creates or uses
it?

It may be relevant to identify an
actor that interacts with it

Chair was designed by a
designer

Does it interact with
something?

This is to identify relevant
relations to other objects

Chair stands on the floor

Is there a location
that is relevant?

This is typically dependent on
the universe of discourse, your
scope, whether this is a relevant
question

Chair is in a room

Is it derived or
calculated from
something?

This question helps to think of
it, and to discover if it is
relevant to know if it is
composed of some other
characteristics

Price is derived from cost price
Price is derived from sales
margin

(continued)
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Fig. 3. Applying the self-service modeling template to the term ‘chair’.

Table 3. (continued)

Question Explanation Example

Who determined the
value of it, when,
where, why, how?

These questions may be relevant
for the model, but not always.
Make sure to only include in the
model what is relevant to your
scope

Sales manager determines price
Price is determined using
market analysis

Should it be
consistent with some
other term in the
model?

Some characteristics interact
with other characteristics. This
relation can be relevant to make
explicit in the model, as it can
be the basis for business rules
such as data quality rules

Price is aligned with sales status
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4.4 Guidance on Direction of Relations

While in a formal model the relations can be bi-directional with matching verbaliza-
tions, the informal model simply uses one-directional relations. For the direction we
apply two basic principles:

1. From the ‘most important’ term to the ‘less important’ term. E.g. ‘Person has a
name’, ‘Person sits on a chair’. In a visualization of the model, these ‘most
important’ terms will stand out, as many relations ‘flow out’ of them. Which term is
more important than the other, relies on subjective judgement.

2. Use natural language as much as possible to express the relation. Use the verbal-
ization that feels most natural, as others should be able to instantly understand what
you mean.

5 Conclusions and Future Work

We believe that empowering the crowd to work with data is essential for organizations
to become the new leaders in turning data into value. To enable them, a checklist with
standard questions gives guidance for self-service modeling.

An informal model will help people to understand and use data more quickly and
easily, while their involvement deepens their knowledge and engagement. An informal
model will not replace a formal model like FBM models, as the higher detailing and
specification in the formal model is still required for (e.g.) business rules. When the
crowd lays the foundation of coherent terms, relations and definitions, the modeling
specialists can fine-tune, extend and take up the real challenges where modeling pre-
cision is key.

We will continue our experiments with crowd modeling and adjust and extend the
approach where possible and useful.
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ICSP 2018 PC Co-chairs’ Message

Cloud computing, service-oriented architecture, business process modelling, enterprise
architecture, enterprise integration, semantic interoperability—what is an enterprise
systems administrator to do with the constant stream of industry hype surrounding him,
constantly bathing him with (apparently) new ideas and new “technologies”? It is
nearly impossible, and the academic literature does not help solving the problem, with
hyped “technologies” catching on in the academic world just as easily as the industrial
world. The most unfortunate thing is that these technologies are actually useful, and the
press hype only hides that value. What the enterprise information manager really cares
about is integrated, interoperable infrastructures, industrial IoT, that support interop-
erable information systems, so he can deliver valuable information to management in
time to make correct decisions about the use and delivery of enterprise resources,
whether those are raw materials for manufacturing, people to carry out key business
processes, or the management of shipping choices for correct delivery to customers.

The OTM conference series have established itself as a major international forum
for exchanging ideas and results on scientific research for practitioners in fields such as
computer supported cooperative work, middleware, Internet/Web data management,
electronic commerce, workflow management, knowledge flow, agent technologies and
software architectures, Cyber Physical Systems and IoT, to name a few. The recent
popularity and interest in service-oriented architectures & domains require capabilities
for on-demand composition of services. These emerging technologies represent a
significant need for highly interoperable systems.

As a part of OnTheMove 2018, the Industry Case Studies Program on “Industry
Applications and Standard initiatives for Cooperative Information Systems - The
evolving role of Cyber Physical Systems in Industry 4.0 implementation”, supported by
OMG, IIC (Industrial Internet Consortium), IFAC TC 5.3 “Enterprise Integration and
Networking” and the SIG INTEROP Grande-Région, emphasized Research/Industry
cooperation on these future trends. The focus of the program is on a discussion of ideas
where research areas address interoperable information systems and infrastructure. Five
short papers have been presented, focusing on industry leaders, standardization ini-
tiatives, European and international projects consortiums and discussing how projects
within their organizations addressed software, systems and architecture interoperability.
Each paper has been reviewed by an international Programme Committee composed of
representatives of Academia, Industry and Standardisation initiatives. We thank them
for their dedication and interest.

We hope that you find this industry-focused part of the program valuable as
feedback from industry practitioners, and we thank the authors for the time and effort
taken to contribute to the program.

September 2018 Hervé Panetto
Wided Geédria
Gash Bhullar
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Abstract. The Research Data Alliance (RDA) Europe Industry Advisory Board
(RDA IAB) was created in the context of RDA-EU3, a Coordination and
Support Action (CSA) funded by the European Commission to support in
Europe the global mission of the RDA initiative. The RDA IAB, besides other
actions, conducted a series of interviews with private sector representatives. The
interviews focused in four areas: the role of data in the companies’ activity, the
recurring problems that the companies encounter in this scenario, the initiatives
to solve these recurring problems, and the opportunities for academia and
industry to collaborate in their mutual benefit. The conclusions of this survey are
reported and explained.

Keywords: Data industry � Business models � Standards

1 Research Data Alliance

The Research Data Alliance (RDA) [1] is an international member-based organisation
focused on the development of infrastructure and community activities to reduce the
social and technical barriers to data sharing and re-use. And to promote the acceleration
of data driven innovation and discovery worldwide.

RDA Europe [3], the European plug-in to the Research Data Alliance (RDA),
ensures that European political, research, industrial and digital infrastructure stake-
holders are aware of, engaged with and actively involved in the global RDA activities.
Launched in September 2015, RDA Europe 3 was mandated to ensure that European
research, industrial, e-infrastructure and policy stakeholders were all aware of its
achievements, engaged with and actively involved in the global RDA activities and
advance the use of its results. European domain scientists and data scientists were
involved in and drove a series of working and interest groups, generating first results of
RDA and fostered adoption and dissemination of RDA outputs [2].

2 The RDA Europe Industry Advisory Board

The overall majority of RDA members (both individual and organizational) come from
the academic field and public research institutions. Representation of the private sector,
though slowly growing, is still quite low.

Industry engagement is an important priority: sharing data between researchers and
innovators with the aim to tackle the big challenges of society is in the core of RDA’s
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vision. RDA, as a community-based initiative, aims to become a common ground in
which academia and industry can collaborate.

RDA-EU3 was a Coordination and Support Action (CSA) whose aim was to
promote the RDA mission in Europe and support a stronger participation of Europeans
in RDA. For the long-term sustainability of RDA in Europe and worldwide, industrial
uptake of RDA output is essential.

In this context, the Industry Advisory Board (IAB) [4] was created as an entity of
RDA-EU3.

Fabrizio Gagliardi, from the Barcelona Supercomputing Center, chaired the Board.
The members had been chosen to represent a mix of industrial IT solutions providers,
major data consumers and SMEs, which base their business models on large scientific
data repositories. The members contributed by critically reviewing the outputs that
RDA had produced, by performing a gap analysis of the services and the activities that
RDA was carrying out, which should be relevant for industry, and made suggestions
for the long term sustainability of RDA. Full list of the members is available on the
RDA web site.

3 The Interviews

Thanks to the contacts established with several RDA Working Groups and Interest
Groups (Use Cases Group, BioSharing Registry WG, Scholix WG, Weather, Climate
and Air Quality IG, BioDiversity Data Integration IG, Publishing Data Workflows WG,
Data Citation WG, Data Fabric IG, Big Data IG), the RDA Industry Advisory Board
was able to contact a number of private sector representatives and some of them
eventually became members of the RDA Europe IAB.

Among the IAB activities, we conducted seven interviews to private sector rep-
resentatives, who offered their valuable insights regarding the data landscape in Europe.
We interviewed representatives of IBM, Predictia, Terradue, EDP Renováveis, Engi-
neering SPA, Rasdaman and Springer Nature.

Moreover, considering that RDA Europe will continue to organize activities
addressed to the private sector in the region with the ongoing RDA-EU4 CSA, our aim
was to pave the road to offering interesting and useful activities for data-intensive
companies. For that reason, with RDA Europe’s future activities in mind, we tried to
get an overview from the private sector’s perspective, in order to understand the needs
and expectations of the Industry and the way in which RDA could address their
demands.

The interviews focused on four areas: the role of data in the companies’ activity, the
recurring problems that the companies encounter in this scenario, the initiatives that
aim to solve these recurring problems, and the opportunities for academia and industry
to collaborate in their mutual benefit.
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3.1 A Subsection Sample Data and Business Models

With the interviews we conducted, we tried to cover three different types of companies,
regarding their relationship with data:

• Companies that own the data they produce themselves;
• Companies that offer technologies and services to work on external data;
• Companies that offer consultancy services and expertise.

Most of the companies we interviewed are working with external data sources, both
from their own clients’ repositories and/or from public repositories. For some of the
interviewees, open data (especially scientific data) is a very important resource: on the
one hand, it can be used to do experiments and tests and, on the other, it can even be
considered as a “business driver”. Some companies derive their own business models
from open data and, while doing so, foster collaboration between different stakeholders,
beyond their specific business.

Our interviewees stressed the fact that “it is of utmost importance to continuously
be aware of (and extend) the state of the art”. Therefore, participation in collaborative
initiatives with academia is key.

Even though most of the interviewees make use of public data sources under open
data licenses, one of them pointed to the fact that usage restrictions are usually applied
to this kind of data in some cases (open access for non-commercial use only, for
instance). He added, “These are interesting cases because it means very often that the
data provider is also ‘open’ to discuss terms and conditions for a commercial use”.

3.2 Recurring Problems and Bottlenecks

A recurring bottleneck is the skills gap, and finding suitable skilled staff tends to be a
problem for the companies that participated in this survey. Moreover, it was stressed
that leadership teams and other workers (such as editors in the Publishing industry)
should be aware of data-related terminology, methods and tools.

Data traceability is a very relevant requirement for the data-services community,
especially for those who work with several data sources, both public and private.
Traceability is linked to data authenticity and security, which are identified as main
concerns for some companies’ customers. Quality assurance and quality control should
be easier to use and less expensive, according to some interviewees and “efforts are still
needed on the technology providers side to help in this goal”.

Compliance with privacy rules (GDPR was specifically mentioned by most of our
interviewees) is considered as a potential challenge for industry.

The usage of different types of data sources is usually linked to an important issue:
standards. The adjustment to specific standards is sometimes identified as a customers’
demand and, therefore, being aware of the market’s demand for specific standards is of
utmost importance for the private sector.

While the interviewees recognized that there is usually sufficient documentation
and metadata available to enable meaningful sharing and reuse, “a plethora of local
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conventions often impede exploitation”. Some interviewees explained that some
regions tend to offer more open datasets than others, and therefore the standards
implemented differ. In addition, since standards are continually evolving, it is necessary
to consider that “technology and the software implementations sometimes follow these
evolutions with disparate timeframes”. For these reasons, the interviewees claim that
standards should be ideally global and stable.

3.3 Solving Problems Through Collaboration. What Could RDA Do?

Active participation in relevant standardization bodies is an approach followed by
several companies for fostering the application of standards. Besides implementing
standards, some interviewees have collaborated as editors of such open standards.

Moreover, some of them have taken active roles in community-based organizations
such as RDA, in order to promote data sharing and data reuse.

Regarding RDA outputs, some of the companies that participated in this survey
have implemented some RDA recommendations and outputs [2]. It was pointed out
that general principles, guidelines and proofs of concept have been much easier to
implement than technical outputs. In this line, it was stressed that, for outputs to be
easily implemented, they must be maintained for the longer term, and funded
accordingly.

Another positive outcome of collaborating with others is the fact that, people
working together better understand limits and constraints when reusing data. These
experiences can, therefore, encourage standardization efforts and avoid “reinventing the
wheel” by in-house ad-hoc developments.

4 Conclusions

The interviewees see RDA as a forum in which computer science and data experts can
work together with the public and private sectors and foster collaboration. For that
reason, they encourage RDA to advertise its outputs and organize activities in which
academics and industry representatives can get together and find opportunities to
collaborate in their mutual benefit. OTM is a potential good venue for this.

They also suggested that some pilot test cases on the use of the RDA outputs in
their companies could have been very useful, if RDA-EU had identified the necessary
resources to support this exercise.

In summary we can conclude that large commercial companies still manage data
mostly in separate and compartmented ‘silos’. IT industry in general is not very
interested in standards and common solutions for data sharing, since they see in pro-
moting their own formats and procedures a way to keep their customer base captive.
There is therefore a role here for regulatory authorities to break this situation and
promote interoperability, standard adoption, and best practices for the common good.
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Abstract. The paper outlines the history and further development of our
demonstrator, draws the connection between classical and future production and
shows novel approaches from process data to self-optimization with focus on
product quality. A focus will be laid on data analysis and the steps from process
data to knowledge of the product quality. Furthermore, an assistance system
named QS-Services is presented to support the user in understanding process
data for quality assurance in industry 4.0.
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1 Introduction

The increasing amount of sensor data generated in production systems together with the
ever-growing interconnectedness of all systems result in new opportunities for quality
assurance. Process data can be accurately monitored, analyzed and connected to assess
product quality already during the production process. While being announced as a
theoretical concept, the practical transition of Industry 4.0 to autonomous flexible
production plants with complete data exchange between all components is now in full
swing. But the technical changes provide far more opportunities than just modernizing
the classical schemes, it opens the door to a whole range of digitally assisted new ways
to rethink production. Quality, time and money are essential factors to ensure the
competitiveness of businesses. In order to maintain the top position of German industry
among the industrialized countries, a work group being instituted by the German
government announced the fourth industrial revolution in 2013 [1]. The aim is to
increase the rate of innovation, therefore enhancing the development of new processes,
technologies and business models. Today, Industry 4.0 is one of the decisive drivers of
numerous developments in Germany and beyond [2–4].

With the digitalization and networking of production systems, the amount of data
available for quality assurance and quality management increased immensely. Assis-
tance systems offer the possibility of intuitive and efficient control of production
processes through acquiring, analyzing and evaluating data in real time. In the long
term, a fully networked processes chain together with an integrated management
system will optimize production machines in real time [5].

Industrial production is highly automated today, there are correspondent sensor
data available for each regulation. Furthermore the interconnectedness of machines is
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growing more and more, more and more data are generated, which are available at
central places.

Instead of using the data only for the maintenance of the production they could also
be viewed out of the perspective of quality assurance. Through real-time observation,
information about the quality of a product can be generated and assessed already during
the production process. This will actively be lead back into the process, because a
qualitatively high result will be achieved with the regulation of the process parameters.
Learning algorithms are installed, which adapt the process flow automatically to an
ideal result. At the same time deviations are identified early and waste and downtime
are minimized. Alongside long-run analysis and pattern recognition give evidence
about the machine´s condition, downtimes can be avoided through intervention in time.

Since the 1980s the catapult has been established as standard learning instrument
for the acquisition of the Design of Experiments (DoE) methods and got worldwide
fame. Because of the broad acknowledgement and acceptance even of decision-makers,
the catapult is extremely well suited for the implementation of the new approach of
Quality in the Industry 4.0 and to accompany and support the change of industry.

2 Smart Micro Factory as Enabling Infrastructure for Digital
Quality Assurance

To study the changes and opportunities of Industry 4.0, a completely autonomous
production plant has been built on a lab scale. The small micro factory (SMF) incor-
porates all aspects of Industry 4.0 as a demonstrator and creates the opportunity to test
and study new concepts in a safe environment as well as providing the platform for
teaching concepts (Fig. 1).

Fig. 1. Production process within the smart micro factory
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The experimental setup to produce valid and reliable answers while also optimize
the cost to benefit ratio by the so-called design of experiments method. To teach this,
the catapult experiment is well established. In our lab setup, the classical catapult,
where the experimenter tries to throw an object a given distance by manually varying
force, angle and length of the catapult arm, has been transferred into the fully auto-
mated cyber-physical system “catapult 4.0”. An app guides the user through the nec-
essary steps and monitors his progress, while the experiments are performed
automatically. A camera system systems tracks the trajectory of thrown objects and the
flight stability is analyzed. The landing position is accurately measured by a rotating
laser scanner and the object is picked up and placed back into the catapult by a five
axes industrial robot arm mounted on a linear axis.

Around the setup of this experiment, a modular and autonomously working man-
ufacturing plant has been constructed to produce the object that is thrown. It consists of
3D printers, a 3D scanner and a tumble finisher. As with the experiment design
parameters, an app guides the customer through the process of designing an object and
helps deciding on its quality in terms of accuracy versus production time. The small
micro factory handles the individual production process autonomously. During the
entire time, all process parameters are accurately tracked and quality of the outcome is
being assessed.

For instance, layer height is a dominant factor for product quality in the 3D printing
process, the first step in our production line. If sensors detect an error, it is possible to
analyze the cause and effect in real-time using the help of statistical algorithms. In the
future, all sensor data will be analyzed and cross-referenced with known data patterns.
Should patterns occur, that indicate deviations from the target quality, the smart factory
can adapt the production process and either correct the edges by including the tumble
finisher in the production process or reprint the part. If data analysis does not result in a
known case, the surface quality of the produced object is measured in the 3D scanner
using the structured light technique. This comparison between target and actual quality
is enabling the factory to learn the connection between quality and process parameters,
during future operations similar data patterns can be linked to states of quality.

The transport of the object between the individual machines is managed by the
robot arm on the linear axis. To create the link between printed object and digital
information, every object is stored on a work piece holder. These holders use RFID
tags to store information about previous and planned steps in the production cycle and
create the link between physical object and digital footprint allowing for smart prod-
ucts. The smart micro factory consists of separate production units. The capabilities of
the production line are established by connecting the modules with a central module to
adapt the production orders. Through constant data analysis, the smart micro factory is
optimizing the quality outcome of every individual step as well as the overall per-
formance of the entire production process.

Alongside the automated production, the quality engineer receives information on
his mobile device enabling him to react and improve the chain of production or to build
the basis of communication to relevant persons. Quality dashboards demonstrate the
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links between process data and predicted outcome. While being a project in itself to
demonstrate the next steps in the future of production, the smart micro factory has
become the basis for other projects and collaborations that build on its opportunities, as
well as training courses in an industry 4.0 environment.

A focus will be laid on data analysis and the steps from process data to knowledge
of the product quality. Furthermore, practical implications and future projects are being
presented. Upon completion, participants will be able to describe novel approaches to
quality assurance in industry 4.0.

3 QS-Services Supporting Digital Quality Assurance Tasks

Accordingly, an assistance system named QS-Services has been developed to support
the user in understanding process data. Following the Define-Measure-Analyze-
Improve-Control Methodology [6], the application guides the user through the indi-
vidual steps. By asking more and more specific question, the user interactively char-
acterizes a problem in the define phase. Adding additional parameters, such as
tolerance limits have a positive influence on the algorithms and enable more specific
recommendations.

During the development of QS-Services, experimental tests were conducted to
determine and correlate significant influencing factors on product quality. In the
measure phase the user is assisted in defining relevant sensors and tracking sufficient
process data. Statistical algorithms as well as methods for quality improvement form
the basis of the analyze phase in QS-Services. To improve the production process, a
detailed report is containing in-depth analysis of previously entered issues and rec-
ommendations to solve identified problems in future production cycles. By this, the
responsible quality engineer or machine operator is enabled to adjust the process
settings at an early stage and actively influences quality in a positive way.

It is to be emphasized that the results of the implementation of measures in QS-
Services are documented and stored for further usage, forming the control phase.
Therefore, a control loop is implemented, that enables the system to learn continuously
and thus derive targeted preventive measures even more precisely.

QS-Services provides a framework to identify causes and derive measures in a
transparent way, even without in-depth knowledge in the field of statistical data
evaluation. In particular, the analysis of data correlations with regard to product quality
is a major challenge. To be able to make statements about the product quality, labo-
ratory tests have been conducted and methods developed in order to derive statements
about interaction of process parameters. QS-Services differentiates between the anal-
ysis of individual parameters and parameters in correlation to find solutions within
increasingly complex production environments (Fig. 2).

Due to the findings of QS-Services, it is possibly to intervene directly in the
production process. Complaint and error management costs are lowered, and organi-
zations are enabled to further increase their competitiveness through introducing tar-
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geted preventive measures to eliminate errors. The assistance system describes a first
step towards predictive quality [7].

In a sample implementation the assistance system has been integrated in an Industry
4.0 production environment. The Quality Science Lab (QSL) [8] is a production system
consisting of independent cyber-physical units. An off-the-shelf 3D printer with
additional sensors and data processing units has been equipped as a key technology in
industry 4.0. Prints of low quality are identified and process parameters are analyzed
with the help of QS-Services. Further implementations with industry partners are in
preparation.

4 Summary and Outlook

A small micro factory has been built, that incorporates all aspects of Industry 4.0 as a
demonstrator and creates the opportunity to test and study new concepts in a safe
environment as well as providing the platform for teaching concepts. Based on the
current research, QS-Services provides a framework to be further developed and to
encompass ever more complex scenarios. With the implementation of further tech-
nologies and their continuous improvement, the reliable prediction of product quality is
possible. With the realization of industry 4.0 in a comprehensively networked, digi-
talized production environment this will give quality engineers the opportunity to
intervene and adapt process parameters already during production process. Through
monitoring and analyzing process parameters, negative outcomes can be avoided and
customer requirements can be fulfilled.

Presently QS-Services focuses on statistical methods, in next steps machine
learning technologies will be implemented. Comparison of this classical and modern
approaches will lead to insights about applying data science techniques like cluster
analysis and neuronal networks in a production environment.

Fig. 2. QS-Services provided by an assistance system in the QSL-Platform
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Abstract. Predictive Maintenance is one of the most intensively inves-
tigated topics in the current Industry 4.0 movement. It aims at schedul-
ing maintenance actions based on industrial production plants’ past and
current condition and therefore incorporates other trending technological
developments such as the Internet of Things, Cyber-Physical Systems or
Big Data Analytics. In this short paper we motivate the employment of
machine learning algorithms to detect changing behavior as indication
for the necessity of maintenance on a microscopic level and describe how
cyber-physical environments benefit from this approach.

Keywords: Predictive maintenance · Machine learning · Digital twin

1 Introduction

Predictive Maintenance (PdM) plays an essential role in the current Industry
4.0 movement, since it is considered to increase the productivity of today’s
tightly synchronized manufacturing businesses, where minor unforeseen machin-
ery breakdowns can quickly lead to huge monetary losses. However, the topic
is still in its infancy. Working real-world implementations of PdM are rare,
although the enabling technologies and methods already exist (cf. Internet of
Things (IoT), Cyber-Physical Systems (CPS), Big Data Analytics) and produc-
tion industry is committed to invest in this area. Collecting data from sensors
and checking empirically set thresholds are common auxiliary features of manu-
facturing execution systems on modern production plants, but they rather enable
to react to already present malfunctions, than to predict upcoming ones. Thus,
the majority of recent work in the PdM area concentrates on analyzing the mon-
itoring data of entire machine fleets with sophisticated algorithms to find error
indicating patterns in real-time and trigger maintenance operations proactively
[4]. As the eventual goal of PdM the exact estimation of a production plant’s
remaining useful lifetime is frequently mentioned. However, data sets which allow
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to make such ambitious predictions are difficult to produce, starting with carry-
ing out a large number of Run-to-Failure experiments [5]. In the research project
Smart Factory Lab, EFRE/IWB 2014–2020 we have lately achieved promising
results by employing a microscopic machine learning approach, which is in the
spotlight of this short paper.

2 Condition Monitoring Approach

In Fig. 1 our approach of creating a Digital Twin for modern industrial plants is
outlined and the following sections elaborate on its two phases: modeling (offline)
and evaluation (online). Initially, the production system is modeled for all known
normal and erroneous states based on sensor data collected in a supervised phase
with machine learning algorithms. Subsequently, these models are evaluated on
the data stream in order to check if the system is behaving normal, drifting from
its original concept, or already in a known erroneous condition.

Fig. 1. From raw sensor data to concept drift detection in a decision support system.

2.1 Machine Learning

The success of machine learning algorithms heavily depends on the quality of
the data they are working with. Hence, one’s attention should first be directed to
correct data recording and proper preprocessing. For the offline modeling phase,
usually large sets of recorded data from different plants are prepared under
supervision, which have been labeled as representitive for a particular system
state by domain experts. In a subsequential step a pipeline of rules is developed
(e.g. to filter outliers, aggregate features etc.), which all data, offline or online,
must pass to ease the successive modeling process.

Following recent work on Condition Monitoring and PdM we employ promi-
nent machine learning methods, such as Random Forests (RF), Support Vector
Machines (SVM) or Genetic Programming based Symbolic Regression (SRGP)
to train time series regression models for different system states [2,6]. More
specifically, we propose to train ensembles of models, one for each physical sen-
sor by using the others’ past values as input vectors. Based on these sensor
models variable interaction networks are generated by using the most influen-
cial variables for each sensor. Therefore, the impact of each variable used in
the developed models is calculated by alternately deactivating them from the
model’s input vector and reevaluating it (cf. [3] for more details). Exemplary
regression models and a variable interaction network with sample weighting for
the sensors x4 and xn are illustrated in Fig. 2.
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Fig. 2. Building variable interaction networks based on regression models.

2.2 Model Evaluation

In the second phase the developed models and networks are evaluated with the
aim to detect drifts off from normal system behavior before reaching erroneous
states and hence, to determine a reasonable point for maintenance. Therefore, the
online data stream may be transferred from the plant to the analysis environment
e.g. via the MQTT protocol in order to pass the built preprocessor pipeline.
Subsequently, the time series regression models are continuously fed with the
latest preprocessed values and the resulting forecasts are evaluated against the
factual sensor series in a sliding window fashion. By this means an increasing
prediction error indicates changing system behavior. Evaluating the variable
interaction networks follows a similar routine and may be performed in parallel.
However, herein a change in the determined weight of variable impacts holds
accountable for drift detection. The outlined methodology has been implemented
as a plugin for the open source framework HeuristicLab1.

3 Real-World Challenges and Applications

Continuous monitoring of system conditions results in high volume of time series
data, which poses challenges for hardware and software in CPS environments.
While sensor and storage equipment is getting cheaper, networking possibilities
in production halls are still quite limited and thus, centralized analytical services
might not always be feasible. Even if networking is no issue for a particular case,
the repeatedly targeted large scale monitoring approaches on fleets of production
plants tend to turn into opaque data graveyards. Macroscopic data analysis still
might lead to some general statements, e.g. vague trends for wear and tear, but
unlikely to deeper insights, such as particular failure root causes.

The presented approach contributes to mitigate some of the stated real-world
problems. For instance, since the focus of the resulting machine learned sensor
models and networks is quite constrained, they can be evaluated even on micro-
controllers within milliseconds and hence, enable reducing network traffic as
they may replace single physical sensors, which are entirely describable by others.
Following this, the entire drift detection routine may be implemented directly on
the plant controller. This way a plant itself aggregates raw sensor data to a single
performance indicator and thus, acts more intelligent, as frequently demanded

1 https://dev.heuristiclab.com.
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[4] and causes less networking traffic. Furthermore, the microscopic modeling
approach might help to gain deeper insights for domain experts, especially when
White-Box-Modeling approaches (e.g. Symbolic Regression) are employed [1].

We tested our approach on a set of challenging synthetic time series, as well
as on data from real-world applications with promising results, which will be
part of upcoming work due to the limited space in this paper. However, for more
details the reader is referred to recent work, where we performed experiments
with similar approaches [1,3,6].

4 Conclusion and Outlook

In this work we presented an approach for identifying malfunctioning industrial
plants. Therefore, regression models and variable interaction networks are used
to evaluate a continuous data stream, identify deviations from normal behavior
and enable triggering maintenance actions proactively. For quantitative analysis
of the performed experiments and case studies the reader is referred to the ref-
erenced and upcoming work. As a promising next step to enhance the described
approach we consider to investigate how closer integration of modeling and eval-
uation phase may lead towards online- and self-learning machinery.

Acknowledgments. The work described in this paper was done within the project
“Smart Factory Lab” which is funded by the European Fund for Regional Development
(EFRE) and the country of Upper Austria as part of the program “Investing in Growth
and Jobs 2014–2020”.
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Abstract. Currently software testing has become critical, expensive (time and
cost), effort intensive activity. There are times when software development
teams keep the testing activities until a feature development completion which
impacts the delivery and quality. To overcome certain friction in quality, there
are methods like automation which are applied to various phases of development
but often the regression element is skipped. The paper stresses on key elements
like automation, quality metrics, feedback and collaboration between cross units
in case of diverse team sets in a large organization. The paper tries to present a
framework where collaboration, standardization of software testing approach at
each level of development becomes critical for successful and high-quality
software delivery.

Keywords: Collaboration � Coaching � Automation � Testing �
Software development � Quality

1 Introduction

Testing automation is an integral part of software development. With the increase in
size of the project in terms of systems, modules, features, the complexity increases
leading to requirement of testing being intensive for the initial delivery of the software.
The notion of software testing calls large team collaboration due to the criticality of
product quality. The requirement of collaboration also presents the DevOps way of
development in teams distributed across the geography [1].

If we consider agile products, the differently located teams come together to pro-
vide a solution to a specific problem or a customer requirement. Most often test and
quality are the processes which are often ignored until the base functionality of the
product is ready. This seldom leads to hotfix-based development activities during
acceptance stages. Most often we ignore the importance of having a quality landscape
dedicated to testing before migration to production to cease issues reported by
development teams [2].

Using this short paper, we would like to touch upon the challenges, approaches to
formulate-execute-manage tests and the methods that can leverage better collaboration
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and more insightful hands-on practice sharing between the teams. We also touch upon
the concept of line of application testing and context aware testing which also forms an
integral part of any application since we currently also have to consider user accessi-
bility and consistency [3, 4].

2 Outlook and Approach Towards Quality

As many of the on-premise solutions are moving to the cloud, the development
practices are evolving in terms of approaching and delivering a solution. The per-
ception of quality is mandatory to be realized in the solution design phase where
parameters like scale and resilience be considered. Moving on to the development, the
pre-requisites for any solution should be met before the code setup is started. The
quality of code and effort of developers’ variance must be observed to make sure that
the developers are not suffering a burn out and effective code are being delivered for
high quality product. The approach described is difficult to follow up in practice due to
the existing cultural notions in teams.

The key elements that requires a rethinking and confirmation before any feature
development is the user experience consistency, functional correctness and accordingly
developers and quality should design their tests cases and make sure that they include
the tests for execution in the continuous delivery and integration pipelines [5]. To
further investigate in detail the test paradigms that we need to take into consideration:

a. Design of Test Suites – For any product, designing of test suites are a critical phase
and it encourages a team to define their quality factor which can serve as a baseline
for future releases

i. Coverage – Code coverage.
ii. Exploration – Exploratory test cases should cover tests which may come

across during manual tests apart from the cases covered in automation.
iii. Security – Security tests cases should be covered in adherence to domain

requirements and also data privacy should be taken care of.
iv. Performance – Performance tests cases should also cover future scalability

cases.
v. Automation – Segregated Unit and E2E test cases.
vi. Evaluation – Corrective actions based on the failures or modifications.
vii. Reporting – Segregated reports should be designed for users since it matters

for developers to have granular details and for management it is critical to
have overview.

viii. Management – Proper management of test cases.
ix. Tools and Frameworks – Choice of tools and frameworks should be in

accordance with the use cases, requirement and expertise in the team.
x. Prioritization – Tests should be prioritized during the design phase and tests

should be written with boundary conditions before the development starts.
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b. Context Aware – The application test case definition also requires the process of
identification of contextual information, and characterize context-aware application
behavior on the basis of -

i. User Context
ii. Time Context
iii. Computing Context
iv. Location
v. Orientation

c. Selection of Tests – Test case selections should be based as per the feature delivery
prioritization. This criteria can be also accomplished using the greedy prioritization
algorithm.

d. Execution of Tests – Testing should be made mandatory for Continuous Integration
process.

e. Functionality based Product line Tests so that adherence to delivery KPIs are met by
the development.

The above listed parameters or paradigms are comprising of the real-world chal-
lenge for achieving any quality product. Often when executing a product we rarely look
into the aspects that can make the product quality go higher. The reason that sometimes
during our product development lifecycle we overlook the quality factors is due to the
lack of coordination, product focus and skills among the teams.

Testing a product begins with testing the design of the mock-ups, workflows, user
experience guidelines, test suites, architecture, infrastructure and overall management
of the test cases which should not be limited only to the functional requirements of the
product but extend it to the non-functional requirements [6].

In any organization, testing activities are often allocated to cross functional units
and the developers are involved when the design thinking phase completes along with
starting of the development of the required features. By this point, often the design
shortcomings are masked with additional development requirements. Now there is a
need of streamlining the shortcomings be it design, architectures, features using a
methodological and also a collaborative way of supporting the product development
phases [7] (Fig. 1).

The ownership mindset in development teams needs to build in order streamline the
complete process and testing aspects. Also quality criteria should not only be owned by
development but by cross functional collaborating teams [8] as this helps in exploring
quality parameters. This is a critical paradigm which is required from the perspective of
a cloud based development aspect. Since cloud development also advocates that the
delivery cycles be shorter, it is often harder to trigger this aspect to adopt to the
complete lifecycle based on context aware mechanisms. Here we can adopt or
implement a framework for developing the attitude towards productive quality. To
overcome the challenge of mindset and to realize the potential of quality we all need to
understand and be disciplined in following practices and practices that govern an agile
project and believe in “Quality is in the code” [9].
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3 Perspectives

In the course of development to delivery, there are various challenges that can be
overcome by guided hands. This aim can be achieved by building an active community
and a consortium which provides a platform for collaboration and knowledge sharing.
There are various challenges in building up of community, nurturing it and also
thriving it setting up successful deliveries which is accepted by the development units
and also cross unit collaborations.

Teams often overrule priority of designing tests and extend the same to delivery of
functionality of the product. Decisions like these are very harmful in the long running
product practices leading to lack of quality. The aspect that we can check is to have an
anonymous external crowd sourced platform that leads to better decisions, collabora-
tions for feature feedbacks and bug detection. The decision key stakeholders here are
defined but the voting for a decision should be made anonymous since in cases of
exception there is no personal issues that come up during the overall process [10].

Companies can also form expert teams which can perform the cross-collaboration
bridge for various aspects of product development leading to increase of the developer
efficiency. These teams should nurture the intellectual property of the product, bring
out the use cases with hands-on experience and increase the productive outcomes to
build up a quality product [11].

Another aspect is crowd testing, or a more open approach can be beta testing, which
can be made applicable at the early stages of development where these tasks can be
carried out with partners to perform Non-Functional, Exploratory, Assurance and
Performance aspects of testing. Overall the implementation forms a quality gate before
releases. Here the key driving force should be relevant users performing such opera-
tions globally for a line of product mostly being the functional experts.

Development

Operations Quality Assurance

Integrated Deployment and Test

Development 
Artifacts

Configuration and 
CM Management

Test Artifacts and 
Test case 

Management

Fig. 1. Towards a “Quality is in the code” mindset
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4 Retrospective

Many products also require a thorough implementation of the features for a specific
device and hence our traditional approach to determine the key elements for testing is
not effective and here we need to focus in device based test suites. Similarly for
machine learning and artificial intelligence based applications, it is critical to test the
context awareness from time and space perspective [12] but not only limited to series
analysis using the time series analysis method. Likewise for an upcoming technology
for e.g. blockchain, new paradigms should be determined to finding the unknowns and
then basing the test suites on the lines of the unknowns to better the product and
understand the adoption of the process that is required [13].

Determining the critical elements for delivery of a successful product quality
aspects are –

a. Extension of Testing in design and user experience
b. Proper Mapping of customer requirements
c. Reporting granularity of Tests
d. Infrastructure based Tests
e. Tests for resilience.

The need of automation also resonates with above key elements and hence it
becomes the only means where the overall costs can be minimized or kept in check for
overflowing feature development scenarios. Automation and Continuous delivery are
critical for success of any product since it enables outreach of product features to the
customers in a short period of time [15] (Fig. 2).

Interoperability, infrastructure and resilience are key to any agile development
projects. Hence there is a need to synchronise the continuous integration which has
become disruptive in the development and this also recognizes the need to identify the
tool which can support, adapt and scale based on projects. In doing so, we also evolve

Exploratory
Tests

End To End 
Tests

Component
Tests

Unit Tests

Infrastructure 
Tests

Fig. 2. Extension proposal of the typical test pyramid [14]
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our practices internally as well externally from a team perspective if we adopt the
notion of crowd sourcing, beta testing within an organization [1].

5 Conclusion

Test automation approach differs from product to product as per the quality require-
ments. The higher the degree of test automation, the higher the increase of quality of
any industry product and same applies not only to a software testing organization but a
manufacturing organization also. If the planning and design of the test suites along with
inclusion of the test strategy earlier in the planning stage of the product development
yields a better ROI. The thought of going beyond and exploring the unknowns for
upcoming technologies and also considering the testing of the environment with equal
importance is the key to a consistent and a high quality customer product.
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Abstract. Machine breakdowns in industrial plants cause production
delays and financial damage. In the era of cyber-physical systems,
machines are equipped with a variety of sensors to monitor their sta-
tus. For example, changes to sensor values might indicate an abnormal
behavior and, in some cases, detected anomalies can be even used to
predict machine breakdowns. This procedure is called predictive mainte-
nance, which pursues the goal to increase machine productivity by reduc-
ing down times. Thereby, anomalies can be either detected by training
data models based on historic data or by implementing a self-learning
approach. In this work, the use of neural networks for detecting anoma-
lies is evaluated. In the considered scenarios, anomaly detection is based
on temperature data from a press of a machine manufacturer. Based on
this, a framework was developed for different types of neural networks
as well as a high-order linear regression approach. We use the proposed
neural networks for restoring missing sensor values and to improve over-
all anomaly detection. An evaluation of the used techniques revealed
that the high-order linear regression and an autoencoder constitute best
practices for data recovery. Moreover, deep neural networks, especially
convolutional neural networks, provide the best results with respect to
overall anomaly detection.

Keywords: Anomaly detection · Sensor data recovery

1 Introduction

In modern industrial plants, a rising number of sensors offers advanced oppor-
tunities for automatically detecting machine faults. In this context, machine-
learning methods have proven to be beneficial [1]. Although first models related
to neural networks were already introduced in the 1940s [2], their usage in an
industrial context only increased significantly during the last years. Thereby,
data storage capabilities constitute an important factor for the development of
neural networks as large training data sets usually enhance the overall outcome.
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Furthermore, the developments in the field of deep learning enable a better read-
ability of neural networks. This improvement is achieved by abstracting infor-
mation into hierarchically ordered layers. In this work, we apply neural networks
techniques to an industrial data set, provided by an automotive press company.
More precisely, the data set contains temperature sensor data from three engines
in a press and the difference between engine temperatures is used to represent
anomalies (cf. Fig. 1, left). These data have been collected over a year of opera-
tion before a machine breakdown occurred. With the help of machine learning
techniques, we tackle two use cases: First, we aim to recognize anomalies. Sec-
ond, we try to recover lost (i.e., missing) sensor data. Regarding the first use
case, the results can be utilized in advanced information systems for the provi-
sion of alerts and condition monitoring. Following the idea that anomalies occur
more frequently before a breakdown, they can be used as input for predictive
maintenance. Concerning the second use case, data recovery is useful to improve
overall data quality and, therefore, enhance data analytics approaches.

Fig. 1. Extract from measured sensor data (left) and increasing occurrences of anoma-
lies before a breakdown (right)

2 Data Set and Evaluation

The data set stems from a machine manufacturer and consists of values from
a press line with six presses. It was recorded over a period of one year, using
a sampling rate of one measurement per minute. At the end of this year, a
breakdown of one press occurred (cf. Fig. 1, right part). To apply methods of
supervised learning, the data points are labeled. Thereby, a single data point
was marked as anomaly if any of the three engine temperature differences was
greater than 5 Kelvin (K). Then, a data section of 120 data points (i.e., each with
three temperature values) was used as the input for the neural networks. Note
that this corresponds to a 2-h measurement. Furthermore, an input is labeled as
anomaly when it contains at least 105 single data points that are regarded as an
anomaly. Using this approach, we train the neural network to recognize anomaly
patterns. Hereby, we recognize exceeded temperature thresholds as well as the
time series structure. Next, the data set is split up into training and test data.
As the anomalies are underrepresented in the whole data set (cf. Table 1), test
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Table 1. Distribution of the data set

ID Data label Data set size Percentage of parent

1 All data 524162

2 Normal data 518095 98.8% of 1

3 Anomaly data 6067 1.2% of 1

4 Training data normal 512915 99.0% of 2

5 Training data anomaly 4854 80.0% of 3

6 Test data normal 5180 1.0% of 2

7 Test data anomaly 1213 20.0% of 3

data is randomly generated by 1% normal input data and 20% of the anomaly
input data.

The proposed framework hierarchy is shown in Fig. 3. It is optimized for sen-
sor data and includes various types of neural networks. To calculate the precision
for the use case Sensor Value Restoration, the mean derivation of the expected
value is used as evaluation criterion. For the use case Anomaly Detection, the
number of unrecognized anomalies (false negative) as well as the number of
wrongly discovered anomalies (false positives) are used to calculate the F1-score.
These two evaluation criteria are shown in Fig. 2.

Fig. 2. F1-scores (left) and mean deviation (right)

In Fig. 3, the most promising results of the framework are shown. The autoen-
coder (AE) performed well for recovering sensor data, but its variants denoising-
autoencoder (DAE) and compression-autoencoder (CAE) achieve a low F1-score.
In contrast, a fully connected neural network (FCNN) performed better for
anomaly detection than sensor value recovery. Note that the order of the best lin-
ear regression (LR) was four. Finally, convolutional neural networks are promis-
ing for anomaly detection.
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3 Summary and Outlook

The presented framework performs well on the shown data set. It restores miss-
ing temperature values with an average deviation of less than 1 K and recognizes
anomaly patterns reliably. Overall, the main advantages of the framework are
as follows: First, due to the hierarchical class structure, it is possible to switch
between performance and reliability. High-level networks (e.g., the autoencoder)
need more computation time, but achieve better results. Second, the framework
is designed for sensor data and allows to select a time window to be evaluated.
However, the neural networks need high computation power and, for supervised
learning, a pre-labeled data set is required. In future work, recurrent neural net-
works [3] may provide further improvements, as they include previous decisions
into a classification. Other approaches dealing with the application of neural
networks for sensor data exist. For example, [4] discusses an application of neu-
ral networks in a motor system, where vibration signatures are analyzed with
the help of neural network agents. Next, [5] reached F1-scores up to 0.987, using
linear autoencoders to detect anomalies in labeled audio databases. However,
to our best knowledge, the presented framework combined with data of a press
manufacture illustrate new insights.

Interface: ITransformator
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NeuralNetwork
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Autoencoder
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Autoencoder
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FCNN = Fully Connected Neural Network, AE = Autoencoder, PER = Perceptron, LR = Linear Regression
DAE = denoising-autoencoder, CAE = compression-autoencoder, CN = Convolutional Neural Network 

Fig. 3. Framework (1), recovery results (2) and anomaly detection results (3)

Altogether, neural networks are able to adapt to production changes by
adjusting their weights. Moreover, they are robust to irrelevant noise, as they
are trained to discover only relevant sensor patterns. Therefore, the application
of neural networks is promising in the fields of sensor data recovery and anomaly
detection.
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Abstract. In this short paper, we briefly reflect on the project LOISI

(Logistics Optimization In Steel Industry), and the use of multiple enter-
prise models to support the analysis and management of resilience of
production processes. We identify one shortcoming in the project with
respect to planning of process routes. Based on reflection on the indus-
trial case, research ideas based on process units and (enterprise) inter-
operability are briefly outlined.

Keywords: Process interoperability · Enterprise interoperability ·
Enterprise modelling

1 Introduction

The Austrian research project LOISI (Logistics Optimization In Steel
Industry) has started in October 2016, running till September 2019. The over-
all goal of LOISI is to support the analysis and design of resilient production
processes in the steel manufacturing industry.

A general trend in the steel industry in Europa, and other high wage coun-
tries, is to focus on high quality steel production. A lot of research and develop-
ments are undertaken to improve the metallurgical quality of the steel casting
process. However, to be able to reach the desired high quality steel, logistical
process aspects are also of importance. An important function in the context
of logistics, is the cooling process of steel. Different temperatures and cooling
times for steel influence the quality. Certain missed quality parameters, can be
compensated by allowing the steel to cool down more slowly. In other quality
related situations, manual re-work of the surface, can improve the steel bloom’s
quality. Depending on the result of the casting process, different processes and
logistical routes are used to reach the desired quality of the steel products.

Given the increased demand for high quality steel, a regular change of the
initially planned processes and routes is expected. More high quality products,
increase the volatility of the production system and triggers the need for mea-
sures, supporting and increasing the resilience of the system.

This industrial case study paper is structured as follows. We briefly describe
the current work in the LOISI project, and propose an extension based on the
idea of interoperable process units.
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2 Industrial Models

The enterprise has been identified as a complex adaptive system [2]. To capture
the complexity of the system in a single model is not possible. It is required to
use multiple models. Different decision makers have different requirements and
have their own world view captured in models of their domain [3]. In LOISI
multiple enterprise models are used to support the identification of short-time
events and long-term trends that disturb the production system.

Examples for short-time events that disturb the standard production process
are, breakdowns of sub-systems, like transport vehicles, and missing spaces for
cooling, due to unexpected additional cooling requirements by other product
orders.

Examples for long term trends disturbing the production, are an increase
in demand for high quality steel which implies tighter corridors for acceptable
steel quality parameters and, longer cooling phases for steel to reach the desired
quality.

Both types of disturbances will occur in the future more often and have
negative impact on the production system’s performance. However, it can not
be predicted to what extend different possible scenarios will emerge.

To improve the situation of decision makers, and support process manage-
ment, three different models are developed in LOISI.

– A performance measurement system is developed to make the effect of dis-
turbances visible to the decision makers.

– A scheduling system optimizes the use of alternative processes and logistical
routes to improve the resilience.

– A simulation system allows to model different configurations of the production
system and the effect of the use of process alternatives in different scenarios.

The modelling process happening within the project, supports learning of
participants and knowledge exchange between participants [1]. The three models
share a single point of view. The major difference is the goal of the model as
indicated in the list above.

The overall strategy to increase resilience in this project, is to elaborate
different processes and routes which are then chosen after the result of the casting
process of steel blooms is known. Such alternative process routes for steel blooms
become necessary in situations when a steel bloom is re-classified to a lower
quality steel. That implies the need to produce replacement steel blooms with the
initially desired high quality. Next to these and similar reasons, also breakdowns
of production sub-systems are a major factor that trigger the need for alternative
processes and routes. For example the steel needs to be transported with different
vehicles, needing a different duration.

The simulation environment allows to design scenarios with e.g. different
probability of breakdowns and different customer order mixes with different
demand for quality. The performance measurement system makes the need for
different process routes visible, and allows to measure the impact of different
strategies for selecting certain routes as a counter-measure.
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However, in the current project the alternative process routes are fixed. This
limits the solution space. In the following we elaborate on extending the project
to support the dynamic planing of steel bloom process routes through the pro-
duction system.

3 Process Units for Dynamic Production Process
Planning

Above we have discussed the current conceptual approach in an applied research
project. Based on observed limitations we discuss an extended research project
with a larger solution space.

By dividing production processes into smaller units, it is possible to react to
many parameters on the spot. Such process units, allow to place the planning
process between a pure rules based approach (very dynamic but no stability) and
a pure process based approach as described above. Chaining of multiple units to
form larger processes is supported. By building an environment that supports the
formation of interoperable processes, using the process units, negative impacts
of the complexity will be reduced.

The underlying idea is similar to replacing business processes with business
rules, but is placed somewhere between both approaches. Task sequences which
need to be fixed (e.g. due to physical requirements) may be modelled as single
unit.

First an abstract process of different stages the physical product (steel bloom
in this case) follows needs to be modelled. However, in exceptional situations,
these stages may be very different. The process units describing the same stage
may also be very heterogeneous. Second, it is necessary to specify input and
output properties and conditions used to support the automated chaining.

For the formation, a set of alternative process units for each stage need to be
identified. Then it is necessary to decide which unit to choose. The choice will
be dependent on the impact the choice has on the product, and general system
states.

Different process units have to be specified for different transport means.
Process units have to be specified for quality related function steps (e.g. cool-
ing) depending on the place where the step takes place. A process unit might
have different result in different places. Different process units might also have
different impacts on the place where these are executed. For example process
units are associated with different costs.

Open to further research are issues related to the description of process
unit interfaces. In particular when keeping the initial requirement of generat-
ing resilient processes loosely coupled systems are desired [3]. Interface concern
general services related to process planing, chaining, execution, and monitor-
ing. There will also be domain specific interfaces related to connecting process
units so these can be chained in a (domain-specific) useful manner. Next to the
interface descriptions, services need to be identified that trigger and execute the
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planning and chaining. Here some logic-based domain-specific language is desir-
able to be able to encode the applicability of a process unit in certain situations
and to react to events and disturbances [2].

Reasoning environments, and accompanying logic languages, need to be eval-
uated to support the modelling of such units and also the validation of the results
by experts. A simple PROLOG-like mechanism is not sufficient, as that allows
only single chains without process specifications of parallel etc. A more expres-
sive language is needed, capable of being extended to meet the vocabulary and
logic of the domain experts encoding the system.

4 Upcoming Challenges

In the LOISI project we improve the resilience of the system by supporting differ-
ent production processes and logistic routes for steel products. The complexity
and dynamics of the production system is made manageable for decision makers
by using an optimization model, a performance measurement system (numerical
model), and a simulation model. Based on observations made in the industrial
case, we have identified potential for further research.

We have identified process units as a means for making the production more
agile, while allowing to specify physical properties and constraints along pro-
cesses. The mechanism needs to be more elaborated than simple chaining mech-
anism like offered by PROLOG. Units form larger processes by following an
abstract description of stages a steel bloom has to go through. Some stages
requires parallelism or XOR like conditions.

Acknowledgement. The research described in this paper has been funded by the
Governments of Upper Austria, Styria and the SFG: FFG Project “Logistics Optimi-
sation in Steel Industry (LOISI)” Contract nr.: 855325.
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The future eSociety, addressed with our workshop, is an e-inclusive society based on
the extensive use of digital technologies at all levels of interaction between its mem-
bers. It is a society that evolves based on knowledge and that empowers individuals by
creating virtual communities that benefit from social inclusion, access to information,
enhanced interaction, participation and freedom of expression, among other.

In this context, the role of the ICT in the way people and organizations exchange
information and interact in the social cyberspace is crucial. Large amounts of structured
data – Big Data and Linked (Open) Data – are being generated, published and shared
on the Web and a growing number of services and applications emerge from it. These
initiatives take into account methods for the creation, storage and consumption of
increasing amounts of structured data and tools that make possible their application by
end-users to real-life situations, as well as their evaluation. The final aim is to lower the
barrier between end-users and information and communication technologies via a
number of techniques stemming from the fields of semantic knowledge processing,
multilingual information, information visualization, privacy and trust, etc.

To discuss, demonstrate and share best practices, ideas and results, the 6th
International IFIP Workshop on Methods, Evaluation, Tools and Applications for the
Creation and Consumption of Structured Data for the eSociety (Meta4eS 2018), an
event supported by IFIP TC 12 WG 12.7, BYTE Big Data Community (BBDC) and
Data Licenses Clearance Center (DALICC) project, with a special focus on cross-
disciplinary communities and applications associated with Big Data and their impact on
the eSociety, brings together researchers, professionals and experts interested to present
original research results in this area.

We are happy to announce that, for its seventh edition, the workshop raised interest
and good participation in the research community. After a thorough review process,
with each submission refereed by at least three members of the workshop Program
Committee, we accepted 3 full papers and 3 short papers and one poster paper covering
topics such as ontology engineering, natural language processing, sentiment analysis,
multimodal search, storytelling, unsupervised automatic keyphrase extraction, evalu-
ation, cross-language information retrieval, query translation disambiguation, text
mining, social semantics, decision making, data management and applied to the fields
of software quality, air quality monitoring, smart city, cryptocurrency investment, open
archives, multimedia cultural content, multilingual resources and media.

We thank the Program Committee members for their time and effort in ensuring the
quality during the review process, as well as all the authors and the workshop attendees
for the original ideas and the inspiring discussions. We also thank the OTM 2018
Organizing Committee members for their continuous support. We are confident that
Meta4eS will bring an important contribution towards the future eSociety.

October 2018 Ioana Ciuciu
Anna Fensel
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Abstract. This paper aims to analyze and identify the variations and
similarities between models/standards in the software quality domain.
The approach combines analysis at several levels, starting with a naive
comparison done by the software quality expert, going through several
NLP specific similarities measures. The final goal is to be able to rapidly
identify solutions to make a software compliant with new standard. The
focus of the current study is on the lexical analysis of software quality
models based on natural language processing.

Keywords: Software quality · NLP · Similarity between words

1 Introduction

Software quality is an important aspect of software development and it represents
an efficient method to differentiate applications and to evaluate the development
process.

We can mention at least three main ways in which software quality may be
proved useful:

Firstly, Considering the plaetoria of applications existing on the market, how
to choose in which to invest, in order to be sure that it will comply to dif-
ferent standards. Software quality can offer uniform measurements to compare
different applications. Secondly, the applications that are developed today are
more and more complex, with several versions being developed over considerable
amount of time, and the software development process can become difficult to
manage. Software quality measures can indicate changes between versions that
might generate such unmanageable situations. Complying to software quality
standards makes this process more controllable. Lastly, from a software com-
pany perspective, a label of software quality compliance can be a way to gain
trust and attract more clients.

A software quality model represents a set of factors that completely charac-
terize a software system. They capture both external aspects (such as usabil-
ity, efficiency, reliability a.s.o.) and internal aspects (such as maintainability,
reusability, testability a.s.o.).
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Since the first software quality model introduced by McCall [12], several
other proposals have been issued and the lasts of them have been standardized.
McCall model defined 11 factors, which form the basis for following models.
Some factors, like maintainability and reliability, have been present in all models,
while other factors appeared in later models. Such an example is security, which
is understandable to be promoted as an important characteristic of software
systems, due to the spred of web and mobile applications. An overview of software
quality models and their corresponding factors is presented in Table 1.

Table 1. Software quality models

SQ model Factors

McCall Correctness, Reliability, Efficiency, Integrity, Usability, Maintainability,
Testability, Flexibility, Portability, Reusability, Interoperability

Boehm Portability, As in Utility - containing Reliability, Efficiency, Human
Engineering Maintainability - including Testability, Understandability,
Flexibility

FURPS Functionality (F), Usability (U), Reliability (R), Performance (P)
and Support (S)

ISO 9126 Functionality, Reliability, Usability, Efficiency, Maintainability,
Portability

ISO 25010 Functional Suitability, Performance Efficiency, Compatibility, Usability,
Reliability, Security, Maintainability, Portability

The study of those models lead us to the following remarks:

– The domain of software quality uses several concepts and terms with different
definitions and meaning;

– The domain of software quality is very variable: even software quality (SQ)
standard models change in time, and terms differ from one issue to another.
For example, in ISO 25010 [9], issued in 2011, the term “appropriateness”
replaced “suitability” from ISO 9126 [1], issued in 2001.

The research question addressed in this study is to investigate a method to
compare software quality models, by identifying changes in models, as well as
identifying new introduced factors or removed ones. Our approach is from a Nat-
ural Language Processing (NLP) perspective, and for computational purposes,
we used Natural Language Toolkit (NLTK) [3]. The two models that we studied
are ISO9126 [1] and ISO25010 [9].

The rest of the paper is organized as follows: next section presents a compar-
ison based of observations between the two SQ models. Section 3 introduces the
similarity measures applied for the two SQ models, and compares the models
based on these computations. In the end, we discuss some related work, present
the conclusions and describe our future ideas for this study.
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2 Naive Comparision of ISO9216 and ISO25010

Introduced in 1991, ISO9126 [1] represented the standard for software evaluation,
addressing quality model, external, internal, and quality in use metrics. The
software quality model, known as ISO9126-1, proposed a set of six characteristics,
each further divided into subcharacteristics: functionality, reliability, usability,
efficiency, maintainability and portability.

ISO25010 [9] replaced, in 2011, ISO9126, and is the current standard used for
software products. The standard proposes eight characteristics, further divided
into subcharacteristics, that complete describe the standards that a software
product should comply.

A simple comparison between the two models identified the following simi-
larities, respectively differences:

Firstly, four characteristics have been preserved between the two versions,
namely: Reliability, Usability, Maintainability, Portability. However, if we look
at the subcharacteristics corresponding to them, we notice that none of the
ISO9126 characteristics remained the same. For example, Reliability may be
considered the characteristic with the minimum change, as shown in Table 2,
since only Availability has been added as a subcharacteristic. Availability is
defined as “degree to which a system, product or component is operational and
accessible when required for use”, which is justified by the fact that component
based development as increase significantly in the last years.

Table 2. Reliability in ISO9126 and ISO25010

ISO9126 ISO25010

Maturity Maturity

Availability

Fault tolerance Fault tolerance

Recoverability Recoverability

Another aspect worth noticing is that some modifications are not very clear
since the newly introduced term is very similar to the one existing in ISO9126,
which make it difficult to realize the distinction. Such examples are: Changebil-
ity replaced Modifiability as subcharacteristics of Maintainability, respectively
Resource behavior replaced by Resource utilization in Efficiency.

Two of the characteristics have been renamed with small differences, namely:
Functionality - Functional suitability, respectively Efficiency - Performance effi-
ciency.

Two new characteristics have been added to ISO25010, Compatibility and
Security. A closer look to their definition will show that even in this case there
are some similarities with the previous model: Compatibility is formed of Co-
existence and Interoperability, the later being present also in ISO9126, as a
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subcharacteristic of Functionality. Security was defined in ISO9126 also as a
subcharacteristic of Functionality, so in this case we can say that security has
been promoted to a more significant importance, which is quite obvious consid-
ering the type of applications developed today (web, mobile, component based).

3 A NLP Based Approach to Software Quality Models
Comparison

In the context of having many software quality models, many of them having a
lot in common, but many of them reorganizing factors and sub-factors, to have
a tool to automatically emphasize changes can be extremely useful for software
projects that are already known as meeting some quality standards.

Having two software quality models, our approach in finding their similarities
is based on text similarity computations. Given a model and its description, the
aim is to find how different a new model is and which items matches the previous
one.

The approach presented in this work is based on the information provided by
a software quality model. The problem we address is to match the categories of
a second model to those in the first model. It is based on similarity computation
at a word level (Sect. 3.1) and similarity computation based on lexical similarity
(Sect. 3.2).

3.1 Set-Based Similarity

Phrases can be seen as set of words. One method to compute the similarity
between phrases is based on common words and does not take into account the
meaning behind words. The intuition says the more common words two texts
share, the more similar they are.

From common similarity measures that can be used with sets [4,7,17] we use:
overlap, Jaccard and Dice.

If A and B are sets, then overlap is computed as cardinal of the intersection
over the minimum cardinal of the two sets, that is:

overlap(A,B) =
card(A ∩ B)

min(card(A), card(B))
(1)

Dice similarity measure is computed as twice the cardinal of the intersection
over the sum of the cardinals of the two sets:

Dice(A,B) =
2 × card(A ∩ B)

card(A) + card(B)
(2)

Jaccard similarity measure is computed as the cardinal of the intersection
over the cardinal of the union of the two sets:

Jaccard(A,B) =
card(A ∩ B)
card(A ∪ B)

(3)
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3.2 Lexical Similarity

Many methods to compute small text similarity are based on word-to-word sim-
ilarity. The two main approaches for computing word-to-word similarity and
relatedness are corpus-based measures and knowledge-based measures [14]. The
first uses corpora to discover semantic information based on the idea [8] that
words used in the similar contexts will also be semantically similar. These meth-
ods use distributional information such as co-occurrence frequencies or statistical
measures of association. Among these methods, word embedding techniques such
as word2vec [15] are very popular.

Knowledge-based approaches uses linguistic resources, such as semantic net-
works to extract lexical information. They were shown that provide high corre-
lation scores with the goldstandard in [2] in an evaluation exercise on Semantic
Textual Similarity on SemEval 2012.

There are recent studies [13,18] that combine both the information from a
corpus-based vector space representation with semantic information extracted
from an ontology. They report the same or higher correlation with human judg-
ments as reported by some different word embedding approaches.

In this work we chose to use a knowledge based approach as the first approach
to our problem. We also have the intention for the future to further extend our
work by using word embedded techniques and then extending the study by
combining semantic similarity and corpus-based vector space representation.

We used WordNet lexical database [6] to provide lexical information. Word-
Net’s basic unit is the concept that is represented by the set of synonym words
(a synset) that can be used to express that concept in language. Between synsets
there are relations corresponding to the relations between the sense of the con-
cepts.

There are several ways to compute lexical similarity between concepts in
Wordnet [7,14]. Many similarity measures are path-based and the core idea is
that two concepts are semantically close if they are close in the Wordnet ontology.
Having identified two concepts, we used path similarity, Leacock-Chodorow and
Wu-Palmer similarity to determine the similarity between them.

The Path Similarity is defined as:

simshortestPath(C1, C2) =
1

1 + path length(C1, C2)
(4)

Leacock-Chodorow similarity also rely on the length of the shortest path
between two synsets but it uses a non-linear function and scales the path length
by the maximum depth of the taxonomy

simLCh(C1, C2) = −log
path length(C1, C2)

2 × D
(5)

Wu-Palmer similarity is based on the idea that concepts with more depth
would be more similar because they are more specific. With the notation LCS for
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the Least Common Subsumer or closest common ancestor that is the most spe-
cific concept that is a shared ancestor of the two concepts, Wu-Palmer similarity
is given by the formula:

simWuP (C1, C2) =
2 ∗ depth(LCS)

depth(C1) + depth(C2)
(6)

The similarity measures described above are defined over concepts that are
synsets in WordNet. But we need the similarity between words. To compute the
similarity between two words based on the similarity of the synsets they appear
in, we used the maximum similarity between the synsets in which each word
appears [16]:

sim(w1, w2) = max
C1∈synsets(w1),C2∈synsets(C2)

sim(C1, C2) (7)

3.3 Experiments and Results

Keywords and Set-Based Similarity. Each category has a set of subcate-
gories. Their names, category and subcategories, as text words, can be considered
a representative description for the characteristics, or the keywords specific to
that characteristic. The first approach is are based on these keywords. They form
a set of distinct word forms. To compute similarity between categories we used
the set based similarity measures that are presented in Sect. 3.1.

Table 3. Associating categories based on keywords and set-based similarity: association
results and similarities

ISO25010 category ISO9126 factor Overlap Dice Jaccard

Performance efficiency Efficiency 1.000 0.923 0.857

Reliability Reliability 1.000 0.909 0.833

Portability Portability 1.000 0.889 0.800

Usability Usability 0.750 0.400 0.250

Maintainability Maintainability 0.600 0.545 0.375

Functional Suitability Functional 0.400 0.400 0.250

Compatibity

Security

The results of associating the model characteristic based on keywords and set-
based similarity are presented in Table 3. This approach gives 100% accuracy (in
the sense that for characteristics that are present in both models the associations
and similarities are computed), for all the three set-based computation formula.
All three methods shown that few changes exist between first 3 characteristics,
namely Performance efficiency, Reliability and Portability. However, the overlap
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measure in this case is not well suited, since its value is 1, but the corresponding
concepts do not have identical subcharacteristics (as shown in Table 2). If we look
at the similarity measures for maintainability, they show a significant difference
between the two SQ models, and this is due to the difference in the names of
subcharacteristics (Modificability vs. Changebility).

Keywords and Lexical Similarity. Keywords are also words and carry lexical
information. The second method used to compute the similarity between sets is
based on the lexical similarity between keywords. The similarity between two
sets is computed as the average of the similarities of their keywords.

In this approach, a problem is that among the words used to name the
categories and subcategories, there are word forms that don’t appear in any
WordNet synset. An example is maintainability. But, we expect that there are
related words (like maintainable, maintain) that do appear. In order to associate
some concepts to all the keywords, we get their stem and then the list of words
that matches the stem and that have synsets in Wordnet, that means that we
used a process of stemming - unstemming for each word. Porter stemmer is used,
with some new rules added in order to handle for words like co-existence or non-
repudiation, because co and non are prefixes that are not integrated in Porter
stemmer (in NLTK).

With the use of stem-unstem process, we are able to associate close related
concepts (synsets in WordNet) to each word. For example, for maintainability
we go from not having any associated WordNet synset to getting 24 synsets.

By using the path similarity and Leacock and Chodorow similarity, we get
100% accuracy (see Table 4), while by using Wu and Palmer similarity there are
6 of 7 correctly matched categories.

Table 4. Associations of categories based on keywords and lexical information (using
path similarity and Leacock-Chodorow similarity)

ISO25010 category ISO9126 factor Path LCh

Functional Suitability Functional 0.692 2.846

Performance efficiency Efficiency 0.952 3.559

Reliability Reliability 0.938 3.490

Usability Usability 0.649 2.984

Maintainability Maintainability 0.783 2.854

Portability Portability 1.000 3.600

Compatibility

Security
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Based on Description. Each characteristic has a description associated to
it. The description should be specific enough to clarify the meaning of each
characteristic.

A description is a short text. The similarity between the texts is computed
based on the synsets of the words in the two text, and it is similar (but not the
same) with the formula used in [14] which is based on word similarity.

simLeft(T1, T2) =

∑

ss1∈synsets(T1)

max
ss2∈synsets(T2)

sim(ss1, ss2)

dimension(synsets(T1))
(8)

sim(T1, T2) = (simLeft(T1, T2) + simLeft(T2, T1))/2 (9)

Having words in context, we can determine their Part Of Speech (POS) and
for each word we select only the synset of the words that satisfy also the POS
restriction. We want to consider only words that are semantically relevant and
we use just noun, verb, adjective, adverb. That means that implicit stop list are
words with other POS, like conjunction, wh-pronoun, etc. such that words like
the, a, to, or, etc. are not considered.

The results for this approach are weak and very different from one similarity
formula to another, as we can see in Table 5. We also performed experiments
with not using the constraint of POS and the results are similar: we get from 2
to 4 correct assigned categories. We want to further investigate this problem in
the future and to use different other methods to compute text similarity.

Table 5. Associations of categories based on description; use lexical similarity of words
for same POS

ISO25010 category ISO9126 factors

Path similarity LCh similarity WuP similarity

Functional Suitability Functional Functional

Performance efficiency Reliability,
Efficiency

Reliability,
Efficiency

Reliability,
Efficiency

Reliability

Usability Usability Usability Usability,
Portability,
Maintainability,
Functional

Maintainability Portability,
Maintainability

Portability Portability,
Maintainability

Compatibility

Security
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The conclusions of our study are the following. Set-based similarity, computed
based on Dice measure can be used to detect if there is no change between SQ
models. Path similarity measure can be used to detect when there is a change and
how much had changed (values closer to 1 indicate a small change). Description-
based similarity will take into consideration the other characteristics from the
model that need to be studied in case of a change (renaming of characteristics,
move of a subcharacteristic within model).

An overview of the results obtained by our approaches is presented in Table 6.
We can see that better results are achieved by using keywords. The detailed
results are available at https://softwareengubb.wordpress.com/page/.

Table 6. Associations of categories. An overview of the results

Similarity
computation method

No. of correctly
matched categories

keywords set-based: overlap 6 (from 6)

Dice 6 (from 6)

Jaccard 6 (from 6)

keywords lexical similarity: path-based 6 (from 6)

Leacock Chodorow 6 (from 6)

Wu-Palmer 5 (from 6)

description lexical similarity: path-based 4 (from 6)

(use POS) Leacock Chodorow 4 (from 6)

Wu-Palmer 2 (from 6)

description lexical similarity: path-based 4 (from 6)

(don’t use POS) Leacock Chodorow 3 (from 6)

Wu-Palmer 2 (from 6)

4 Related Work

As stated in the paper, there is currently no common standard in the domain of
software quality to adhere to. Several software quality models and standards have
been used over the past decades. They involve terminology and concepts with a
certain degree of variation between the models. However, there is currently no
unique set of concepts commonly agreed on by the software quality community
to refer to when assessing the software quality.

Several efforts have been done by the research community to propose a com-
mon set of concepts using existing software quality models and standards. We
will cite the most noticeable ones here. Kayed et al. [11] conducted an experiment
in order to extract a condensed model for software product quality attributes.

https://softwareengubb.wordpress.com/page/


216 S. Motogna et al.

They proposed, based on the analysis of the frequency and association of ter-
minology and concepts in various documents, models and standards related to
software quality, an ontology that formalizes the semantic of the attributes. The
proposed ontology was the starting point for other efforts and research for try-
ing to find a common understanding and agreed models to be used by software
engineers, researchers, stakeholders and practitioners. Ciancarini et al. [5] pro-
posed a three-dimensional ontology model, named SQuAP-Ont (https://w3id.
org/squap/), based on existing standards for software quality, software process
and software architecture. SQuAP is based on the latest software quality stan-
dard (ISO25010 [9]) and is easily extendable. A noticeable work was done by
Kara et al. [10] in which a generic software quality model based on existing
standards and an instantiation algorithm, based on fuzzy logic are proposed.

5 Conclusions and Future Work

The paper proposes a method to compare two SQ models using NLP techniques,
namely: word based similarity, lexical similarity of keywords, respectively lexical
similarities of descriptions. Several measures have been applied in order to deter-
mine the evaluation that identify as precisely as possible the changes between
SQ models. ISO25010 and ISO 9126 models were used as case study and the
similarity measures where checked against observations of the two models. As a
conclusion, these types of similarities can be applied to SQ model to compare
them, and determine how much change exists between them.

The results of this approach represent the basis for two future investiga-
tions. First, we think about making a complete survey of the SQ models pro-
posed so far, that will lead to tracing of characteristics and subcharacteristics
more precisely between models, with the final purpose of building an ontology
of the domain. Comparing all SQ models needs an automated approach since
the amount of data will be large. The second would be to extend the set of
similarity measures that are used with corpus-based methods, and to conduct a
comparison between them.

A tool that will incorporate this approach will be a useful method for SQ
standard compliance. Imagine the situation in which a new standard is proposed
(which is very possible since the last one was issued in 2011), and software prod-
ucts should comply the new standard. Instead of fulfilling all characteristics from
scratch, our approach can be used to indicate which characteristics and subchar-
acteristics need to be changed/added/moved or removed in order to comply the
new standard.
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Abstract. In this paper, we propose a new automatic query translation dis-
ambiguation using bilingual proximity-based approach. This approach combines
a traditional bilingual dictionary and parallel bilingual corpus to build a bilin-
gual semantic dictionary of contexts (BSDC) and identify the suitable translation
of a word using a proximity matching model. Besides, it uses and extends an
existing probabilistic semantic distance to compute similarities between words
using a bilingual semantic graph of the traditional bilingual dictionary and the
BSDC. We experiment and compare this approach using the French-English
parallel text corpus Europarl and the CLEF-2003 French-English CLIR test
collection. Our experiments highlighted the performance of our bilingual
proximity-based approach compared to both the known efficient probabilistic
and the possibilistic ones, for both long and short queries and using different
assessment metrics.

Keywords: Cross-language information retrieval (CLIR) �
Query translation disambiguation � Bilingual semantic dictionary of contexts �
Probabilistic model � Possibilistic model � Proximity

1 Introduction

Nowadays, the dictionary-based query translation techniques in CLIR systems still
lacked by the problem of translation ambiguity [1, 8]. In any QT process, the context is
relevant to find the suitable translation for each source query term, thus a word-by-
word QT technique is not sufficient in this case. However, and in spite of their
advantages, the traditional bilingual dictionaries suffer from the lack of accurate
information useful for QT. Furthermore, there exists a lack of high-coverage parallel
bilingual corpus on which methods of learning could be trained.

For these multiple reasons, we suggest in this paper the definition of a new lin-
guistic resource, namely the bilingual semantic dictionary of contexts (BSDC), useful
to support and ensure the machine learning in a semantic platform of QT. Indeed, the
building of this BSDC is based on the combination of a parallel bilingual corpus and a
traditional bilingual lexicon. Then, a proximity matching model, based on this BSDC,
has been used to select the best translation corresponding to each polysemous source
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query term. Indeed, we firstly model source query terms and their possible translations
via a bilingual semantic graph of the traditional bilingual lexicon and the BSDC. Then,
we compute similarities between words using an extended version of an existing
probabilistic semantic distance in order to choose the best translation corresponding to
each source query term. This approach has been tested using the CLEF-2003 French-
English CLIR test collection and the French-English parallel text corpus Europarl
(http://www.statmt.org/europarl/). Our experiments have showed the performance of
the QT-based bilingual proximity compared to both the known efficient probabilistic
and possibilistic approaches [2], for both long and short queries and using different
assessment metrics.

The remaining of this paper is organized as the following. The BSDC is presented
in Sect. 2. Section 3 details the bilingual proximity-based approach for QT disam-
biguation. Section 4 presents our experimentations and discusses a comparative study
between our QT disambiguation approaches. Section 5 concludes our work in this
paper and suggests some perspectives for future research.

2 The Bilingual Semantic Dictionary of Contexts (BSDC)

We suggest here a generic solution based in graphs in order to model knowledge
required for QT as a BSDC. However, the automatic building and representation of the
graph G = (T, E) associated to a given set of source query terms and their possible
translations require the definition of the set of nodes T as well as the set of edges
E. During the training step of our approach, these edges and nodes are learned from
both the traditional bilingual lexicon and the parallel bilingual corpus [7].

2.1 The Bilingual Set of Nodes

The nodes of the graph are the source query (SQ) terms and their possible translations
existing in the bilingual dictionary. It will be considered as polysemous query term if it
has more than one possible translation. The inputs of the BSDC are the context of the
polysemous word and the inputs of the traditional bilingual lexicon. We model in the
following by: (i) Polysemy(SQ): Set of polysemous terms in the source query SQ: p1,
p2, …, pk. This set includes source query terms having more than one possible trans-
lation. (ii) Significant(SQ): Set of significant terms, which are not polysemous in the
source query SQ: m1, m2, …, mi. (iii) Context(p, SQ) = {Significant(SQ) [ Polysemy
(SQ)}\{p}; with p is a significant term 2 SQ. (iv) Context(SQ) = {Significant(SQ) [
Polysemy(SQ)}. (v) Translation(ti): Set of translations of a significant source query
term ti in the traditional bilingual dictionary dti if the term ti is not a polysemy one; and
pi
1, pi

2, …, pi
a if the term ti is a polysemous one. This set includes only translations

which are really used in the training set (i.e. in the BSDC).

2.2 The Set of Edges

According to the nature of the semantic relations which define the edges of the
bilingual graph (nodes representing the lexemes of the language), we can distinguish
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many kinds of lexical networks. We used in the building of our BSDC graph the
following kinds of relations:

The Semantic Proximity Relations: We build context-independent links between all
possible translations in the graph. Indeed, we build an edge between two translations ti
and tj if tj appears in the translation definition of ti. We formalized this relation as the
following: 8tj 2 TranslationðtiÞ if i 6¼ j ! \tj; ti [ 2 E.

The Translation Relations: We build an edge between a polysemous source query
term ti and tj if tj appears in the translation set of ti. We formalized this relation as the
following: 8ti 2 Polysemy SQð Þ; 8tj 2 TranslationðtiÞ ! \tj; ti [ 2 E.

The Syntagmatic Relations: They are also known as relations of co-occurrence. We
build an edge between two words in the graph if they co-occur in the same context.
These relations are formalized as follows:

8ti; tj 2 Context SQð Þ if i 6¼ j ! \tj; ti [ 2 E

The Paradigmatic Relations: We focus here on synonymic relation between two
nodes. We build an edge between two words if they maintain a synonymic relation
between them. In other words, if they share common words in their translations:

8ti; tj if Translation tið Þ \ Translation tj
� �� � 6¼ ; ! \tj; ti [ 2 E:

We assign weight to each edge in the bilingual semantic graph using formulae
detailed in the following sections.

3 The Bilingual Proximity-Based Approach for QT
Disambiguation

We present in this section our bilingual proximity-based approach for QT disam-
biguation. In fact, we have extended in Elayeb et al. [3] an existing proximity function
(PROX) initiated by Gaume et al. [4] in order to apply it in the context of semantic
query disambiguation. We more investigated this technique here in the field of QT
disambiguation. We present in the following the semantic calculus. Firstly, we generate
the matrix of transition from the graph of the BSDC. Secondly, we transform this
adjacency matrix into a Markov one having the nodes of the graph as states and the
possible transitions as edges. Finally, we apply the dynamic translation sense calcu-
lation in order to select the best translation.

Building the Adjacency Matrix. The adjacency matrix is generated from the graph
G = <T, E>. We note [G] the square matrix n x n defined as the following:
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8r; s 2 T ; G½ �r;s¼ \s; r[j j if r; sð Þ 2 E and G½ �r;s¼ 0 if r; sð Þ 62 E ð1Þ

We note [G] the transition matrix of G. Since G is not directed, so G½ � is a
symmetric matrix. In addition, G is a reflexive graph, so:

8r 2 T ; G½ �r;r ¼ 1 ð2Þ

Building the Markov Matrix. The Markov matrix is generated from the adjacency

matrix. Let us note G
_

h i
the Markov matrix corresponding to the graph G = <T,

E> defined as the following:

8r; s 2 T; bGh i
r;s
¼ G½ �r;sP

x2T
G½ �r;x

ð3Þ

Gaume et al. [4] have defined PROX(G, i, s, r) as the probability while the particle
passing from the node r, at the moment t = 0, to the node s at the moment t = i:

PROX G; i; s; rð Þ ¼ ½G_
i
�r;s ð4Þ

Where Mi is the matrix M multiplied i times by itself.

Definition 1: The Dynamic Translation Sense Calculation. We propose here a
dynamic technique computing the translation senses’ scores corresponding to a poly-
semous source query term in its context using the BSDC graph. The best translation has
the best score among all possible translations existing in the graph. We are based here
on the principle of the PROX method, which computes a score of semantic similarity
(proximity) between nodes of the BSDC graph in an original and innovative manner as
the following. Given the polysemous source query ti; having more than one possible
translation in the bilingual lexicon. We note by:

(i) ti is a node of the graph G.
(ii) Translation tið Þ ¼ p1i ; p

2
i ; . . .; p

a
i

G1 ¼ lim
z!1 G

_ zj k
So; G1 is a vector of Ra: ð5Þ

f1 r; sð Þ ¼ lim
z!1PROX G; z; s; rð Þ ð6Þ

The function f∞ indicates the semantic proximity between polysemous source
query terms and their possible translations’ definitions in the BSDC. So, we have the
following property:

Automatic Query Translation Disambiguation 221



Property 1. Since the graph G is reflexive and strongly related, then:

8a 2 T ; lim
z!1PROX G; z; s; rð Þ ¼ lim

z!1PROX G; i; a; rð Þ ð7Þ

That means the probability for a rather long time z to reach a node s does not
depend on the node of departure (s or a). We note that a is strongly related to ai if and
only if: 8 j 2 ℕ\{i}, f∞(a, ai) > f∞(a, aj). In this case, the suitable translation of a is ai.

The word b carrying information checks the following properties: (i) b 2 Context
(a, SQ); (ii) 8 d 2 Context(a, SQ)\{b}, f∞(a, b) = maxd(f∞(a, d)); where b is the
definition of a. In this case, b is the semantic definition of a in the BSDC.

4 Experiments and Discussion

4.1 Evaluation Using the Recall-Precision Curves

We present in Fig. 1 the recall-precision curves comparing the proximity-based, the
probabilistic, the possibilistic [2] and the monolingual runs (English queries provided
by CLEF-2003) using different combinations of source query’s parts. Our goal is to
assess the sensitivity of our approach to the contextual information provided by these
parts. Indeed, if we run only the title of the source query the context will be limited to a
small set of terms. Therefore, the probabilistic approach has a lack in the identification
and translation of Noun Phrases (NPs) and it will be limited to a word-by-word
translation process. That’s why our proximity-based approach outperformed the
probabilistic and the possibilistic ones starting from the point of recall 0.2. However, it
is slightly under the probabilistic and the possibilistic ones especially in some low-
levels points of recall (0 and 0.1). Between the points of recall 0.3 and 0.6, the
proximity-based approach outperformed the probabilistic and the possibilistic runs with
a significant gap between them. From the point of recall 0.7, this superiority becomes
slight and the gap between the proximity and the possibilistic approaches is limited to
these high-levels points of recall. In addition, the monolingual run outperformed the
proximity-based, the probabilistic and the possibilistic ones in all points of recall. But,
the gap between the monolingual run and our proximity-based approach is increasingly
reduced starting from the point of recall 0.5. This achievement may be explained by the
extra contextual information provided by the BSDC, which overcomes the lack of
context caused by the source query title (cf. Fig. 1(e)). When we have run the de-
scription part of the source query, the context is slightly enlarged and the probabilistic
and the possibilistic approaches can find and translate more NPs. Therefore, the pos-
sibilistic can outperform both the probabilistic and the proximity-based approaches
especially in the point 0.6 and in some low- (from 0 to 0.2) and high-levels points of
recall (0.9 and 1), while the probabilistic seems better in the points 0.3 and 0.4.
Nonetheless, the proximity-based approach slightly outperformed the probabilistic and
the possibilistic ones in some points of recall (0.5 and 0.7). Besides, the gaps between
the monolingual run and the other approaches are more reduced starting from the recall
point 0.7 (cf. Fig. 1(f)). Moreover, the context of the source query is more improved
due to its narrative part, which is more suitable for both the probabilistic and the
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possibilistic approaches in their identification and translation of more frequent NPs.
That’s why they achieved almost equivalent performances with the proximity-based
approach in the point of recall 0.5 and outperformed it in the point 0.7. They are also
slightly under the proximity-based approach in some high-levels points of recall (0.8,
0.9 and 1). However, the proximity-based approach outperformed both of them, par-
ticularly in some low-levels points of recall (from 0 to 0.4). The gaps between the
monolingual run and all the other approaches are more compacted starting from the
point of recall 0.8 (cf. Fig. 1(g)). The superiority of the proximity approach may be
explained by the extra contextual information issued from both the narrative part of the
source query on the one hand, and the BSDC on the other hand. The running of the full
source query parts (title & description & narrative) has been the most popular in the
CLIR tools’ assessments. In this case, each approach can benefit from the full con-
textual information. However, the proximity-based approach outperformed the prob-
abilistic and the possibilistic ones, especially in some low-levels points of recall (from
0 to 0.3). These two approaches are under or equal to the proximity-based one starting
from the point of recall 0.4. We also register the same performance of the proximity-
based run as the monolingual one in some high-levels points of recall (from 0.7 to 1).
The gaps of performance become narrower between all of these approaches compared
to the first three cases (cf. Fig. 1(a)). We need also to investigate on the other possible
combinations of the source query parts.

When we focus on both title & narrative parts, the proximity approach significantly
outperformed both the probabilistic and the possibilistic ones, especially in the low-
levels points of recall (from 0 to 0.5), and it is slightly upper them and under the
monolingual run in some high-levels points of recall (from 0.8 to 1). But, the gaps
between all of them are progressively reduced starting from the point of recall 0.6 (cf.
Fig. 1(b)). We note also that the monolingual run is regularly upper bound of the CLIR
performance. This’s because we haven’t involved in our tests any query expansion
processes during the translation task and no close words/phrases have supported our
source or/and target queries before retrieving documents.

However, title & description seem less suitable for the proximity-based approach
when its performance slightly exceeds the probabilistic one and equal to the possi-
bilistic approach in some points of recall (from 0.5 to 0.8). The proximity-based
approach is slightly under both the probabilistic and the possibilistic ones in some low-
(from 0 to 0.2) and high-levels points of recall (from 0.8 to 1), but they are equal
between 0.4 and 0.5 (cf. Fig. 1(c)). Moreover, the description & narrative run provides
more contextual information for the proximity-based approach to achieve better per-
formance compared to its competitors, especially in some low-levels points of recall
(from 0 to 0.4). But, this superiority is significantly reduced starting from the point of
recall 0.6 until the point 1 (cf. Fig. 1(d)). This performance disruption of the proximity-
based approach in both of these two last combinations may be caused by the de-
scription part of the source query in the standard CLEF-2003, which includes some
recurrent expressions such as “Trouvez des documents qui…” (find documents that…),
reducing the CLIR efficiency.
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Fig. 1. Recall-precision curves of the four QT runs
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4.2 Evaluation Using the Precision Values at Different Top Documents

We compare in Fig. 2 the overall performance of the monolingual, the proximity-
based, the probabilistic and the possibilistic runs using the precision at different top
documents (P@5, P@10,…, P@1000). When we focus on the precision at different top
documents, we remark that the precision decreased when the number of returned
documents has increased. When we run the full context of the source query (title &
description & narrative), the proximity-based approach outperformed both the prob-
abilistic and the possibilistic ones in terms of precision at all different top documents;
except in some rare cases such as: (i) in P@100 and P@1000 when the probabilistic
approach is slightly better than the proximity-based one; and (ii) in P@15, P@20 and
P@30 when the possibilistic approach slightly outperformed the proximity-based one.
Moreover, when the context of the source query is progressively decreased (using
narrative or title & narrative or description & narrative) the proximity-based approach
achieved better precision at all different top documents than the probabilistic one,
except in some cases such as in P@50, P@100 and P@1000 using narrative, in P@100
using description & narrative and in P@1000 using title & narrative or description &
narrative in which the probabilistic approach slightly outperformed the proximity-
based one. In addition, the proximity-based is also the best one using title & narrative,
while the possibilistic is the best one using title & description. Nonetheless, we can
notice some exceptions in which the proximity-based is still slightly under the possi-
bilistic approach such as in P@20, P@30, P@50, P@100 and in P@1000 using
narrative or description & narrative.

4.3 Evaluation Using the MAP and the R-Precision Metrics

The proximity-based approach is the best one, in terms of MAP and the R-Precision
metrics (cf. Fig. 2), using all source query parts’ combinations. But, there are some
exceptions when we run description or title & description where the possibilistic is
slightly better than the proximity, which confirms our conclusions made above. In
general, the proximity-based approach achieved better results than the probabilistic one
for long queries using title & description & narrative or title & narrative or description
& narrative and for short queries using narrative. Compared to the possibilistic one,
the proximity-based has achieved the best results for long queries using title & nar-
rative and short queries using narrative. But, it has some weaknesses with the de-
scription part of the source query as we explain above. Globally, when the context of
the run is larger due to the double support coming from both the maximum context of
the source query and the BSDC, the performance of the proximity-based approach is
closer to the monolingual run. Besides, the proximity-based approach is often better
than both the probabilistic and the possibilistic ones with a clear gap for the first values
of recall corresponding to the first selected documents (except using description or title
& description).
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Fig. 2. Results using the precision at different top documents, MAP and R-Precision
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4.4 Evaluation Using the Improvement Percentage

We show in Table 1 the improvement percentage of the proximity-based approach
compared to both the probabilistic and the possibilistic ones, using the precision at
different numbers of top documents, MAP and R-Precision for long and short queries.
We remark that there is a significant improvement of the proximity-based approach,
especially for the documents returned at the top of the list such as P@5, …, P@30
using long queries (except the combination title & description) or using the part
narrative of short queries. Firstly, and compared to the probabilistic, the proximity-
based has achieved an improvement of more than 10.6% for P@10 for long queries
using title & description & narrative. Besides, the average improvement percentage in
terms of precision at different top documents is about 3.77% using title & description &
narrative, 7.05% using title & narrative and 1.64% using description & narrative. For
long queries, the average improvement percentage of the MAP is about 7.87% and of
the R-Precision is about 5.43%. On the other hand, the proximity-based approach
achieved a significant improvement percentage for the short queries, especially using
the narrative part providing the maximum contextual information. For example, we
achieved more than 5% for P@5 and almost 7% for P@15 using narrative. Besides, the
average improvement percentage in terms of precision at different top documents is
about 1.47% using narrative. But, the average improvement percentage of the MAP is
about 3.07% and of the R-Precision is about 1.94% using short queries. Secondly, and
compared to the possibilistic, the proximity-based approach has exceeded 14% for
P@5 and almost 7% for P@10 for long queries using title & narrative. Besides, the
average improvement percentage in terms of precision at different top documents is
about 3.8% using title & narrative, while this average is about 3.83% for the MAP and
2.06% for the R-Precision using long queries. However, when we focus on short
queries using narrative, the proximity-based approach achieved an improvement of
more than 6.8% for P@5 and more than 4% for P@15. These results showed and
confirmed the effectiveness of the proximity-based approach compared to both the
probabilistic and the possibilistic ones for both long queries using title & narrative and
short queries using narrative for all different assessment metrics and scenarios.

4.5 Statistical Evaluation

It is also relevant to investigate on the statistical significance of the proximity-based
approach results compared to both the probabilistic and the possibilistic ones using the
Wilcoxon Matched-Pairs Signed-Ranks Test. If we focus on the precision at different
top documents, we notice that the improvements achieved by the probabilistic approach
are statistically significant, especially in P@100 (p-value = 0.042 < 0.05) and in
P@1000 (p-value = 0.013). Besides, the possibilistic approach has achieved statisti-
cally significant improvements, particularly in P@20 (p-value = 0.027), P@30 (p-
value = 0.046), P@100 (p-value = 0.027) and P@1000 (p-value = 0.003). These
results showed the weakness of the proximity-based approach in case of a great number
of returned documents. In addition, the improvements of the proximity-based approach,
compared to both the probabilistic and the possibilistic ones, are not statistically sig-
nificant neither for the remaining precisions at different top documents, nor for the

Automatic Query Translation Disambiguation 227



MAP and the R-precision. However, the proximity-based approach has showed its
statistical significance compared to the probabilistic approach, especially for long
queries using: (i) title & description & narrative when the p-value = 0.012 < 0.05;
(ii) title & narrative when the p-value = 0.006; and (iii) description & narrative when
the p-value = 0.046. Besides, and using the description part of the source query, the
improvements obtained by the probabilistic approach are statistically significant with a
p-value = 0.004. Finally, and compared to the possibilistic approach, the proximity-
based one has showed its statistical significance, particularly for long queries using title
& narrative when the p-value = 0.006 < 0.05. Whereas, the possibilistic approach has
achieved statistically significant improvements for long queries using title & descrip-
tion (p-value = 0.007) and short queries using title (p-value = 0.036) or description (p-
value = 0.005).

Table 1. The improvement percentage of the proximity-based approach

Long 
queries

Precision 
metrics

% imp.
Proximity vs. 
Probabilistic

% imp.
Proximity vs. 
Possibilistic

Short
queries

Precision 
metrics

% imp.
Proximity vs. 
Probabilistic

% imp.
Proximity 

vs. Possibil-
istic

Title 
+
desc 
+
narr 

P@5 7.99 6.57

Title

P@5 -10.44 -13.07
P@10 10.61 5.95 P@10 -13.52 -15.77
P@15 2.68 -3.72 P@15 -9.13 -12.23
P@20 1.65 -5.59 P@20 -8.68 -12.71
P@30 4.43 -2.9 P@30 -9.08 -12.5
P@50 5.09 2.03 P@50 -5.61 -9.25
P@100 -0.27 -2.02 P@100 -11.9 -14.36
P@1000 -1.98 -3.88 P@1000 -7 -9.71 
MAP 8.06 5.24 MAP 12.77 7
R-Precision 3.17 1.44 R-Precision 5.36 4.5

Title 
+
desc

P@5 1.43 0

Descrip-
tion (desc)

P@5 -8.48 -13.35
P@10 -3.54 -9.91 P@10 -9.41 -10.93
P@15 -7.3 -12.51 P@15 -11.65 -13.33
P@20 -4.85 -10.64 P@20 -10.74 -12.62
P@30 -3.45 -7.77 P@30 -5.15 -6.77
P@50 -6.53 -10.63 P@50 -8.01 -7.45
P@100 -9.38 -15.08 P@100 -9.92 -12.8
P@1000 -2.91 -3.85 P@1000 -4.81 -4.81 
MAP 1.29 -2.15 MAP -11.26 -11.68
R-Precision 3.43 -1.32 R-Precision -9.6 -11.13

Title 
+
narr

P@5 12.49 14.07

Narrative 
(narr)

P@5 5.4 6.84
P@10 12.6 6.83 P@10 4.41 -0.81
P@15 7.55 4.64 P@15 6.93 4.02
P@20 9.81 1.09 P@20 4.02 -2.76
P@30 9.79 2.49 P@30 0 -3.42
P@50 4.39 2.33 P@50 -2.71 -5.02
P@100 0.82 0.82 P@100 -3.32 -1.13
P@1000 -0.98 -1.94 P@1000 -2.94 -3.88 
MAP 13.64 7.42 MAP 7.7 4.08
R-Precision 10.81 8.36 R-Precision 10.07 3.89

desc 
+
narr

P@5 5.55 0
P@10 5.17 0.8
P@15 -0.64 -4.38
P@20 0.59 -4.64
P@30 6.22 0
P@50 2.73 0
P@100 -2.49 -3.68
P@1000 -3.96 -5.83 
MAP 8.52 4.82
R-Precision 4.32 -0.23
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5 Conclusion and Future Work

The results have showed that the enhancement of our proximity-based approach is
statistically significant, when we have compared its performance to the probabilistic
approach and to the probability-to-possibility transformation based approach, espe-
cially when we have used large contextual information issued from long source queries.
Unfortunately, our proximity-based approach has some weaknesses in the translation of
domain-specific queries. This requires both a language model and a domain-specific
translation process [6]. Besides, our new technique should be assessed in real contexts
by involving the user in the evaluation process (e.g. BLEU [5]).
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Abstract. Different techniques are used in text mining to analyze data,
extract knowledge, information and relations. We aim in this work to
extract related terms for specific keywords. In the first step, we extract
Arabic keywords from news articles titles using the TF-IDF terms weight-
ing measure. In the next step, we extract the related terms, from both
titles and main texts, using Word2Vec model as a word embedding tech-
nique. In order to evaluate our proposed approach, we compute the preci-
sion values of the extracted terms that are present in Wikipedia articles.
The experiments results perform better for the extracted terms from the
articles main texts than titles and the international news category has
the highest precision value.

Keywords: Text mining · Word embedding · Word2Vec ·
Arabic language · Terms weighting · DL4J · Cosine similarity

1 Introduction

Text Mining is one of the trending research fields nowadays since the amount
of available textual data is huge on the web. It is linked to many research areas
such as computational linguistics and Information Retrieval (IR). Text mining
can be used for unstructured or semi-structured data like emails, HTML files,
textual documents and others. Therefore, text mining is mainly used to extract,
briefly, interesting and non-trivial data from these texts [1].

Arabic language is considered as one of the most popular languages. It is used
by 280 million people as a first language and by more than 250 million people as
a second language [2]. Besides, Arabic language is categorized between the diffi-
cult languages to analyze. Indeed, it has special characteristics and complicated
grammar rules which presents ambiguity problems [3,4]. So, for one word, we can
get different morphological Part-Of-Speech (POS) tags. We mention as example
c© Springer Nature Switzerland AG 2019
C. Debruyne et al. (Eds.): OTM 2018 Workshops, LNCS 11231, pp. 230–240, 2019.
https://doi.org/10.1007/978-3-030-11683-5_26
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the word which has different morphological forms and the right POS tag

depends on the diacritic marks [5]: the word (he knew) is a verb while
(knowledge) is a noun.

We present our work as follows: Sect. 2 contains some related works. The Sect. 3
is about the proposed related terms extraction process. Then, in Sect. 4, we present
the data analysis and experimental results. Finally, we conclude our work and
present some perspectives.

2 RelatedWork

The research papers about text mining techniques can be classified according to
different study domains [6]. For this state of the art, we present 4 domains: Islamic
studies, Social networks/media, opinion mining and web pages.

Most Islamic studies researches for Arabic language use the Holy Quran (words
of revelations) and Hadiths (the prophetic narrations texts) as corpora for knowl-
edge and information extraction.

Alhawarat et al. [7] proposed an approach to analyze Arabic texts. Authors
pre-processed the Quran text and considered the different possible partitioning.
They used the term frequency (TF) and term frequency-inverse document fre-
quency (TF-IDF) measures. Depending on the partitioning method, the terms of
the holy Quran frequencies vary. Indeed, the terms frequencies depends on the
chapter size if chapters are used as a partitioning method. The terms frequencies
are almost equal once they used the parts. The calculated terms using TF mea-
sure might give good for semantic search and clustering. However, the calculated
terms using TF-IDF are suitable to be used for topic modeling.

Harrag [8] used Saĥıh of Bukhari as a corpus to extract the surface informa-
tion. He used named entity extraction techniques to extract the entities containing
relevant information from the corpus texts. So, he developed a system that must
detect the relevant text areas and assign a label to it. The proposed labels are:
Num-Kitab, Title-Kitab, Num-Bab, Title-Bab, Num-Hadith, Saned, Matn,
Taalik, and Atraf. The named entities Num-Kitab, Num-Bab and Num-Hadith has
the best F-measure results of 0.67, 0.67 and 0.54 respectively. The mean precision
and recall values are 71% and 39% respectively.

For social networks and socialmediadomain,wemention theworkofAl-Horaibi
et al. [9] who used a dataset containing 2 000 Arabic tweets for sentiment analy-
sis. After manually annotating the dataset, they used machine learning algorithms
for the classification: Näıve Bayes (NB) and Decision Tree (DT). Al-Horaibi et al
made different combinations of text-processing functions to check the performance
ofusing these algorithms.Theydeveloped functionalities thathelped them improve
the results. The experiments give an accuracy 64.85% for the NB classifier and
53.75% for the DT classifier. Sentiment analysis in Arabic language needs more
work on the lexicon side.
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Chan et al. [10] collected data from the social media web site Facebook. The
downloaded data was comments written in English in the Samsung mobile Face-
book page. Authors presented how to exploit social media data. So, they pro-
posed a structured approach that analyze the social media comments and analyze
the statistical cluster. Then, authors identify the relational analysis by analyzing
inter-relationships among different factors.

Cherif et al. [11] presented their work in the opinion mining domain. In this
paper authors, used a collection containing 625 Arabic reviews and opinions col-
lected from Trip Advisor’s official website. They proposed an approach based on
sentiment classification, using Support Vector Machine (SVM), to analyze the
Arabic reviews and comments. They evaluated the influence of Arabic grammat-
ical richness on opinion mining accuracy.

Rushdi-Saleh et al. [12] collected a new Arabic corpus for the opinion mining.
Their corpus has 500 movie reviews extracted from web pages and blogs in Arabic.
250 of the reviews are labeled as positive ones and the others as negative ones.
Authors used machine learning algorithms such as SVM and NB to experiment
this corpus. The SVM algorithm gives the best result (0.90) comparing by using
trigrams with Pang corpus.

In the web pages domain, Atlam et al. [13] defined a new method to construct
a comprehensive Arabic dictionary. Authors used the POS, pattern rules, and cor-
pora in Arabic language to construct the dictionary. They used 251 MB corpora
collected from the Arabic Wikipedia data and Alhayah newspaper online website.
Atlam et al. proposed a text classification approach, on 5 959 documents, using
Arabic Field Association terms compared to the machine learning algorithms: NB
and KNN. The proposed approach gave the highest precision value 80.65% fol-
lowed by NB with 72.79% and finally KNN with a precision 36.15%.

In the work of Wahsheh et al. [14], authors collected a new Arabic spam cor-
pus. Using this corpus, authors analyzed the spammers behaviors in Arabic web
pages. They analyzed the weights of the most popular words used by Arab users in
their queries. The experiments revealed that the behavior of spammers is unique
in Arabic web pages. They used the Decision Tree algorithm to evaluate the spam-
mers’ behavior and the accuracy was 90%.

3 The Related Terms Extraction Process

In this section we detail the process of extracting the related terms as presented
in Fig. 1. Starting from an Arabic news text corpus, we extract, in the first step,
a set of keywords from news titles. The process consists in classifying the titles
by month and annotating them using the Arabic POS tagger Open NLP1. We
apply the Arabic light stemmer [15], as well, to remove the prefixes and suffixes
from each word and the stop words are also removed from the titles. Finally, we
calculate the TF-IDF terms weighting measure [16]. This measure is about the
weight of a specific word in the corresponding title for a specific month.

1 http://www.arabicnlp.pro/.

http://www.arabicnlp.pro/
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Fig. 1. Related terms extraction process

As a second step, the set of extracted terms is used to extract related words
of news articles from both news titles and texts. We use the Word2Vec [17], a
two-layer neural net that processes texts, in order to group the vectors of simi-
lar words in the same vector space. Word2Vec detects similarities mathematically
and returns a set of vectors with numerical representations of the words. So, the
extracted related terms are chosen by calculating the cosine similarity between
the vectors. The cosine similarity is a measure that calculates the cosine of the
angle between the two vectors K and T as shows the formula 1:

Cosθ =
K.T

||K||.||T || (1)

where:

– K is the corresponding vector for the keyword
– and T is the corresponding vector for each extracted term.

For the related terms extraction process based on Word2Vec and cosine similarity,
we use the Deep Learning 4J (DL4J) project2.

2 https://deeplearning4j.org.

https://deeplearning4j.org
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4 Experimentation and Data Analysis

In this section, we present the used corpus and the experimentation results for our
proposed approach.

4.1 Test Collection

We use, as a collection, the Arabic News Texts (ANT) corpus3. It contains articles
collected from a tunisian radio web site [18]. We worked on the following six cate-
gories from this corpus: “economy”, “localNews”, “internationalNews”, “politic”,
“society” and “sport”. Table 1 presents the distribution of ANT Corpus articles
by category.

Table 1. Number of articles in “ANT Corpus” (v1.1) per category

4.2 Terms Extraction

We classified the titles by month to extract the terms for each month and see the
difference between the extracted related terms for the same term but for different
months. For each month and each category, we extract the first N terms according
to the TF-IDF measures. So, we choose the first 20 terms for each category, except
the category “economy”, since it contains generic words and the number of its
articles is limited. So, we chose the terms that appear in at least 3 titles in this
category. Among the extracted keywords, we notice some terms repeated almost
each month for each category as presented in Table 2.

Moreover, we notice that there are common terms usually used almost each
month. For example, the term (Tunisia) appears in three categories by
referring to Table 2. The society category also contains news from Tunisia but
most of the titles in this category follows the format “event’s location (Tunisian

3 https://antcorpus.github.io/.

https://antcorpus.github.io/
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Table 2. Most repeated words per category

state): event’s description”. The sport category contains both Tunisian and inter-
national sport news, the same for the “internationalNews” category. The existence
of the term (day) in the “localNews” category is explained by daily weath-
ercast publication in the website. This term is ranked in the second position for
four months. We present in Fig. 2 the word cloud of the most important keywords
for all categories.

Fig. 2. Word cloud of most occurring terms in different categories

Nevertheless, there are some terms that appear in only one or two months.
Indeed, these terms are related to specific news that appear and last for a limited
period. We present in the Table 3 some terms that appear for the first time on
April for some categories.

We notice that the term (Tatwin: a state in Tunisia) appears on April
in both “localNews” and “politic” categories. It is related to an event
(Al-Kamour) in Tunisia for this period. This event belongs to the “localNews”
category but it affects the “politic” category as well. So, an event in one category
can affect other categories and we can deduct some inter-categories correlations,
as represented in Fig. 3.
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Table 3. Examples of terms that appear for a limited period

Fig. 3. Correlation inter-categories: A set of keywords that appear in “localNews” and
other categories in the same months

Referring to Fig. 3, the term (Terrorism) appears in both “localNews”
and “internationalNews” categories on March. As well, the term (Corrup-
tion) appears in “society” and “localNews” on Mai.

4.3 Related Terms Extraction

For each extracted term, we search the 10 nearest similar words using DL4J. We
extract the related terms from both articles main texts and titles. For the same
keyword, the related terms vary from month to another depending on the news
in this period. As an example, we present in Table 4 the extracted related terms,
from the main texts, for the word (Trump) on January and February.

We notice that the extracted related terms, on January, are semantically
related to the presidential elections in the United States of America (USA). We
mention for instance the terms (nomination) and (president) as
near terms to the elections context. Meanwhile, the extracted related terms from
the month of February belongs to a different context. In fact, they are related to
the decision of restrict immigration to USA from some Arabic countries. Hence,
the extracted related terms depends strongly on the studied period.
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Table 4. Extracted related terms, from the main texts, for the term (Trump)

4.4 Experimental Results

To evaluate the related terms extraction process, we search the terms in an article
dealing with the main term. We chose the Arabic Wikipedia4 for searching such
articles. Wikipedia contains articles from different categories and we chose it for
the evaluation because of the lack of standard test collection. For the best of our
knowledge, the resources are limited too and the available text mining standards
are not suitable to our case study.

The nature of the used test corpus, as a news corpus, explains the presence
of many proper nouns among the extracted keywords. The extracted keywords
contain the first or last name but that’s not enough to get the suitable article
in Wikipedia. Taking as example, the keyword (Youssef) (the first name
of the Tunisian prime minister), matches to an article about the means and the
origin of this name. Meanwhile, we get the suitable article if we add the last name

(Youssef Chahed).
Therefore, there are some ambiguous terms from the extracted keywords. As

an example, we mention the keyword which has two different meanings
according to the context (box or fund). However, if we search Wikipedia articles
about we find only an article about the box meaning. Meanwhile, this

term appears frequently in conjunction with the words of
(international monetary fund).

So, to disambiguate these terms and get the relevant Wikipedia articles, we
search the corresponding named entity (NE) that appears in the maximum num-
ber of titles. Each extracted related term that appears in the corresponding
Wikipedia article is considered as a relevant term. The precision for the extracted
related terms of a keyword is detailed in the formula 2.

PrecisionKeyword(k) =

∑

i∈relatedTerms(k)

ti

T
(2)

Where:

– PrecisionKeyword is the precision of the extracted related terms of a
keyword k.

– ti is a related term that is available in Wikipedia article matching to k keyword.
– The T is the total number of extracted related terms for the keyword.
4 https://ar.wikipedia.org.

https://ar.wikipedia.org
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In each category, the precision for each month is computed as follows:

MeanPrecisionMonth =

∑

j∈listOfKeywords

PrecisionKeyword(kj)

K
(3)

Where:

– MeanPrecisionMonth is the precision of the extracted related terms, in one
category, for a month.

– PrecisionKeyword(kj) is the precision of a keyword on the month.
– K is the total number of keywords on that month.

The mean precision results from titles and main texts for the 6 categories are
presented in Table 5. Results show that the related terms extracted from the arti-
cles texts have better precision values, for all the categories, comparing with those
extracted from titles. In fact, titles are composed of few words that represent main
terms for specific news which leads to a poor context. On the other side, texts
presents a richer context and more words co-occurrences that are necessary for an
accurate word embedding computation.

Table 5. The precision values per category

According to the precision values, we notice that the “internationalNews” cat-
egory has the best values for both texts and titles. The Fig. 4 represents more
details about the precision values for each month for this category.

As an interpretation of these results, the “internationalNews” category con-
tains articles about international news so the articles in Wikipedia for this cate-
gory are available with more details. Meanwhile, the articles in the “society” or
“localNews” category are about local and daily events in Tunisia, that are not
available Arabic Wikipedia. The “society” category has the lowest precision value.
In this category, most of the extracted terms are names of Tunisian states. So, the
related terms are about the news in these states for this period. Meanwhile, in
Wikipedia we find articles describing the place and not the daily events.
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Fig. 4. The precision values by month for the “internationalNews” category

The “economy” category has the second highest value for the texts. This value
could be explained by the small number of the extracted keywords in this category.
Besides, the extracted keywords in the “economy” category are domain specific
terms such as (bank) so the related terms in the Tunisian context or inter-
national context is almost the same.

We can interpret the precision values for each keyword as well. So, for the key-
words that appear in more than one month, we notice that the precision value vary
from one month to another. As an example, we mention the precision values for
the term (Trump) on each month from January to June are 0.7, 0.5, 0.5,
0.3, 0.5 and 0.6 respectively. On January, the precision value is the best since the
related terms in this period are about the American elections.

5 Conclusion and FutureWork

We presented in this paper an approach for text mining and related terms extrac-
tion based on word embedding. In fact, we extracted the keywords from the news
articles titles by calculating the TF-IDF terms weighting measure for each word in
the title. For the extracted words, we search their related terms using Word2Vec
model, from both articles titles and texts. To experiment the approach, we search
the extracted related terms in an article about the main term in Wikipedia web-
site. Results show that the extracted related terms from main texts give better
precision values than from the articles titles. The results vary with the categories
and perform well for international news having 0.43 mean precision.

As a future work, we aim to study conceptual related terms extraction based
on rich knowledge resources such as Arabic WordNet. Other Arabic news sources
can be studied in order to analyze the dependencies with different texts sources.
Besides Word2Vec model, other neural networks based approaches for Natural
Language Processing could be also adopted as future perspectives.
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Abstract. This paper presents an approach and its corresponding application to
monitor the air quality from a city, to collect air quality data and use it to provide
information to the public. This study focuses on detecting the small particulate
matter (PM 2.5) in the air and it considers two approaches in order to determine
the air pollution levels: the users’ opinion and a technical sensor.

Keywords: Air quality � Sensor data � Particulate matter � Social sensors

1 Introduction

Air pollution is a major threat to our health and to the environment. The World Health
Organization (WHO1) claims that 9 out of 10 people worldwide breathe polluted air.
More than 80% of people who are living in the urban areas are exposed to high levels
of air pollution, leading to dangerous disease such as stroke, heart disease or cancer.
This approach proposes to raise awareness of the air pollution problem by offering a
device to detect and monitor the small particulate matter (PM 2.5) in the air. Particulate
matter are inhalable particles that come from vehicle exhausts or from burning of fuels
such as wood, or heating oil. A mobile application implemented for the users to be
informed about the pollution in the city is also proposed here. The application comes
with the possibility for users to participate in monitoring the pollution by rating the
quality of air or submitting the pollution levels registered by their own devices. The
proposed device could be used both indoors and outdoors, depending on the need.

The results collected from the sensors, but also from the users, can build a set of
data consisting of pollution levels and air quality of a city from a user point of view.
With these data a user can visualize the green and polluted areas from a city or region.

2 Related Work

Air quality monitoring has been extensively studied, with case studies ranging from
indoor environment monitoring [1, 2], to farm monitoring [3], industrial sites [4],
vehicular emissions [5], cities [6], to highly polluted areas on the Globe. The work in
[7] proposes P-Sense, a participatory approach to air pollution monitoring that provides

1 http://www.who.int/.
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large amounts of air pollution data in time and space with different granularities. In [8],
an Arduino-based device for air quality monitoring aiming at maximizing the number
of air pollutants monitored is presented. An Arduino-based approach for low-cost and
portable devices, with real-time data visualization is introduced in [9]. AirCasting2 is an
open platform that allows users to record and share health and environmental data using
their smart phones. The European Environmental Agency developed a GIS Map
Application, named Air Quality Index3 which allows users to understand more about
air quality. However, from their side, there is very few data about Romania (our case
study region) regarding air pollution.

This paper proposes a low-cost Arduino-based device to measure the pollution from
the air and an Android mobile application with a friendly user interface. The main
contribution of the paper is a social approach to air quality monitoring. Citizens are
involved as active contributors to the air quality monitoring of their city/region.

3 Air Quality Monitoring in Smart Cities

A smart city4 is an urban area that uses information and communication technologies to
reduce waste, improve infrastructure and efficiency for energy use. It also focuses on
environmental concerns such as climate change and air pollution by using sensors to
measure the quality of drinking water or the quality of the air.

Particulate Matter5 is an air pollutant defined as a mixture of solid particles and
liquid droplets found in the air. It includes aerosols, smoke, fumes, dust, ash and pollen.
It is one of the deadliest form of air pollution. Created by both natural and man-made
causes, like construction sites, unpaved roads, fields, smokestacks or fires. These
particles impact the climate, precipitation level and has significant effects on humans’
health. They come in many sizes and shapes and can be made up of hundreds of
different chemicals. Particles, such as dust, dirt, or smoke, are large or dark enough to
be seen with the naked eye. Others are so small they can only be detected using an
electron microscope. They are often separated into two main groups based on their size:
Inhalable coarse particles (PM 10) found near roadways and dusty industries with a
diameter between 2.5 micrometres (µm) and 10 micrometres (µm); and fine particles
(PM 2.5) with a diameter up to 2.5 micrometres (µm) found in smoke and haze, gases
emitted from power plants, industries and automobiles react in the air. Fine Particles6

(PM 2.5) are tiny particles in the air that reduce visibility and cause the air to appear
hazy. These are present outdoor and indoor.

2 http://aircasting.org/.
3 http://airindex.eea.europa.eu/.
4 https://internetofthingsagenda.techtarget.com/definition/smart-city.
5 https://www.epa.gov/pm-pollution.
6 https://www.health.ny.gov/environmental/.
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4 Use Cases

The Android mobile application follows three directions for the application usage. On
the first view (Fig. 1(a)), the user is able to rate his current location, to view a list with
the nearby sensors and its pollution levels. When taping on one of the sensors an
analysis by time of the recorded data will be showed to the user. Also, a user will be
able to see the best rated locations by the users in a bar chart. The value of the pollution
level index is determined according to the EU Air Quality Standards7.

The second view (Fig. 1(b)), a map is displayed to the user. A heatmap of the air
quality ratings is placed on top of the city map that can be activated and deactivated.
On the city map, the user can add a location to rate. Two types of markers are placed:
one for ratings and one for fixed sensor devices. When selecting any of the markers, an
info window pops up with details about the location. For the second type of marker, the
one that represents the sensors, when taping on the pop-up window, statistics of the
pollution levels from the sensor are available. On the third view (Fig. 1(c)), the data
collected from the device is available to the user. This way a user can determine and
publish the level of (outdoor) pollution from his location.

5 Application Development

In the development of the Air Quality Monitor the basic used components are: Arduino
Uno, Wi-Fi Module ESP8266 and the Grove – Dust Sensor (PPD42NS).

Arduino Uno8 consists of a physical programmable circuit board (or the micro-
controller) and a piece of software, or IDE (Integrated Development Environment) that
runs on your computer, used to write and upload computer code to the physical board.
The microcontroller comes preprogrammed with a bootloader that allows to upload
new code to it without the use of an external hardware programmer.

The ESP82669 is a low-price Wi-Fi module useful for easily controlling devices
over the Internet. It allows microcontrollers to connect to a Wi-Fi network and comes
with factory installed firmware allowing simple TCP/IP connections.

The Grove-Dust Sensor10 measures the dust concentration in an environment,
giving a good indicator about the air quality. It is sensitive to dust particles and
cigarette smoke which can trigger many allergic symptoms. The PM level in the air is
measured by counting the Low Pulse Occupancy time (LPO time) in a given time unit.
LPO time is proportional to PM concentration. The sensor uses the counting method to
measure dust concentration, not weighing method, and the unit is pcs/L or pcs/0.01cf.
The sensor sends the PM concentration using pcs/0.01cf as a counting method and
according to the European Air Quality Standards, which refers to PM using µg/m3. An
approximate transformation was made for the pollution levels to correspond to these

7 http://ec.europa.eu/environment/air/quality/standards.htm.
8 https://www.arduino.cc/.
9 https://en.wikipedia.org/wiki/ESP8266.
10 http://wiki.seeedstudio.com/Grove-Dust_Sensor/.
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standards (Very Low: <300 pcs/0.01cf; Low: 301–600 pcs/0.01cf; Medium: 601–900
pcs/0.01cf; High: 901–1200 pcs/0.01cf; Very High: >1200 pcs/0.01cf). The application
uses Firebase11, a cloud-hosted NoSQL database. Data is stored as JSON12 and syn-
chronized in real time. The circuit design in Fig. 2 was realized in the context of this
work. For this, only one sensor was configured, but it can be expanded to more sensors
and devices.

(a) first view (b) second view (c) third view 

Fig. 1. Use cases – three views of the application

Grove Dust Sensor

Legend of the circuit 
Power supply wire
Output wire 
Ground (GND) wire
Input wire 

Power Supply

Arduino UNO

ESP8266 Wi-Fi Module

Breadboard

Fig. 2. Circuit structure

11 https://firebase.google.com/.
12 https://www.json.org/.
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6 Conclusion and Future Work

This paper addresses one of the problems we all have to face every day, air pollution.
One of the main contributions of our work to this domain is to consider people as social
sensors and let them interpret and express how they perceive the air quality, and
furthermore share their vote to others who are likely to stay informed about the air
quality of their city or neighborhood.

Future work includes a recommendation section, for personalized locations
according to specific user activity; also, placing sensors all over the city in order to
collect real-time data and to compare the results to the ones coming from the social
sensors. The final aim is to have an open environment for air pollution monitoring
enabling wide citizen participation and awareness.
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Abstract. The UNESCO Convention of 2003 has promoted the growth of
online inventories containing multimedia data, even if usually developed as data
silos and searchable with different and rigid criteria. We present here a work-in-
progress that aims to overcome these limits, studying the implementation of a
system that allows to query different inventories simultaneously in the same
way, whether they are local or not, overcoming the limit represented by data
different languages and providing intuitive and attractive search tools. The query
criteria designed combine keywords semantic together with temporal and space
information to create useful tools for intangible heritage data. The main points
are: the use of MultiWordNet to structure the document keywords, the gener-
ation of thematic paths, the creation of table games.

Keywords: Terminological resources � MultiWordNet � ICH timeline �
Open archives � Storytelling

1 Introduction

The growth of open archives available online favored by the UNESCO Convention of
2003 has given the opportunity to find useful information and to improve the knowl-
edge about intangible heritage. Unfortunately still many archives are developed as data
silos and need specific skills to be used. The aim of this work is twofold: on one hand
to develop a system able to get data from different inventories at the same time, which
may be local databases or open archives available on-line. On the other hand to study
new storytelling tools based on keywords semantic, able to bring the inventories closer
to people and facilitate the passage of intangible heritage from one generation to the
next.

Multimodal and multimedia search will be operated both on local and on-line data:
visual interactions, timelines, games, can reach a wider public, together with the
archives connections to query them simultaneously as parts of a complex heritage.

The paper is structured as follows: after a brief description of local and on-line
archives to be used in our experimentation, storytelling tools defined will be presented
and explained. Finally some preliminary results will be discussed.
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2 Local and Open ICH Archives

The following datasets - related to social or cultural heritage collections of images and
multimedia data - have been used to define and test the integration and storytelling
tools. One of the features of our approach is that many others, mainly online, may be
added and tested, in a seamless way:

• IntangibleSearch Archive and AESS archive: the two ICH archives of the
Lombardy Region [1–3].

• Museum of Contemporary Photography in Cinisello Balsamo, Milan: a signifi-
cant cross-section of photography after World War II to the present day [4].

• Europeana: is the EU digital platform for cultural heritage [5].
• Wikipedia: for the pages belonging to the category “Popular traditions” and “Oral

and intangible heritage of humanity”. The extraction of data and integration of this
inventory is under study [6].

At the base of navigation process there is the creation of a new layer dedicated to
data extraction: a web service, based on REST API protocol, is needed to interact with
the underlying local databases in a common and standard way, conforming to the data
interaction methods provided by Europeana and Wikipedia [5, 6]. For external archives
involved it is necessary to study and implement a proper layer where interaction with
each single web service is defined.

3 Storytelling Tools

We present here some tools which, through automatic and semi/automatic data pro-
cesses, can improve and increase the potential of available data. From the analysis of
documents, present both in local and on-line archives considered here, we observed
that some intrinsic information is common: localization, general information about the
time, keywords related to very specific subjects. The tools studied analyze and combine
this common data in different ways.

3.1 Semantic Hierarchy Between Keywords

Keywords associated to documents are usually chosen by expert catalogers and
selected on the basis of specialized vocabularies, enriched by new words when nec-
essary. Terms are organized as flat lists, neither structured nor linked together. We
studied how to create a hierarchical structure to group terms on the basis of their
semantic meaning. This operation is performed using the structured dictionary “Mul-
tiWordNet”, which is available online [7] and give us the possibility to search both
English and Italian terms. A specific search process, showed in Fig. 1, has been
developed to search each keyword into MultiWordNet and, when found, tag it with the
all unique codes related to the different retrieved meanings. Each retrieved code makes
it possible to link each term with others of upper and lower level, and with the related
translations, allowing to import the hierarchical structure taken from MultiWordNet
into the query section of the system [8]. All the meanings of a searched key, together
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with the hierarchical structure for each of them are organized in a tree structure and are
available to be used as new query keys, allowing to enlarge or restrict the set of
retrieved data according to that specific meaning, to link documents from a semantic
point of view, regardless of the language with which the term is used.

This process can also be applied to online open archives, often these data are
accompanied by words that act as tags: in Europeana, for example, they are called
“subject” and are expressed in various languages. It is interesting also to see how the
keywords lists and structures extracted from a local archive can be generalized and
used to search on others inventories, such as Europeana, where they become a valid
entry point to navigate between such a large amount of data.

3.2 Itineraries and ‘Themed’ Routes

After the analysis of terms and keywords most used to query local archives we defined
a hierarchical structure containing categories and sub-categories often recurring. Each
of them is linked with keywords and terms of common use, when available, and an
image to represent it. This structure is the input for a procedure able to group and
extract data, to generate a series of guided tours among with the user can navigate,
allowing him to explore and retrieve semantically similar documents. An example is
shown in Fig. 2, where the main category is “Objects” and sub-categories found are
shown, among them “Musical Instruments” is selected with all related documents
found. This has given excellent results for the local archives used at first, but it is
interesting to use these themed routes to search other inventories, allowing to quickly
and easily query huge archives such as Europeana where it is not easy to understand at
first glance what it contains and can be searched for.

The further step is the combination of data coming from ‘themed’ routes with those
of the time period: this allows to show the retrieved documents in a timeline, grouping
them by historical period. With the introduction of localization key, it is possible to

Fig. 1. Search process of a key within “MultiWordNet”
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generate thematic maps which are organized according to the historical period. This
allows us to extract everything that is available in a certain place of interest for the
period indicated related to a given theme, achieving a “Near to me now” extraction
procedure. So, given for example the place where the user is, identified by the GPS and
today’s date taken from the phone, he could ask to view what is available to visit or
events he can attend, for example processions, carnivals, rituals, museum collections,
etc… that may be available near the place where the user is, getting data from all
inventories available.

3.3 Games and Riddles

We tried to create new ways to navigate ICH contents, oriented to communicate with a
wider audience and common people through play and discovery. We focused at first on
the two AESS archives: the analysis of those inventories combined with a work of post-
editing done with specialized experts gave hints on how to develop new tools and
enrich the archives with a play section:

• Make a list of trivia or anecdotes extracted from document analysis and put them in
a question/answer form, for example about different carnival characters and roles,
traditional mask names, traditional foods recipes, musical repertoires and so on.

• Label each questions/answers with keywords, time and place information, a diffi-
culty level and finally a score.

• Extract images to add graphic data to each entry in the list.

Such amount of new data added gradually to the system can be used to build
different stage games, mixing data randomly. Taking inspiration from the snakes and
ladders game, different tables can be created extracting questions and using associated
keywords time and place also, to create connections between different questions of the
game. The user can save his game and explore the archives to search the correct
answers, to improve his score based on the number of correct answers given.

Fig. 2. Example of hierarchical structures made between keywords
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The process can be enlarged and applied to other inventories, by creating an
incremental game structure containing data coming from all inventories, both local and
on-line archives, where to store new questions/answers able to query and approach data
in a different and funny way.

4 Preliminary Results and Conclusions

We have presented here a study concerning the implementation of tools that allows to
query different inventories simultaneously, overcoming the problems given by data
silos and different languages where the basic idea is to combine keywords semantics
together with temporal and space information to create useful tools and games for the
storytelling of the intangible heritage. This study is the basis for a prototype devel-
opment, whose structure is shown in Fig. 3. A preliminary test phase made on the
different types of data available has provided encouraging results, especially because
search criteria, conceived and applied to one specific inventory, give excellent solutions
once applied to all the archives involved.
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Abstract. Massive volumes of images of museums or art collections, or made
available by artists and photographers, more and more often, are available on the
web, along with some metadata, essential for their characterization and retrieval.
A set of (scored) keywords/keyphrases that characterize the semantic content of
the documents should be, automatically or manually, extracted and/or associ-
ated. We present here a work-in-progress to evaluate different methods for the
unsupervised keyword extraction to Italian and English datasets. In the paper
datasets, algorithms and approaches are presented and discussed together with
some preliminary results referred to relatedness of terms.

Keywords: Unsupervised Automatic Keyphrase Extraction � Evaluation �
Information Retrieval � TextRank � RAKE � Tf-Idf � Latent Semantic Indexing

1 Introduction

Massive volumes of images of museum permanent collections are available for free
usage on the web, along with some metadata, essential for their finding and retrieval.
While the images may be processed without any further information - e.g. it is possible
to automatically extract color information or low-level features, to allow retrieval based
on semantic information that cannot be extracted from the image alone, it is essential to
associate, manually or automatically, a set of (scored) keywords/keyphrases that
characterize the semantic contents of the document and are useful in identifying rel-
evant documents for a given query and/or in “suggesting” something related in some
way. Keywords/keyphrases should, therefore, satisfy the following characteristics:
(i) have a good coverage; (ii) be relevant; (iii) be consistent and (iv) be up-to-date.
Manually identifying and associating words is a time-consuming job, requires spe-
cialized personnel both as a terminologist, as an expert in the subject and as a web
specialist. Although the problem of extracting keywords able to represent the contents
of texts in natural language has been faced since the first Information Retrieval systems
appeared, the advent of new tools and techniques makes it still very actual [1, 2].
A large number of algorithms, categorized into supervised or unsupervised methods,
have been developed to address the problem of automatic keyphrases extraction.
Supervised methods typically consider this problem as a classification task, in which a
model is trained on annotated data to determine whether a given phrase is a keyphrase
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or not. These systems need a lot of training data, which can be unfeasible in the web
scenario, and yet show a bias towards the domain on which they are trained. Keyphrase
extraction task in unsupervised approaches is considered as a ranking problem and can
be gathered into statistical-based, graph-based and cluster-based approaches. In
statistical-based approaches, texts are usually represented as matrices in which the
statistical techniques are applied to rank the words by using tf-idf term weighting
metric [3]. The graph-based methods build a graph from the input documents, and each
document is represented as a graph where vertices or nodes represent words, and edges
are connected based on either lexical or semantic relations, such as a co-occurrence
relation. Examples are TextRank [4], RAKE [5], SingleRank [6] or CollabRank [7].
Cluster-based methods extract terms, group them into clusters based on their semantic
relatedness using Wikipedia and/or other co-occurrence similarity measures, and select
phrases that contain one or more cluster centroids. Examples are KeyCluster [8],
SemCluster [9] or the one proposed in [10].

We present here a work-in-progress, an experimentation done with the aim of
evaluating algorithms for the automatic extraction of scored keyphrases from docu-
ments. The paper is structured as follows: after a short description of the Unsupervised
keyword extraction methods used, our approach is presented together with some pre-
liminary results, that are briefly discussed.

2 Unsupervised Keyphrases Extraction Algorithms

In the following, we present three classical unsupervised algorithms for keyword
extraction – tf-idf, TextRank, and RAKE, together with Latent Semantic index algo-
rithm used in our experimentation.

Tf–idf [3], short for term frequency–inverse document frequency, is widely used in
Information Retrieval, and is able to measure the importance of a word in a document,
within a collection or corpus: a tf-idf score is highest when a term occurs many times in
a small number of documents, decreasing to 0 when the term occurs in all items.

TextRank [4] is a graph-based, domain-independent ranking model for text pro-
cessing, and is based on the same assumptions of Google PageRank.

Rapid Automatic Keyword Extraction (RAKE) [5] is an unsupervised, domain-
independent, and language-independent graph-based method for extracting keywords
from individual documents.

LSI [11] is a technique able of analyzing relationships between a set of documents
and the terms they contain by producing a set of concepts related to the documents and
terms. The method is able to reduce the number of rows in the matrix while preserving
the similarity structure among columns.

3 Our Approach

For our experimentations, we started from the ‘paintings 91’ [12, 13] database, which
consists of well-known paintings by famous artists ranging from Vermeer to Chagall,
from Bosch to Matisse. The original dataset consists of 4,214 paintings from 91
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different artists with some metadata. We first associated to each painting its title (in
Italian or in English), and then, in a completely automated way, we retrieved from the
web descriptions of the painting, whose provenience is mainly from Wikipedia or the
first results of a google search based on title + author query, in Italian and/or in
English. Although ‘painting 91’ contains works by famous artists, some search has
produced no results or results irrelevant to the paintings. So to ensure that the web
pages retrieved are semantically related to the paintings, a similarity score based on co-
occurrence of words in the web page title and painting title – in particular on cosine
similarity of vectors of (unweighted) terms - has been computed and assigned.

We used, as texts associated with each item, those web descriptions scoring higher
than 0.1, and a length greater than 500 characters. In Table 1 a summary of datasets
used: the total number of documents, number of web descriptions (texts) per item
(average, min, and max), similarity scores (average, min, and max), and length of texts
in characters (average, min, and max).

The first step of our approach is to harvest pieces of texts, from the web, either
extracted from Wikipedia or considering the top-ranked results from google. On these
texts, we applied RAKE, TextRank, tf-idf and LSI methods, in different implementa-
tions, considering each text as a single document and/or as part of a unique document.
RAKE, TextRank, tf-idf algorithms extract a varying number of weighted keywords,
while LSI groups documents assigning them a chosen number of topics.

Having more than a text for each item, a post-processing phase is required, in which
the keywords extracted for each algorithm are integrated into a single (scored) set, and
merged in several ways, according to different criteria, as union and/or intersection of
all keywords, of top n keywords, of top-weighted keywords. In the end, the results
obtained are evaluated on single or grouped results.

– For each piece of text:
• Preprocess data: remove stopwords from the text, perform stemming, tokenize…
• Create a list of candidate keywords/keyphrases using different algorithms,
• Score each candidate keywords/keyphrases, according to different methods,
• Select the first m keywords/keyphrases.

– Post processing: from n (pieces of texts) � m (keywords) extract the top k key-
words for each element representing its semantic contents.

– Evaluate the results.

Designing evaluation metrics for automatic unsupervised keyphrase extraction
algorithms is by no means an easy task. In general, the results are compared with the

Table 1. Datasets details: number of documents, number of texts per document,
similarity scores, and length. Only English and Italian data have been used

Language Tot. no. of
documents

No. of texts/item
Av. (min–max)

Similarity score
Av. (min–max)

Length
Av. (min–max)

All 23165 5.75 (1–19) 0.31 (0.10–1) 4661.30 (501–26238)
English 12792 3.61 (1–16) 0.30 (0.10–1) 5336.48 (501–26238)
Italian 9666 3.30 (1–12) 0.29 (0.10–1) 4255.35 (501–15863)
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keywords chosen manually by experts or using gold standard datasets. Here our idea is
to define a fully automatic evaluation method. In [14] we used Recall and Precision to
evaluate the results, the same metrics used in SemEval contexts. Our results were not so
clear, so in this paper, we use Sørensen–Dice (S) similarity coefficient. The coefficient
measures the shared information (overlap) over the sum of cardinalities. In Table 2 a
summary of evaluation results obtained applying RAKE, TextRank, tf-idf, LSI meth-
ods on the English and Italian datasets is shown. We report the best results obtained in
the different runs with different options for the algorithms. Results for Single data are
intended obtained for each document retrieved on the web, while in Grouped data,
results are grouped on a per painting basis and considered as a unique item, and the
keywords are merged. We report results computed on the top ten keywords extracted.

The choice and the cardinality of keyword sets against which to evaluate the results
influence greatly the evaluation: in this first test, we used all those extracted from the
different algorithms, greater than 1 for Single or the number of texts for Grouped.
Further normalization steps, able to take into account the different cardinality of the
results, is being studied, both to select keywords and to create the evaluation sets,
which also require more sophisticated merging/creation techniques.

TextRank, RAKE, and tf-idf confirmed as the more effective algorithms, validating
the evaluation of [14]: RAKE extracts a large number of keywords, so its score is the
highest. TextRank and tf-idf extract few terms and therefore obtain rather good results;
while LSI, due to the difficulty of reaching the optimal number of topics, is struggling
to achieve acceptable results. The various implementations of the algorithms and the
different options in the runs lead to very different results, in terms of both (scored)
keywords extracted and evaluations.

Grouping results bring opposite ratings for RAKE compared to TextRank and tf-
idf: this is due to the different number of keywords extracted.

4 Conclusions

In the paper we have presented some experimentations related to unsupervised auto-
matic keyphrases extractions methods, describing the algorithms chosen, the dataset
characteristics, and discussing some preliminary results obtained in terms of Sørensen–
Dice similarity measure. The work is still in progress, and future works should be
oriented towards: (i) implementation and test of other algorithms and methods;

Table 2. Evaluation results obtained (limited to Sørensen–Dice measure) for RAKE, TextRank,
tf-idf, LSI methods on the English and Italian datasets

Dataset Data TextRank RAKE tf-idf LSI

En Single 0.174 0.862 0.192 0.075
En Grouped 0.282 0.549 0.255 0.134
It Single 0.222 0.860 0.159 0.100
It Grouped 0.320 0.545 0.256 0.131
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(ii) comparison of Italian vs English algorithms; (iii) normalization of results on the
basis of the number of keywords extracted and length of texts; (iv) integration of best
top keywords from different methods; (v) integration of word2vec, GloVe or WordNet
to manage the synonyms and topic identification issues in a more efficient and effective
way and (vi) more studies on the evaluation task, both testing different ways to create
keyword sets for comparison/evaluation, as terms and numbers, and investigating other
methods, borrowed also from information retrieval or image tagging.
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Abstract. The paper presents an ongoing approach and experiment that proposes
to apply sentiment analysis in the context of cryptocurrency investment. The
approach performs sentiment analysis on user feeds from relevant social media
communities (e.g., Reddit) and uses the results as input to a price reaction
algorithm, together with live market prices. Our hypothesis is that taking into
account human emotion and community dynamics enables better prediction of
the trends in the field of cryptocurrency investment.

Keywords: Sentiment analysis � Cryptocurrency � Machine learning

1 Context and Motivation

Cryptocurrencies have been around since 2008 when the presumed pseudonymous
Satoshi Nakamoto integrated many existing ideas from the cypherpunk community
creating Bitcoin1; however they were only put into the spotlight in the fall of 2017. The
main communication channels of the cryptocurrency community are Facebook, Twitter
and Reddit. The impact of these social media platforms on the price of the
cryptocurrencies has been observed more than once2. By studying relevant social
media content, it is possible to infer the ‘feeling of the market’ and to predict how the
price is going to shift. The community behind a cryptocurrency plays an important role
in determining the market capital. Behavioral finance helps understand certain financial
choices that people make. In line with this, the paper proposes to study how the
community affects the cryptocurrency market trends. The approach considers human
factors, going beyond traditional market analysis.

2 Approach

As shown in Fig. 1, the proposed approach considers three main steps, namely:
(1) data collection; (2) sentiment analysis; and (3) enhanced price reaction
algorithm. Data is collected from two channels: (1) the social media data, from

1 www.bitcoin.org.
2 https://fortune.com/2017/10/16/ibm-blockchain-stellar/.
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relevant social media communities, such as Twitter and Reddit; and (2) trading data,
collected as live market prices.

The sentiment analysis step is performed in two phases: first, the VADER3 tool and
lexicon are used to classify user feeds from social media channels. However, since the
accuracy we obtained is 65% (tested against the Stanford Sentiment Analysis Corpus4),
due to the specificities of the terms used by these communities, the results are only used
as baseline for the second phase, the machine learning algorithm. A neural network was
used, with an obtained accuracy of 81%.

The enhanced price reaction algorithm proposed takes in input both the price
interpretation, using the Exponential Moving Average (EMA5) algorithm, and the
result from the neural network, computed as a satisfaction index. The trained neural
network was used to compute the sentiment for each day in the previous year, as the
number of positive tweets over the total number of tweets. A zero value for a given day
indicates a selling trend, while a value of 1 indicates a buying trend. The buy-sell
strategy given by the EMA, takes into account the neural network by multiplying every
day not only with the decay influence but also with the transposed value in the interval
[−1,1] of the neural network result for that day. Thus, positive and negative days are
amplified by the trend of that day. A buy/sell signal is issued when the price goes under
or over the current trend (classic EMA), and also when the index obtained from the
social media data has large variations.

3 Conclusion

The paper presents an ongoing study realized in the context of a student degree thesis.
The verification of our hypothesis is work in progress. Several challenges that we faced
could leave place to future innovation. First, the data processing could be optimized
using big data technologies. A dedicated semantic lexicon for crypto trading will

Fig. 1. Approach for sentiment analysis-guided cryptocurrency investment

3 https://github.com/cjhutto/vaderSentiment.
4 http://cs.stanford.edu/people/alecmgo/trainingandtestdata.zip.
5 https://www.investopedia.com/terms/e/ema.asp.
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provide more accurate sentiment analysis. The multilingual aspect is also to be
considered. Finally, a community analysis tool would help to better understand human
choices specifically in the field of cryptocurrency investment.
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