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Abstract. Authorship verification is the task of determining whether a
specific individual did or did not write a text, which very naturally can be
reduced to the binary-classification problem. This paper deals with the
authorship verification of short email messages. Hereafter, we use “mes-
sage” to identify the content of the information that is transmitted by
email. The proposed method implements the binary classification with a
sequence-to-sequence (seq2seq) model and trains a convolutional neural
network (CNN) on positive (written by the “target” user) and nega-
tive (written by “someone else”) examples. The proposed method differs
from previously published works, which represent text by numerous sty-
lometric features, by requiring neither advanced text preprocessing nor
explicit feature extraction. All messages are submitted to the CNN “as
is,” after padding to the maximal length and replacing all words by their
ID numbers. CNN learns the most appropriate features with backprop-
agation and then performs classification. The experiments performed on
the Enron dataset using the TensorFlow framework show that the CNN
classifier verifies message authorship very accurately.
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1 Introduction

Communication through electronic mail is a very basic everyday activity for
almost every person these days. This communication can be personal or official
and can have different purposes: work, study, commerce, or just chatting with
friends. However, because we cannot trust every message that arrives to our
account, we use spam filters on a daily basis. Email fraud is one of the most
common types of illegal activity enabled by the Internet. Millions of fraudulent
messages are sent every day. Statistics1 say that in Q1 2017, the percentage of
spam in email traffic amounted to 55.9%.

Email communication may be misused by various means. An intruder may
disguise oneself as a legitimate user by forging messages after breaking into a
1 https://securelist.com/spam-and-phishing-in-q1-2017/78221/.
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mail server and fabricating SMTP messages [18], performing man-in-the-middle
attacks [7], hacking an email account, or physically accessing the user’s com-
puter. The intruder’s purpose can be spying, phishing, or other malicious goals.
Therefore, performing authorship verification for suspect email messages may
have a crucial role in cybersecurity and forensic analysis. In this paper we intro-
duce an approach to the problem of authorship verification of short messages,
which can be accurately applied on a “raw” text of emails and, in contrast to
the state-of-the-art works, does not require either enhanced text preprocessing
or feature extraction.

2 Related Work

The authorship verification problem has been studied for about decade. Most
works used stylometry and relied on shallow classification models. Stylometry
aims at reflecting personal writing styles, defined by numerous stylometric fea-
tures [9]. In general, stylometric features can be categorized into four categories:
lexical, syntactic, structural, and content-specific. The total amount of single
features in stylometry-based work can reach hundreds, and, therefore, feature
selection or dimensionality reduction must be performed prior to classification.
Among the most frequently used classifiers in stylometry-based authorship verifi-
cation models are: k-nearest neighbor (kNN), Näıve Bayes, decision tree, Markov
chains, support vector machine (SVM), logistic regression (LR), and neural net-
work. As can be seen from the literature, all authorship verification studies
differ in terms of the stylometric features and the type of classifiers employed.
An extended survey of stylometric features and authorship detection techniques
is given in [8].

The first attempts of authorship verification focused on general text docu-
ments and were not realistic for application to online texts, which are usually
much shorter, as well as being poorly structured and written. For example, the
SVM-based model in [13] obtained 95.70% accuracy for documents containing at
least 500 words. Many researchers subsequently investigated the effectiveness of
stylometry techniques for authorship authentication on shorter text, including
email messages. Their results were not as promising as the results for longer
texts. Various classification and regression models with 292 stylometric features
yielded an Equal Error Rate (EER) ranging from 17.1% to 22.4% on the Enron
email dataset in [9]. Using 150 stylistic features in [5] resulted in an accuracy
of 89% for 40 users from the Enron dataset. Authors of [14] combined stylo-
metric representation with 233 features and various classification techniques,
obtaining an accuracy of 79.6% on Facebook posts. SVM and SVM-LR clas-
sifiers were applied in [3] for authorship verification of short online messages,
including email messages. About one thousand stylometric features, enriched by
the N-gram model, have been extracted and then selected prior to classification.
Experimental evaluation on the Enron email and Twitter datasets produced EER
results varying from 9.98% to 21.45%. The SVM model with most frequent words
as features [16] achieved 80% accuracy on 50 users from the Enron dataset. A
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stylometry based authorship verification model based on the Gaussian-Bernoulli
deep belief network [4] produced EER results ranging from 8.21% to 16.73% on
Enron and Twitter datasets, respectively.

We propose a different approach to the problem of authorship verification
of short messages. This approach is based on the deep sequence-to-sequence
CNN model, which does not require either enhanced text preprocessing or feature
extraction. Originally invented for computer vision, CNN models have been lately
proven to be effective for various natural language processing (NLP) tasks [6].
For example, a simple one-layer CNN was successfully applied for the sentence
classification tasks in [10]. We adapt a similar approach and train the CNN
classifier on a two-class training data, composed of positive (written by the
“target” user) and negative (writen by “someone else”) examples. No pre-trained
word vectors are required. This approach, while saving much time and effort
that could be invested in feature extraction and selection, produces a very high
accuracy.

3 Authorship Verification with CNN

The traditional authorship verification approach, based on stylometry and clas-
sification, is usually composed of: (1) extracting a rich set of hand-designed
features, (2) selecting the most significant ones, and then (3) feeding them to a
standard classification algorithm (for example, SVM). The choice of features is
a completely empirical process, mainly based on our linguistic intuition; and to
a large extent, this determines the key to success.

Following the idea of application of CNN to NLP tasks [2,6,10,11,19], we
propose a radically different approach: we apply a multilayer neural network
(NN), trained in an end-to-end fashion, on a “raw” text, after a very basic pre-
processing. The NN architecture takes the input text and learns several layers
of feature extraction that process the input. The features computed by the deep
layers of the network are automatically trained by backpropagation to be relevant
to the task (of authorship verification in our case).

Typical CNN is composed of several convolutional modules that perform fea-
ture extraction. Each module is a sequence of a convolutional and pooling layers.
The convolutional layer performs mathematical calculations (filter) to produce
features in the feature map. The pooling layer reduces the dimensionality of
the feature map. A commonly used pooling algorithm is max pooling, which
extracts sub-regions of the feature map and keeps their maximum value, while
discarding all other values. The last convolutional module is followed by one or
more dense layers. Dense layers perform classification on the features extracted
by the convolutional layers and reduced by the pooling layers. In a dense layer,
every node is connected to every node in the preceding layer. The final CNN
dense layer contains a single node for each target class in the model, with a
softmax activation function that generates a probability value for each node. We
can interpret the softmax values for a given input as its likelihood to belong to
each target class. Figure 1 shows the model architecture adapted to the binary
classification of text messages. We explain it in more detail below.
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Fig. 1. CNN architecture for email classification task.

Let mi be the k-dimensional word vector corresponding to the ith word in
the message. An email message of length n (zero-padding strategy as in [10] is
applied) is represented as m1:n = m1 ⊕ m2 ⊕ . . . ⊕ mn, where ⊕ is the concate-
nation operator.

Let mi:i+j refer to the concatenation of word vectors mi,mi+1, . . . ,mi+j .
A convolution operation applies a filter ϕ ∈ Rhk to a window of h words to
produce a new feature. For example, a feature ci is calculated from a win-
dow of word vectors mi:i+h−1 as ci = f(ϕ · mi:i+h−1 + b), where b is a bias
term and f is a non-linear function such as the hyperbolic tangent. Filter ϕ is
applied to each possible window of h word vectors for words in the input text
{m1:h,m2:h+1, . . . ,mn−h+1:n} to produce a feature map c = [c1, c2, . . . , cn−h+1].

A max-overtime pooling operation [6] is then applied over the feature map
and the maximum value ĉ = max{c} is taken as the feature corresponding to this
particular filter. This stage is aimed at capturing the most important feature—
one with the highest value—for each feature map. One feature is extracted from
one filter. The model uses multiple filters—with various window sizes—to obtain
multiple features. These features are passed to a fully connected dense layer
activating softmax function that produces the probability distribution of the
input text over target classes.

We use single channel architecture, with one that is fine-tuned via backprop-
agation. This means that we do not need to provide pre-trained static word
vectors (embeddings). All words in our input messages are randomly initialized
and then modified during training.
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4 Experiments

We evaluated our approach on the Enron email dataset [12]. The Enron dataset
was used for different kinds of authorship analysis, including authorship attribu-
tion, authorship verification, authorship profiling (characterization), and author-
ship similarity detection. After discarding users with less than 1000 email mes-
sages, we trained our model to 52 remaining users. For each user, 1000 verified
email messages were sampled. The parameters of our data are shown in Table 1.

Table 1. Enron data after filtering

# emails 52000

max email length 95 words

# users 52

# messages per user 1000

CNN model2 was trained for each user. In order to get balanced data, we took
the same amount (1000) of positive (all emails that were written by the “target”
user) and negative (written by other users and randomly selected) examples.
90% of this data was used for training and 10% for testing. The TensorFlow
framework [1] was used in our experiments. In preprocessing, every email was
padded to the maximal length (95 words) and encoded by replacing its words
by their ID numbers (integers from 1 to V , where V is a vocabulary size).

Figure 2 depicts the accuracy distribution for 52 users with a clustered
bar chart. The average overall accuracy is 97%, which is significantly bet-
ter than what most of the previously published works reported on the Enron
dataset.3 Unfortunately, we could not compare our performance with other
works where only EER–that cannot be transformed to accuracy without addi-
tional information–was reported or other dataset–even if it is a subset of Enron
dataset–was used. CNN performance depends on the amount of epochs (steps)
performed during the training.4 Figures. 3 and 4 show accuracy as a function of
epoch number and loss as a function of epoch number, respectively.5 Blue curves
in these figures represent training accuracy and loss, while red curves represent
test accuracy and loss.

2 We kept the default settings of the CNN model in the TensorFlow framework, which
are as follows: number of embedding dimensions is 128; filter sizes are 3, 4, and 5;
number of filters is 128, dropout probability is 0.5, L2 regularization lambda is 0,
batch size is 64.

3 The best accuracy of 89% for 40 users from the Enron dataset was reported in [5].
4 We ran our model with 500 epochs.
5 Obtained from training on one of the users.
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Fig. 2. Accuracy distribution.

Fig. 3. Accuracy as a function of epochs number. (Color figure online)

Fig. 4. Loss as a function of epochs number. (Color figure online)
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5 Conclusion and Future Work

This paper describes an application of a deep sequence-to-sequence CNN model
to the authorship verification task for email messages. In contrast to current
state-of-the-art works, our model does not require explicit feature extraction.
CNN gets “raw” text as an input, learns features, and performs the classification
task on them. The results show that this model verifies email message authorship
very accurately. The results can be fine-tuned by performing more epochs, that
is generally improves the accuracy of the NN models. In conclusion, the main
value of the proposed method is its accurate performance while being applied
on a “raw” text. As such, it allows to save time required for the features design,
implementation, and extraction and to avoid adding noise to the representation
model.

In the future, we intend to experiment with different variations of the CNN
architecture, such as the multichannel architecture with several ‘channels’ of
word vectors. These channels will encompass static throughout pre-training with
a neural language model [15,17] and non-static that is fine-tuned via backprop-
agation, as in [10]. Static vectors can be trained by word2vec [15] or Glove [17].
In such architecture, each filter must be applied to all channels, and the results
must be summed to calculate a feature ci in the feature map. Our experiments
can be extended with different baseline methods, additional evaluation metrics
(i.e. EER), and real-world (unbalanced) domains. Also, additional task-related
features (email message structure and meta-data) can be incorporated into the
neural network. In addition, we would like to apply our approach to a different
task of authorship analysis—authorship attribution—that can be modeled as a
classification task with multiple classes.
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